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The increasing demand for high data rate applications and the delivery of zero-latency
multimedia content drives technological evolutions towards the design and implemen-
tation of next-generation broadband wireless networks. In this context, various novel
technologies have been introduced, such as millimeter-wave (mmWave) transmission [1],
massive multiple input multiple output (MIMO) systems [2], and non-orthogonal mul-
tiple access (NOMA) schemes [3] in order to support the vision of fifth generation (5G)
wireless cellular networks. The introduction of these technologies, however, is inextri-
cably connected with a holistic redesign of the current transceiver structures as well as
the network architecture reconfiguration. To this end, ultra-dense network deployment
along with distributed massive MIMO technologies and intermediate relay nodes have
been proposed, among others, in order to ensure improved quality of services to all mobile
users. In the same framework, the design and evaluation of novel antenna configurations
able to support wideband applications is of utmost importance for the 5G context support.
Furthermore, in order to design reliable 5G systems, the channel characterization in these
frequencies and in the complex propagation environments cannot be ignored because it
plays a significant role.

In this Special Issue, fourteen papers are published, covering various aspects of novel
antenna designs for broadband applications, propagation models at mmWave bands,
the deployment of NOMA techniques, radio network planning for 5G networks, and multi-
beam antenna technologies for 5G wireless communications.

Khan T et al. [4] have designed a novel cedar-shaped multiband frequency reconfig-
urable antenna for WLAN, WiMAX, and X-band satellite wireless communication systems.
The broad tunability of operating bands is achieved by employing switches to alter the
effective electrical length of the radiating element of the antenna. The proposed antenna
design is evaluated for specific output metrics, such as reflection coefficient, antenna gain,
and radiation pattern, through simulation as well as measurements. The authors highlight
the efficient radiation of the proposed antenna structure in all desired bands.

Zhang and Pan [5] present a novel reconfigurable filter antenna for impulse radio-
ultrawideband (IR-UWB) applications integrated with WLAN and WiMAX. According to
the presented results, the proposed antenna design can integrate the WLAN and WiMAX
narrowband with the IR-UWB operating band without changing the size and time domain
performance compared with the original UWB antenna. These features enable the proposed
filtering antenna to be widely used in IR-UWB systems integrated with WLAN/WiMAX.

Cheema and Salous [6] have conducted various high time resolution spectrum occu-
pancy measurements and analysis for 2.4 GHz WLAN signals. To this end, it was found
that distributions such as Gamma and lognormal can be used to model the idle state of
a 2.4 GHz WLAN channel along with the generalized Pareto distribution. In addition,
in this work, analysis is performed per channel, which shows that different concurrently

Electronics 2021, 10, 964. https://doi.org/10.3390/electronics10080964 https://www.mdpi.com/journal/electronics
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measured channels in radio technology may have different idle time window statistics and
their idle states can be modelled using different distributions.

Gouveia et al. [7] have conducted an extensive review on different antenna designs for
non-contact vital sign measurements. In this context, specific guidelines for proper antenna
design are highlighted, that are related to frequency selection, polarization, directivity, gain,
and size.

Saito et al. [8] propose an extension of the ray tracing simulation method for a typical
outdoor-to-indoor (O2I) scenario, in which the incident radio waves penetrate indoors
through building windows. The presented method consists of the Fresnel zone shielding
loss calculation and the transmission loss calculation by equivalent dielectric plate. To this
end, radio propagation measurements have been conducted in a high-building environment
by using the developed UAV-based measurement system. According to the presented
results, the penetration loss of direct and reflection rays was significantly underestimated
in the ray-tracing simulation and the proposed method could correct the problem.

Nomikos et al. [9] focused their work on leveraging the capabilities provided by low-
complexity single-antenna cooperative relays with buffers and NOMA. More specifically,
an opportunistic relay selection algorithm was developed, allowing a cluster of single-
antenna relays to operate in full-duplex mode through the successive relaying principle.
In addition, buffering facilitated the seamless combination of half-duplex relaying with
successive source broadcasting and relay transmissions, enhancing the reliability of the two-
hop NOMA relay network, and lowering the delay of the transmission, while increasing
the number of transmitted packets to both destinations.

Guan and Fujimoto [10] present a compact patch antenna backed by a conductor plane
which functions as reflector, and is placed below the antenna to suppress EM radiation
to the human body. The proposed antenna with an L-shape proximity feeding scheme
generates a dual-resonance mode for a wide impedance bandwidth. A prototype was
designed, fabricated, and compared with the conventional direct-fed patch antenna. Mea-
sured reflection coefficient and radiation characteristics of the proposed antenna agree well
with the simulation results, which shows wide impedance bandwidth at 2.45 GHz ISM
band for antenna working in the free space and on the human body.

Khalid et al. [11] present a four-port MIMO antenna for 5G mmWave applications.
Each MIMO antenna of the proposed design is composed of a wideband and a high gain
antenna array of two elements. The operating frequency band covers 25.5–29.6 GHz,
having a bandwidth of 4.1 GHz. The good radiation characteristics of the reported antenna
system certify it for future devices operating in the 5G mmWave bands.

Athanasiadou et al. [12] focus their work on providing a generic analysis for radio
network planning in the 5G era, emphasizing the need for dense standalone small-cell
networks in the mmWave band of 28 GHz. According to the presented results, the area
throughput is increased for dense microcell deployment. Moreover, sectored microcells
double the throughput for ultra-dense networks compared to dense networks, because
better interference control is achieved through the operation of one, instead of two or three,
sector antennas.

Sehrai et al. [13] demonstrate a quad-element MIMO antenna for 5G mmWave ap-
plications. The operation band of the proposed antenna covers from 23 GHz to 40 GHz.
The prototype of the MIMO wideband antenna was fabricated and tested. A good coher-
ence between the experimental and simulated results is achieved. The proposed MIMO
antenna operates efficiently with a significant return loss, wide bandwidth, high gain, and
high element isolation, which make it a potential candidate for 5G mmWave applications.

Chen et al. [14] present a wideband filtering–radiating Yagi dipole antenna. An an-
tenna prototype has been fabricated and tested. Measured results demonstrate a wide
bandwidth covering from 3.64 GHz to 4.38 GHz (18.5%) and three desired radiation nulls.
In addition, this antenna has the features of low profile, compact size, and easy fabrication,
which will make it a good candidate for modern 5G wireless communication systems.
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Lialios et al. [15] have developed three different true-time-delay analog beamform-
ing networks: a multi-layer Blass matrix, a Rotman lens, and a multi-layer tree topology.
For each beamforming network, the design methodology as well as the analysis of electro-
magnetic performance have been developed separately, thereby showing their suitability
for future communication systems.

Maximidis et al. [16] propose a novel antenna array architecture based on high-gain
linear sub-arrays. An array structure has been designed so as to achieve a directivity of
46.5 dBi, which is 2.2 dB higher than the corresponding 100% aperture efficiency limit.

Finally, Gerasimov et al. [17] have reported a series of experiments for measuring wave
propagation in underground pedestrian tunnels as well as in a subscale laboratory model.
The simulations based on a modified ray tracing method were suitable for predicting the
wave propagation in a tunnel for different frequencies and showed that a scale model in a
laboratory environment can be a suitable replacement for field experiments.

We would like to take this opportunity to thank all authors for submitting papers
to this Special Issue. We also hope that readers will find new and useful information on
antenna design techniques for 5G applications, related channel measurements, as well as
additional issues related to proper network planning and dimensioning.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: A novel, cedar-shaped, coplanar waveguide-fed frequency reconfigurable antenna is
proposed. The presented antenna uses low-cost FR4 substrate with a thickness of 1.6 mm. Four PIN
diodes are inserted on the antenna surface to variate the current distribution and alter the resonant
frequencies with different combinations of switches. The proposed antenna is fabricated and
measured for all states, and a good agreement is seen between measured and simulated results.
This antenna resonates within the range of 2 GHz to 10 GHz, covering the major wireless applications
of aviation service, wireless local area network (WLAN), worldwide interoperability for microwave
access (WiMAX), long distance radio telecommunications, and X-band satellite communication.
The proposed antenna works resourcefully with reasonable gain, significant bandwidth, directivity,
and reflection coefficient. The proposed multiband reconfigurable antenna will pave the way
for future wireless communications including WLAN, WiMAX, and possibly fifth-generation
(5G) communication.

Keywords: reconfigurable antennas; PIN diodes; wireless applications; fifth-generation
(5G) communication

1. Introduction

The antenna is considered a vital component for every wireless communication system nowadays.
To meet the requirements of different applications in one device, multiband antennas, wideband
antennas, and reconfigurable antennas have served this purpose. These individual devices can have
many uses, e.g., for global positioning systems (GPS), global system for mobile communication (GSM),
Bluetooth, wireless local area network (WLAN), etc. Antenna size and cost are two significant factors
when designing any sort of antenna.

Reconfigurable antennas are found to be the best solution, as they can be reconfigured to resonate
on different frequencies to provide various functions. Reconfigurable antennas also offer unique
advantages, such as flexibility and compactness. Reconfigurable antennas can modify their properties
such as frequency, polarization, and radiation pattern with changing environmental conditions or
varying system requirements in a controlled manner [1]. A comprehensive and detailed review
regarding microstrip reconfigurable antennas has been provided by Shakhirul et al. [2]. Different
modern techniques for reconfiguration have been analyzed and the pros and cons are discussed.
Methods of improving the switching capability and achieving operation at different frequency bands
are discussed and investigated.

Electronics 2019, 8, 900; doi:10.3390/electronics8080900 www.mdpi.com/journal/electronics5
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Frequency reconfigurable antennas are advantageous for diverse applications, as the need for the
bandwidth of spread-spectrum signals is decreased. This is because all operating frequencies are not
supposed to be covered by a wireless application simultaneously. As a result, the functionality of the
antenna is improved by keeping the size small and less complicated [3]. In frequency reconfigurable
antennas, low cost, miniaturized size, and use for various applications are other necessary characteristics
that result in their incorporation in maximum modern wireless communication systems [4].

Many types of techniques for feeding have been reported, but the coplanar waveguide (CPW)
feeding technique has been the most preferable. It reduces the complexity in design by employing the
antenna patch and the ground plane on the same side of the substrate.

Several researchers have attained frequency reconfiguration by changing the operative length of
the antenna by removing or adding part of its length by using various approaches, such as varactors
or variable capacitors [5]. Varactor diodes are used to redirect surface current, therefore letting a
smooth change in frequency with altering capacitance [6]. The authors presented a varactor-based
reconfigurable antenna with the capability to operate in the tuning range from 890 to 1500 MHz with
good impedance matching [7]. This antenna is very promising because the multiple smaller patches
are connected by means of varactors which permit polarization agility, frequency tuning, and phase
shifting. Likewise, Korosec et al. [8] presented a different multisubpatch microstrip antenna loaded
with varactors for solving the reconfiguration problem.

A cedar-shaped reconfigurable antenna was designed for operation in WiMAX, Bluetooth,
GPS, and WLAN bands [9]. Both PIN and varactor diodes are used in combination to achieve the
reconfigurability. Three pairs of varactor diodes were utilized for achieving such an objective. Due to
the utilization of so many varactor diodes with different variations, it becomes very lossy as the
varactors used were from two different manufacturers, including SMV1211 from SKYWORKS and
1SV325 from TOSHIBA. Also, the overall size of the antenna is very bulky, and the total board size is
6.5 × 6 cm2. However, varactor diodes are considered undesirable as they are nonlinear and exhibit a
narrow tuning range [10]. Likewise, the authors proposed a varactor-based antenna with a tuning
range from 2.34 to 2.68 GHz [11]. Such tuning is achieved by changing the varactor diode capacitance
between 12.33 pF (0 V) to 1.30 pF (15 V). Babakhani et al. [12] reported a tunable wideband frequency
with polarization reconfiguration. The antenna performed in a continuously switching frequency
range from 1.17 to 1.58 GHz by loading the varactor between the patch and the ring.

Reconfiguration using RF-MEMS gave lower loss and increased Q factor compared to PIN diodes
and varactors [13]. Amongst these switching techniques, PIN (Positive-Intrinsic-Negative) diodes are
considered to be low cost with sound isolation, easy fabrication, and low insertion loss for optimal
performance. They are very consistent and compact as they tend to increase switching speeds and
decrease resistive capacitance in both states, i.e., ON and OFF. CPW feed slot and folded slot antennas
have been reconfigured to alter the resonant frequency by switching the slot length [14].

Previous reported works have utilized bias lines or vias for activation of PIN diodes, which make
the circuit complicated and degrade the performance of the overall antenna system. Therefore, in this
work, the biasing circuit is integrated into the same antenna to make it simple, and no vias are used.
The effective length of the antenna is controlled by PIN diodes.

Han et al. [15] reported L-shaped and U-shaped slots using three pin diodes for long term
evolution (LTE) and WLAN applications, whereas its substrate has an antenna element on both
sides. A pattern and frequency reconfigurable microstrip-based antenna is presented that has three
operational states using five pin diodes; unidirectional at 5.4 GHz, omnidirectional at 2.4 GHz, and
both unidirectional and omnidirectional functionalities operate simultaneously [16]. Similarly, three
pin diodes are implanted on the ground plane of a frequency reconfigurable antenna to control
switching states [17]. Its radiating patch is designed as a square for WLAN, WiMAX, and Bluetooth
applications. The FR4-based frequency reconfigurable antenna presented by Liu et al. [18] resonates
between different modes, i.e., narrow band, ultra-wideband, and dual-band. The ground is slotted with
four pin diodes that result in switching. Five PIN diodes are embedded in the microstrip frequency
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reconfigurable antenna, with six states switchable between 2.2 GHz to 4.75 GHz [19]. However, there
are three drawbacks in the design; complexity due to the large number of switches; large size; and
low impedance bandwidth. It must be noted that the concept of achieving wideband performance
from the tapered structure is based on [20,21], where the authors utilized a printed tapered monopole
antenna (PTMA) and investigated the ultra-wideband (UWB) behavior. They showed their step by
step approach to bandwidth dispensation from corresponding rectangular to tapered and then from
circular/cylindrical to tapered structures. They also compare the bandwidth performance in each case.

Therefore, in this paper, a CPW-fed, compact, cedar-shaped, multiband frequency reconfigurable
antenna is proposed. The main advantage of this antenna is its ability to tune to different resonant
frequencies. The length of the radiating patch is changed by the lumped elements, mainly PIN diodes
in this design, to achieve different resonant frequencies ranging from 2 GHz to 10 GHz.

The paper is arranged in the following manner. Section 2 gives step by step guidelines and the
approach used in designing the proposed antenna. Section 3 investigates and provides the refined
antenna’s simulated vs. measured results in different scenarios. Section 4 compares the proposed
work with the recently published state of the art designs in the literature, which is followed by a
conclusion section.

2. Step by Step Design Guidelines and Approach

2.1. Antenna Geometry

The corresponding geometrical dimensions of the proposed multiband reconfigurable antenna
is displayed in Figure 1. This antenna utilizes a low-cost FR4-Epoxy substrate with loss tangent
tan δ = 0.02, dielectric constant εr = 4.4, and thickness of 1.6 mm. The overall dimensions of the antenna
are 40 × 60 mm2. The antenna design modeling is carried out in a commercially available FEM (Finite
element method)-based simulator, ANSYS HFSS. Moreover, we have also validated our results on time
domain-based simulator CST (FDTD) before fabrication and measurement.

To achieve improved impedance matching and acceptable gain, the shape of the main radiating
patch resembles the cedar tree and the rectangular slots are placed over an equilateral triangle.
The antenna is designed in such a way to resonate on different frequency bands, using four PIN diodes,
named 2, 3, 4, and 5, with a lumped element boundary in a reserved slot of 1 mm. The width of the
CPW feedline is 1 mm to excite the antenna with the characteristic impedance of 50 Ω. This value of
CPW feedline is evaluated by using Equations (1)–(6) [22].

k′ =
√

1− k2 (1)

k1 =
Sc

Sc + 2W
(2)

k2 =
sinhπa

2h

sinhπb
2h

(3)

K(k)
K′(k)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

π

ln

⎡⎢⎢⎢⎢⎣ 2(1+
√

k′)
1−√k′

⎤⎥⎥⎥⎥⎦
(0 ≤ k ≤ 0.707

ln

⎡⎢⎢⎢⎢⎣ 2(1+
√

k′)
1−√k′

⎤⎥⎥⎥⎥⎦
π (0.707 ≤ k ≤ 1

(4)

εe f f = 1 +
εr − 1

2
K(k2)

k′(k2)

k′(k1)

K(k1)
(5)

Zocp =
30π√
εe f f

k′(k1)

K(k1)
(6)
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The parameters used in these equations are described as follows: Sc is the width of the central
conductor, Zocp is the characteristic impedance of the CPW line, W is the separation between the
central conductor and ground plane, εr is the relative dielectric constant of the substrate, εeff is an
effective dielectric constant, h is the thickness of the substrate, K1, and K2 can be calculated by utilizing
Sc, W, h, a, and b as defined before. K(k) is defined as the integral of first order with argument k or
complementary argument k′.

Table 1 displays the optimized overall dimensions of the antenna. Transmission line theory is used
to calculate the effective length for a specific resonating frequency using Equation (7) taken from [23].

Lr =
c

4 fr
√
εr+1

2 + εr−1
2

(
1 + 12h

W

)−0.5
(7)

where h is the thickness of the substrate, c is the speed of light, Lr is the length of the resonant frequency,
and εr is the relative permittivity of the substrate.

Figure 1. Geometrical dimensions of the proposed antenna.

Table 1. Dimensions of the proposed antenna (all values are in mm).

Parameter Value Parameter Value Parameter Value Parameter Value

L 60 W2 3.2 L1 2.62 L5 8.35
W 40 W3 2.93 L2 8.41 L6 15.8
Wg 12.25 W4 3.05 L3 18.39 L7 18.3
W1 20 S 1 L4 4.51 A 5.8
Sc 1 h 1.6 a 1.525 b 3.535

2.2. Design Methodology

Figure 2 shows the steps to achieve the cedar-shaped antenna at different operating modes with
its corresponding S11, which basically represents how much power is reflected from the antenna,
and hence is known as the reflection coefficient [22]. The minimum value of |S11| is 0 (best case and
corresponding dB value is –∞), the maximum value of |S11| is 1 (worst case and corresponding dB
value is 0), and the compromised/acceptable value of |S11| is 0.33 (corresponding dB value is almost
–10). As can be seen in our simulations, the corresponding S11-parameter value is less than −10 dB
in all passbands. Parametric analysis of the antenna is performed based on the corresponding S11.

To perform it, first, an occupied equilateral triangle is designed as a basic structure with a CPW feedline.
In this case, the electrical length is large, and the current is flowing through the whole antenna, thus
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making it resonate at multiple frequencies, i.e., 2.7 GHz, 4.3 GHz, and 6.2 GHz. Secondly, a strip is
defined at the upper side of the equilateral triangle which results in a frequency shift at 3 GHz. In the
last case, the lower part of the equilateral triangle is disjoined from the previous design to obtain a
higher frequency, i.e., 8.2 GHz, as the current path becomes shorter compared to other cases. All these
variations with corresponding reflection coefficient plots are shown in Figure 1.

 
Figure 2. Various steps of the proposed antenna with the corresponding S11.

The ultimate proposed design is obtained by the incorporation of four PIN diodes (2, 3, 4, 5)
at specified locations. The diodes are termed as S with 1 mm reserved slots between the upper
and middle portion of the equilateral triangle. This results in frequencies ranging from 2 GHz to
10 GHz. A flow chart demonstrating the steps taken to achieve the desired design is shown in Figure 3.
The corresponding radiation pattern, including both principal planes for the fundamental structure, is
shown in Figure 4.

 

h, 

Figure 3. Flow chart of the antenna design methodology.
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Figure 4. Simulated radiation pattern of the proposed antenna at 2.7 GHz.

2.3. Switch Design

To confer electronic reconfigurability, model shunt switches were substituted with PIN diodes.
These PIN diodes are suitable for reconfiguration owing to their reliability, low cost, high switching
speed, small size, and decreased capacitance and resistance in the ON and OFF states. Figure 5a,b
illustrates both the ON and OFF states in that order. The reactive components Ct and Ls produce the
packaging impact, while others develop the electronic traits in the ON and OFF states of the diode
junction. Referring to the datasheet of PIN diode SMP 1320-079, the lumped characteristics for the ON
state are Ls = 0.7 nH, Rs = 0.9 Ω. In the OFF state (reverse biased), Rp is given a higher value than the
reactance Ct because of packaging; therefore, it is ignored from the equivalent diode model.

It is noteworthy that during the simulation process in HFSS, a strip element of size around
1 mm × 1 mm was used to characterize the PIN diode, and its equivalent circuit in the “ON” and “OFF”
states is as shown in Figure 5a,b, respectively. The reason for using a PIN diode in this work is because
the PIN diode has better RF switching capability [23]. Notably, removing this strip element during the
simulation to indicate the “OFF” state has also been investigated, and the results are very similar to
applying the lumped element as in Figure 5. Thus, in the following simulation, the latter technique
was used. To maintain good DC isolation in practical scenarios, four RF chokes (inductors with 1 μH)
must be used in the DC biasing circuit, and they need to be linked to a two separate two-position
dual inline package (DIP) switch and a low-power lithium battery (approximately 3 volts DC and a
continuous standard load current of 0.2 mA). However, it must be noted that the DC supply is to be
protected from RF. DC blocking is done using an appropriate capacitor and RF blocking is done using
an RF choke. Values of capacitance and inductance are based on the operating frequency.

For clarity and simplicity, we employed a simple strip that can turn on and off the switch for
demonstration. For further use in practical applications, the biasing circuit of Case 3 is provided,
which is very simple to predict. The switch is connected to the 3 V battery and the two terminals are
considered, one with a via hole and the other through an RF choke of 1 μH. A strip has been placed on
the back side for via connection through the battery and can be soldered in the same way as in [24,25].
A similar procedure has been adopted for Case 4. All these cases were first studied in a simulation
environment in order to determine the possible states. In fabrication, different antennas are designed
for each case in order to clearly distinguish them and so that the reader may understand the step by
step approach. All cases are measured, and the results are provided in each case. Only states that have
an independent feed are considered and placed in the manuscript. A canonical model of Case 3 is also
provided in Figure 5c for further illustration.

In the proposed antenna design, modeling of the PIN diode in HFSS has been done by employing
two sets of lumped RLC boundary conditions, as shown in Figure 6. L is the first portion of this RLC
model and the second is a parallel combination of Rp and Ct for the OFF state or Rs for ON state,
respectively. Ansoft HFSS (High Frequency Structure Simulator) is used for modeling of the PIN diodes,
which provides robustness regarding reconfiguration among several resonating frequency bands.
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(a) (b) (c) 

Figure 5. Positive-Intrinsic-Negative (PIN) diode equivalent circuit: (a) ON state. (b) OFF state,
(c) Canonical biasing model of Case 3.

Figure 6. Modeling of the PIN diode in Ansoft HFSS (High Frequency Structure Simulator).

3. Results and Discussions

For validation of the performance parameters of the designed antenna, a prototype was fabricated
for all four cases, as shown in Figure 7, and measured. A vector network analyzer was used for
measurement of the reflection coefficient and VSWR. The antenna radiation pattern is measured
using the anechoic chamber installed in the NUST research center for microwave and millimeter
waves (RIMMS). The chamber can characterize antennas in the frequency range from 0.8 GHz to
40 GHz. The anechoic chamber is equipped with a near-field planner scanner and a far-field tower to
measure the radiation pattern of a given antenna under test (AUT). The measurement software has the
capability to transform the near-field data to far-field data for plotting antenna radiation patterns in
3D. A snapshot of the measurement setup in the anechoic chamber of the proposed antenna is shown
in Figure 8a while the zoom in view is shown in Figure 8b.

 

Figure 7. Fabricated prototype of the antenna showing different states.
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Figure 8. Measurement setup (a) Proposed antenna in the anechoic chamber; (b) Zoom in view.

The general states of the achieved bands and positions relating to the various configurations of the
PIN diodes are depicted in Table 2. The electrical length of the presented antenna is characterized by
the switch’s ON/OFF states that radiate at a particular frequency band. In the Table ‘0’ represents the
OFF state, whereas ‘1’ represents the ON state. The best possible results out of the 16 tested states were
chosen for the manuscript. The four states mentioned in the paper have outstanding characteristic
parameters, including VSWR less than 2, wide bandwidth, reasonable gain, and excellent radiation
efficiency at all operating frequencies. The reflection coefficient at all states is below −10 dB, which
confirms that the antenna operates properly. The antenna parameters were also theoretically calculated
using the below-stated Equations (8)–(12) [26–29]. The calculated values are approximately the same
as of the experimentally obtained values.

VSWR =
1 + |Г|
1− |Г| (8)

LRT = −20 log10|Г| (9)

Г =
Za −Zo

Za + Zo
(10)

Za = Ra + jXa (11)

Ra = Rr + RL (12)

The variables from the above equations are described as follows: Г is reflection coefficient, LRT is
the return loss, Za is input impedance of the antenna, RL is the loss resistance, and Rr is the radiation
resistance of the antenna.

Along with above-mentioned antenna features, effective aperture is one of the critical parameters
to calculate because the surface current and field intensity at the aperture of the antenna is not uniform.
The effective aperture of the antenna is theoretically calculated from Equation (13) [30]. To obtain gain
and directivity, D values for the proposed antenna were determined. ηap is the aperture efficiency, Ap is
the physical aperture, and Ae is the effective aperture of the antenna.

D =
4π
λ2 Ae =

4π
λ2 ηapAp (13)

It should be noted that physical aperture Ap is always less than the effective aperture Ae.
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Table 2. Different configurations of pin diodes and their corresponding operating bands.

Case
Diodes Frequency Bands Operating

Frequency (GHz)
No. of
BandsS2 S3 S4 S5 (GHz)

1 1 1 1 1 2.2–3.4, 3.8–4.7, 7.8–8.4, 9.2–9.7 2.7, 4.4, 8.1, 9.4 4
2 0 0 0 0 2.1–3.3, 3.6–4.3, 5.2–5.46, 6.4–6.8, 8.4–8.8 2.7, 4.1, 5.4, 6.6, 8.6 5
3 1 0 1 0 2.2–3.3, 3.7–4.4, 5.2–5.6, 6.7–7.2, 8.4–9.2 2.7, 4.1, 5.4, 6.9, 8.8 5
4 1 1 0 0 2.2–3.3, 3.7–4.5, 8.1–8.8 2.7, 4.2, 8.4 3

3.1. Case 1: (All Switches ON)

The measured and simulated S11 in Case 1 are shown in Figure 9. All the switches are ON in
this case; thus, current pass through the longest path and all parts of the antenna radiates. In this
mode, the antenna resonates at four different operating bands from 2.2 GHz to 9.7 GHz. This band has
almost same radiation pattern, i.e., the omnidirectional pattern in H-plane and bidirectional in E-plane,
as all its frequency bands, so a radiation pattern that is appropriate for all frequencies is selected for
inclusion in the paper. This antenna is an excellent choice for integration into portable devices for
wireless communication. Figure 10 shows the radiation pattern for all switches in the ON state.

 
Figure 9. Measured and simulated S11 for all switches ON.

 
Figure 10. Measured and simulated radiation pattern for all switches ON.

The first band is from 2.2 GHz to 3.4 GHz with a mid-operating frequency of 2.7 GHz and an
impedance bandwidth of 1200 MHz. It covers the WLAN standards of 2.4 GHz to 2.484 GHz and
WiMAX standards of 2.5 GHz to 2.69 GHz. The second band is from 3.8 GHz to 4.7 GHz with an
operating frequency of 4.4 GHz and an impedance bandwidth of 900 MHz. This band covers a part
of the S-band. The S-band is used for weather radar, surface ship radar, and some communications
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satellites (WLAN, Bluetooth, ZigBee, radio astronomy, microwave devices/communications, mobile
phones, GPS, amateur radio).

The C-band is used for long-distance radio telecommunications. Mostly 4.4 GHz is used for
defense communication. The third band achieved is from 7.8 GHz to 8.4 GHz with an operating
frequency of 8.1 GHz and an impedance bandwidth of 600 MHz. This band covers an essential part of
the X-band for wireless communication. It includes the military demand for satellite uplinks and the
mobile satellite sub-band from 7.9 GHz to 8 GHz for naval and land mobile satellite earth stations.
The military requirement for earth exploration satellite (downlink) purposes is in the band from 8 GHz
to 8.4 GHz. The last band, in this case, starts from 9.2 GHz and ends at 9.7 GHz with an operating
frequency of 9.4 GHz and an impedance bandwidth of 500 MHz. It is used for satellite communications,
radar, terrestrial broadband, space communications, and amateur radio. The summarized results of
this case are presented in Table 3.

Table 3. Summarized results of Case 1.

Freq. (GHz) 2.7 4.4 8.1 9.4

RL (dB) −30 −15 −18 −21

BW (MHz) 1200 900 600 500

Gain (dBi) 1.8 1.9 2.01 1.41

Dir. (dB) 1.7 2.1 2.2 1.54

Eff. (%) 90 91 88 91

VSWR 1.09 1.2 1.03 0.9

App.
WLAN/
WiMAX S/C-Band Fixed/

Mobile Satellite
Satellite/

Radar

3.2. Case 2: (All Switches Off)

The simulated and measured S11 in Case 2 are depicted in Figure 11. All the switches are OFF in
this case; thus, current passes through the shortest path, and part of the antenna resonates. In this mode,
the antenna resonates at five different operating bands with an impedance bandwidth of 2.1 GHz to
8.8 GHz. The radiation pattern of this case shows the same behavior, with an omnidirectional pattern
in the H-plane and bidirectional in the E-plane as shown in Figure 12.

 
Figure 11. Measured and simulated S11 for all switches OFF.
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Figure 12. Measured and simulated radiation pattern for all switches OFF.

The first band achieved, in this case, is from 2.1 GHz to 3.3 GHz with an operating frequency of
2.7 GHz and an impedance bandwidth of 700 MHz. This band is used in earth exploration satellites,
radio astronomy, and space research services whereas the 2.7 GHz to 2.9 GHz band is used by aviation
services. The band from 3.1 GHz to 3.3 GHz band is used in by radiolocation services. This band is
allocated for both federal and nonfederal use.

The second band achieved is from 3.6 GHz to 4.3 GHz with an operating frequency of 4.1 GHz
and an impedance bandwidth of 700 MHz. This band is useful for WiMAX applications. The third
band achieved is from 5.2 GHz to 5.46 GHz with an operating frequency of 5.4 GHz and an impedance
bandwidth of 260 MHz. This band can be used mainly for 5.15 GHz to 5.825 GHz standard WLAN
applications. The fourth band achieved is from 6.4 GHz to 6.8 GHz with an operating frequency
of 6.6 GHz and an impedance bandwidth of 400 MHz. This band is used for long-distance radio
telecommunications. The last band of this case covers 8.4 GHz to 8.8 GHz with an operating frequency
at 8.6 GHz and an impedance bandwidth of 400 MHz. This band is used for X-band Satellite
communication. Table 4 presents the summarized results of this case.

Table 4. Summarized results of Case 2.

Freq.(GHz) 2.7 4.1 5.4 6.6 8.6

RL (dB) −29 −23 −14 −19 −18

BW (MHz) 1200 700 260 400 400

Gain (dBi) 1.55 1.7 0.64 0.94 2.34

Dir. (dB) 1.62 1.9 0.8 1.10 2.6

Eff. (%) 95 88 77 85 87

VSWR 1.2 1.02 1.03 1.011 1.04

App.
Aviation
Service WiMAX WLAN Long Dist.

Radio Comm.
X-Band Sat.

Comm.

3.3. Case 3: (Switches 2 and 4 ON, Switches 3 and 5 OFF)

The measured and simulated S11 in Case 3 are shown in Figure 13. Switches 2 & 4 are ON
in this case, whereas switches 3 & 5 are OFF; thus, current passes through the upper part of the
antenna only. In this mode, the antenna resonates at five different operating bands with an impedance
bandwidth of 2.2 GHz to 9.2 GHz. The radiation pattern of this case shows the same behavior, having
an omnidirectional pattern in the H-plane and a bidirectional pattern in the E-plane, as shown in
Figure 14.
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Figure 13. Measured and simulated S11 for switches 2 and 4 ON, switches 3 and 5 OFF.

 
Figure 14. Measured and simulated radiation pattern for switches 2 and 4 ON, switches 3 and 5 OFF.

In this case, the first three bands are similar to the previous cases but with slight differences.
The fourth band ranges from 6.7 GHz to 7.2 GHz with an operating frequency of 6.9 GHz and an
impedance bandwidth of 500 MHz. This band supports fixed satellite communication and WiMAX
applications. The last band covers 8.4 GHz to 9.2 GHz with an operating frequency of 8.8 GHz and an
impedance bandwidth of 800 MHz. This band is used for satellite and space communications. Table 5
shows the summarized results of this case.

Table 5. Summarized results of Case 3.

Freq. (GHz) 2.7 4.1 5.4 6.9 8.8

RL (dB) −39 −18 −17 −13 −23

BW (MHz) 1100 700 400 500 800

Gain (dBi) 1.35 1.7 0.65 1.53 2.5

Dir. (dB) 1.55 1.98 0.80 1.7 2.9

Eff. (%) 87 85 82 89 88

VSWR 1.4 1.09 1.02 1.04 0.9

App. S-band Aeronautical
Radio Navi. WiMAX FixedSat./

WiMAX
Sat./Space

Comm.

Regarding Case 2 and Case 3, the applications of both cases are different since the variation in
frequency is very minor, i.e., Case 2 antennas can be used for aviation services, WiMAX, WLAN,
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long distance radio communication, and X-band satellite communication, while Case 3 antennas
can be used for S-band applications, WiMAX, aeronautical radio navigation services, and X-band
satellite communication.

3.4. Case 4: (Switches 2 and 3 ON, Switches 4 and 5 OFF)

The measured and simulated S11 in Case 4 are shown in Figure 15. Switches 2 & 3 are ON in this
case, whereas switches 4 & 5 are OFF; thus, current passes through the right part of the antenna only.
In this mode, the antenna resonates at three different operating bands with an impedance bandwidth
of 2.2 GHz to 8.8 GHz. The radiation pattern of this case shows the same behavior, having an
omnidirectional pattern in the H-plane and bidirectional pattern in the E-plane, as shown in Figure 16.

 
Figure 15. Measured and simulated S11 for switches 2 and 3 ON, switches 4 and 5 OFF.

 
Figure 16. Measured and simulated radiation pattern for switches 2 and 3 ON, switches 4 and 5 OFF.

The first band in this state ranges from 2.2 GHz to 3.3 GHz with an operating frequency of 2.7 GHz
and an impedance bandwidth of 1100 MHz. This band is used in the aviation service, maritime service,
and the radiolocation service. The second band ranges from 3.7 GHz to 4.5 GHz with an operating
frequency of 4.2 GHz and an impedance bandwidth of 800 MHz. This band is used for long-distance
radio telecommunications. The last band ranges from 8.1 GHz to 8.8 GHz with an operating frequency
of 8.4 GHz and an impedance bandwidth of 700 MHz. This band covers a productive part of the
X-band wireless application. The summarized results of this case are given in Table 6.
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Table 6. Summarized results of Case 4.

Freq. (GHz) 2.7 4.2 8.4

RL (dB) −35 −17 −19

BW (MHz) 1100 800 700

Gain (dBi) 1.43 1.80 1.70

Dir. (dB) 1.52 2.02 2.02

Eff. (%) 94 89 84

VSWR 1.4 0.9 1.02

App.
Maritime/

Radiolocation Service
Long Distance

Comm.
X-band/Satcom

App.

3.5. Proposed Antenna Gain and Efficiency (%) at Different Stages

The gain (dBi) and percentage efficiency of the proposed antenna is also taken into account and
considered at all four cases. The brief description of the gain is tabulated in Table 7 which shows
the gain of the proposed antenna in all four cases at their resonance frequencies. It is seen that the
proposed antenna possesses an acceptable gain. Also, a brief description of the antenna efficiency (%)
is tabulated in Table 8 and plotted in Figure 17, which shows the percentage radiation efficiency of the
proposed antenna in all four cases at their resonance frequencies. It shows that antenna efficiency (%)
is very stable in each case at the resonance frequency.

Figure 17. Radiation efficiency (%) of the proposed antenna in all cases.

Table 7. Gain (dBi) in all four cases at resonance frequencies.

Case 1 Case 2 Case 3 Case 4
Freq. Gain (dBi) Freq. Gain (dBi) Freq. Gain (dBi) Freq. Gain (dBi)

2.7 1.8 1.9 1.55 2.7 1.35 2.7 1.43
4.4 1.9 4.1 1.7 4.1 1.7 4.2 1.80
8.1 2.01 5.4 0.64 5.4 0.65 8.4 1.70
9.4 1.41 6.6 0.94 6.9 1.53 - -
- - 8.6 2.34 8.8 2.5 - -
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Table 8. Radiation Efficiency (%) in all four cases at resonance frequencies.

Case 1 Case 2 Case 3 Case 4
Freq. Efficiency (%) Freq. Efficiency (%) Freq. Efficiency (%) Freq. Efficiency (%)

2.7 90 1.9 95 2.7 87 2.7 94
4.4 91 4.1 88 4.1 85 4.2 89
8.1 88 5.4 77 5.4 82 8.4 84
9.4 91 6.6 85 6.9 89 - -
- - 8.6 87 8.8 88 - -

4. Comparison with Other State of the Art Designs

The proposed antenna was compared with the recent state of the art to highlight the novelty of
this work. The comparison is summarized in Table 9. It can be seen that the proposed antenna is
advantageous in terms of maximum passbands, its wide reconfigurable behavior, low-cost substrate,
and overall size.

Table 9. Performance comparison with other designs in the literature.

Ref. [9] [15] [16] [17] [18] [19] [31] [32]
Proposed

Work

Area (mm2) 3900 675 1852.3 400 1720 1892 337.5 2852 2400

Substrate FR4 RO4350B RO4350 FR4 FR4 PET FR4 FR4 FR4

Thickness
(mm)

1.55 0.8 1.5 0.8 1.6 0.1 0.8 N/A 1.6

No. of
resonances

6 6 4 3 3 3 2 2 12

No. of
switches

6 3 5 3 4 1 N/A N/A 4

BW at diff.
resonance

bands (MHz)

1400 to
4600

100; 120;
280; 220;
100; 320

690; 300;
740; 620

210; 400;
580

500; 380;
800

160; 180;
270

1575;
244

245; 525;
575

1200; 900; 600;
500; 700; 260;
400; 400; 500;
800; 800; 700

5. Conclusion

A novel cedar-shaped multiband frequency reconfigurable antenna is proposed for WLAN,
WiMAX, X-band satellite, and many other wireless communication systems. The broad tunability of
operating bands is achieved by employing switches to alter the effective electrical length of the radiating
element of the antenna. The proposed antenna is studied and optimized in different reconfigurable
scenarios and validated through measurements. The proposed antenna is studied in terms of important
antenna parameters, including reflection coefficient, antenna gain, and radiation pattern, through
simulation as well as measurements. This antenna radiates efficiently at all the desired bands. Design
simplicity, compactness, and reconfigurability are the features that make this antenna a good choice for
future wireless communication applications.

Author Contributions: Conceptualization, T.K.; Data curation, T.K.; Formal analysis, T.K. and M.R.; Investigation,
M.R., A.A. and Y.A.; Methodology, T.K. and M.R.; Project administration, Y.A.; Resources, A.A.; Software,
A.A.; Supervision, A.A. and Y.A.; Validation, Y.A. and H.T.; Visualization, H.T.; Writing—original draft, T.K.;
Writing—review & editing, M.R.

Funding: This research received no external funding.

Acknowledgments: The work was financially supported by Vinnova (The Swedish Governmental Agency for
Innovating Systems) and University of Engineering and Technology Taxila, Pakistan through the Vinn Excellence
centers program and ACTSENA research group funding, respectively. The fabrication of the antenna has
been carried out at National Institute of Electronics (NIE) Islamabad, Pakistan, whereas antenna testing and
measurement was done at Research Institute for Microwave and Millimeter-Wave Studies (RIMMS), National
University of Science and Technology (NUST), Islamabad, Pakistan.

Conflicts of Interest: The authors declare that there is no conflict of interest regarding this publication.

19



Electronics 2019, 8, 900

References

1. Yuan, Z.; Chang-Ying, W. An approach for optimizing the reconfigurable antenna and improving its
reconfigurability. In Proceedings of the IEEE International Conference on Signal Processing, Communications,
and Computing (ICSPCC), Hong Kong, China, 5–8 August 2016; pp. 1–5.

2. Shakhirul, M.S.; Jusoh, M.; Lee, Y.S.; Husna, C.R.N. A Review of Reconfigurable Frequency Switching
Technique on Micostrip Antenna. J. Phys. Conf. Ser. 2018, 1019, 012042. [CrossRef]

3. Hannula, J.-M.; Holopainen, J.; Viikari, V. Concept for frequency reconfigurable antenna based on distributed
transceivers. IEEE Antennas Wirel. Propag. Lett. 2017, 16, 764–767. [CrossRef]

4. Abdulraheem, Y.I.; Oguntala, G.A.; Abdullah, A.S.; Mohammed, H.J.; Ali, R.A.; Abd-Alhameed, R.A.;
Noras, J.M. Design of frequency reconfigurable multiband compact antenna using two PIN diodes for
WLAN/WiMAX applications. IET Microw. Antennas Propag. 2017, 11, 1098–1105. [CrossRef]

5. Rahman, M.; NagshvarianJahromi, M.; Mirjavadi, S.S.; Hamouda, A.M. Compact UWB Band-Notched
Antenna with Integrated Bluetooth for Personal Wireless Communication and UWB Applications. Electronics
2019, 8, 158. [CrossRef]

6. Li, T.; Zhai, H.; Li, L.; Liang, C. Frequency-reconfigurable bow-tie antenna with a wide tuning range.
IEEE Antennas Wirel. Propag. Lett. 2014, 13, 1549–1552.

7. Korošec, T.; Ritoša, P.; Vidmar, M. Varactor-tuned microstrip-patch antenna with frequency and polarisation
agility. Electron. Lett. 2006, 42, 1015–1017. [CrossRef]

8. Korosec, T.; Naglic, L.; Tratnik, J.; Pavlovic, L.; Batagelj, B.; Vidmar, M. Evolution of varactor-loaded frequency
and polarization reconfigurable microstrip patches. In Proceedings of the IEEE Asia-Pacific Microwave
Conference, Melbourne, VIC, Australia, 5–8 December 2011; pp. 705–708.

9. Madi, M.A.; Al-Husseini, M.; Kabalan, K.Y. Frequency Tunable Cedar-Shaped Antenna for WIFI and Wimax.
Prog. Electromagn. Res. Lett. 2018, 72, 135–143. [CrossRef]

10. Xie, P.; Wang, G.; Li, H.; Liang, J. A dual-polarized two-dimensional beam-steering fabry–pérot cavity
Antenna with a reconfigurable partially reflecting surface. IEEE Antennas Wirel. Propag. Lett. 2017, 16,
2370–2374. [CrossRef]

11. Muthuvel, S.K.; Choukiker, Y.K. Frequency tunable circularly polarized antenna with branch line coupler
feed network for wireless applications. Int. J. RF Microw. Comput. Eng. 2019, 29, e21784. [CrossRef]

12. Babakhani, B.; Sharma, S. Wideband frequency tunable concentric circular microstrip patch antenna with
simultaneous polarization reconfiguration. IEEE Antennas Propag. Mag. 2015, 57, 203–216. [CrossRef]

13. Singh, R.; Slovin, G.; Xu, M.; Schlesinger, T.E.; Bain, J.A.; Paramesh, J. A Reconfigurable Dual-Frequency
Narrowband CMOS LNA Using Phase-Change RF Switches. IEEE Trans. Microw. Theory Tech. 2017, 65,
4689–4702. [CrossRef]

14. Nguyen-Trong, N.; Piotrowski, A.; Hall, L.; Fumeaux, C. A frequency- and polarization-reconfigurable
circular cavity antenna. IEEE Antennas Wirel. Propag. Lett. 2017, 16, 999–1002. [CrossRef]

15. Han, L.; Wang, C.; Chen, X.; Zhang, W. Compact frequency reconfigurable slot antenna for wireless
applications. IEEE Antennas Wirel. Propag. Lett. 2018, 15, 1795–1798. [CrossRef]

16. Li, P.K.; Shao, Z.H.; Wang, Q.; Cheng, Y.J. Frequency and pattern reconfigurable antenna for multi standard
wireless applications. IEEE Antennas Wirel. Propag. Lett. 2015, 14, 333–336. [CrossRef]

17. Borhani, M.; Rezaei, P.; Valizade, A. Design of a reconfigurable miniaturized microstrip antenna for switchable
multiband systems. IEEE Antennas Wirel. Propag. Lett. 2016, 15, 822–825s. [CrossRef]

18. Liu, X.; Yang, X.; Kong, F. A frequency-reconfigurable monopole antenna with switchable stubbed ground
structure. Radio Eng. J. 2015, 24, 449–454. [CrossRef]

19. Majid, H.A.; Rahim, M.K.A.; Hamid, M.R.; Ismail, M.F. A compact frequency-reconfigurable narrowband
microstrip slot antenna. IEEE Antennas Wirel. Propag. Lett. 2012, 11, 616–619. [CrossRef]

20. Verbiest, J.R.; VandenBosch, G.A.E. A novel small-size printed tapered monopole antenna for UWB WBAN.
IEEE Antennas Wirel. Propag. Lett. 2006, 5, 377–379. [CrossRef]

21. Azim, R.; Islam, M.T.; Misran, N. Compact tapered-shape slot antenna for UWB applications. IEEE Antennas
Wirel. Propag. Lett. 2011, 10, 1190–1193. [CrossRef]

22. Pozar, D.M. Microwave Engineering; John Wiley & Sons: New York, NY, USA, 2009.
23. Fallahpour, M.; Ghasr, M.T.; Zoughi, R. Miniaturized reconfigurable multiband antenna for multiradio

wireless communication. IEEE Trans. Antennas Propag. 2014, 62, 6049–6059. [CrossRef]

20



Electronics 2019, 8, 900

24. Bernhard, J.T. Reconfigurable antennas. Synth. Lect Antennas 2007, 2, 1–66. [CrossRef]
25. Sung, Y.; Jang, T.; Kim, Y.-S. A reconfigurable microstrip antenna for switchable polarization. IEEE Microw.

Wirel. Compon. Lett. 2004, 14, 534–536. [CrossRef]
26. Milligan, T.A. Modern Antenna Design; Wiley-IEEE Press: Hoboken, NJ, USA, 2006; ISBN 978-0-471-72060-7.
27. Behera, D.; Dwivedy, B.; Mishra, D.; Behera, S.K. Design of a CPW fed compact bow-tie microstrip antenna

with versatile frequency tunability. IET Microw. Antennas Propag. 2018, 12, 841–849. [CrossRef]
28. Balanis, C.A. Antenna Theory, Analysis and Design, 2nd ed.; John Wiley & Sons: New York, NY, USA, 2016.
29. Huang, Y.; Boyle, K. Antennas from Theory to Practice; Wiley Press: Hoboken, NJ, USA, 2008; ISBN 978-0-470-51028-5.
30. Amin, Y.; Chen, Q.; Tenhunen, H.; Zheng, L.-R. Performance-optimized quadrate bowtie RFID antennas for

cost-effective and eco-friendly industrial applications. Prog. Electromagn. Res. 2012, 126, 49–64. [CrossRef]
31. Xu, Z.; Ding, C.; Zhou, Q.; Sun, Y.; Huang, S. A Dual-Band Dual-Antenna System with Common-Metal Rim

for Smartphone Applications. Electronics 2019, 8, 348. [CrossRef]
32. Azeez, H.I.; Yang, H.-C.; Chen, W.-S. Wearable Triband E-Shaped Dipole Antenna with Low SAR for IoT

Applications. Electronics 2019, 8, 665. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

21





electronics

Article

Time Domain Performance of Reconfigurable Filter
Antenna for IR-UWB, WLAN, and
WiMAX Applications

Zhuohang Zhang * and Zhongming Pan

College of Intelligence Science and Technology, National University of Defense Technology,
Changsha 410073, China
* Correspondence: zhangzhuohang23@163.com; Tel.: +86-186-8483-3560

Received: 21 August 2019; Accepted: 7 September 2019; Published: 9 September 2019

Abstract: A novel reconfigurable filter antenna with three ports for three dependent switchable
states for impulse radio-ultrawideband (IR-UWB)/wireless local area network (WLAN)/worldwide
interoperability for microwave access (WiMAX) applications is presented in this paper. Three
positive-intrinsic-negative diodes, controlled by direct current, are employed to realize frequency
reconfiguration of one ultra-wideband state and two narrowband states (2.4 GHz and 3.5 GHz). The
time domain characteristic of the proposed antenna in the ultra-wideband state is studied, because of
the features of the IR-UWB system. The time domain analysis shows that the reconfigurable filtering
antenna in the wideband state performs similarly to the original UWB antenna. The compact size,
low cost, and expanded reconfigurable filtering features make it suitable for IR-UWB systems that are
integrated with WLAN/WiMAX communications.

Keywords: time domain performance; filtering antenna; reconfigurable antenna; UWB antenna;
IR-UWB system

1. Introduction

The need for reconfigurable antennas in various wireless communication systems has been
increasing [1]. Ultrawideband (UWB) antennas are necessary for integrating other existing wireless
networking technologies with impulse radio-UWB (IR-UWB) systems. Different types of radio
frequency (RF) switches, such as gallium arsenide (GaAs) field effect transistor switches, micro
electro-mechanical systems (MEMS) switches, positive-intrinsic-negative (PIN) diodes, and varactor
diodes, have been used to enable frequency reconfiguration [2–4]. Among these components, the PIN
diode is most preferred in such applications due to its fast switching time, low cost, and easy fabrication.

Many researchers have discussed using PIN diodes to enable reconfigurability, including frequency
switching [2,5,6] and radiation pattern switching [7–9] with PIN diodes. Multiple reconfigurability
of bandwidth switching, radiation pattern switching, and polarization switching are realized by
PIN diodes in [4]. Generally, antenna radiation patterns are studied at one specific frequency in the
research of reconfigurable antennas, and when referring to radiation patterns, the frequency domain is
commonly considered [10].

However, in IR-UWB systems, frequency domain analysis cannot accurately and completely
describe the antenna’s features, as a result of adopting a narrow pulse for targeting and positioning [11].
Additional time domain analysis of the antenna is required. Some parameters of the time domain have
been proposed to characterize this feature. Previous studies [12–15] have proposed a new method to
describe the time domain performance by studying the forward voltage gain (S21) and system fidelity
factor (SFF) of the antennas. Other authors [16,17] have cited the importance of the time domain
analysis of traditional UWB antennas and of the performance of their operating antennas. However,
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few time domain studies of the reconfigurable antenna have been conducted, which is essential to
IR-UWB systems.

In this paper, a novel design of a reconfigurable filter antenna in one ultra-wideband state and two
narrowband states for an IR-UWB system is presented. The time domain performance was determined
by measurement compared to the original UWB antenna. The paper is organized as follows: Section 2
describes the design of the proposed antenna. Frequency and time domain analysis are studied in
Section 3. Section 4 concludes the study.

2. Design of the Reconfigurable Filtering Antenna

2.1. UWB Antenna Design

We chose a round-shaped monopole antenna and a defeated ground structure, which can broaden
the operating frequency band. The layout of the original UWB antenna with its parameters are
illustrated in Figure 1. The detailed values of various parameters used in the proposed antenna are
listed in Table 1. The original UWB antenna was printed on a 1.6-mm-thick flame retardant-4 glass
epoxy (FR-4) substrate (relative permittivity (εr) = 4.3). The substrate had a dimension of 80 × 90 mm2.
The top layer consisted of a round-shaped patch as the radiating element, which was excited through a
50 Ω microstrip feeding line. The simulated and measured S11 of the original UWB antenna, shown in
Figure 2, revealed that the designed antenna is able to support a wide frequency operating band of
1–4.7 GHz, which can cover the whole operating band of the IR-UWB system.

(a) (b) 

Figure 1. Layout of the original ultrawideband (UWB) antenna: (a) top view; (b) bottom view.

Table 1. Antenna parameters and their values.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

Wsub 80 Wf 3 R 24
Lsub 90 Lf 41 Lg 38
Ws 4 Ls 4 - -
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Figure 2. Simulated and measured input port voltage reflection coefficient (S11) of the original
UWB antenna.

2.2. Band-Pass Filter Design

Referring to [18], we adopted a half-wave-length stepped impedance resonator filter due to its
compact size and high stop-band rejection range. Figure 3 shows the layout of the adopted filter; the
parameters were tuned to realize the 2.4 GHz and 3.5 GHz bandpass. Figures 4 and 5 reveal that the
designed band-pass filter is able to support a tuning center frequency from 2.4 GHz to 3.5 GHz with
tuning parameters. Detailed values of the various parameters used in the proposed filters are listed in
Tables 2 and 3. The filter structure is simple and can be easily applied in related applications.

Figure 3. Layout of the band-pass filter.

Figure 4. The simulated scattering parameters (S-parameters) of filter at 2.4 GHz.
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Figure 5. The simulated S-parameters of filter at 3.5 GHz.

Table 2. Different parameters of the filter and their values at 2.4 GHz.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

W1 1.89 L1 3.85 S0 0.3
W2 0.38 L2 3.86 S1 0.10

t 3 L3 1.33 Wf 3

Table 3. Different parameters of the filter and their values at 3.5 GHz.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

W1 1.13 L1 2.31 S0 0.3
W2 0.23 L2 2.01 S1 0.10

t 1.66 L3 0.8 Wf 3

2.3. Reconfigurable Filter Antenna Design

As shown in Figure 6a, the proposed reconfigurable filtering antenna was designed to integrate
the band-pass filter and the original UWB antenna. The whole structure of the proposed antenna
includes three RF ports, a monopole, two band-pass filters, 50 Ω microstrip lines, and a direct current
(DC) bias circuit for PIN diodes. Frequency reconfiguration is implemented by the PIN controlling
path selections. Using three paths of 50 Ω microstrip lines and two designed band-pass filters to the
monopole, filtering capability is obtained. Thus, three operating states with a frequency reconfigurable
antenna were achieved, with no change in size.

Three PIN diodes were welded in suitable places to control the three paths to the radiating element:
diode D1 was located in the slot line of the feeding line, and diodes D2 and D3 were placed on both
sides of the feeding line. In the UWB state, D1 is on, D2 and D3 have no-bias voltage, the RF signal
excites the antenna through port 1 and the two filters are off. When D1 is OFF, the antenna operates
in a narrowband state, depending on whether either D2 or D3 is on. When D2 is on, the antenna is
excited by the RF signal through port 2 and operates in the 3.5 GHz narrowband state, and operates in
the in 2.4 GHz narrowband state when D3 is on.

As shown in Figure 6b, when on, the PIN diodes can be equivalent to an inductor (L) in series with
a resistor (R); when off, the PIN diodes can be equivalent to an inductor (L) in series with a capacitor
(C). In this paper, MACOM MADP-000907-14020 (MACOM, Lowell, Massachusetts, USA) was used as
the PIN switch due to its low capacitance, 2 ns switching speed, and up to 70 GHz operating band [19].
The circuit parameters were set to R = 7.8 Ω, C = 0.025 pF, and L= 30 nH [20].

To avoid coupling of the RF signal and the bias current, we used a proper bias in this study [21].
As shown in Figure 6c, a capacitor was adopted for DC blocking. Therefore, resistance (R) was used to
restrict the max bias current. Biasing voltages (VB) of 1.67 V and 0 V were applied to the circuit for
‘switch on’ and ‘switch off’ conditions, respectively.
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(a) (b) (c) 

Figure 6. Proposed filter antenna and bias circuit for positive-intrinsic-negative (PIN) diode: (a) the
proposed antenna, (b) equivalent circuits for the on and off states of the PIN diode, and (c) bias circuit
for PIN diodes.

3. Results and Discussion

3.1. Frequency Domain Performance

The proposed reconfigurable filtering antenna was fabricated and measured. The simulated and
measured S11 in three states of the antenna are shown in Figure 7a–c. In the UWB state, diode D1 is
on and diodes D2 and D3 are off. Figure 7a shows that the measured S11 performance is basically
consistent with the simulated results; the proposed antenna in the UWB state can cover from 1 GHz to
more than 5 GHz, which is sufficient for IR-UWB systems [17]. In the narrowband state, diode D1 is off.
Depending on the bias circuits of D2 and D3, the narrowband states are switched. Figure 7b shows the
3.5 GHz narrowband when D2 is on. The measured results show that the antenna covers the 3.5 GHz
WiMAX work band. When D3 is on and D2 is off, the antenna works in the 3.5 GHz narrowband state.
Figure 7c shows that the measured antenna operates in the 2.4 GHz band.

(a) (b) 

Figure 7. Cont.
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(c) 

Figure 7. Summary of the S11 of the reconfigurable antenna: (a) UWB state (D1 on, D2 and D3 off);
(b) 3.5 GHz narrowband (D2 on, D1 and D3 off); and (c) 2.4 GHz narrowband (D3 on, D1 and D2 off).

As illustrated in Figure 7, the measured and simulated responses were compared. The comparison
showed that the measured results of the proposed antenna correspond well in the three states. However,
in the wideband state and the 3.5 GHz narrowband state, S11 shifts at the lower frequency of the whole
operating band. Nevertheless, the result is valid and acceptable. Reasonable agreements between the
simulated and measured results were obtained. The error is mainly due to the inaccurate modeling of
PIN diodes and the fabrication and welding processes.

The port isolations of the proposed antenna are displayed in Figure 8a–c. In the three different
operating states, high isolation performance (better than 20 dB) was obtained throughout the whole
operating frequency band. High isolation indicates that the three states of the proposed antenna can
operate dependently. The simulated and measured results in Figure 7 prove this.

(a) (b) 

Figure 8. Cont.
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(c) 

Figure 8. Summary of the simulated port isolations of the reconfigurable filtering antenna: (a) UWB
state (D1 on, D2 and D3 off); (b) 2.4 GHz narrowband (D2 on, D1 and D3 off); and (c) 3.5 GHz
narrowband (D3 on, D1 and D2 off).

The measured realized gains between the proposed reconfigurable filtering antenna and the
original UWB antenna are compared in Figure 9. Figure 9 shows that the gains of the proposed filtering
antenna are slightly lower than the original UWB antenna, which is mainly caused by insertion loss of
additional filter structures and PIN diodes.

Figure 9. Comparison of the measured realized gains between the proposed antenna and the
UWB antenna.

3.2. Time Domain Performance in Wideband State

As shown in Figure 10, the time domain performance of the antenna was measured in an anechoic
chamber. With the transmitting antenna oriented at ϕ = 0◦, the receiving antenna was rotated by
ϕ = 0◦, 90◦, and 180◦, which represent the typical working positions of a pair of antennas. S21 and
group delay were measured directly from this experiment setup.
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Figure 10. Measurement setup inside an anechoic chamber (Transmitted (Tx), Received (Rx)).

To characterize the time domain performance of an antenna, different parameters from the
frequency domain were studied. The system fidelity factor (SFF) is the most used parameter to analyze
time, frequency, and space together. The method is described in detail by the authors of [15] and in our
experiment, SFF was obtained as follows. First, S21 was measured using the experimental setup, as
shown in Figure 10. Then, the received signal was calculated by Fourier transform. The SFF was then
calculated as follows (the system transform function H(ω) can be substituted by the measured S21):

Rs(ω) = FFT(TS(ω))H(ω), (1)

Rs(t) = IFFT(RS(ω)), (2)

SFF = max
n

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∞∫
−∞

Ts(t)Rs(t + τ)dτ

[ ∞∫
−∞

∣∣∣Ts(t)
∣∣∣2dt

]1/2[ ∞∫
−∞

∣∣∣Rs(t)
∣∣∣2dt

]1/2

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
, (3)

where Ts(t) denotes the transmitted excitation signal, Rs(t) denotes the radiated signal in the received
antenna, t denotes the time, H(ω) denotes the system transform function, ω denotes the frequency and
τ denotes the shifted variable between Ts(t) and Rs(t) in convolution.

The S21 magnitude and group delay versus frequency characteristics for both antennas are depicted
in Figure 11. For the proposed filtering antenna, the group delay is almost linear through the whole
operating band. At ϕ = 0◦, the group delay is 5 ns, and 4.5 ns at ϕ = 90◦ and 180◦. The group delay of
the proposed antenna is almost consistent with the original. However, at higher frequencies, a shift
away from the original antenna occurs. A similar phenomenon can be found through the comparison
of S21. A relative difference from 3.5 GHz to 5 GHz was observed. The difference is mainly due to
the relative difference in the realized gains between the adopted filtering structure and the original
UWB antenna within an acceptable range. Nevertheless, the result is valid and workable. These
results indicate that the proposed filtering antenna obtains a similar S21 response and group delay, in
comparison with the original UWB antenna.
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 11. Measurement summary of S21 magnitude and group delay for the original and proposed
antennas at various ϕ: (a) S21 magnitude and (b) group delay at ϕ = 0◦, (c) S21 magnitude and (d) group
delay at ϕ = 90◦, and (e) S21 magnitude and (f) group delay at ϕ = 180◦.

The calculated output signals for both antennas for various ϕ are demonstrated in Figure 12. The
proposed antenna has a similar output signal in comparison with the original UWB antenna. SFF can
then be calculated by the coefficient of correlation between Ts(t) and Rs(t). The results are provided in
Table 4.

(a) 

Figure 12. Cont.
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(b) 

(c) 

Figure 12. The calculated pulse shapes at the passive antenna output from measurement at various ϕ:
(a) ϕ = 0◦, (b) ϕ = 90◦, and (c) ϕ = 180◦.

Table 4. System fidelity factor for the UWB monopole antenna and the proposed antenna.

ϕ

System Fidelity Factor

Original UWB Antenna Proposed Reconfigurable Filtering Antenna
Simulated Measured Simulated Measured

0◦ 0.95 0.92 0.93 0.9
90◦ 0.91 0.86 0.87 0.83
180◦ 0.87 0.84 0.85 0.82

A fidelity more than 0.8 indicates that the source signal is undistorted through material propagating,
such that the received pulse waveform can be completely characterized [16]. The calculated values of
the fidelity factor for both the original UWB antenna and the proposed reconfigurable antenna are
listed in Table 4. Table 4 shows that the highest SFF (0.93) is obtained at ϕ = 0◦ and the differences
in various ϕ values are small. A reasonable agreement was obtained between the simulated and
measured SFF results. A similar phenomenon was found through comparison of the original UWB
antenna. We observed that the fidelity factor of the original UWB antenna is better than that of the
proposed reconfigurable filtering antenna. The difference is mainly due to the additional filtering
structures insertion loss and the use of PIN diodes. However, the measured system fidelity factor
(>0.82) was still high. The calculated SFF indicates that the proposed filtering antenna obtains a similar
time domain performance in comparison with the original antenna.

Table 5 compares the proposed antenna with other antennas reported in the literature. The novelty
of the proposed antenna lies in its simple shape, its ability to efficiently reconfigure the frequency
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and extra analysis of time domain performance. It is noteworthy that the proposed antenna has
expanded frequency reconfiguration, without degrading the antenna’s time domain performance. The
reconfigurable antenna for IR-UWB can integrate new working patterns without changing the original
antenna’s features and size.

Table 5. Performance comparison with other designs in the literature.

Ref. Reconfiguration Actuators Mode Number Time Domain Analysis

[2] Frequency 5 PINs 6 (narrowband) No
[3] Frequency 1 FET 2 No
[7] Frequency 4 PINs 12 (narrowband) No
[16] No - - Yes

This work Frequency 3 PINs 1 wideband, 2 narrowband Yes

4. Conclusions

In this paper, a novel reconfigurable filter antenna was proposed for IR/UWB applications
integrated with WLAN and WiMAX, and is suitable for many other communications. Besides the
traditional frequency domain analysis, the time domain performance of the proposed antenna, which
uses a PIN reconfigurable technique, was studied. The proposed antenna was fabricated and tested,
and the time performance was studied in terms of measured S21, group delay, and calculated SFF.
A dependent operating band was obtained through frequency domain analysis, with reasonable
agreement of the time domain performance between the proposed reconfigurable filtering antenna
and the original UWB antenna. These results indicate that the reconfigurable filtering antenna can
integrate the WLAN and WiMAX narrowband with the IR-UWB operating band without changing the
size and time domain performance compared with the original UWB antenna. These features enable
the proposed filtering antenna to be widely used in IR-UWB systems integrated with WLAN/WiMAX
and many other communications, which is essential for the miniaturization of the RF front in WSN
applications, where multiple communications are needed.
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Abstract: High time resolution spectrum occupancy measurements and analysis are presented for
2.4 GHz WLAN signals. A custom-designed wideband sensing engine records the received power
of signals, and its performance is presented to select the decision threshold required to define the
channel state (busy/idle). Two sets of measurements are presented where data were collected using
an omni-directional and directional antenna in an indoor environment. Statistics of the idle time
windows in the 2.4 GHz WLAN are analyzed using a wider set of distributions, which require fewer
parameters to compute and are more practical for implementation compared to the widely-used
phase type or Gaussian mixture distributions. For the omni-directional antenna, it was found that the
lognormal and gamma distributions can be used to model the behavior of the idle time windows
under different network traffic loads. In addition, the measurements show that the low time resolution
and angle of arrival affect the statistics of the idle time windows.

Keywords: cognitive radio; spectrum occupancy; dynamic spectrum access; time resolution;
directional; sensing engine

1. Introduction

The vision of 5G network (5GN) encapsulates many application areas, e.g. mobile broadband,
connected health, intelligent transportation, and industry automation [1]. To entertain such a wide
variety of applications, telecom manufacturers and standardization bodies require the 5GN to support
a few Gbps data rates and low latency to a fraction of a millisecond. However, the bottleneck to
achieve such requirements will depend on a better understanding of the radio propagation channel
in the millimeter wave band to meet such critical constraints [2]. Another aspect of the 5GN is to
provide coexistence and improve the spectrum utilization below the 6 GHz band by using concepts
of the cognitive radio (CR) network [3]. In this paper, a CR module, which can perform sensing and
detection of the spectrum holes, is referred to as “Sensing Engine” (SE), and the time to sense a snapshot
of the bandwidth is defined as time resolution. In a CR network, unlicensed users can access the
spectrum holes in time, frequency and space or any of their combinations [4–6], provided they cause no
interference [4,7]. Opportunistic spectrum access [8] broadly defines the approaches which can enable
unlicensed users to find spectrum holes when licensed users are not active. These approaches will
improve spectrum utilization and overcome emerging spectrum demands. In future wireless networks,
these approaches will be very important to provide spectrum access in networks like Internet of
Things [9,10], 5G [11], device-to-device [12], and drones assisted [13]. However, one of the fundamental
challenges is to reliably detect spectrum holes and develop models to predict their occurrence along
with the idle time windows (ITWs), a continuous fraction of time when the licensed users of the
network are not active. These models will be helpful to decide the optimum spectrum allocation based
on unlicensed users’ requirements (e.g. data rates) and/or to improve spectrum utilization.
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The 2.4 GHz industrial, scientific and medical (ISM) band is widely used to provide wireless
communication using technologies like WLAN, Bluetooth and Zigbee. Several studies [14–18] in this
band have demonstrated that spectrum utilization is very low and this can be helpful to meet spectrum
demands of future wireless networks by using concepts of opportunistic spectrum access. However,
considering the 2.4 GHz ISM band specifications where the signal duration can be on the order of
100–200 μsec with the narrowest frequency resolution bandwidth requirement as low as 1 MHz [19],
an accurate characterization of ITWs is a fundamental challenge. In this paper, our focus is to model
the ITWs in the 2.4 GHz WLAN, which is widely-used technology in public and private networks to
connect licensed users, by conducting high-resolution spectrum occupancy measurements according
to band specifications. It is expected that these measurement-based models will be useful for users in
future wireless networks to access 2.4 GHz WLAN spectrum without causing any interference.

For opportunistic spectrum access in the 2.4 GHz WLAN band, a two-state (idle/busy)
continuous-time semi-Markov model was proposed in Refs. [6,20,21] where empirical distributions of
the ITWs were fitted with the exponential (EX), generalized Pareto (GP) and phase-type distributions
(e.g., Hyper Erlang). Although phase type distributions, which are complex to compute due to the
high number of parameters, provide an excellent fit, comparatively less complex distributions like
the GP can also provide a good fit. In Refs. [6,20], a narrowband vector signal analyzer (VSA) was
used to perform high time resolution measurements in a 2.4 GHz WLAN channel, where data packets
were generated artificially to stimulate network traffic in an interference controlled environment.
This approach facilitates the identification of ITW from a known pattern of transmitted data packets.
In Ref. [21], four narrowband sensors were used to monitor the 2.4 GHz WLAN traffic. To sense all
2.4 GHz WLAN channels, the span was divided into 16 channels and each channel was traversed
sequentially after 8.192 seconds. Due to this long traverse time, concurrent and continuous network
traffic is not possible to monitor in all channels. In Refs. [22,23], a spectrum analyzer (SA) was used to
conduct low time resolution (a second or more) measurements in the 2.4 GHz WLAN band where
Geometric and GP distributions, respectively, provide an excellent fit for the ITWs. It is important to
highlight that due to such low time resolution, 2.4 GHz WLAN signals smaller than the time resolution
will not be detected, which will lead to unrealistic longer ITWs and relating models will generate
interference to licensed users. In Ref. [24], high time resolution measurements were performed in
the 2.4 GHz WLAN band, and Gaussian mixture distribution (based on 4 components) was found to
provide an excellent fit for ITWs. However, this distribution required a higher number of parameters
for computation. Table 1 provides a summary of the measurements in the 2.4 GHz WLAN band and
distributions used to model the ITWs for a two-state continuous time semi-Markov model. The order
of the distribution is provided from excellent fit (marked in bold) to worst. In this paper, we model the
statistics of ITW for 2.4 GHz WLAN signals, recorded in real network traffic at high time resolution
using a custom-designed SE [18]. In addition, statistics of the ITWs are modelled using numerically
simple distributions (e.g. Weibull (WB), Gamma (GM) and lognormal (LN)) which require fewer
parameters and are more practical for implementation compared to phase type or Gaussian mixture
distributions. For comparison with existing work, the GP distribution was used, which also required
few parameters and was found to provide good fit in most cases. Moreover, the effect of using different
time resolutions on the statistics of ITW are investigated.
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Table 1. Summary of the existing measurements to model ITWs in the 2.4 GHz WLAN band.

Ref.
Time

Resolution
SE and Bandwidth Network Traffic

Spectrum
Sensing

Distribution(s) for
ITW

[6] High VSA and N Artificial P and F GP
[20] High VSA and N Artificial P and F HE, GP, EX
[21] Low TMote Sky and N Real P HX, HE, GP, EX

[23] Low SA and W Real P Geometric, Bernoulli,
LN

[22] Low SA and W Real P GP, EX, GM, LN, WB
[24] High SDR and N Artificial and Real P G, GP, HE and EX

Ref.: reference; N: Narrowband; W: Wideband; P: power; F: Feature-based; HE: Hyper-Erlang; HX:
Hyper-Exponential; G: Gaussian mixture; SDR: software defined radio.

Directional antennae were used in Refs. [25–27] to find the effect of the angular dimension on the
spectrum occupancy. These measurements were conducted using considerably low time resolution
per antenna or angle, ranging from 6 seconds to over a minute, which makes it difficult to capture
short duration signals and can lead to unrealistic ITW. To the best of our knowledge, these are the
only measurement-based papers, which investigate the effect of angular dimension on the spectrum
occupancy. However, no further analysis of the statistics of ITWs was provided. In this paper, we also
investigate the effect of the angular dimension on the statistics of the ITW.

Although previously different SEs and distributions were used to model the statistics of ITW,
they have the following shortcomings:

• The empirical distribution of ITW based on the high time resolution measurements was previously
modelled using phase type or Gaussian mixture distributions which require higher parameters
for computation and are not feasible for implementation. In addition, low time resolution-based
measurements tend not to detect 2.4 GHz WLAN signals, which leads to unrealistic statistics of
ITWs. Moreover, the statistics of the ITW were not presented for individual WLAN channels
which could have different distributions for ITW. In this paper, in addition to the GP distribution,
which was found to provide good fit compared to phase type or Gaussian mixture distributions
and required few parameters for computation, similar numerically simple distributions like WB,
GM, EX, and LN are also tested and shown to provide appropriate fit under certain traffic load
conditions. The analysis is also presented for each of the concurrently measured WLAN channels.

• This work also investigates the effect of time resolution on the statistics of the ITW, which is vital
to understand the accuracy of the width of the ITW in relation to set time resolution of the SE.

• This work first investigates the effect of the angular dimension and time resolution per angle
on the presence of 2.4 GHz WLAN signals. Then, using the OR hard combining technique the
statistics of the ITW per WLAN channel are also analyzed.

In this paper, Section 2 provides a short introduction of the custom-designed SE and related
performance. The measurements setup is provided in Section 3 followed by the data analysis
methodology in Section 4. The results of the measurements using an omni-directional antenna are
discussed in Section 5. In Section 6, the effect of the angular dimension on the ITW is presented with
conclusions in Section 7.

2. SE and Performance in 2.4–2.5 GHz

The SE was developed at Durham University and can operate in two frequency bands:
(a) 0.25–1 GHz and (b) 2.2–2.95 GHz with a time resolution as high as 204.8 μsec. The logged in data
from the SE can be monitored online or stored for offline processing where further filtering is applied
followed by a double Fast Fourier transform (FFT) to compute the received power. The architecture
and implementation details of the SE can be found in Ref. [18].
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Before performing measurements in the desired band, the SE was calibrated for all the gains and
losses, which is essential to get the correct value of the received power. To quantify the sensitivity and
instantaneous dynamic range (IDR) of the SE, a continuous wave (CW) signal was fed into the SE via an
attenuator which was gradually increased until the received signal could not be distinguished from the
noise floor. The data were logged in at 80 MHz with a time resolution of 204.8 μsec for 100 MHz sensing
bandwidth centered at 2.45 GHz. The raw data were filtered using a high-order Gaussian window
to get 400 kHz frequency resolution bandwidth. Figure 1 shows the received signal power against
the detected signal to noise ratio (SNR) in the sensed bandwidth. Table 2 summarizes the measured
performance parameters of the SE where the noise figure (NF), the difference between the theoretical
and measured noise floor, was found to be about ~11 dB. The measured sensitivity was found to be
−95 dBm (with at least 12 dB SNR) and an IDR value of 33 dB was achieved. These performance
parameters are helpful to find the noise-free region for spectrum holes detection. More details are
provided in Sections 5 and 6.

Figure 1. Received Power versus SNR in 2.4–2.5 GHz.

Table 2. Performance parameters of SE in 2.4–2.5 GHz.

Centre Frequency
MHz

Bandwidth
MHz

Noise Floor
dBm

NF dB
Sensitivity

IDR dB
dBm SNR (dB)

2450 100 −107.03 10.95 −95 12.03 33.32

3. Measurement Setup

To analyze the occupancy of the 2.4 GHz WLAN signal, the bandwidth of the SE was configured
to 100 MHz centered at 2.45 GHz with a time resolution of 204.8 μsec. A custom-designed wideband
omni-directional discone antenna, placed at 1.5 m above ground, as shown in Figure 2a, was used
in the measurements. The measurements were taken during working hours from 01:15 pm to 01:35
pm in an indoor environment. For the directional measurements, three commercial log periodic
vertically-polarized antennae (see Figure 2b) were used with beam widths of 55 degrees. The antennae
were placed at 1.5 m above ground with an angular separation of 90 degrees. Due to having three
antennae, switching at 204.8 μsec, the time resolution per antenna or angle was 819.2 μsec, which
corresponds to the switching time between three antennae, and an additional reference sweep was taken
to get the correct antenna switching sequence in each data file. The measurements were performed in
the same environment from 05:20 pm to 05:40 pm.
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(a) (b) 

Discone antenna 

Workstation

SE 

Figure 2. Measurement setup: (a) discone antenna, (b) log periodic antenna.

At the beginning of each measurement, the radio frequency (RF) attenuator and signal conditioning
(SC) gains were calculated based on the sampled data and recorded to calibrate the received power.
In both sets of measurements, the raw data were acquired with an 80 MHz sampling rate in multiple
files where each file contains 2 seconds of data. Over 976,000 snapshots were collected for both
omni-directional and directional setups and processed with 400 kHz frequency resolution by applying
a high-order Gaussian window which is sufficient to detect 2.4 GHz WLAN signals or any other
available short duration signals in the 2.4 GHz ISM band.

4. Data Analysis Methodology

To estimate the detection of signals in the sensed bandwidth, the energy detection [28] approach
was used where the received power was compared with a predefined threshold to define the state of
the channel. A channel was considered in a busy state if the received power was above the predefined
threshold and otherwise considered in the idle state. Based on this, a binary time series was created
in which ‘1’ represents the busy state (presence of signal) and ‘0’ represents the idle state (absence of
signal). To find the spectrum utilization, the duty cycle (DC) was calculated based on the binary time
series using Equation (1):

DC = Total time occupied by busy states/Total time occupied by both states (1)

The DC is an important parameter and its lower values indicate the availability of the ITWs.
The duration of consecutive 0’s i.e., ITW, in the binary time series was computed along with

its empirical cumulative distribution function (CDF). The empirical distribution was fitted with GP,
WB, EX, GM and LN distributions. The associated parameters (shape: k, scale: δ and location: μ)
were found based on the maximum likelihood techniques and used to compute the mean (M) for the
fitted distribution. Table 3 summarizes the distribution functions along with the mean formula for the
respective distribution.
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Table 3. Distribution functions.

Distribution Function and Mean Distribution Function and Mean

GP F(tw) = 1−
(
1 + k

(
tw
δ

))− 1
k

M = δ
1−k where k < 1

EX F(tw) = 1− exp
(
− tw

δ

)
M = δ

WB F(tw) = 1− exp
(
− tw

δ

)k

M = δΓ
(
1 + 1

k

) GM
F(tw) = 1

Γ(k)γ
(
k, tw

δ

)
M = kδ

LN
F(tw) = 1

2

(
1 + erf

(
ln tw−θ√

2δ

))
M = exp

(
θ+ δ2

2

) - -

tw denotes idle time windows (tw ≥ 0), exp( ) is exponential function, Γ( ) is Gamma function, γ( ) is lower incomplete
gamma function and erf( ) is the error function.

To measure the goodness of fit between the empirical and used distributions, Kolmogorov
Smirnov (KS) test was used, and the distribution with minimum KS distance was chosen as the best
representative of the empirical distribution.

5. Omni-Directional Antenna Measurements

This section provides analysis of the measurements taken with the omni-directional antenna.
Figure 3 displays the time-frequency map of the WLAN traffic over the duration of 1 second, where
−97 dBm is chosen as the decision threshold which is 10 dB above the measured noise floor and found
to be the noise-free region.

Channel 1 Channel 12 

Figure 3. Time-frequency map from 2.4 GHz to 2.5 GHz.

Figure 3 shows that most of the users’ activity was present in the WLAN channels ‘1’ and ‘12’.
There are different WLAN packets with different durations. For example, channel ‘1’ did not remain
in the busy state all the time. It remains in the idle state for various durations as represented by the
‘white’ color in the time-frequency map. Thus, by exploiting the idle state of the channel it can be
accessed in the time domain by CR users. To find the statistics of the ITW, both channels were further
processed to get the binary time series as shown in Figures 4 and 5. Based on the binary time series,
the DC values were found to be 7.4013% in channel ‘1‘, 11.5071% in channel ‘12‘ and 4.6449% over
full-sensed bandwidth. These lower DC values indicate that both channels are highly underutilized
and can be used for opportunistic spectrum access.
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Threshold 

Figure 4. Mapping from received power to Binary Time Series in channel ‘1’.

 

Threshold 

Figure 5. Mapping from received power to Binary Time Series in channel ‘12’.

Figure 6 shows the empirical CDF of the ITW found in channel ‘1’. The gamma distribution
provides the best fit with minimum KS distance. The estimated parameters are k = 0.4898, δ = 73.8318
and the mean M = 36.1628 ms. Apart from this, the log normal distribution also provides the second
best fit. It is also important to observe that the empirical CDF tends to increase rapidly in the interval
(95 ms to 100 ms). The reason for such long windows is because the channel was in the idle state most
of the time and the occupancy state was changing due to the arrival of the beacon packet which was
observed every 100 ms. Figure 4 also shows that the beacon packets were detected at t = 0, 100, 200 and
800 ms.
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Figure 6. Empirical CDF versus fitted distribution of channel ‘1’.

Figure 7 shows the empirical CDF of the ITW in channel ‘12’ where the GP distribution provides
the best fit with estimated parameters k = 1.1620 and δ = 3.285. Although it provides the best fit, since
k > 1, the mean of the distribution is not finite. To calculate the mean value, the WB distribution
parameters are used, which provide the second best fit to the empirical CDF. The estimated parameters
for this distribution are k = 0.6255 and δ = 9.0156 and the mean M = 12.8766 ms. By comparing both
empirical CDFs, it is observed that channel ‘1’ has less traffic load which provides longer ITW, so it is
most suitable for CR users. Another key observation is that, it is not possible to have ITW longer than
100 ms since the WLAN access point was periodically transmitting a beacon packet approximately
every 100 ms.

 
Figure 7. Empirical CDF versus fitted distribution of channel ‘12’.

Since the SE uses a frequency sweep, each frequency point was traversed after the configured
time resolution. To investigate the effect of low time resolution on the statistics of ITW, the time
series of both channels were resampled individually in the time domain with 1.6384 ms and 3.2768
ms time resolutions. This illustrates the effect on the ITW when the network traffic is sensed using a
low time resolution SE. Figures 8 and 9 show the effect of different time resolutions on channels ‘1’
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and ‘12’, where reducing the time resolution tends to increase the duration of the ITW. This apparent
increase is due to the SE inability to detect packets with a duration less than the time resolution. Thus,
measurements performed using low time resolution SE do not provide reliable data for modelling
time-based opportunistic spectrum access.

 
Figure 8. Effect of time resolution on empirical CDF of channel ‘1’.

 
Figure 9. Effect of time resolution on empirical CDF of channel ‘12’.

The empirical distributions can be further utilized to study how the variability of the load in
a channel affects the fitted distributions and their parameters. Table 4 summarizes the KS distance
between the empirical and fitted distributions (best distributions are marked bold). The GP distribution
is found to have the best fit for channel ‘1’ while the LN distribution provides the best fit for channel
‘12’ for time resolutions of 1.6384 ms and 3.2768 ms, respectively.

43



Electronics 2019, 8, 1011

Table 4. KS distance for fitted distribution for different time resolutions.

CDF.
Channel 1 Channel 12

204.8 μs 1.6384 ms 3.2768 ms 204.8 μs 1.6384 ms 3.2768 ms

GP 0.1413 0.2412 0.2741 0.1277 0.1054 0.1507
WB 0.1328 0.2578 0.2879 0.1342 0.1321 0.1560
EX 0.2693 0.2492 0.2969 0.3009 0.1067 0.1522
GM 0.1282 0.2537 0.2900 0.1465 0.1408 0.1724
LN 0.1290 0.2449 0.2903 0.1349 0.0796 0.1438

For both channels, the mean ITW were calculated for comparison. Table 5 summarizes the
parameters and the mean value for the distributions which provided the best fit. The mean value
tends to increase with the drop in traffic load as the channels remain in the idle state for longer time
windows. These results show that in previous work [20,24], where the GP distribution was shown to
provide the second best fit, the LN and GM distributions can also be used to model the behavior of the
ITW for different network traffic loads. Moreover, by having wideband detection capability, a CR user
can monitor the traffic load on particular or multiple channels and can concurrently exploit the idle
states in multiple channels or radio technologies (e.g., 2.4 GHz WLAN and Bluetooth).

Table 5. Parameters for best fitted distribution.

Parameters
Channel 1 Channel 12

204.8 μs 1.6384 ms 3.2768 ms 204.8 μs 1.6384 ms 3.2768 ms

k 0.4898 −0.4276 −0.4968 0.6255 - -
δ 73.8318 87.5879 102.667 9.0156 0.9796 0.9142
μ - - - - 2.9397 3.2385
M 36.1628 61.3533 68.5910 12.8766 30.5544 38.7210

6. Directional Measurements

The influence of the angle of arrival on the statistics of the ITW is studied from directional
measurements. Three antennae (A1, A2 and A3) were used for this indoor measurement. Figure 10
shows the effect of different directions on the received power in channel ‘1’ where it can be observed
that antenna A3 has a higher received power compared to the other two antennae. Similarly, antenna
A1 has a higher received power for channel ‘12’ as shown in Figure 11. While it is expected that the
signal power varies with the angle of arrival, if at a certain direction the received power is lower than
the decision threshold due to propagation losses, the channel may be considered in the idle state.
Further to this, the time resolution per antenna also affects the state of the channel. For example,
consider channel ‘12’ on antenna A3, where the received power dropped by more than 10 dB and it
could no longer detect short duration signals.
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Figure 10. Effect of directional antenna on received power and short duration packets in channel ‘1’.

Figure 11. Effect of directional antenna on received power and short duration packets in channel ‘12’.

A decision threshold of −97 dBm, 10 dB above the measured noise floor, was used per direction to
find the respective binary time series. Table 6 compares the DC values in relation to different directional
antennas and gives a summary of the DC values based on the omni-directional antenna. To remove
the uncertainty in the occupancy state due to the variation in the received power or the effect of time
resolution per antenna, the binary time series were combined using the OR hard combining data fusion
technique, where a channel is considered in the busy state if it is detected in any direction. This series
is used to compute the empirical CDF of the ITW. Figure 12 shows the empirical CDF of both channels
and Table 7 summarizes the KS distance for fitted distributions (best distributions are marked in bold).
The Weibull distribution provides the best fit for channel ‘1’ with parameters k = 1.1070, δ = 51.7498
and M = 49.8307 ms. Channel ‘12’ empirical CDF is fitted best with the lognormal distribution with
parameters δ = 1.4980, μ = 2.6644 and M = 44.0975 ms. Thus, the analysis shows that the angular
dimension can influence the statistics of the idle window due to propagation losses and the time
resolution per antenna used to acquire the data. To compensate for these effects, decisions can be
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made using the OR-combining technique. However, the time domain-based directional opportunistic
spectrum access can be vital in cases where communication links of licensed users are highly directional.

Table 6. Summary of DC percentages in relation to omni and directional antennae.

DC Percentage

Channel ‘1‘ Channel ‘12‘ 2.4–2.5 GHz

Antenna Type

Omni-directional - 7.4013 11.5071 4.6449

Directional
A1 3.7515 12.9776 3.9191

A2 4.3158 12.6841 4.1967

A3 5.1859 8.2525 3.1760

 
Figure 12. Empirical CDF of channels using OR combining technique.

Table 7. KS distance for fitted distribution.

CDF Channel 1 Channel 12

GP 0.1610 0.1771

WB 0.1459 0.1654

EX 0.1480 0.1801

GM 0.1477 0.1651

LN 0.1751 0.1473

The opportunistic spectrum access will play an important role in future wireless networks like
Internet of Things, device-to-device, 5G, and drones assisted, to improve spectrum utilization and
overcome the spectrum demands from emerging applications in smart cities, connected health and
retail sector, to count a few. Due to the wide spread availability for 2.4 GHz WLAN signals, our work
will be a step forward for unlicensed users from emerging applications to access the spectrum without
causing interference. The reported set of measurements and the numerical simple distributions to
model the occupancy will allow users to access the spectrum without performing periodic spectrum
sensing. In addition, our findings relating the impact of time resolutions and angle of arrival will
be useful to properly plan spectrum occupancy measurements and build models in other wireless
communication technologies.
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7. Conclusions

Both omni-directional and directional high time resolution occupancy measurements were
performed to model the distribution of the idle time window in the 2.4 GHz WLAN. It is found that
distributions such as Gamma and lognormal can be used to model the idle state of a 2.4 GHz WLAN
channel along with the generalized Pareto distribution. Moreover, previous reported measurements
provide statistics of the idle time windows over the full span of a radio technology which does not
provide the statistics per channel. Here, analysis is performed per channel, which shows that different
concurrently measured channels in a radio technology may have different ITW statistics and their idle
states can be modelled using different distributions. Both the time resolution of the SE and directional
antennae can influence the state (idle/busy) of the signal and if not selected appropriately can produce
longer idle time windows with the inability to detect short duration signals.
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Abstract: Cardiopulmonary activity measured through contactless means is a hot topic within the
research community. The Doppler radar is an approach often used to acquire vital signs in real
time and to further estimate their rates, in a remote way and without requiring direct contact with
subjects. Many solutions have been proposed in the literature, using different transceivers and
operation modes. Nonetheless, all different strategies have a common goal: enhance the system
efficiency, reduce the manufacturing cost, and minimize the overall size of the system. Antennas are
a key component for these systems since they can influence the radar robustness directly. Therefore,
antennas must be designed with care, facing several trade-offs to meet all the system requirements.
In this sense, it is necessary to define the proper guidelines that need to be followed in the antenna
design. In this manuscript, an extensive review on different antenna designs for non-contact vital
signals measurements is presented. It is intended to point out and quantify which parameters are
crucial for the optimal radar operation, for non-contact vital signs’ acquisition.

Keywords: antennas; radar; vital-signs; CW; UWB

1. Introduction

The ability to measure physiological signals accurately has several applications in different areas,
from health care to the full medicine procedures. Here, the main vital signals include breathing and
heart rate. By combining this concept with the consumer demand for flexible and wireless sensors, it is
possible to have a positive impact on society and open a new door in the health care industry.

Until now, the conventional measuring equipments are directly in contact with the subject,
which requires some wires’ usage. For this reason, the research in this area is focused on the
development of solutions with a high degree of freedom, robustness, and obviously maintaining
the same accuracy. One possible solution is to use wearable sensors in contact with the subject body,
although this solution is more evasive and not comfortable. In this sense, the concept of bio-radar has
emerged. The bio-radar uses the Doppler radar principle to evaluate the breathing and heart rate of a
subject in a convenient contactless way. It uses an antenna for transmission (TX), which focuses the
energy towards the subject chest-wall, and another antenna for reception (RX), to acquire its reflection.
This approach stands out as being more advantageous when compared to the traditional devices using
contact sensors on the human body, since the subject can be remotely monitored.

The antenna design plays a crucial role in the performance of bio-radar system, in order to obtain
the best signal quality and to maintain a signal-to-noise ratio (SNR) at a superior level. Several types
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of antenna have been used in literature, covering a wide range of frequencies, polarization modes,
and half-power beamwidths (HPBW), according to the application at hand. However, most of the
papers related to non-contact vital signal (NCVS) measurement using radar-based systems, do not
have the antenna information clearly detailed. Mostly, they focus on the global system performance,
the main challenges that had to be overcome and new algorithms to extract the vital signs successfully.
The majority of papers do not mention the design of the antennas and its importance in the global
behavior of the system. Even though, articles that refer to antennas are focused on specific aspects that
can enhance the main goal of those works.

Antennas can be designed as single elements or in array configuration, using conventional or
alternative materials, depending on the final application. Moreover, in the industry framework,
selection of the proper parameters should be done with care, aiming to search for portable solutions
(decrease the system size) and using low cost materials that are also able to keep the optimal antenna
performance. Therefore, there is a need to review the antenna side, in order to seek which are the best
antenna characteristics to properly apply in radar systems for vital signs’ acquisition.

In [1], a preliminary investigation on the best antenna features for bio-radar applications was
made. This paper was the only review work related with the antennas impact that we have found
so far, and the authors also mentioned the lack of reviewing on this matter and in which way
this is important. Their study encompasses different antenna designs, which have features for
different applications. The authors conclude that increasing frequency has many advantageous
aspects, since shorter wavelength helps on decreasing the antennas size, and are more sensitive to low
amplitude motions (for example, it could improve on the cardiac signal detection). They have also
presented a comparative table that shows a higher gain for these designs.

In our work, it is intended to review the state-of-the-art on antennas for NCVS monitoring,
namely for respiratory and cardiac signals. Different frequencies and radar operation modes will be
explored, as well as the different designs, and several implementation examples are also presented and
discussed. By gathering this information, it is intended to determine which are the antenna features
that are more suitable for NCVS acquisition, such as directivity, gain, or polarization. Moreover, it is
also intended to present a panoply of low cost substrates and efficient antennas integration that can
contribute to system portability and low-profile. It is important to note that different applications and
environments require different characteristics, but the goal of this manuscript is to define common
guidelines that are required to be maintained for any optimal system performance.

This manuscript is divided as the following: first of all, bio-radar theory is briefly presented
in Section 2. In this section, different radar operation modes are also introduced. Then, Section 3
presents some antenna examples developed mainly for Continuous Wave (CW) radar. This section is
sub-divided according to the different goals of the authors. Similarly, Section 4 presents more antenna
solutions but focused on Ultra-Wideband (UWB) radars. Section 5 presents a briefly summary and
discussion about the characteristics of the antennas developed for bio-radar applications. Moreover,
a group of trade-off decisions to design the most suitable antenna for bio-radar applications is presented,
based on the review made. Finally, conclusions and guidelines are presented in Section 6.

2. Bio-Radar Theory

The bio-radar system can measure vital signs using electromagnetic waves. The operation
principle of this system is based on the Doppler effect, which relates the received signal properties
with the distance change between the radar antennas and the person’s chest-wall [2]. The frequency
change on the received signal, caused by the motion of the chest-wall, depends on the total number of
wavelengths in the two-way path, between the radar and the target that can be determined through (1):

Nλ =
2R
λ

, (1)

50



Electronics 2019, 8, 1294

which is given in waves per second (Wave/s) and where R is the radar range and λ is the wavelength
of the transmitted signal.

Considering that the radar is located in a fixed position, the same frequency is received over the
time if the target is also stationary because the same number of Nλ is received. However, if the target
moves toward or away from the radar, different frequencies are received: if the motion is toward to
the radar, higher frequency is received due to the bigger number of received Nλ. On the other hand,
if the target is moving backwards, a lower frequency is perceived, due to the fewer number of received
Nλ [3].

The frequency shift effect can also be perceived as phase change, once each wavelength
corresponds to a phase change equal to 2π. Thus, if the path travelled by the wave changes due
to the target’s motion, also the number of Nλ changes, hence the total phase change relative to range R
is given by the Equation (2):

φ = 2πNλ. (2)

The Doppler radar is the basis of some radar operation modes, namely the Continuous Wave
(CW) radar or the Ultra-Wideband (UWB) radar, as depicted in Figure 1. Their operation principle
influences the antennas specification directly. In the next sections, a brief introduction about radar
operation modes is presented for contextualization purposes.

Figure 1. Doppler radar applied to vital-signs acquisition, using different operation modes.

2.1. Continuous Wave Radar

CW radar transmits and receives a radio-frequency (RF) signal continuously. Usually,
the transmitted signal is defined as a single-tone. A radar system that uses this operation mode
is composed of a signal generator, to generate the signal for TX and also to down-convert RX signal on
the receiver side. Once the system usually handles with narrow band signals, it is possible to perceive
the frequency shift due to the Doppler effect when the target is moving. Thus, CW radar can measure
the velocity of the target’s motion, and this feature allows for distinguishing between a moving target
from stationary objects, independently of their distance (within the radar’s range) [4].

CW radar presents a significant advantage regarding the implementation complexity. It uses a
single oscillator for both TX and RX, and the filters used in the receiver chain can be quite simple
because TX and RX signals have a narrow bandwidth.

Nonetheless, some disadvantages can be pointed out about this type of Doppler radars. Once TX
and RX are continuous operations, due to circuitry or antenna coupling, a portion of the transmitted
signal can directly affect the signal at the receiver causing leakage [3]. Moreover, the clutter from
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multiple reflections of stationary objects located within the range can contribute to the signal power,
generating low frequency noise and DC offsets.

Frequency-Modulated Continuous Wave Radar

Frequency-Modulated Continuous Wave (FMCW) allow the computation of the target’s velocity
and distance between the target and the radar, once it has more range resolution that does not exist for
a single frequency waveform [4].

In this operation mode, frequency modulation is performed, usually with a triangular modulation
in order to increase and decrease the frequency linearly over time.

Then, another triangular signal is the received signal, which is the delayed version of the
transmitted one, and the delay can be quantified by T = 2R/c s, with R being the radar range
and c the speed of light. The modulated signal bandwidth determines the accuracy of the range
measurement, and the modulation rate determines the maximum detectable range without ambiguity.
The mix between the transmitted and the received signals result in a frequency difference fr that
changes according to the target motion, and from where the vital signs are extracted.

2.2. Pulsed Radar

Pulse radar transmits pulsed bursts and then listens to the resultant echoes. In contrast with the
previously mentioned radars, TX and RX operations are not done simultaneously. Therefore, the pulse
repetition period should be longer than the round-trip path length of the transmitted wave, to receive
the echoes between transmissions [5].

Since the reflections are not acquired at the same time as the signal’s transmission, the leakage
from the transmitter and the parasitic reflections are separated temporally from the long-range targets.
This means that, as we have to wait for the full transmission, the reflections that occur immediately
from short-range objects are not detected, which represents a clear advantage when comparing to the
CW radar. Similarly to the FMCW radar, it is possible to measure the target range.

On the other hand, the pulsed radar is more complex to implement [5]. Moreover, there is a lack
of velocity resolution, which implies a limit in target’s velocity.

Ultra-Wideband Radar

UWB radar is a special application of the pulsed radar since very short duration pulses are
generated, performing wide bandwidth signals. The Federal Communications Commission (FCC) has
established that a signal can be categorized as a UWB signal if it has a bandwidth equal to or higher
than 500 MHz [3].

The operation of UWB radars starts by generating short pulses and transmits them through the
antenna. Then, the target will reflect a portion of the transmitted signal. The total range ΔR of this
radar is given by the Equation (3) [6]:

ΔR =
c

2 ∗ BW
=

τc
2

, (3)

where BW is the bandwidth of the radar pulse in frequency domain and τ the bandwidth in time
domain. With this type of radar, it is possible to compute the distance to target dT (Equation (4)):

dT =
Δt ∗ c

2
, (4)

where Δt is the delay between the transmitted and the received signal.
Applications of the UWB radars encompass motion detection beyond different materials, due to

the vast panoply of different wavelengths that can be used. With this type of technology, it is possible to
perceive periodic or quasi-periodic motions because they cause periodic changes in the received signal.
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This periodic change is reflected across multiple scans, which are then compared with a reference scan
in order to locate the target.

3. Antennas for CW Operation Mode

Generally, designing an antenna is a challenging task, since it is made by following a guideline
based on a group of trade-off decisions. The optimal performance of the antenna can be dictated by
an infinite gain, lack of side or back lobes, infinite S11, among many other characteristics. However,
these features should also be achieved having in mind specific restrictions and requirements regarding
the application at hand. In the framework of NCVS applications, this care must also be accounted due
to the system sensitivity to environmental clutter, to the very limited radar cross-section (RCS) and to
the lowpass signal characteristics.

Although there are multiple antenna types, shapes, and layouts that can be combined in order
to fulfill those trade-off decisions, there is not a single solution once the carrier frequency of the
transceiver and its operation mode largely influence the antenna behavior. The transceiver operation
mode (such as CW, FMCW, or UWB) also depends on the application of the bio-radar. For example,
applications that aim to distinguish between different individuals, i.e., where there are multiple
subjects to monitor, can use FMCW technology, since the usage of chirps can help to indicate the
subject location. Furthermore, rescue applications imply that electromagnetic waves cross obstacles.
For this purpose, ultra-wideband front-ends are more indicated. Finally, if the goal is to monitor
bedridden patients, CW is enough and the hardware and signal processing are less complex.

In this section, some examples of different antenna designs are presented, considering the CW
operation mode. The examples are subdivided in different antenna characteristics according to the
improvement goal of authors.

3.1. Directivity

Taking into account the CW operation mode, a system performance evaluation was made in [7].
Considering four different antennas, all operating at 2.4 GHz, several tests were performed inside an
anechoic chamber, where the vital signs of a subject were monitored using the following antenna types
and their respective beamwidths:

1. Single patch antenna ⇒ 92◦;
2. Yagi antenna ⇒ 47◦;
3. Log-periodic antenna ⇒ 62◦;
4. Helical antenna ⇒ 49◦.

The radiation pattern of each antenna was verified individually before the experiments.
Wide beams are susceptible to acquire more clutter and noise, hence narrower beams are preferable.
Taking this into account, among the four tested antennas, Yagi and Helical were the ones that have
narrower radiation patterns, and they also have identical values of HPBW. Moreover, they are low
cost alternatives. However, a Yagi antenna does not have a symmetrical beam across E- and H-planes
unlike the Helical antenna.

The influence that the pair TX/RX can have on each other is also studied, by checking the radiation
pattern with another antenna by its side (antennas’ feeding points were 24 cm apart). The authors
concluded that the influence is minimal, as long as TX and RX antennas are at least a wavelength apart.

The experiment results showed that the error in signal rate computation was smaller for helical
antennas. The authors believe that the optimal performance is directly related to the directivity and
symmetry in E- and H- planes. An additional test was performed by equalizing the gain for all
antennas and repeating the vital signs measurement. Helical antennas stand out again, the beat rate
was computed accurately, and the Signal-to-Noise-plus-Interference Ratio (SNIR) increased.

One of the first usages of helical antennas for NCVS acquisition was proposed in [8]. In this
work, two antennas with 4-turns and, therefore, directive beams (≈40◦ of HPBW) were used to acquire
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vital signs in non-stationary environments, such as vehicles. Compensation of motion artifacts was
implemented through a differential measurement, using these antennas in separate. Antennas were
designed to operate at different but near frequencies, namely, 2.46 GHz and 2.51 GHz, respectively.
Both antennas were implemented with different linear polarization orientation to isolate each signal.

Helical antennas operating at 2.4 GHz are also proposed in [9]. More specifically, the axial-mode
helical antenna design was implemented, with an 8-turn design and a simple matching process
to feed the antenna without increasing its total size. Helical antennas operating at axial mode are
known for having high directivity and hence high gain, which also enables more detection range.
Nonetheless, to build a helical antenna for NCVS acquisition, a trade-off should be respected, since the
radiation pattern is as directive as the number of turns. Therefore, for a highly directive antenna,
a larger size antenna is required. The work presented in [9] resulted in a 8-turn antenna with 20 cm
length, HPBW equal to 44.6◦ and gain equal to 9.80 dBi. Moreover, these antennas also have circular
polarization to achieve better SNIR and thus better accuracy on detecting vital signs.

Finally, in [9], the performance of a 1-turn helical antenna was compared with a single
patch antenna. Both antennas were operating at 2.4 GHz and had the same HPBW (around 60◦).
Comparison results showed that helical antennas have more gain, up to 2 dB above the one from a
single patch antenna.

Besides helical antennas, any antenna design that can provide directivity can be advantageous
for bio-radar systems. In [2], an antenna evaluation is done, by comparing the performance of the
antenna array operating at 5.8 GHz with the performance of a single patch operating at 2.5 GHz.
As mentioned previously, array antennas have a directive beam, which focuses the radiated energy
on the subject chest-wall. On the other hand, a single patch has a wider beamwidth and radiates in
different directions, hence the received signal has more noise from the clutter and parasitic reflections.
By taking into account these issues, the comparison mentioned above was made by estimating the DC
component of each signal acquired with each antenna. The authors concluded that the signal acquired
with a single patch has a higher DC component rather than the one acquired with a narrower beam.

Customized Directivity

Until now, we have seen that narrow radiation patterns are preferable to focus all the energy on
the desired target. However, some applications require different beamwidth customization to cover the
area of interest. For example, in [10], a one-dimensional patch array is developed to measure vital signs
from elderly people located in a room. The antenna has to be designed so its beamwidth can cover the
full room. The radar front-end was located in the middle of the room, using a microstrip patch antenna
array, operating at 24 GHz. The radiation pattern is defined as a triangle-shaped with ±33.7◦ opening
angle, in order to illuminate the corners of the room. On the final prototype, it is intended to use a
standard patch array, beamshiped on the H-plane used as a TX antenna and a linear-array, beamshiped
on the E-plane used as an RX antenna, with 10-dB gain higher for the ±33.7◦ angle than for the 0◦

angle. In this way, multiplication of both radiation patterns will rectify power losses in corner spots.
The antenna array proposed in [10] corresponds to the RX antenna beamshiped on the E-plane.

In summary, the designed antenna is an array with three microstrip patch resonators fed in series
through a microstrip line, where the last patch is a single-port standard patch. Patches are optimized to
operate at 24.125 GHz and are built using an RO4835 substrate, with a relative permittivity of εr = 3.66.
The total array length is equal to 15.694 mm and a width equal to 6.339 mm. In the simulation, it was
possible to achieve the required features respecting to radiation pattern, with 8 dB higher gain at 33.7◦.
The measurements meet the specifications, but the authors state that there are some improvements
that need to be done.

3.2. Different Carrier Frequency Applications

The usage of high carrier frequencies increases the sensibility to detect imperceptible target
motions. Planar microstrip antennas tuned at these frequencies enable the on-chip integration for
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portable applications. For example, in [11], a circularly polarized (CP) 2 × 2 patch array antenna is
presented, to be further integrated with a 60-GHz Doppler radar. The low-temperature co-fired ceramic
(LTCC) substrate is used to increase bandwidth, which is also crucial for single-tone applications to
guarantee good performance in the case of manufacturing issues.

Another millimeter-wave microstrip array antenna was presented in [12], but with a lower
operating frequency, 24 GHz. The antenna was developed to evaluate the organism adaption to
physical and mental stress remotely. Each antenna element from the transmitter and receiver array is
single-patch antenna U-slot shaped. The TX array included 16 elements (8× 2 array) for a narrow beam,
and the RX was composed by 48 elements (8 × 6 array) for a large aperture area. Each single-patch
is fed using a power divider network to adopt an unequal current amplitude distribution instead
using an equal amplitude. The antenna module was designed using FR-4 substrate, with εr = 3.55,
and copper cladding for the conductive pats. The final dimensions of the antenna module were
73 × 64 mm2. This paper presents only the simulation of these antennas and the numerical results
obtained were: bandwidth 24–25 GHz (RX) and 23.3–23.7 GHz (TX); S11 less than −10 dB for both
TX and RX antennas, and a gain equal to 17.15 dBi for the TX antenna, while the RX antenna exceeds
17 dBi. The mutual coupling was below −35 dB at 24 GHz, providing good isolation between the TX
and RX antennas.

Later, in 2016, the same research group has proposed a new microstrip array antenna, operating
at 77 GHz, to be used as TX and RX antennas, in a bio-radar module [13]. The array is composed
by 160 single-patch elements (16 × 10) for a narrow beam, which are fed using a power divider
network. The antenna module was designed using an RO3003 substrate, with εr = 3.0, and copper
cladding for the conductive parts. The final dimensions of the antenna module were 43.79× 25.04 mm2.
The simulated S11 showed that the antenna is capable of operating between 74.6 GHz and 79.7 GHz,
having a bandwidth equal to 5.1 GHz. At 76.5 GHz, the calculated gains on the H- and E-plane are
higher than 25 dBi, and the HPBW on both planes is 12◦. In addition, in this frequency, the side lobe
level is −12.5 dB and −11.5 dB for the H- and E-plane, respectively. The numerical results prove that
this array module can be used for bio-radar applications.

In addition, a continuous wave harmonic radar system is presented in [14]. The system is
composed of two slot array antennas designed using a Substrate Integrated Waveguide (SIW) technique,
to operate at 12 GHz and 24 GHz. The SIW slot array antennas had 13 dBi and 24 dBi of gain, for the
12 GHz and 24 GHz, respectively. The experimental results show that, by using harmonic radar,
the received signal power can be increased while the noise level decreased. Regarding the sensitivity
of the system, as expected, the detection of vital signs was possible when the noise level was below the
received signal power.

On the other hand, low carrier frequencies can also be interested to be explored, since they allow
high EM penetration in the human body and thus increase accuracy in vital sign detection. In [15],
a fractal-slot patch antenna operating at 915 MHz and combined with an ultra-wideband Low Noise
Amplifier (LNA) was used for this purpose. In order to evaluate the performance of this CW Doppler
radar operating with such low frequency, the path losses were computed and compared for 915 MHz
and 2.45 GHz signals, when propagating in the subject body that was located 80 cm apart from the
radar. The authors could conclude that, with the 915 MHz radar, it was possible to achieve signals
with more information. For example, the cardiac signal achieved a 7 dB superior level for 915 MHz
radar rather for 2.45 GHz.

A fractal-slot patch antenna design, using FR-4 substrate εr = 4.4 and 1 mm thickness, helped to
decrease the antenna size and also increase the path length of EM wave, keeping the antenna
performance. The final patch size was equal to 70.4 mm, which is 7.9% smaller than a conventional
patch. Moreover, the total physical size reduced 15.2% when compared with a conventional patch
antenna operating at the same frequency. The fractal slot in the center of the patch was implemented
using Koch snowflake patterns to increase the surface current on the patch. The patch was designed
with truncated edges to achieve circular polarization. The obtained performance characteristics were
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26 dB of return loss, 17 MHz of bandwidth, HPBW equal to 108◦, 12% of radiation efficiency, and 5.8 dBi
of gain. The total antenna size was 140.8 × 140.8 mm2.

As seen in the examples presented in this sub-section, the carrier frequency also influences the
antenna size. Although, due to some hardware limitations, using high frequency carriers can not be
always an option; therefore, other solutions will be explored to optimize the size of the radar system
and are discussed in the next sub-section.

3.3. Techniques to Reduce the Antenna/System Size

Usually, two separate antennas are used to perform TX and RX. However, they have to be
separated at least a half-wavelength to avoid mutual coupling, which increases the total size and
hampers the antenna integration in more compact systems [16]. One alternative to decrease size is
using a single antenna, but this should be done with care. The most obvious way to separate TX and
RX signals is using circulators, although they are composed by ferrite materials, have a fixed size and
are costly components [16,17]. The other option is to use couplers, but they divide signal power, and at
least 6 dB of power loss is induced. Nonetheless, a dual-antenna is still an option if antenna design
techniques are applied specifically to reduce the antenna size. Below, we describe some works that
present techniques to reduce the size of the antennas for bio-radar.

3.3.1. Single Antenna for TX/RX

Although the authors do not mention the radar operating mode, in [18,19], they proposed a single
antenna for TX/RX. In [18], a low cost system using a Yagi patch antenna as a single antenna for the
RF front-end was planned. The Yagi patch antenna has a simple structure, is discreet, and has a highly
directive lobe. The antenna was developed using FR-4 substrate, with relative permittivity εr = 4.4
and a total size of 120 × 80 mm2. The achieved performance parameters were S11 = −22.87 dB at
2.45 GHz and gain equal to 8.69 dBi and a minimal back lobe (−10.50 dB). Since a single antenna was
used for both TX and RX, the separation of the incoming and outcoming signals was performed by a
circulator.

Similarly, a transceiver with a single antenna was also implemented in [19]. In this case, a horn
antenna operating in the V-band (50–75 GHz) was used, with 25 dBi gain and beamwidth equal to 7◦.
A circulator with 18 dB isolation was used for TX and RX signals separation. This amount of isolation
was not sufficient to avoid leakage at the receiver stage, hence a clutter canceller was also implemented
and it is explained in detail in [19].

As seen so far, when the transceiver has a single antenna for TX and RX, a circulator is used to
separate signals. Although this hardware component is costly, has large dimensions, and sometimes
it is not as effective as demonstrated in [19]. Therefore, alternative solutions for single antenna
implementation can be explored. One possible solution is sharing the same radiating aperture using a
CP antenna and using opposite polarizations for TX and RX functions [16,17,20,21]. For example, in [17],
a single antenna with CP and operating at 24 GHz, was shared by TX and RX. Different polarization
directions were used, more specifically left-hand circular polarization (LHCP) for TX and right-hand
circular polarization (RHCP) for RX. A quadrature coupler (Langer coupler) was also used to avoid
the circulator usage, and TX and RX were located in opposite ports. The full radar system size was
4 × 4 cm. It was tested by acquiring vital signs at a distance of 50 cm. An average of 21 beats/min and
69 beats/min was detected for respiration and heartbeat rate, respectively.

A similar solution was presented in [16], this time using a radar front-end operating at 2.4 GHz.
The antenna is composed by three metallic layers wrapped in FR-4 substrate with 50 mm of diameter.
The bottom layer is a ring-shaped quadrature hybrid coupler (QHC) for the vias’ excitation. The middle
layer is the ground plane and the top layer is a circular patch fed with two vias, for TX and RX,
respectively. This layout was selected to help reduce the total system size. With this sharing method
using opposite polarization directions, it was possible to obtain 30 dB isolation between TX and RX.
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Then, this antenna was used to monitor both heartbeat and respiratory signal accurately within a range
of 60 cm.

The same approach was used in [20], where a bio-radar system is presented with a phase-locked
loop and uses a single antenna for TX and RX. In this work, the authors have developed a
circular-polarized annular ring microstrip antenna, with RHCP at transmitting mode and LHCP
at receiving mode. This antenna was designed to operate at 2.4 GHz and presented an HPBW of
132◦, and measured return loss of 20 dB. In further measurements, the radar was able to detect the
respiratory signal of a human seated at 30 and 50 cm away from the radar. Later, in [21], the authors
have made a study comparing this system with a 10 GHz bio-radar with separated antennas for TX
and RX. The 10 GHz super-heterodyne bio-radar system is fully described in [22]. The TX and RX
array presented a linear polarization, 8 dBi of gain, HPBW of 30◦, and measured return loss of 30 dB.
The vital signs of a subject were acquired from different distances, starting with 0.3 m until 2.9 m away
from the radar. This measurements were performed with both systems [21]. Comparing the obtained
results, the authors have concluded that, despite the advantages of the 10 GHz bio-radar (higher
antenna gain and RCS), the system had not shown significant improvement compared to the 2.4 GHz
bio-radar system. In addition, the 10 GHz bio-radar is more expensive and complex to implement.

Single antennas are indeed an alternative to decrease the front-end size. However, some drawbacks
were identified. In [23], a test was performed to evaluate the system performance, using a single
antenna or two separate antennas for TX and RX. Results showed that a single antenna has good
accuracy in vital signs’ detection, considering a short-range. The distance between the subject and
the system antennas was equal to 5 cm, although two separated antennas could cover a wider range
with the same level of signal quality. The subject was monitored successfully within the range of 25 to
200 cm. Antennas were located 20 cm apart from each other to avoid cross-talk effect.

In [23], the authors carefully selected the microstrip type of antenna for their experiments.
Apart from having an acceptable gain, microstrip antennas can also be embedded on chip devices,
which reduces the total size of the system and use a low-cost fabrication process. Moreover,
microstrip antennas can be arranged in arrays to increase gain, decrease the side-lobe level, narrow the
beamwidth, and thus focus the energy only on the target of interest. In this sense, three different
microstrip antenna arrays of ultra-wide elements were designed and tested, and the following gains
were achieved:

1. 2 × 1 elements ⇒≈13 dBi;
2. 3 × 3 elements ⇒≈16 dBi;
3. 6 × 2 elements ⇒≈18 dBi.

All of the antennas were designed to operate on a 60 GHz band, using Duroid substrate with
εr = 2.2. The main purpose was to integrate these antennas in a CW front-end. However, antennas were
designed with an ultra-wide band (57.24 GHz–65.88 GHz) to enhance the fabrication tolerance when
embedding in a low cost printed circuit board (PCB).

In practice, it was possible to observe that the achieved bandwidth did not have an increased
behavior in relation to the number of elements like the gain. In fact, it decreased with the number of
elements in the array.

3.3.2. Size Reduction Techniques Applied with Dual-Antenna for TX and RX

Now, considering the dual-antenna option, other techniques were explored to reduce the antenna
size as much as possible.

In [24], a 3D design was chosen to use as a portable life-detecting system. In this paper, the authors
presented a 3D-orthogonal patch antenna that was designed to operate from 900 MHz to 12 GHz and
was developed using FR-4 substrate, with εr = 4.4 and 1.2 mm of thickness. The antenna module is
composed by the TX and the RX arrays, with 15 and 20 patch elements, respectively. The TX and RX
arrays are connected together by a power splitter and power combiner. Comparing the simulated
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(900 MHz to 12 GHz) and measured performances of both antennas for all bandwidth frequencies,
the best results were from 800 MHz to 4.4 GHz for the TX and 9.4 GHz to 12 GHz for the RX antenna.
As the authors have used only one average permittivity value (εr = 4.4) during the simulation, and the
antenna covers an extra wideband; they concluded that the variation of the substrate permittivity at
different frequencies has influenced the results.

The authors also tested the applicability of this extra wideband antenna for a Doppler radar
system. The test was performed using a PNA-X in a non-controlled environment, where the subject
was placed 80 cm away from the antenna. The measurements were carried out using five different
frequencies (0.953 GHz, 2.198 GHz, 3.362 GHz, 5.556 GHz, and 10 GHz) and during 3 min. The system
was more sensitive for higher frequencies. As for the go-through materials applications—such as
finding survivors—lower frequencies are required, and similar measurements were made with a wood
barrier (3 cm of thickness) between the subject and the antenna. In this case, in higher frequencies,
the system was negatively affected because the amplitude of the signal at 5.556 GHz was 0.7 mm while
at 3.637 GHz was 2 mm.

In [25], the authors combined two developed arrays with a commercial 24 GHz radar system
chip in Silicon Germanium technology, reducing the size of the radar module. The TX and RX are
4 × 5 patch arrays, operating at 24 GHz, designed and fabricated using RO4350 with 0.254 mm and
εr = 3.48, as a substrate. The simulated gain was about 17.1 dBi and the beamwidth was around 24◦

and 20◦ for the E- and H-plane, respectively. This compact radar module was tested by measuring the
breathing and heartbeat of an adult seated 1.5 m away from the radar. In these conditions, the radar
was able to measure 15 breath/min and 76 beats/min, which agrees with the results obtained with a
pulse sensor (76 beats/min).

Furthermore, portable and low-power radar was designed and built on a palm-size PCB, and it
is presented in [26]. In this work, the authors proposed two 2 × 2 printed patch antenna arrays,
for 5 GHz, to be used as TX and RX antennas. The arrays had 9.7 dBi (at 5.8 GHz) of gain and HPBW
equal to 20◦. To compare the results, the measurements using a UFI1010 wired fingertip pulse sensor
were also performed. In comparison, the heart rate accuracy obtained with the non-contact radar was
98.82%, 92.40% and 81.35% at 0.5 m, 1.5 m, 2.8 m away from the radar, respectively.

Techniques to integrate the radar in a complementary metal-oxide-semiconductor (CMOS)
chip were explored in [27,28]. In [27], the authors have proposed a 5.8 GHz radar in a 0.18 μm
CMOS chip. Generally, this on-chip integration is done for higher operating frequencies. However,
harmonic interference can occur on those frequencies, and, due to this issue, the authors opted to use a
lower frequency. The antenna attached on this chip was a 2 × 2 patch antenna array, fabricated with
a RO4003 substrate with εr = 3.38 and thickness equal to 0.73 mm. Adjacent patch elements were
located with a distance of 0.74λ0, where λ0 is the wavelength in free space, in order to decrease side
lobes. The developed antenna had a gain equal to 10.77 dBi and HPBW equal to 14.5◦.

Later, in [28], a 100 GHz low-IF CW radar transceiver was presented in a 65 nm CMOS chip.
In this work, the radar was applied for mechanical vibration and biological vital sign detections.
Two horn antennas, operating at 100 GHz, with 20 dBi of gain, were used as TX and RX antennas.
Vital signs were acquired, with the subject being seated 2 meters away from the radar. In this case,
65 beats/min were obtained, which agrees with the pulse rate measured using a finger oximeter.
In addition, the heart rate of a bullfrog was measured, at 0.6 m away from the radar. These measures
were performed under different temperatures—10 ◦C, 20 ◦C, 30 ◦C, and the obtained results were
about 22, 41, and 80 beats/min, respectively. In this way, the authors could conclude that, at 100 GHz,
the radar was able to detect much smaller chest displacements.

In the same framework of the on-chip embedded alternatives, a microstrip dipole array antenna
was developed in [29], to be later integrated along with the radar front-end on the same chip.
Dipole antennas have a low profile, are low cost, and they can be arranged in arrays. The authors used
a structure with three dipoles disposed symmetrically to obtain a higher gain and used a reflector
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to achieve directivity. The proposed antenna operates at 2.4 GHz, within a bandwidth from 2.35 to
2.5 GHz. The main lobe has 10.8 dBi gain, with a beamwidth equal to 49◦.

3.4. Mutual Coupling Reduction

Mutual coupling effect occurs when one antenna receives part of the energy radiated from a second
antenna located nearby. This can happen due to three main reasons: the radiation pattern of each
antenna, the separation between both antennas (which should be at least equal to half wavelength),
and the main lobe orientation of both antennas [30]. Furthermore, mutual coupling can alter the
radiation pattern of each radiating element, since it shifts the maximum and nulls location, filling the
nulls when it was not supposed to [30].

As seen in the previous subsection, when two antennas are used to perform TX and RX,
they should be separated sufficiently enough to avoid mutual coupling (generally half wavelength),
but the distance between antennas should be enough to guarantee the monostatic radar function.
In this sense, the mutual coupling effect must be taken into account, and strategies to decrease its effect
should be adopted.

The literature about bio-radar systems that specifies which antennas are being used and their
design constraints does not focus on the mutual coupling effect and does not explore different strategies
to reduce it. Even though we have seen so far that some authors care about cross-talk and present
measures to prove that the TX/RX pair has acceptable levels of coupling. In addition, it is mentioned
that the usage of CP approach can be one possible solution for this issue, and it can also enhance other
problems inherent to the bio-radar systems.

As we will see in the next subsection, it is possible to use orthogonal polarization in TX and
RX because an incident CP wave flips its polarization propagation when reflecting on a surface.
Furthermore, if the system uses different rotation directions, such as RHCP for TX and LHCP for RX,
there is no power reduction due to the signal rotation when reflecting at the target surface, and there
is no mutual interference because, at the front-end stage, antennas have crossed polarization. Thus,
a system using CP antennas has low mutual coupling [16].

3.5. Circular Polarization

Linear polarization (LP) is the less complex approach. However, some problems arise with its
usage for NCVS applications. After transmitting an LP signal, during propagation, the reflected signal
can rotate θ degrees in total, hence the signal at the receiver input has its power decreased by a factor
of cos θ, and the radar sensitivity is largely reduced [17]. Thus, CP is generally the best alternative,
since CP antennas are not affected by polarization mismatch. Furthermore, in [31], the authors have
pointed out other emerging problems due to the usage of LP antennas. There is fading RCS due to the
scattering reflection on the target. The human body is composed of different materials, shapes, sizes,
or thickness. Hence, different surfaces cause electric vector rotation, which lead to a misalignment with
the receiver antenna. Moreover, the target at hand is moving; consequently, a time-varying RCS arises.
CP antennas stable the RCS over time and keep the alignment between scatter signals and the receiver.

In this sense, it is possible to conclude that CP is the best strategy to achieve better SNR and to
isolate the system from other radar based systems nearby. In [11], TX and RX antennas with opposite
polarization were used, (LHCP for TX and RHCP for RX), in order to isolate the signal reflected by the
target from signals derived from other transmitting systems.

The impact of circular polarization in the bio-radar performance was tested in [9]. A set-up was
settled with three antennas, where two are for RX and one for TX. Antennas were disposed according
to the following scheme: RX1 with RHCP, TX with RHCP and RX2 with LHCP. Antenna TX transmitted
a signal towards a metallic reflector, and the signal strength received in RX1 and RX2 were evaluated.
The authors observed that the signal at RX2 was 1.2 dB stronger than the signal at RX1 input. This effect
can be explained with the isolation of each signal. Thus, it is possible to conclude that the antenna pair
TX/RX with opposite polarization is a better option to enhance the SNIR.
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More tests were conducted to analyze the effect of the antenna polarization along with beamwidth
in the performance of Doppler radar, in [32,33]. Four microstrip patch antennas for bio-radar, operating
at 2.4 GHz, were designed and manufactured:

1. LP single patch antenna;
2. CP single patch antenna;
3. 2 × 2 LP array;
4. 2 × 2 CP array.

To achieve the same gain for all antennas, different substrates were used to manufacture them,
being 1 and 2 printed on RT-Duroid 5880, with εr = 2.2 and 1.6 mm thickness, and 3 and 4
made using FR-4, with εr = 4.4 and 1.6 mm thickness. In this way, the authors were able to
compare only the beamwidth effects on radar performance, excluding the influence of the gain.
Sixteen combinations were presented, e.g., CP array used as TX and LP single patch antenna as
RX antennas. Five measurements per combination were performed inside an anechoic chamber,
during 30 s, using a linear programmable actuator as a moving target. The measured gains of
all antennas are within 5.8 dBi. The HPBW is 37◦ for the array and 81◦ for the single antennas.
All combinations were capable of estimating the motion frequency, and, in summary, the authors
concluded that the best radar performance is obtained when they used the antennas 1 and 4 as TX
and RX antennas, respectively. In this case, the received signal showed the strongest fundamental
frequency amplitude, −6.41 dB. On the other hand, the combination of 4 and 2, used as TX and RX,
respectively, showed the worse performance, the fundamental frequency amplitude being equal to
−22.77 dB.

By taking advantage of different antenna polarization, in [34], a solution is proposed to mitigate
the random body motion using crossed-polarized antennas. Two transceivers are used, one at the
back of the subject and other in the front. Since vital signs have the same waveform pattern and
periodicity, this system combines both signals and mitigate any waveform that has different pattern
and frequency. Since two antennas face each other, their design should be done carefully. In this sense,
a 2 × 2 patch array antenna was used, with vertical polarization for front and horizontal polarization
for back transceivers, respectively. The other antennas’ parameters are not specified in the paper.

3.6. Customized Antennas for Commercial Transceivers

Some commercially available bio-radars have also been tested. In [35], the authors proposed a
new method of blind source separation for signal from multiple subjects. In this work, the authors
used a stepped frequency CW bio-radar BioRASCAN-4 (RSLab, Moscow, Russia) [36] that is composed
by two horn antennas, operating at 3.6–4.0 GHz, with a constant gain equal to 20 dBi. The combined
size of these antennas are 370 × 150 × 150 mm, and it has a 60 dB dynamic range to detect signals.
In this experiment, the authors were capable of identifying three different respiratory patterns of the
subjects located at the same distance from the radar.

In the same framework of commercial products, a K-LC5 transceiver from RFbeam Microwave
GmbH (St. Gallen, Switzerland) [37], operating with 24 GHz carrier, was used in [38] to evaluate if
bio-radar technology can be used to access the psychophysiological state of 35 healthy volunteers.
In this sense, vital signs were acquired and classified using data-mining techniques and thus determine
if there is any mental or physical stress among the subjects. TX and RX antennas of the K-LC5 are
patch arrays, which can be used in two different configurations: 3 array, with 80◦ of HPBW, or 1 array,
with 34◦ of HPBW. The transceiver has a compact size 25 × 25 × 6 mm, and it was designed for short
range applications (within 1 m range). The authors on this paper could identify correctly whether the
subject was calm or stressed with 80% of accuracy.

In addition, from RFbeam, a K-LC2 transceiver [39] was tested in [40]. The K-LC2 also works
at 24 GHz and uses for TX and RX a 2 × 4 array. The antenna gain is 8.6 dBi and the beamwidth
is around 80◦ and 34◦ for the E- and H-plane, respectively. In this study, measurements of the vital
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signals from a man seated 50 cm away from the radar were done. The developed radar using the
K-LC2 transceiver was able to measure 19 beats/min and 64 beats/min, for breathing and heartbeat,
respectively, which agrees with the results obtained using a Healthcare HM10 pulse sensor.

3.7. Other Radar Transceivers

In this sub-section, non conventional radar transceivers are approached and the antennas used are
described. First, different radar front-ends are seen and front-ends designed to perform beam-steering
are mentioned afterwards.

3.7.1. Customized Front-Ends

The research community suggests a varied panoply of solutions to mitigate the inherent problems
in the proper detection of vital signs. Solutions vary not only in the antenna design but also in the
transceiver hardware. The majority of works presented until now use single hardware components,
interconnect and/or integrated on chips which implied analog signal processing. On the other
hand, Software Defined Radios (SDR) perform part of the signal processing digitally, which confer
more flexibility to the system. In [41], a radar for vital signs measurement using SDR is proposed.
Two microstrip patch antenna arrays are used for TX and RX, respectively. Each antenna has eight
elements to achieve directivity (8 × 2 array). The authors underline the advantage of using patch
antennas instead of horn antennas which would require a bigger footprint. Antennas are optimized to
operate at 5.77 GHz and have a 16 dBi gain. Vital signs were successfully acquired at a distance of
0.5 m.

Some other solutions were presented to adapt the transceiver operational mode to environment
issues. For example, the motions of the proper radar handling were considered in [42] as a noise source
and a possible solution was presented. The system proposed by the authors uses a Doppler radar
that transmits a fundamental signal component at 2.4 GHz towards the target, and simultaneously
transmits a harmonic signal component at 4.8 GHz towards a stationary reflector, located on the
opposite side. This system receives the reflected signal from the main target, as well as the signal
reflected by the reflector. Both signals are phase modulated due to the chest-wall motion and the
radar handling motion, respectively. Thus, it is possible to remove the noise caused by radar handling,
through self-cancellation implementation.

The antennas used in this set-up had a gain equal to 8 dBi approximately and a HPBW equal to
80◦ for the fundamental antennas and 70◦ for the harmonic antenna. Since two pairs of antennas are
located back to each other, a high front-to-back ratio was required and it was accomplished, being better
than 21 dB. The coupling between antennas was −32 dB for the fundamental antenna pair and −40 dB
for the harmonic antenna pair.

In [43], a radar system for NCVS was prepared using standard equipment that can be found
in any RF laboratory. In this way, some inherent problems are immediately solved, such as the DC
component offset calibration or the In-phase and Quadrature (IQ) imbalance, and thus a bio-radar
prototype can be rapidly built for research purposes, without caring with possible hardware problems
that can come along with portable transceivers. With this set-up, it was possible to retune the system
for different carrier frequencies and monitor multiple targets. The authors have captured vital signs
using two different antennas, in order to evaluate the system’s performance for single-frequency
operation mode, for frequency-tuning experiments, and for capturing vital signs with objects in front
of the target. The first antenna was a 2 × 2 microstrip patch array, operating at 2.4 GHz. Two equal
antennas were fabricated together, where one was used for TX and the other for RX. The FR-4
substrate was used, with εr = 4.6 and thickness equal to 1.5 mm. The final size of dual-incorporated
antennas was 459 × 222 mm, and it was measured in an anechoic chamber. It had as a maximum gain
6.5 dBi and as HPBW 40◦. The second antenna, was a commercial horn antenna (HD-10180DRHA,
Hengda Microwave, Xi’an, China), with broadband between 1 GHz to 18 GHz. The gain of this antenna
varied according to the frequency, between 10 and 16.5 dBi.
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The experiments were carried out successfully for all three test scenarios. With single-frequency
operation mode, vital signs were acquired accurately, as compared with reference measurements.
On the other hand, for variable frequency carriers, the results were not always accurate. With fixed
transmitted power, the amplitude of vital signs decreased for the higher frequency component
(18 GHz), due to cable attenuation, antenna coupling, and free-space attenuation. Finally, the obstacles
experiment was conducted with the fixed 2.4 GHz frequency and vital signs were measured accurately.

3.7.2. Beam-Steering Systems

Many problems can arise when detecting vital signs in moving subjects. As seen previously,
the human chest-wall has a small RCS, which has a limited area around 0.5 m2, and the proper
alignment should be guaranteed to acquire signals with optimal SNR. Fixed-beam antennas require
this alignment for every different subject, since humans have different heights and body structures.
In this framework, beam-steering technology can be advantageous since it can re-direct the beam
seeking for the best SNR.

In [44], an adaptive beam-steering antenna is proposed, in order to increase the detectable range
without increase the system size. A 2 × 2 microstrip patch antenna array and two phase shifters are
embedded on the same board. The developed antenna has 200 MHz of bandwidth, centered in 5.8 GHz
and it can steer from −22◦ to 22◦ within the H-plane. Phase array antennas can steer to different angles
if the adjacent antennas are fed with different phased signals, by using phase shifters [44]. Antennas are
built using a Rogers4350B substrate. The S11 values were far below −10 dB for all steering angles,
from −22◦ to 22◦. The HPBW was equal to 41◦, which leads to total coverage of 85◦.

To test the performance of a system with a beam-steering approach, a subject located at the angle
of 21.8◦ was monitored using both fixed-beam and beam-steering antennas. By using beam-steering
antennas, several angles were scanned. The cardiac signal was detected with the beam-steering antenna
at the angle where the subject was located and the remain angles, as well as the fixed-beam antenna,
presented only noise.

A NCVS system was designed for multi-target monitoring in [45]. For this purpose, a phased-array
CW radar, operating at 2.4 GHz was developed to generate two different beams concurrently. Thus,
it was possible to capture respiratory signals from two subjects at the same time using the same
carrier. To perform the phased-array radar, two linear arrays were used with four elements each,
for both TX and RX. Single elements were rectangular patches, spaced 8 cm between each other.
Measurements of antennas were performed inside and outside of the anechoic chamber, to verify
the impact of propagation environment on its radiation pattern. For both cases, it was possible to
obtain good agreement between simulated and measured radiation patterns. Furthermore, as expected,
the side-lobe level increased on measurements outside the anechoic chamber since there are other
systems operating at the same frequency. Dual-beam mode was also measured under the same
conditions. Two situations were considered: in the first case, one beam was directed to −15◦ and the
other directed to 25◦, while the second situation had one beam directed to −25◦ and the other directed
to 30◦. Results were similar for main lobes, for both simulation and measurement cases, but had
slightly differences respecting the sidelobes that were justified due to some minor errors in circuits
and cables.

Metamaterials were explored in the NCVS radar systems, in [46]. In this work, metamaterial-based
scanning leaky-wave antenna is developed for beam-scanning Doppler radar, with the steering angles
between −33◦ and 26◦. This system can track the human subject and measure vital signs. The main
beam is frequency controlled, which means that the system should be retuned within the frequency
range of 5.1–6.5 GHz in order to be able to scan all steering angles.

The antenna was fabricated using two layers of FR-4 substrate, with εr = 4.4, loss tangent of 0.02
and with thickness equal to 0.2 mm and 1.23 mm, respectively. The antenna is composed by 30-cells
(where one cell corresponds to a single element), disposed linearly. Antenna gains varied with the
frequency, being 5 dBi for 5.1 GHz, 7.1 dBi for 5.8 GHz and 6.8 dBi for 6.5 GHz.
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With this set-up, it was possible to detect two subjects located at 0◦ and 26◦ angles, respectively;
thus, frequencies of 5.8 GHz and 6.5 GHz were the ones being used. Their vital signs were successfully
measured.

4. Antennas for UWB Operation Mode

Similarly to the previous section, herein it is presented antenna design examples, considering the
UWB operation mode for NCVS applications. UWB radars have a different working principal,
which requires high operation bandwidth. Therefore, the antenna design should be suitable for
this purpose.

4.1. General Antenna Considerations for UWB Systems

Different antennas were evaluated and compared in [47]. An experiment was made, where the
respiratory signal was acquired using three antennas with different designs, as described in Table 1.
Thus, different characteristics concerning the radiation pattern, gain and cross-polarization were tested.
Their set-up was composed by a UWB radar operating within the bandwidth 3.1 GHz–5.3 GHz.

Table 1. Antennas tested and compared in [47].

Antenna Design Radiation Pattern Gain Bandwidth (GHz)

Broadspec UWB antenna Omnidirectional low gain 3.4–10.4
Horn antenna Directive high gain 2–18

Doubled layered Vivaldi antenna Directive medium gain 3.3–10

The best results were achieved with the Vivaldi antenna, which has a medium gain, a directive
radiation pattern, and the best co- and cross-polarization ratio. The remaining antennas had the worst
performance, due to different aspects. First, the omnidirectional antenna transmits the same power
in every direction, which means that unwanted reflections are equally received as the wanted ones.
This antenna also had the worst co- and cross-polarization ratio, which means high cross-polarization
components. Then, the horn antenna has bigger dimensions and its radiation pattern is highly
directive. This obliges a perfect alignment between the target and both TX and RX antennas that have
be separated. This balance is difficult to achieve.

Moreover, UWB antennas are known to have dispersive behavior, i.e., radiate in different
frequency components. This occurs due to a phase center instability, as stated in [48]. The phase center
deviation can cause signal distortion and can contribute to the error on respiratory rate computation.
Phase center deviations were highly perceived for the Broadspec UWB and horn antenna and were
less evident for Vivaldi antenna.

The performance was evaluated after the respiratory rate error computation, considering a
reference rate. Several experiments were performed, where different set-up parameters varied, such as
the target motion frequency (to imitate the respiratory rate), the motion amplitude, and the nominal
distance between the radar and the target. It is important to note that all the error rates had increased
with this latter parameter, but the error was more significant for the Broadspec UWB and Horn
antennas rather than Vivaldi antenna.

4.2. Antenna Performance Improvement

The characteristics for an acceptable UWB antenna were identified in the previous sub-section:
directional radiation pattern, high gain, compact size, good co- and cross-polarization ratio,
and non-existence of phase center deviations. Nevertheless, antenna features should be optimized for
each application, and some techniques applied for this purpose are described in this sub-section.
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4.2.1. Gain and Bandwidth

Different techniques to improve the gain and broadband characteristics were developed in [49].
They used a partial ground plane patch to achieve wideband coverage (4.3 GHz to 7 GHz),
combined with parasitic patches emulating the Yagi concept, to improve gain. In the end, the authors
also compared the performance of the final antenna with a single-patch with a partial ground plane as
well. It was possible to conclude that single-patch is worse than the proposed one since it does not
have sufficient gain, has a wide beam (hence, has lack of directivity) and it does not confer enough
isolation when two antennas are side by side.

Furthermore, the antenna developed in [49] was also focused on indoor applications considering
a specific location inside a room. The presented layout encompassed a ground plane working as a
reflector and parasitic patches working as directors. The beam angle was designed to allow the antenna
to be located on the ceiling, in the corner of a room. For this purpose, the main lobe was directed to a
specific angle (35◦), through a mutual coupling effect. Regarding the radiation pattern, the HPBW was
equal to 43◦.

In [50], another antenna for indoor applications is proposed. A Ground Surround Antenna (GSA)
array was designed, considering the framework of NCVS acquisition. The development of antennas
for indoor applications should meet some beamwidth and range requirements, in order to mitigate
multipath interferences that can occur due to reflections on walls or furniture. In this sense, the authors
state that the beamwidth should be no larger than 30◦ and the gain can be improved by applying
a superstrate layer. The GSA also has higher bandwidth rather than a conventional patch. Thus,
the antenna array developed in [50] had a maximum gain equal to 12.2 dBi, an HPBW of 26◦ and
bandwidth within 2.28 GHz–2.49 GHz, centered at 2.45 GHz.

4.2.2. Polarization

Within general performance characteristics, the advantages of CP were explored for the UWB
radar in [31]. The Axial Ratio (AR) of the developed antenna is preserved in all bandwidths, by using
an array of LP antennas arranged in a sequential rotation manner, with 90◦ rotations. The selected
antenna design is a dual elliptically tapered antipodal slot and two different sequential arrangements
were considered: a ‘box’ and a ‘cross’ arrangement. Antennas were fabricated using a Rogers 4003C
substrate and with a total size of 9 × 9 cm2. The LHCP was the selected polarization since it has less
interference from the existent wireless equipment, which is operating in the same band. They proved
the robustness of the system using CP antennas by comparing the amplitude of the received signal
with four different polarization angles and the wave amplitude remained approximately the same.
Furthermore, the accuracy on detecting the heartbeat was 2 beats/min superior rather than using
LP antennas.

4.3. Antennas Customization for Different UWB Radar Applications

Many radar applications were presented in the literature with a UWB front-end. For example,
in [51], the authors use a UWB bio-radar, with impulse radios, to monitor multiple human targets.
The proposed system consists of one TX and three RX antennas, to form three independent channels.
All antennas are bow-tie dipoles working at centered frequency 500 MHz and with equal bandwidth.
The antennas were tested in four different scenarios: with no target, single target, and two and three
targets behind a brick wall with 28 cm of thickness. The results have shown that, besides the acquired
respiration waveform being quite different, depending on the channel, in all cases, the UWB radar was
able to detect the respiration patterns of the human targets.

Then, a non-contact system to acquire vital signs were presented in [52], with a different operation
mode. Instead of using a Doppler radar, the respiratory rate is evaluated through phase differences in
the S11 coefficient. For this purpose, they combine the UWB with CW principles to take advantage
of both techniques. Nonetheless, their concern about antenna characteristics is the same. The goal
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of their work is to develop an antenna with small size, low cost, with directional radiation pattern,
large bandwidth, and good impedance matching over all bands. The front-to-back lobe ratio was
also a concern to reduce the possible interference from parasitic reflections in objects within the
antenna’s range.

To fulfill all these requirements, a microstrip slot antenna was developed to operate within 3 GHz
to 5 GHz bandwidth. A circular patch was used to cover this bandwidth with an acceptable match
impedance, and a reflector plane was added behind the ground plane, to provide a directive beam.
Finally, a metallic box was used in the antenna and reflector surroundings, to isolate the antenna from
adjacent reflections, and thus improve the front-to-back lobe ratio. The metallic box also helps to
narrow the radiation pattern. In the end, the final antenna presented the following characteristics,
at the central frequency of 4 GHz: HPBW equal to 46◦, gain equal to 9.3 dBi, and S11 coefficient between
−20 and −10 dB within all bandwidths.

5. Discussion

As several antennas have been reported throughout this manuscript, for a better overview, Table 2
summarizes some characteristics of the antennas that were developed for bio-radar applications.

Table 2. Summary of the parameters of the reviewed antennas.

Radar
Mode

Ref. Antenna Type Central
Frequency
(GHz)

Bandwidth
(GHz)

Gain
(dBi)

HPBW

C
W

[9] Axial-mode helical antenna 2.4 - 9.80 44.6◦
Patch antenna 2.4 - - 60◦

[10] One-dimensional patch array 24 - 8 33.7◦
[12] Microstrip patch array (8 × 2) 24 24–25 17.15 -

Microstrip patch array (8 × 6) 24 23.3–23.7 17 -
[13] Microstrip patch array (10 × 16) 77 74.6–79.7 25 12◦
[14] SIW slot array 12 - 13 -

SIW slot array 24 - 24 -
[15] Fractal-slot patch antenna 0.915 0.907–0.924 5.8 108◦
[18] Yagi patch antenna 2.45 - 8.69 -
[19] Horn antenna - 50–75 25 7◦
[20] Annular ring patch antenna 2.4 - - 132◦
[22] Microstrip patch array 10 - 8 30◦
[23] Microstrip patch array (2 × 1) 60 57.24–65.88 13 -

Microstrip patch array (3 × 3) 60 57.24–65.88 16 -
Microstrip patch array (6 × 2) 60 57.24–65.88 16 -

[25] Microstrip patch array (4 × 5) 24 - 17 24◦
[26] Printed patch array (2 × 2) 5 - 9.7 20◦
[27] Patch array attached to CMOS chip 5.8 - 10.77 14.5◦
[29] Dipole array 2.4 2.53–2.4 10.8 49◦
[32] Microstrip patch antenna 2.4 - 5.8 81◦

Microstrip patch array 2.4 - 5.8 37◦
[35] Horn antenna - 3.6–4 20 -
[38] Three Patch array 24 - 8.6 80◦

Single patch array 24 - 8.6 34◦
[40] Microstrip patch array (2 × 4) 24 - 8.6 80◦
[41] Microstrip patch array 5.77 - 16 -
[42] Aperture-coupled patch antenna 2.4 - 8 80◦

Aperture-coupled patch antenna 4.8 - 8 70◦
[43] Microstrip patch array (2 × 2) 2.4 - 6.5 40◦
[44] Adaptive beam-steering antenna 5.8 5.7–5.9 - 41◦

U
W

B

[49] Partial ground plane combined
with parasitic patches emulating
Yagi concept

4.37 4.3–7 - 43◦

[50] GSA array 2.45 2.28–2.49 12.2 26◦
[52] Microstrip slot antenna 4 3–5 9.4 46◦
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As one can see in Table 2, several designs have been proposed for different bio-radar application
scenarios. Planar patch antennas were the type of antennas most used in the reviewed papers.
This preference can be explained by the fact that this type of antenna has a low cost, low profile,
is easy to be fabricated, and can potentially be integrated with the radar circuitry on the same printed
circuit board.

Observing the characteristics of the revised antennas, the most used frequencies are 2.4 GHz,
5.8 GHz, 24 GHz, and 60 GHz, and typically the antennas presented a narrow bandwidth. In addition,
the gains can vary between 5.8–25 dBi. Generally, the arrays show higher gain (10.8–25 dBi),
when compared with a single antenna (5.8–9.80 dBi). As an exception, the single horn antennas
presented in [19,35] had gain equal to 25 dBi and 20 dBi, respectively.

Regarding the materials used for the development of antennas for bio-radar, it seems to be a
preference to commercial available low-cost materials, with well-known electromagnetic characteristics.
Table 3 summarizes the materials used as a dielectric substrate in the reviewed antennas.

Table 3. Summary of the materials used as a dielectric substrate for bio-radar antennas.

Ref. Antenna Frequency (GHz) Substrate εr

[18] 2.45

RF-4 4.4[34] 2.4
[24] 0.9–12
[15] 0.9–2.5

[12] 24 FR-4 3.55
[23] 60 Duroid 2.2
[25] 24 RO4350 3.48
[32] 2.4 RT-Duroid5880 2.2
[27] 5.8 RO4030 3.38
[10] 24.125 RO4835 3.66
[13] 77 RO3003C 3.0

Although the commercially available substrate materials had the permittivity values very well
characterized by the manufacturer, some attention has to be taken during the design of ultra-wideband
antennas. In this case, as reported before, the use of a single permittivity value during the simulation
process for all bands can influence the results of the antenna in different frequencies.

After analyzing all the examples and the most common choices, some trade-offs can be established
for the optimal antenna design, considering NCVS applications.

Starting with the signal quality matter, larger antennas confer directive beams, but antennas with
larger sizes also have a larger near-field region [5], where the electromagnetic propagation can not be
modelled linearly. In these cases, there is more area where the antenna behavior can not be foreseen.
Nonetheless, directivity is seen by many authors as a crucial characteristic to accomplish high SNR and
accuracy in NCVS signals, since it reduces the parasitic reflections and decreases clutter interference.
In parallel, the main lobe beamwidth should not be too narrow, since, subsequently, a perfect alignment
with the subject’s chest-wall would be required. These also hamper the generalization of system
operation by extending it to multiple subjects, since humans have different body structures and heights
and prior calibrations would be needed.

The system size is also a concern, to enable its portability and to facilitate its usage. Using a single
antenna for both TX and RX operations could be an immediate solution. However, proper isolation
must be assured where the selection of low cost and simpler hardware components is preferable.
Opting by two separate antennas implies that antennas should be closed together, so the radar
operation is approximately as a monostatic, and the RCS is preserved [5]. Either way, i.e., using a
single antenna or two separate antennas, the cross-talk must be minimized.

Regarding the frequency of operation, it is directly related to the radar operation mode,
even though there are some studies that aim to determine the optimal frequency band for NCVS
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applications. In [53], a mathematical model and its simulation are presented to seek for the best
operating frequency that allows both respiratory signal and cardiac detection. They conclude that
the signal strength increases when using frequencies above 5 GHz, and it stabilizes until the lower
region of the K-band. Above 20 GHz, the signal strength decreases slightly. Moreover, nonlinear phase
modulation causes harmonic intermodulation, which is more evident for frequencies above 27 GHz
than for frequencies around 5 GHz.

In [53], the authors also studied the relation between frequency and beamwidth. They considered
large beamwidth above 20◦ of HPBW and narrow beamwidth around 7◦. It was possible to conclude
that signal strength from heartbeat and respiration varies with the frequency, if a large beamwidth is
used. On the other hand, the signal strength is stable for narrow beamwidths. Hereinafter, the gain
range for bio-radar applications was proposed in [29], where the authors state that a gain under 5 dBi
is not enough, and the typical gain value for antennas applied in NCVS acquisition is around 9 dBi.

In summary, some key features directly influence the quality of the signal acquisition and take
action in the system manufacturing. Figures 2 and 3 present the main characteristics that the authors
took into account, when developing antennas for bio-radar applications.

Figure 2. Antenna parameters to improve the acquired signal quality.

Figure 3. Antenna parameters to consider for manufacturing purposes.
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6. Conclusions

With the advance of wireless technologies, remote health monitoring has become an emerging
solution to promote well-being and to detect emergencies at indoor and outdoor scenarios.

In this way, several studies using Doppler radar for NCVS have been presented in the past years.
However, most of them have described the development and/or improvement of the radar circuit
based on demodulation methods and algorithms. As the antenna is a crucial part of the NCVS systems,
a gap of information regarding the antennas parameters suitable for bio-radar was identified.

The knowledge of the effects of the antenna characteristics can help to improve the performance
of radar systems, such as detection accuracy and sensitivity. Throughout this work, several solutions
to improve signal acquisition were described. In summary, there is not a single solution to enhance
antenna performance. Despite that, based on the presented survey, some guidelines for the design of
antennas for vital signs acquisition using radar technology, are pointed out:

• Frequencies—High frequencies increase the sensibility of the radar system and intermediate
frequencies can avoid harmonic distortion. Furthermore, low frequencies can be applied for
surveillance and finding people applications due to the good penetration capacity of the EM wave
through the materials.

• Circular polarization, with different rotation direction in TX and RX, is preferable—using
different rotation direction increases the isolation between the transmitter and the receiver,
minimizing negative influences of second order reflections and multi patch effects on the system;

• Avoid circulator usage if a single antenna is used. Instead, use alternative hardware components
for signals division that do not decrease signal power;

• Directivity—directive beams can achieve high SNR and accuracy in NCVS signals, since its reduces
parasitic reflections and decreases clutter interference;

• High gain—above 9 dBi at the main lobe is preferable. An array can be used to achieve a higher
gain instead of a single antenna;

• Reduced size of the antennas can improve the portability of the system;
• The use of low cost materials.
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Abbreviations

The following abbreviations are used in this manuscript:

AR Axial Ratio
CMOS Complementary Metal-Oxide-Semiconductor
CP Circular Polarization
CW Continuous Wave
EM Electromagnetic
FMCW Frequency-Modulated Continuous Wave
GSA Ground Surround Antenna
HPBW Half-Power Beamwidth
IQ In-phase and Quadrature
LHCP Left-Hand Circular Polarization
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LNA Low Noise Amplifier
LP Linear Polarization
LTCC Low-Temperature Co-Fired Ceramic
NCVS Non-contact Vital Signs
PCB Printed Board Circuit
QHC Quadrature Hybrid Coupler
RCS Radar-Cross Section
RF Radio-Frequency
RHCP Right-Hand Circular Polarization
RX Reception
SDR Software Defined Radio
SIW Substrate Integrated Waveguide
SNR Signal-to-Noise Ratio
SNIR Signal-to-Noise-plus-Interference Ratio
TX Transmission
UWB Ultra-Wide Band
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Abstract: Owing to the widespread use of smartphones and various cloud services, user traffic
in cellular networks is rapidly increasing. Especially, the traffic congestion is severe in urban
areas, and effective service-cell planning is required in the area for efficient radio resource usage.
Because many users are also inside high buildings in the urban area, the knowledge of propagation
loss characteristics in the outdoor-to-indoor (O2I) scenario is indispensable for the purpose. The
ray-tracing simulation has been widely used for service-cell planning, but it has a problem that
the propagation loss tends to be underestimated in a typical O2I scenario in which the incident
radio waves penetrate indoors through building windows. In this paper, we proposed the extension
method of the ray-tracing simulation to solve the problem. In the proposed method, the additional
loss factors such as the Fresnel zone shielding loss and the transmission loss by the equivalent
dielectric plate were calculated for respective rays to eliminate the penetration loss prediction error.
To evaluate the effectiveness of the proposed method, we conducted radio propagation measurements
in a high-building environment by using the developed unmanned aerial vehicle (UAV)-based
measurement system. The results showed that the penetration loss of direct and reflection rays was
significantly underestimated in the ray-tracing simulation and the proposed method could correct
the problem. The mean prediction error was improved from 7.0 dB to −0.5 dB, and the standard
deviation was also improved from 8.2 dB to 5.3 dB. The results are expected to be utilized for actual
service-cell planning in the urban environment.

Keywords: Building entry loss; outdoor-to-indoor propagation; penetration loss; propagation
loss measurement; ray-tracing simulation; super high frequency band propagation; unmanned
aerial vehicle

1. Introduction

Owing to the widespread use of various application services such as video streaming and cloud
services, which are accompanied by the advancement of mobile terminals, user traffic in cellular
networks is rapidly increasing. Thus, for efficient radio resource usage, service-cell planning is an
important issue. In particular, cell planning becomes complex in urban areas because many users
are also inside high buildings, which are sometimes higher than the base stations (BSs) as shown in
Figure 1. Therefore, three-dimensional (3D) service-cell planning is considered in those areas [1].

Knowledge of the propagation loss characteristics in the outdoor-to-indoor (O2I) environment is
important for this purpose. To clarify the building entry loss (BEL) characteristics, radio propagation
measurements were conducted by up to the 2 GHz band [2,3], 3.5 GHz band [4], 5 GHz band [5,6],
8 GHz band [7], 10 GHz band [8], and 38 GHz band [9]. It was confirmed that the BEL characteristics
changed according to the incident angle of the radio wave to the building. Those statistical
characteristics were also adopted in the global standard models such as the COST 231 BEL model [10]
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and ITU-R P.2109 model [11]. For service-cell planning, it is also needed to predict the propagation
loss characteristics in the specific service area. The ray-tracing simulation has been widely utilized
for predicting those site-specific propagation channel characteristics [12–14]. In a typical O2I scenario
in which the incident radio waves penetrated indoors through building windows, the penetration
loss was represented by the diffraction loss of rays at the window edges [15,16]. However, there still
existed a significant discrepancy between the measurement and the ray-tracing simulation. One reason
for the discrepancy is thought to be that other penetration losses occurred also by appurtenances such
as window blinds and window fences which are attached to the window. Another reason is that the
penetration loss occurred because the Fresnel zones of the radio waves were partially shielded by
the window. In [17,18], the physical optics approximation was used to clarify the penetrating wave
characteristics by calculating the re-radiation of the electromagnetic wave on the window surface.
However, because it was necessary to divide the window surface into the numerous meshes such that
the size was smaller than the wavelength of the carrier wave for the calculation, it was not feasible to
apply it to the ray-tracing simulation for the site planning from the viewpoint of calculation cost.

In this paper, we proposed the extension method of ray-tracing simulation to take those additional
penetration loss effects into the simulation. The method consists of the Fresnel zone shielding loss
calculation and the transmission loss calculation by equivalent dielectric plate. We conducted radio
propagation measurements in front of a research building in the university campus to evaluate the
effectiveness of the proposed method. We developed a radio measurement system using an unmanned
aerial vehicle (UAV) to realize the various O2I scenarios where the radio waves penetrated indoors
through the window from various arrival angles [19–21]. In the measurement, the carrier frequency
was the 4.9 GHz band for assuming the low super high frequency (SHF) band communication of the
5G cellular system [22,23]. The contribution of our work was to propose the novel extension method of
the ray-tracing simulation to predict the penetration loss in the O2I scenario. We proposed to combine
the ray-tracing simulation and the theory of diffraction by small holes [24,25] to include the effect of
appurtenances such as window blinds and window fence into the simulation for the first time. We
showed the effectiveness of the proposed method through exhaustive radio propagation measurements
by using the UAV-based measurement system. The mean prediction error was improved from 7.0 dB to
−0.5 dB, and the standard deviation was also improved from 8.2 dB to 5.3 dB by the proposed method.

Macro-cell BS

Street-cell BS (Small cell)

Indoor
User

Indoor BS

High-rise BS

To realize the efficient service-cell planning, the propagation loss 
characteristics from various outdoor BSs to indoor MS have to be clarified. 

Figure 1. The necessity of three-dimensional (3D) service-cell planning.
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2. Proposal of Propagation Loss Prediction Method for Outdoor-to-Indoor Scenario

2.1. Proposed Extension Method for Ray-Tracing Simulation

The ray-tracing simulation [12–14] has been widely used for the propagation loss prediction in
the site-specific environments for service-cell planning. In the simulation, the trajectories of each radio
wave, which are called “rays” are traced by calculating the interactions such as reflection, diffraction,
and transmission by interactive objects in the environment. Based on the ray optics approximation, all
the objects are modeled by large flat polygon surfaces for the calculation. Therefore, the ray-tracing is
especially suitable for the radio propagation simulation in built environments. In the simulation, the
electric field strength of the received signal E is calculated as follows

E =
I

∑
i=1

ei (1)

=
λ

4π

I

∑
i=1

(

√
PTGT(i)GR(i)e−jkli,m

li,1

N

∏
n=1

Ri,n

M

∏
m=1

√
li,m

(li,m + li,m+1)li,m+1
Di,me−jkli,m+1

P

∏
p=1

Ti,p)

Here, we assume that the propagation channel is represented by the superposition of I rays. ei
represents the received electric field strength of ray i(1 ≤ i ≤ I), λ is the carrier wavelength, k is
the wave-number 2π

λ , PT is the transmission power, and GT(i) and GR(i) are the transmitter (Tx) and
receiver (Rx) antenna gains for ray i. The antenna gains are calculated by considering the angle of
departure and the angle of arrival of the ray. It is assumed that the ray i suffers the N times reflections,
the M times diffractions, and the P times transmissions during the propagation, and it suffered the
interaction losses Ri,n, Di,m, and Ti,p, respectively. The diffraction loss is calculated based on the
uniform geometrical theory of diffraction (UTD) [26,27]. li,m is the total propagation length from the
(m − 1)-th diffraction point to the m-th diffraction point. The pathgain GP is the gain by the radio
propagation and defined as follows.

GP =
|E|2
PT

(2)

Although the ray-tracing simulation can be utilized for the propagation loss prediction in the
O2I scenarios, there are several problems. We assume in a typical O2I scenario that the rays penetrate
indoors through the building windows as shown in Figure 2. In the existing ray-tracing simulation,
the penetration loss is modeled by the diffraction loss at window edges, and no penetration loss is
taken into account if the trajectory of ray does not cross the window edges by even a little gap. This
calculation has a risk to underestimate the penetration loss, because each ray has its Fresnel zone
along the propagation path, and the penetration loss occurs if interactive objects shield the zone [28].
This phenomenon is fundamental to understand various penetration loss characteristics through the
window, such as the distance dependency between the window and the indoor station and carrier
frequency dependency. In addition, many appurtenances such as window blinds and window fences
are attached to the window, and they are also thought to cause further penetration loss. However,
taking the influence of those appurtenances into the simulation is not straightforward because of their
complex structures, which are far from the assumption of the ray-tracing simulation that the objects
are modeled by large flat polygon surfaces. Therefore, the influence of appurtenances has been ignored
in the current researches, but it can cause further penetration loss underestimation problem.

In this paper, we propose the extension method of the ray-tracing simulation to take those effects
into the penetration loss calculation. In our proposal, we don’t require the fine 3D environment model
for the simulation because there is another difficulty to obtaining accurate models in real environments.
Because the very detailed electromagnetic simulation has a high calculation cost and it is not suitable
for the service-cell planning, we used the simplified calculation method from the simplified model. The
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difference between the existing ray-tracing simulation and the proposed method is shown in Figure 2.
The proposed method consists of the Fresnel zone shielding loss calculation and the transmission loss
calculation by equivalent dielectric plate. In the proposed method, normal ray-tracing simulation was
calculated firstly, and the trajectory of each ray was investigated. Next, the Fresnel zone shielding
loss LF.i and the transmission loss by appurtenances LT.i of ray i were calculated, and those additional
losses were added to the electric field strength E′ and pathgain G′

P calculation in (1) and (2).

E′ =
I

∑
i=1

ei
LF.iLT.i

(3)

G′
P =

|E′|2
PT

(4)

The details for the calculation of LF,i and LF,i are explained in the next subsection.

Reflection ray (no penetration loss calculation)

(a) Ray-tracing simulation method 

ray#i

,

Proposal (2)
Transmission Loss Calculation 
by Equivalent Dielectric Plate

Proposal (1)
Fresnel Zone Shielding Loss Calculation

(b) Proposed simulation method 

diffraction
loss

,

shielding 
ratio: ,

Figure 2. The difference between ray-tracing simulation and the proposed method.

2.2. Fresnel Zone Shielding Loss Calculation

In the Fresnel zone shielding loss calculation, the total propagation distance from the previous
indoor diffraction point to the window intersection point lI,i and the distance from the window
intersection point to the next outdoor diffraction point lO,i are calculated for ray i as shown in Figure 2
(b). Although it is assumed that the ray originated from the indoor Tx and propagated to outdoor Rx
in the figure, the same theory can be applied also if the Tx and Rx positions were opposite because the
reciprocity was satisfied. Fresnel radius of the ray ri at the window intersection point is calculated
as follows.

ri =

√
λ

lI,i lO,i

lI,i + lO,i
(5)

The cross-section of the Fresnel zone on the window plane is calculated by the incident angle of the
ray to the window θi. The cross-section becomes an ellipse with the major axis r1,i = ri/cos(θi) and
minor axis r2,i = ri. Next, the shielding ratio of the first Fresnel zone ps,i is calculated by considering
the cross-section shape of the window. In this paper, to simplify the calculation, we approximate the
Fresnel zone shielding loss by the inverse of ps,i.

LF,i =
1

ps,i
(6)
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The reason for the simplification is that there is difficulty in obtaining the detailed 3D environment
model in real environments, and the rigorous calculation is not always effective regardless of the
high calculation cost. Those calculation procedures were performed for all rays except for the rays
that diffracted at the window edge. The reason why the diffracted rays were excluded from the
calculation is that the Fresnel zone shielding effect of those rays is already included in the diffraction
loss calculation. In that case, LF,i is set to 1 in (3).

2.3. Transmission Loss Calculation by Equivalent Dielectric Plate

Many appurtenances such as window blinds and window fences are often attached around the
window, and they are thought to affect the penetration loss characteristics. However, the calculation
of those effects is not straightforward, because their shapes are thought to be a kind of screen but
they have a complicated structure in detail, which is quite different from the plane surface that the
ray-tracing simulation assumes. Therefore, the calculation method needed to deal with the effect of the
structure in the ray-tracing based simulation. In this paper, we assumed that those screen structures
were able to be modeled by the metal plates with periodically perforated small holes, and we calculate
the transmission loss by regarding the plate as an equivalent dielectric plate [29,30] based on the theory
of diffraction by small holes [24,25]. The calculation model is shown in Figure 3. it is assumed that
small round holes are periodically perforated in the metal plate. Δw is the thickness of the plate, and
the hole spacing a and the hole diameter d are thought to be enough smaller than the carrier wave
wavelength λ. We consider that the transverse electric (TE) wave arrives from the incident angle θ′i . In
the case, it was thought that the magnetic dipole m0,i was induced on each small circular hole by the
incident magnetic field H0,i.

m0,i =
1
6

μ0d3H0,i (7)

Here, μ0 is the permeability of the free space. Another magnetic dipole m1,i was induced also on
the opposite side of the plate by the magnetic field, which passed through the hole. The attenuation
coefficient by the hall was analyzed numerically by [31], and it is known that m1,i is calculated as
follows in case of the round hall.

m1,i = −m0,i exp(
−3.682Δw

d
) (8)

The electric field on the opposite side of the plate was obtained by calculating the re-radiation of the
electric field by the induced magnetic dipoles. Here, we approximated the electric field by assuming
that the magnetic dipoles on each hole were not coupled, and the phases of radiated waves were the
same from the far-field assumption. In that case, the electric field on the opposite side Es,i was thought
to be proportional to the hole density S

a2 , and Es,i was calculated as follows in the far-field condition.

Es,i = − jω2 exp(−jkr)cos(θ′i)S
πra2c

m1,i (9)

=
jω2 exp(−jkr)cos(θ′i)d

3S
6πra2c2 E0,i exp(

−3.682Δw
d

)

Here, S is the area of the plate, ε0 is the permittivity of the free space, ω is the angular frequency, r is
the distance between the mobile station (MS) and the BS, and c = 1√

ε0μ0
is the speed of light. We used

the relation H0,i =
√

ε0
μ0

E0,i. The electric field Ed,i when there was no obstacle between the MS and

BS can be obtained by calculating the re-radiation of the electric field by the equivalent source on the
plane by the Huygens–Fresnel principle.

Ed,i =
ω

2πcr
exp(−jkr)SE0,i (10)
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The transmission loss can be calculated from the ratio of Ed,i and Es,i.

|Ed,i|
|Es,i| =

3a2λ

2πd3cos(θ′i)
exp(

3.682Δw
d

) (11)

(11) was slightly modified to improve the estimation accuracy in case of large incident angle θ′i in [29],
and finally, the total transmission loss of ray i PT,i [dB] defined as follows.

PT,i = 10log10[
|Ed,i|2
|Es,i|2 ] (12)

	 10log10[1 +
1
4
(

3a2λ

πd3cos(θ′i)
)2] +

32Δw
d

LT,i = 10PT,i/20 (13)

The transmission loss characteristics by a variety of screen structures are modeled by the parameters
such as the plate thickness, the hole spacing, and the hole diameter. It might be possible to substitute
the different types of screens by the periodically perforated plates also. The parameterizing method of
the different types of screens by the equivalent periodically perforated plates will be future work.

Hole diameter: 

Hole spacing: 

Plate thickness: 

Incident angle:

magnetic 
dipole: ,

H
E

Figure 3. The calculation model of transmission loss by metal plate with small holes.

3. 4.9 GHz Band Radio Measurement for Penetration Loss Characteristics from Window

3.1. Radio Measurement System Using UAV

The diagram of the developed radio propagation measurement system is shown in Figure 4. The
radio transceiver was implemented on a universal software radio peripheral (USRP) N210 [32], which
is one of the commercial SDR platforms. In the measurement, the Tx was set indoors, and the Rx was
mounted on the UAV. These were regarded as the indoor MS and virtual outdoor BS, respectively. The
Tx-side USRP was controlled by a laptop personal computer (PC) and sends the continuous wave
(CW) signal. The Rx recorded the instantaneous narrowband receiving power continuously during
the measurement. The Rx-side USRP was controlled by Raspberry Pi [33], which was a single-board
computer to reduce the payload. The photograph of the UAV station is shown in Figure 5. The total
payload was less than 1 kg, and it could be operated using the portable battery of the UAV. The total
dimensions of the system including the UAV were less than 60 cm × 60 cm × 50 cm, and it was usable
for various BS placements in various measurement environments. Since the flight course of the UAV
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was not correctly controlled as planned because of natural disturbances such as wind conditions, it is
crucial to know its actual flight trajectory for the data analysis. The UAV also recorded several sensor
outputs as the flight data. We calculated the UAV height from the barometer data, the horizontal
position from the GPS data, and the direction from the gyroscope data. Since the measurement and
flight data were associated with the time stamp information, it was possible to trace the 3D position of
the UAV and obtain the receiving power at each position by the post data processing.

In the data analysis, the average receiving power P̃R(q) of the q-th snapshot was defined by 3D
moving averaging as follows:

P̃R(q) = mean
|x(q)−x(q′)|<Δx,|y(q)−y(q′)|<Δy,

|z(q)−z(q′)|<Δz

[PR(q′)] (14)

where, xR(q) = [x(q), y(q), z(q)] is the UAV position of the q-th snapshot, and Δx = (Δx, Δy, Δz) is the
3D window length. (14) gives the average receiving power inside the rectangular prism that size is
Δx × Δy × Δz. The actual window length values that was used for the experiment is shown in Table 1.

Receiving
antenna

Indoor station
(Transmitter)

Control PC
(Laptop)

SDR radio equipment 
(USRP N210)

Transmitting
antenna

Ethernet

CW signal

UAV station
(Receiver)

USRP N210

Ethernet

Flight logger

Flight data
• Time stamp
• Height (Barometer)
• Horizontal

position (GPS)
• Direction (Gyroscope)

Radio measurement data

• Time stamp
• Instantaneous

Receiving Power

Control PC
(Raspberry Pi)

Figure 4. Diagram of developed radio propagation measurement system.

Receiving antenna

Radio equipment 
(USRP N210 + 
Raspberry-pi)

Figure 5. Photo of the UAV station.
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Table 1. Measurement parameters.

Radio Equipment

Center frequency 4.89 GHz
Transmit power 11.5 dBm
Transmit signal CW

Receiver dynamic range From −120 dBm to −30 dBm
Tx/Rx antennas Dipole (2.14 dBi)

Polarization Vertical polarization
Antenna height (UAV) From 0 m to 15 m

Indoor floor height 20 m (building), 7 m (cafeteria)
Antenna height (indoor) 1.7 m from floor
Receiver sampling rate 100 Hz

Moving average 2 m (horizontal) 1 m (vertical)

UAV equipment

Flight controller DJI NAZA-M v2
Flight recorder DJI iOSD MARK II

UAV sensor 100 Hzrecording rate

3.2. Measurement Method

Radio measurements were conducted in the 4.9 GHz band to investigate penetration loss
characteristics from various incident angle conditions from the outdoor BS to the indoor MS through a
building window. The measurement map and photos are shown in Figure 6. The Tx was set indoors,
and the Rx was mounted on the UAV. These were regarded as the indoor MS and virtual outdoor BS,
respectively, because the reciprocity was satisfied in the measurement. The indoor MSs were fixed at
three positions marked MS1, MS2, and MS3 in the conference room on the sixth floor. The distances
of the positions from the window were 0.4 m, 2.4 m, and 4.4 m, respectively. As shown in 6, a steel
window fence was attached outside the window. The window fence consisted of the thick balustrade
and the meshed screen with small holes. The floor height was 20 m from the ground, and the MS
antenna height was 1.7 m from the floor. The outside measurement areas were grass fields in front of
the buildings. The horizontal measurement courses were set parallel to the building external walls,
and the course length was 20 m. The measurement plane was 20 m horizontal length by 15 m height
in front of the buildings. We obtained the propagation loss profile on the plane to investigate the
penetration loss characteristics from various BS positions.

To simplify the measurement procedure, we divided the horizontal course into 2 m intervals.
At each measurement point, the BS ascended to approximately 15 m in height and subsequently
descended slowly. By repeating the same procedure at all points, the propagation loss characteristics
of the 20 m by 15 m measurement plane in front of the building were obtained. Other measurement
parameters are summarized in Table 1. Before the measurement, the measured value of the Rx was
calibrated by connecting the RF cables between the Tx and the Rx directly. The UAV position was
obtained from the flight log, and the moving average of the receiving power was calculated as shown
in (14) to eliminate the multi-path fading effect. The antenna radiation pattern of the UAV station
was measured in an anechoic chamber in advance, and the antenna elevation directivity effect was
canceled from the measured data based on the grazing angle.
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(b) outdoor view

MS

(a) measurement map

Measurement course 
(horizontal)

17 m

grass field

15 m

20 m

Research Building
Conference room (6F)

0.4 m
2.0 m
2.0 m

MS1
MS2
MS3

(d) photo of window fence(c) indoor view

1.34 m

0.90 m

0.98 m0.98 m0.98 m

Figure 6. Measurement overview ((a) measurement map, (b) outdoor view, (c) indoor view, and (d)
window fence).

4. Penetration Loss Prediction Results

4.1. Ray-Tracing Simulation Method

The ray-tracing simulation was performed to evaluate the prediction performance of the proposed
method. The 3D environment model which was created by Sketch-up is shown in Figure 7. The
concrete, the plasterboard, and the steel were selected as the building materials. To simplify the model,
all the furniture in the room was excluded, and other buildings around the target building were not
taken into account. About the window fence, only the balustrade part was included in the model to
calculate the diffraction wave at the balustrade.

Raplab software [34] was used for the ray-tracing engine. In the simulation, the method of
imaging algorithm [14] was used, and the maximum number of reflections was three, the maximum
number of diffractions was one, and the maximum number of transmissions was one. Dipole antennas
were applied on both the BS and MS sides. Although the theoretical radiation pattern was used for the
indoor MS, the measured pattern was used for the outdoor BS to consider the influence of the UAV
frame on the pattern. The elevation radiation pattern of BS measured in an anechoic chamber is shown
in Figure 7c. Because the pattern had an upward trend owing to the UAV frame effect, it is thought
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that the contribution of the reflection waves from the ground was not significant in the measurement.
Therefore, the ground reflection waves were not calculated in this simulation.

Firstly, the normal ray-tracing simulation was performed by the above model. Then, the Fresnel
zone shielding loss was calculated from the simulation result and the window geometry as explained
in Section 2.2. The metal plate with periodically perforated small holes was assumed for the screen part
of the window fence, and the equivalent transmission loss was calculated as explained in Section 2.3 if
the rays intersected the fence. Other simulation parameters are summarized in Table 2. The normal
ray-tracing simulation result and the proposed method were compared to the measurement result, to
evaluate the prediction performance.

(a) outdoor view (b) indoor view

concrete plasterboard steel

(c ) antenna pattern of 
UAV station
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Figure 7. 3D environment model for the ray-tracing simulation ((a) outdoor view, (b) indoor view).

Table 2. Simulation parameters.

Ray-Tracing Simulation

Calculation Method Method of Imaging

Number of reflections 3
Number of diffractions 1

Number of transmissions 1
Material parameters Concrete: εr = 6.8, σ = 2.3 × 10−3[S/m]

(ε: relative permittivity Ground: εr = 3.0, σ = 1.0 × 10−4[S/m]
σ: conductivity) Metal: εr = 1.0, σ = 1.0 × 107[S/m]

Plaster board: εr = 1.5, σ = 3.3 × 10−3[S/m]

Equivalent dielectric plate calculation
Plate width Δw 3 mm
Hole diameter d 20 mm
Hole spacing a 30 mm

4.2. Numerical Results

The measurement and simulation results of the MS1 and MS3 settings are summarized in Figures 8 and 9.
Figures 8a and 9a show the vertical–horizontal domain receiving power profiles of the measurements.
The MS position is also shown for reference. In either MS settings, although the measured receiving
power tended to increase as the BS position approached to the MS position, the receiving power in the
MS3 setting was much smaller than the result of MS1 because of more severe penetration loss. Figure 8b
showe the receiving power prediction result of the ray-tracing simulation. The receiving power was
obviously overestimated at most of the BS positions. To clarify the reason for the discrepancy, the
schematic propagation routes of the rays in the simulation are shown in Figure 8c. In the MS1 setting,
most of the BS positions were under the line-of-sight (LoS) condition because the indoor MS was
located close to the window. Therefore, any penetration loss was not considered in that area. Figure 8d
presents the receiving power result of the ray-tracing simulation, but all distraction rays were excluded
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from the calculation. The figure showed that the area where the receiving power was overestimated in
Figure 8 a corresponds to the area of Figure 8d. About the reflection and diffraction rays, although
the rays reflected from the ceiling of the room were observed in the area marked (A), the receiving
power contribution was not significant because this area overlapped with the LoS area. Because no
direct and reflection waves were observed the diffraction waves were dominant in the area marked (B).
Therefore, the receiving power significantly decreased in the same area in Figure 8a. The receiving
power prediction of the proposed method is shown in Figure 8e. The overestimation of receiving
power was corrected well in the proposed method by considering the Fresnel zone shielding loss
and the transmission loss by equivalent dielectric plate for the direct and reflection rays. The result
indicated that the dominant reasons for the penetration loss were the Fresnel zone shielding of the
window and the window fence shielding rather than the diffraction at the window edge in this setting.
The result showed the effectiveness of the proposed method. The prediction error of the proposed
method compared to the measurement is shown in Figure 8f. The positive value means that the
prediction of the proposed method was higher than the measurement. The error was relatively higher
in the areas where the direct and reflection waves were dominant, but the error was less than ±5 dB in
most of the areas.

The same analysis was performed for the MS3 setting. The measurement result and the ray-tracing
simulation result are shown in Figure 9a,b. In the simulation, the receiving power was overestimated
in the area marked (A) while it was underestimated in the area marked (B). The reason for these
discrepancies was analyzed in Figure 9c,d. Because the distance between the indoor MS and the
window increased, most of the BS positions were under the non-Line-of-Sight (NLoS) condition.
Therefore, the single and double bounce reflections became a more dominant propagation mechanism.
By comparing Figure 9a,d, it can be seen that area (A) corresponded to the area that direct and reflection
waves were observed like the MS1 setting. No direct and reflection waves were observed when the BS
height was about 5 m, and the diffraction waves were dominant in the area. Especially, the receiving
power reduced in area (B) because multiple losses owing to the reflections and the diffractions occurred.
On the whole, in the ray-tracing simulation, the diffraction waves were tended to be estimated weaker
than the measurements. This problem might be because of the issue of the ray-tracing simulation
itself or because of the accuracy of the environment model such as the detailed structures and material
parameters of the interactive objects. Further detailed analysis will be future work. In the receiving
power prediction of the proposed method shown in 9e, the overestimation issue of the receiving power
in the area (A) was fairly corrected. However, the underestimation issue in the area (B) remained.

The prediction errors of the ray-tracing simulation and the proposed method are summarized in
Figure 10. The data represent the prediction error CDF of all BS positions. The positive error means
that the prediction result was higher than the measurement. The mean and the standard deviation of
the error is summarized in Table 3. As described in the previous paragraphs, the ray-tracing simulation
had the problem of underestimating the penetration loss. The mean errors were 11.1 dB and 8.0 dB in
the MS1 and MS2 settings, respectively. Although the mean error was 0.4 dB in the MS3 setting, it does
not mean the correct power was predicted. In actuality, the power of direct and reflecting waves was
overestimated and the power of diffraction waves was underestimated, and they happened to balance
in this environment. In the proposed method, the mean errors were improved to 0.3 dB and 1.5 dB
in the BS1 and BS2 settings, respectively, while the error slightly increased in the BS3 setting because
of the inaccuracy of diffraction loss estimation. However, the total prediction error was improved
from 7.0 dB to −0.5 dB, and the result proved the effectiveness of the proposed method. About the
dispersion of error, the standard deviation was also improved from 8.2 dB to 5.3 dB.

The significance of the result is that our proposal is not a kind of predicted offset that increases or
decreases the receiving power in the same way. Because the power correction was executed for each
ray by considering the physical propagation mechanism, the method is robust enough to be applied to
a variety of radio propagation conditions. The utilization of the proposal for the actual service-cell
planning is expected to be future work.
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(a) Receiving power (Measurement) 

MS position

(b) Receiving power (Ray-tracing)

MS position

(e) Receiving power (Proposed method)

MS position

(f) Prediction error (Proposed method)

Indoor MS
Direct 
wave

Outdoor BS

(c) Propagation route schema (d) Receiving power (Ray-tracing, 
excluding diffraction rays) 

MS position

Reflection wave
(single bounce)

MS position

(A)

(B)

Figure 8. The results of the MS1 setting ((a) receiving power profile (measurement), (b) receiving
power profile (ray-tracing), (c) propagation route schema, (d) receiving power profile (ray-tracing,
excluding diffraction rays), (e) receiving power profile (proposed method), and (f) prediction error
(proposed method)).
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MS position

(B)

MS position

(B)

MS position

Indoor MS

Direct 
wave

Outdoor BS

Reflection wave
(single bounce)

Reflection wave
(double bounce)

MS position

MS position

(a) Receiving power (Measurement) (b) Receiving power (Ray-tracing)

(e) Receiving power (Proposed method) (f) Prediction error (Proposed method)

(c) Propagation route schema (d) Receiving power (Ray-tracing, 
excluding diffraction rays) 

(A)

Figure 9. The results of the MS3 setting ((a) receiving power profile (measurement), (b) receiving
power profile (ray-tracing), (c) propagation route schema, (d) receiving power profile (ray-tracing,
excluding diffraction rays), (e) receiving power profile (proposed method), and (f) prediction error
(proposed method)).
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Ray-tracingProposed method

Figure 10. Prediction error CDF (error = simulation − measurement).

Table 3. Prediction error summary (error = simulation − measurement).

Ray-Tracing Proposed Method

MS1 MS2 MS3 Total MS1 MS2 MS3 Total

mean (dB) 11.1 8.0 0.4 7.0 0.3 1.5 −3.9 −0.5
standard deviation (dB) 4.8 8.8 6.7 8.2 3.4 6.0 4.8 5.3

5. Conclusions

In this paper, we proposed the extension method of the ray-tracing simulation for a typical O2I
scenario in which the incident radio waves penetrate indoors through the building windows. Because
only the diffraction loss at window edges is considered in the existing ray-tracing simulation, it has
the problem of underestimating the penetration loss. Our proposed method consists of the Fresnel
zone shielding loss calculation and the transmission loss calculation by equivalent dielectric plate. In
the Fresnel zone shielding loss calculation, the Fresnel zone cross-sections of respective rays on the
window plane were evaluated, and the shielding losses were calculated by the shielding ratios of the
zones. In the transmission loss calculation by equivalent dielectric plate, we proposed to substitute
the screen-type appurtenances such as window blinds and window fences by an equivalent dielectric
plate. The transmission loss of the equivalent plate can be calculated based on the theory of diffraction
by small holes.

To evaluate the effectiveness of our proposal, we conducted radio propagation measurements in
a high-building environment by using the developed UAV based measurement system. The result
showed that the penetration losses of direct and reflection rays were underestimated in the ray-tracing
simulation. This prediction error became significant as the indoor MS approached the window, and
the mean error was 11.1 dB when the distance between the indoor MS and the window was 0.4 m.
The total prediction error was 7.0 dB in the ray-tracing simulation. In the proposed method, the mean
prediction error was improved to 0.3 dB in that case and the total prediction error was improved to
−0.5 dB. The standard deviation of the prediction error was also improved from 8.2 dB to 5.3 dB. The
results are expected to be utilized for actual service-cell planning in the urban environment. We found
another problem that the diffraction loss was overestimated in the ray-tracing simulation. The solution
to the problem will be future work.
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Abstract: The efficient deployment of fifth generation and beyond networks relies upon the seamless
combination of recently introduced transmission techniques. Furthermore, as multiple network
nodes exist in dense wireless topologies, low-complexity implementation should be promoted. In
this work, several wireless communication techniques are considered for improving the sum-rate
performance of cooperative relaying non-orthogonal multiple access (NOMA) networks. For this
purpose, an opportunistic relay selection algorithm is developed, employing single-antenna relays
to achieve full-duplex operation by adopting the successive relaying technique. In addition, as
relays are equipped with buffers, flexible half-duplex transmission can be performed when packets
reside in the buffers. The proposed buffer-aided and successive single-antenna (BASSA-NOMA)
algorithm is presented in detail and its operation and practical implementation aspects are thoroughly
analyzed. Comparisons with other relevant algorithms illustrate significant performance gains when
BASSA-NOMA is employed without incurring high implementation complexity.

Keywords: NOMA; full duplex; successive relaying; buffer-aided relaying

1. Introduction

Mobile data traffic has been increasing at a dramatic pace due to the emergence of
Internet-of-Things (IoT) applications [1], resulting in coexisting human and machine traffic. So, novel
techniques are required to provide improved spectral efficiency and transmission reliability. Regarding
spectral-efficient communication, non-orthogonal multiple access (NOMA) has been proposed as
a promising solution to overcome the inefficiency of orthogonal resource allocation in multi-user
networks [2]. In contrast to orthogonal multiple access (OMA), NOMA enables multiple devices to be
served on the same resources in the power domain (PD) or code domain (CD) [3]. The PD NOMA
paradigm relies on combining superposition coding at the transmitters and successive interference
cancellation (SIC) at the receivers and its performance depends on various parameters, such as user
channel asymmetry, rate requirements and cooperation among devices [4,5]. Moreover, in order to
strengthen the reliability of fifth generation (5G) communication, buffer-aided (BA) cooperative
relaying has the potential to improve the wireless conditions, offering increased diversity and
enhancing the outage and throughput performance, as shown in various studies [6,7]. The use
of buffers enables hybrid transmission modes, due to the decoupling of the reception and transmission
phases, as relays might have packets to forward even if reception was not possible in the previous
phase. The survey in [7] presented various opportunistic relay selection (ORS) algorithms comprising
half-duplex (HD), full-duplex (FD) and successive relaying (SuR), showing significant outage and
throughput performance gains. In addition, low latency is a prerequisite for highly demanding
applications, such as augmented/virtual reality, public safety applications and ultra-high definition
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teleconferencing among others and thus apart from FD transmission, delay-awareness must be
integrated in cooperative relaying [8,9].

1.1. Background

BA relays were initially proposed in HD networks with single-antenna relays. These networks
suffer from half-duplex rate losses, as relays are not able to receive and transmit at the same time.
Firstly, the paper in [10] suggested to equip relays with buffers in two-hop ORS topologies. In greater
detail, each time-frame was divided to two time slots, with each one allocated to the source-relay
({S→R}) and relay-destination ({R→D}) transmissions, forming the hybrid relay selection (HRS).
Further improvements were provided by max − link, an ORS algorithm that was proposed in [11],
achieving increased diversity due to BA relays and flexible selection of the strongest link among all the
available ones. The performance analysis showed that the use of max − link offers a diversity gain of
2K when K relays and large buffers are available in the network. Focusing on single relay networks
with multiple antennas, the authors in [12], analyzed the performance of BA relaying with adaptive
link selection, concluding that the performance of HD relaying can surpass that of ideal FD relaying,
given that the number of antennas at the source and the destination is greater than the number of
available antennas at the relay. More recently, further diversity gains were introduced in BA relay
networks through broadcast transmissions in the {S→R} links [13], resulting in beneficial packet
redundancy, while the work in [14] proposed low-complexity distributed solutions to mitigate the
impact of various issues, such as errors in the feedback channel and relay selection using outdated
channel state information (CSI).

Without departing from single-antenna relay networks, several studies aimed at overcoming
their inherent half-duplex constraint and provided throughput gains. The paper in [15] introduced
hybrid BA ORS, merging HD relaying and SuR in a topology with isolated relays where the inter-relay
interference (IRI), arising from the successive source and relay transmissions, was considered negligible.
Both adaptive and fixed-rate transmissions were studied, revealing that space full-duplex (SFD)
max–max relay selection (MMRS) can double the capacity of HD schemes in the former case, and
offer coding gain, as well as diversity gain equal to the number of relays, in the latter case. Then,
the degrading effect of IRI and its mitigation through proper relay-pair selection and interference
cancellation were investigated in [16], while transmit power adaptation in fixed-rate communication
and the integration of max − link and SuR was proposed in [17]. Comparisons with standalone HD
and FD solutions indicated significant resiliency against outages and increased throughput. Another
improvement towards low-delay SuR was given in [18]. The proposed low-latency for the successive
opportunistic relaying (LoLA4SOR) algorithm considered the buffer length in both {S→R} and
{R→D} links and, if SuR failed, delay-aware (DA) HD relaying was performed, exhibiting reduced
delay and robustness against outages. Furthermore, optimal scheduling towards delay-awareness and
IRI mitigation based on either dirty paper coding or SIC for topologies with two relays, was examined
in [19]. More recently, apart from data buffers, energy buffers storing the amount of energy that is
harvested from wireless transmissions have been incorporated in BA SuR networks with single [20] or
multiple relays [21], enabling network lifetime prolongation.

As spectrum scarcity threatens the operation of current wireless networks, comprising humans
and machines, spectral efficient transmission is of vital importance. In this research field, NOMA has
emerged as a promising technique and its integration in cooperative relaying networks has received
various contributions. The work in [22] assigned users with better channel conditions to decode the
messages of weak users, relaying them in the next time slot, thus promoting user fairness through
homogeneous cell coverage. Then, ORS was studied in [23], introducing a two-stage relay selection,
increasing the diversity gain, compared to conventional max–min ORS. Another ORS algorithm for
topologies where users are employed to serve as relays was given in [24], resulting in coverage and
capacity enhancement. More specifically, a range-division user relay selection scheme was devised,
dividing the circular cell in continuous annular areas and performing ORS in each one. Other works,
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targeted the sum-rate of two-hop NOMA relay networks, jointly studying NOMA and SuR [25,26].
The proposed solutions created virtual FD relay networks by employing two dedicated relays to
perform SuR and serve two users through NOMA. Likewise, a four-user topology where two users
were chosen to perform SuR and serve the remaining two users using NOMA was shown in [27],
achieving significant sum-rate gains.

Apart from employing SuR to overcome sum-rate losses, the use of buffers can also improve the
performance of NOMA in HD relay networks. An adaptive mode selection, enabled through a single
BA relay, was given in [28]. So, switching between NOMA and OMA when the former was infeasible,
allowed a sum-rate increase, compared to OMA-based BA relaying and NOMA relaying without
buffers. In cases when CSI at the transmitter might not be available, the authors in [29] presented
adaptive link selection, deriving the outage probability expressions and showing a diversity gain
of two for buffer sizes larger than two packets. In networks where multiple BA relays are present,
two BA–ORS algorithms were given in [30], choosing the best relay, by considering the buffer state
information (BSI) and adopting {R→D} prioritization for reduced latency. Then, the potential of
BA–ORS in NOMA and hybrid NOMA/OMA networks was presented in [31,32], where hybrid
NOMA/OMA selection policies were devised, further improving the sum-rate performance in the
downlink and the uplink of two-hop networks, respectively.

1.2. Contributions

It is evident that significant advances have been made in NOMA-based cooperative relay
networks, regarding the sum-rate performance, even in HD networks consisting of single-antenna
relays and users. Still, the potential of SuR using BA relays in NOMA networks has not been examined
and thus this paper aims to fill this gap. More specifically,

• A novel BA ORS algorithm is presented for two-hop NOMA networks, called buffer-aided
successive single-antenna (BASSA) NOMA, targeting to provide FD relaying operation by relying
only on low-complexity single antenna relays.

• Several wireless communication techniques are presented and integrated in BASSA-NOMA, such
as successive broadcasting in the {S→R} links and {R→D} transmission through a selected relay,
thus leading to FD operation with IRI, while guaranteeing that {R→D} transmission considers
the selected transmitting relay’s BSI, avoiding instances of storing packets for many time slots
and thus increased delay.

• Furthermore, the steps of BASSA-NOMA are given in detail and various practical issues are
discussed, such as power allocation and low-complexity network coordination for choosing the
best decoding strategy at the destinations.

• Performance comparisons with other BA NOMA solutions show that even though BASSA-NOMA
does not incur high implementation complexity, in terms of CSI acquisition and processing,
it enhances the sum-rate and delay performance of the network, while maintaining reduced
outages.

Overall, BASSA-NOMA represents an attractive low-complexity solution for two-hop NOMA
networks with the potential to be adopted in heterogeneous contexts where relay nodes might not
always posses high hardware and processing capabilities, such as in networks where users [33],
vehicles [34] and drones [35] assume the role of relays.

1.3. Structure

The paper is organized as follows. In Section 2, the system model is given, while Section 3
presents relevant relay selection algorithms. Next, Section 4, presents BASSA-NOMA and then
Section 5 includes comparisons between the proposed, as well as relevant schemes. Finally, Section 6
includes conclusions and possible future directions.
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2. System Model

This work studies a two-hop cooperative relay network, comprising one source S, two destinations
D1 and D2 and a cluster C with K decode-and-forward (DF) relays Rk ∈ C (1 ≤ k ≤ K). DF avoids the
detrimental effect of noise amplification by the relays, at the cost of higher implementation complexity,
compared to amplify-and-forward relays, as it has been shown in various works on cooperative
relaying in multi-user networks [36,37]. At the same time, relays are clustered in such a way, so
that communication among them can be reliably established in order to ensure error-free signaling
and coordination. Towards this end, the relays are positioned relatively close together, according
to location-based clustering and after a long-term routing process, variations due to pathloss and
shadowing effects are tracked. It should be noted that relay clustering is often assumed in the literature,
as, e.g., in [16,38]. Each node is equipped with a single-antenna and relays operate in HD mode where
concurrent signal transmission and reception is not possible. Furthermore, due to excessive fading
conditions in both source-destination ({S→D}) links, end-to-end communication is only established
via the two-hop relay links. Each relay Rk has a buffer to store a maximum number Lk of successfully
decoded packets in order to forward them at a later instance to the destinations. All buffers are of
equal length, i.e., Lk = L, ∀ k ∈ {1, 2, . . . , K} while the vector including the queue sizes at the buffers
of all relays is denoted by Q � (Q1, Q2, . . . , QK). Initially, each relay buffer has Qk packets, while
some buffers might be empty (i.e., Qk = 0 for an arbitrary k). Figure 1 depicts an instance of this BA
relay-assisted NOMA network, where the source performs broadcasting towards K − 1 relays, while a
selected transmitting relay forwards previously received packets to the two destinations, leveraging
successive source and relay transmissions for FD NOMA operation.

D1R1

. . .

C

L

Q1

Q2Q2

QK

S

D2RK

R2

Figure 1. Source S communicates with two destinations Dj, j ∈ {1, 2} through a cluster of relays
Rk ∈ C, k ∈ {1, . . . , K}.

The transmission is divided in time slots and at each one simultaneous source and relay
transmissions are allowed, using transmit power values PS and PRk , respectively. A saturated
source having always data for transmission, using an information rate of r0 bps/Hz is assumed.
The retransmission process is based on an acknowledgment/negative-acknowledgment (ACK/NACK)
mechanism, employing the receivers (the relays and/or the destination) to broadcast short-length
error-free packets over a separate narrow-band channel, notifying the network on whether or not,
a specific packet was successfully received. Additionally, it is considered that the receivers are able
to accurately estimate the CSI, while the relays have full CSI knowledge of the {R→D} links. As
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buffering at the relays is available, it is possible for the selected transmitting relay to forward a packet
to the two destinations that was received in a time slot that is different from the preceding one. As a
result, the destinations might have to reorder the received packets, in order to correctly decode the
desired information, a necessary process in all BA relaying protocols. Still, this can be easily achieved
at a low-complexity by including a sequence number in each packet.

Regarding the wireless channel conditions, it is assumed that channel quality is degraded by
additive white Gaussian noise (AWGN) and for simplicity, the power of the AWGN is assumed to
be normalized with zero mean and unit variance. The fading environment is modelled as frequency
flat Rayleigh block fading, unless otherwise stated, following a complex Gaussian distribution with
zero mean and variance σ2

ij for the i to j link. Moreover, the channel gains are gij � |hij|2 and
exponentially distributed.

Since successive source broadcasting and relay transmissions are performed in the network, all K
relays are active at each time slot, as K − 1 relays attempt to receive the source signal, while a selected
transmitting relay is forwarding a previously received packet to the two destinations. Thus, the HD
rate loss of single-antenna relays can be alleviated through SuR. This virtual FD operation enables the
destination to receive one packet per time slot, excluding the first one. Still, as a direct result of the
successive transmissions, IRI arises and an efficient selection algorithm has to take into consideration
its impact on the K − 1 relays’ reception. In case SuR fails, a complete network outage can be avoided
by incorporating a low-complexity mechanism, allowing at least an HD transmission towards the
relays or the destinations.

3. Relevant Algorithms

In this section, relevant relay selection algorithms are given in detail, illustrating their main
characteristics upon which, BASSA-NOMA is formulated.

3.1. Delay-Aware Max–Link: Adaptive Link Selection, BSI Consideration and {R→D} Prioritization

Initial attempts at providing HD BA ORS algorithms relied on fixed scheduling for the source and
relay transmissions. For the first time, this limitation was relaxed in [11], enabling the flexible allocation
of each time slot to either an {S→R} or {R→D} transmission, according to the instantaneous CSI
and the status of the relays’ buffers, activating the strongest link between all the available ones. Still,
max − link did not integrate any mechanism to offer delay-awareness and so, further extensions were
given in [9,39]. It was shown that the average packet delay can be reduced by prioritizing the {R→D}
transmission, prompting packets to leave sooner from the buffers. The DA − max − link algorithm
operates as follows:

1. In an arbitrary time slot, from the set FRD, consisting of relays that are able to perform an {R→D}
transmission, DA − max − link considers the number of packets residing in the buffer of each
relay. So, the relay having the maximum number of packets is activated to perform a transmission
in the {R→D} link.

2. In case an {R→D} transmission cannot be performed, DA − max − link aims at activating the
relay that can perform an {S→R} reception, having the minimum buffer length. Nonetheless,
if no feasible {S→R} link exists, a network outage occurs, since packet transmission cannot
be performed.

DA − max − link avoids cases of buffer overflow and underflow by integrating BSI into the relay
selection process. If more than one relays have equal buffer sizes, a relay is randomly selected among
them. Moreover, due to {R→D} prioritization, the average delay performance improves, thus being
an attractive solution for delay-sensitive applications.
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3.2. LoCo–Link: Source Broadcasting, BSI Consideration and {R→D} Prioritization

The low-complexity (LoCo − Link) selection algorithm was introduced in [14], targeting to
improve the average delay performance of BA HD relaying, at a low implementation complexity, in
terms of CSI requirements. LoCo − Link’s operation is described below:

1. In contrast to max − link, where the strongest link was selected between the 2K available ones
in a K relay network, LoCo − Link firstly focuses on the {R→D} links, selecting in each time
slot, the {R→D} link belonging in FRD, having the maximum number of packets in its buffer. If
multiple relays have the same buffer length, one of them is randomly selected.

2. If FRD is empty, as a result of severe fading or empty buffers, the source broadcasts its packets to
all the relays. Thus, there might exist more than one relays forming the set FSR, including the
feasible {S→R} links, being able to successfully receive the source’s packets. It is evident that in
subsequent time slots, the diversity of {R→D} transmissions increases, compared to schemes
with unicast {S→R} transmissions, such as DA − max − link.

LoCo − Link provides several gains to the two-hop BA networks, reducing the average end-to-end
delay without degrading the diversity of the network. In addition, when a distributed implementation
is adopted, the issue of relay selection with outdated CSI can be fully mitigated.

3.3. LoLa4SOR: Hybrid Successive and Half-Duplex Relaying with BSI Consideration

Various DA BA algorithms have adopted {R→D} prioritization to avoid buffers storing a large
number of packets [9,39]. Still, it has been observed that although reduced latency was achieved,
diversity was compromised due to instances of empty buffers. In order to safeguard the diversity of
the transmission while offering increased rate through SuR, LoLa4SOR was proposed in [18], based on
the hybrid combination of SuR and HD relaying. LoLa4SOR operates as follows:

1. The possibility for SuR is examined, examining possible relay pairs while considering the
inter-relay CSI, at each time slot. At the same time, low-latency dictates that buffer length
should be kept small without ignoring the diversity. So, relays having the largest buffer lengths
and relays with the smallest ones should be prioritized as transmitting and receiving relays,
respectively. Then, by denoting as Fpairs the set of relay pairs that can perform SuR, at the start of
each time slot, a relay-pair (Ri, Rj) in links {S→Ri, Rj→D}, among all the feasible ones for SuR,
i.e., (Ri, Rj) ∈ Fpairs, is activated as:

(Ri� , Rj�) = arg max
(Ri ,Rj)∈Fpairs

{
(L − Qi)

2 + Q2
j

}
, (1)

where (Ri� , Rj�) denote the optimal relay-pair (Ri, Rj), i.e., the one providing the maximum utility
in Equation (1). If two or more relay pairs have the same utility, then diversity is prioritized,
and from the set of relay pairs with the maximum utility, denoted by F �

pairs, the one with the
maximum {S→R} link utility is activated, i.e.,

(Rio , Rjo ) = arg max
(Ri� ,Rj� )∈F �

pairs

{
(L − Qi)

2
}

. (2)

If two or more relay pairs still provide the same maximum utility, denoted by F o
pairs, one of them

is randomly selected.
2. In cases where SuR is not possible, the efficient delay- and diversity-aware max − link

(DDA − max − link) HD algorithm, introduced in [9] is activated. DDA − max − link avoids
the selection of relays with buffers being on the brink of underflow or overflow by setting
appropriate thresholds and activating such relays only to avoid a network outage.
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3.4. BA–NOMA/OMA: Flexible Multiple Access with Optimal Power Allocation

In downlink NOMA networks with a single source, multiple BA relays and two destinations,
hybrid BA–NOMA/OMA was proposed in [31], integrating broadcasting in the {S→R} link and
exploiting BSI in the {R→D} NOMA transmission. The steps of BA–NOMA/OMA are given in the
following paragraphs:

1. In the {S→R} link, BA–NOMA/OMA enables the source to broadcast a combined packet
containing the information of both destinations with rate r1 + r2, towards all the relays. Then,
each relay uses the CSI of the {R→D} links to examine if PD NOMA is possible through the
transmission of a superposition-coded packet to the two destinations. Still, NOMA might not
be possible, i.e., due to low transmit signal-to-noise ratio (SNR), insufficient channel asymmetry
between the destinations or high rate demands. So in order to avoid a complete network outage,
OMA is performed, investigating if at least a single destination Dj, j ∈ {1, 2} can receive a packet
from the relays included in FRDj , representing the set of feasible OMA links towards Dj.

2. When OMA is activated, user fairness is guaranteed since at odd time slots, first, D1 is examined
if it can receive its packet from Rk ∈ FRD1 , else D2 is examined if it can receive its packet from
Rk ∈ FRD2 . Similarly, at even time slots this process is reversed. When relays with equal buffer
lengths exist, random selection occurs in the {R→D} links.

BA–NOMA/OMA is an efficient relay selection algorithm, combining the benefits of both
multiple-access schemes, thus improving the average sum-rate performance of multi-user two-hop
HD relay networks.

4. The BASSA–NOMA Algorithm

4.1. Algorithmic Description

BASSA-NOMA targets to improve the sum-rate performance of two-hop NOMA cooperative
relay networks, relying only on single-antenna relays with low-complexity. So, various transmission
techniques are integrated, including successive source broadcasting and relay transmissions, as well as
buffering at the relays. The procedure followed by each relay Rk, under the BASSA-NOMA algorithm,
in each time slot, is given in Algorithm 1.

More specifically, firstly, BASSA-NOMA aims at selecting a transmitting relay Rk to
simultaneously serve D1 and D2 using PD NOMA. Relay selection relies on the availability of both
{R→D} links’ CSI, determining whether or not a NOMA transmission can be successfully performed,
as well as each relay’s BSI, deciding which one has the maximum number of packets in its buffer
(line 1). So, each candidate transmitting relay Rk appropriately chooses the power allocation coefficient,
according to its respective {R→D} CSI (line 2). Simultaneously and in a distributed manner, each
candidate relay Rk sets its timer to be inversely proportional to the number of packets Qk, residing
in its buffer (lines 3 and 4). In case a transmitting relay is selected (line 5), {S→R} broadcasting
and {R→D} transmission are concurrently performed and thus the remaining K − 1 relays attempt
to receive the source’s broadcast signal, containing the information signals of D1 and D2 with rate
r = r1 + r2, while subjecting to IRI (lines 6 and 7). Through broadcasting, more packets are available at
the relays’ buffers and more importantly, CSI at the source is not required, thus significantly reducing
the implementation complexity. If, on the other hand, a transmitting relay was not selected, all K
relays are available to listen to the source’s broadcast transmission, as long as they have space in their
buffers (line 10). Finally, when the two destinations receive packets from the transmitting relay, ACKs,
containing the relevant packets IDs are broadcasted to all the relays, prompting them to discard these
packets from their buffers (line 12). The adoption of BASSA-NOMA enables the network to operate
in FD mode without depending on relays with multiple antennas, nor on advanced self-interference
cancellation schemes, as it is usually the case in two-hop networks, where simultaneous transmission
and reception take place through the same relay.
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Algorithm 1 BASSA-NOMA

1: input Qk, CSI for {Rk→Dj}, j ∈ {1, 2} links
2: Each candidate transmitting relay Rk selects αk for NOMA
3: if Rk ∈ FRD then
4: Rk’s timer is set to be inversely proportional to Qk
5: if Rk is selected for transmission then
6: Rk performs a NOMA transmission towards D1 and D2.
7: Each Ri, i = k with a non-full buffer attempts to receive the source signal with IRI.
8: end if

9: else
10: Each Ri with a non-full buffer attempts to receive the source signal without IRI.
11: end if

12: Discard packets from the buffers based on the ACKs from destinations, containing packet IDs
13: output Links {Rk→Dj}, j ∈ {1, 2} for transmission and Ri ∈ FSR for reception.

As at an arbitrary time slot, BASSA-NOMA initially checks the {R→D} links on whether or not a
NOMA transmission is possible, firstly, details on the {R→D} transmission are given.

4.2. Transmission in the {R→D} Link

When a transmitting relay Rk is selected, the information symbols of D1 and D2 are superimposed
following the PD NOMA paradigm. In greater detail, the transmitted superimposed information
symbol, containing the information symbols x1 and x2 of each destination, is described as:

x =
√

αkx1 +
√

1 − αkx2 (3)

with E[|x2
1|] = E[|x2

2|] = 1 and 0 ≤ αk ≤ 1.
Then, D1 will receive an information symbol y1 containing the desired symbol, as well as the

symbol of D2, i.e.,

y1 = hRk D1

√
αkPRk x1 + hRk D1

√
(1 − αk)PRk x2 + η1; (4)

correspondingly, the received information symbol y2 at D2 is given by:

y2 = hRk D2

√
αkPRk x1 + hRk D2

√
(1 − αk)PRk x2 + η2, (5)

where η1 and η2 denote the AWGN at each destination.
An important parameter that must be optimally determined is αk representing the power

allocation of the transmitting relay Rk to the superimposed signals. Here, the relays poses full CSI of
the {R→D} links and power allocation can be dynamically adjusted in each time slot. The value of αk
is determined in order to increase the chances of successful SIC to decode x1 and x2. Thus, in order to
achieve SIC, the signal-to-interference-plus-noise ratio (SINR), for at least one of the symbols, should
be greater than or equal to a threshold at both destinations. This process is followed by all the relays
except from the possible transmitting one, leading to the formation of the set of relays that can perform
{R→D} NOMA transmissions.

As an illustrative example, the decoding of x2 at both destinations is performed as follows:

ΓRk Dj(PRk ) =
(1 − αk)PRk gRk Dj

αkPRk gRk Dj + σ2
Dj

≥ γj, j ∈ {1, 2}. (6)
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Note that γj ≡ 2rj − 1. Then, once x2 is successfully decoded and subtracted, x1 can be decoded
interference-free at D1 according to:

ΓRk D1(PRk ) =
αkPRk gRk D1

σ2
D1

≥ γ1. (7)

There are different methods of determining the power allocation coefficient αk in NOMA networks.
In this work, power allocation follows the method that was developed in [31] which considered a
two-hop relay network with two destinations with possibly heterogeneous rate requirements, as it
is the case of coexisting IoT devices and users. Since a similar {R→D} link setting is studied here,
readers are referred to that work for more details on calculating αk.

The outage probability of NOMA in the {R→D} link is equal to:

pout{R→D} = P [αk,min > min{1, αk,max}] . (8)

where αk,min and αk,max are expressed as [31]:

αk,min �
γ1σ2

D1

PRk gRk D1

,

αk,max � min

{
PRk gRk D1 − γ2σ2

D1

PRk gRk D1(1 + γ2)
,

PRk gRk D2 − γ2σ2
D2

PRk gRk D2(1 + γ2)

}
.

Likewise, for decoding x1 first at both destinations, we have:

αk,min � max

{
γ1(PRk gRk D1 + σ2

D1
)

PRk gRk D1(1 + γ1)
,

γ1(PRk gRk D2 + σ2
D2
)

PRk gRk D2(1 + γ1)

}
,

αk,max �
PRk gRk D2 − γ2σ2

D2

PRk gRk D2

.

Let vector bRD �
(
bR1D, bR2D, . . . , bRK D

)
be the binary representation of the {R→D} links

satisfying Equations (6) and (7) and so, if a NOMA transmission on the set of links {Rk → D1},
{Rk→D2} is possible, then bRk D = 1. Correspondingly, let vector qRD �

(
qR1D, qR2D, . . . , qRK D

)
be the

binary representation of the feasible links due to the fulfillment of the buffer conditions, i.e., {R→D}
links where relays have non-empty buffers. By FRD, we denote the sets {R→D} links that are feasible
with cardinality FRD.

4.3. Transmission in the {S→R} Link

In this topology, a time slot is dedicated to concurrent {S→R} and {R→D} transmissions. As a
result, if a transmitting relay Rk has been selected, the reception of the other K − 1 relays will experience
the degrading effect of IRI. Regarding the source broadcast signal, as each destination might demand a
different rate rj, j ∈ {1, 2}, and in order to avoid instances of buffer overflowing or underflowing, the
source transmits with rate r1 + r2 [29]. Therefore link SRi, i = k is not in outage when:

ΓSRi (PS) �
gSRi PS

gRk Ri PRk + σ2
i
≥ 2r1+r2 − 1. (9)

On the contrary, link SRi is in outage if γRi < 2r1+r2 − 1, and its outage probability is given by:

pout{S→R} � P

[
gSRi <

(2r1+r2 − 1)(gRk Ri PRk + σ2
i )

PS

]
. (10)

97



Electronics 2019, 8, 1482

The vector bSR �
(
bSR1 , bSR2 , . . . , bSRK

)
with binary elements includes the {S→R} links that

are not in outage. So, if transmission on link SRi is feasible, then bSRi = 1. Similarly, qSR �(
qSR1 , qSR2 , . . . , qSRK

)
represents in a binary form, the feasible {S→R} links due to the fulfillment

of the queue conditions. More specifically, buffer conditions are not violated in case of non-full buffers
in the {S→R} links. Set FSR comprises the feasible {S→R} links. If bSRi = 0 or qSRi = 0, the reception
of the source broadcast signal is not possible on link SRi and thus it is considered to be in outage.

4.4. Discussion and Summary

Regarding the practical implementation of BASSA-NOMA, each relay Rk with packets in its buffer
must compute the values αk,min and αk,max, examining if a NOMA transmission is feasible. Considering
the availability of {R→D} CSI at each Rk, the range of the αk values can be precisely derived. After this
process has been completed, if FRD = ∅, Rk ∈ FRD is chosen as the transmitting relay, having the
maximum number of packets in its buffer. In order to avoid relay selection with outdated CSI, as a
result of centralized CSI acquisition and processing, distributed solutions should be prioritized [14].
A fully distributed method for network coordination relying on BSI has been presented in [9], based on
the use of timers at the relays, setting their values to be inversely proportional to the buffer size of
each relay belonging to FRD.

In addition, the use of {S→R} broadcasting might introduce duplicate packets among the K
relays. As a countermeasure to avoid the possibility of duplicate packets, the two destinations are
employed to broadcast ACKs, including the identity of the successfully received packets, thus enabling
the relays, storing the same packets in their buffers to discard them. If FRD = ∅, no relay exists to
be activated for transmission and the source broadcast transmission is performed without any IRI
degrading the reception of the relays.

Furthermore, the power allocation process in NOMA requires the order with which, the packets
will be decoded at each destination. Thus, the selected transmitting relay Rk must notify both
destinations on the decoding strategy that they must follow. This process can be performed with an
additional bit to the packet’s header. In case the bit value is “0”, D1 will be directed to adopt SIC and
decode its packet interference-free after decoding and subtracting the packet of D2. Simultaneously,
D2 will attempt to decode its packet by treating the signal of D1, as interference. The reverse strategies
are followed when the bit value is “1”. It must be noted that each candidate transmitting relay Rk
evaluates all the possible decoding strategies and when the first one satisfying the rate requirements is
identified, the decoding strategy is broadcasted to D1 and D2.

5. Performance Evaluation

Following the description of the system model in Section 2, BASSA-NOMA’s performance is
evaluated for different network parameters, in terms of outage probability, average sum-rate and
average delay for the transmitted packets. In the simulations, the noise level is assumed to be equal
to 1 mW while the wireless channels are independent non identically distributed (i.n.i.d). Moreover,
two destinations exist, requiring equal rates r1 = r2 = rD = 2 bps/Hz and their channel asymmetry is
defined as σ2

SRk
= σ2

Rk D1
= 4σ2

Rk D2
. In addition, BASSA-NOMA is evaluated under different channel

conditions, in terms of line-of-sight (LoS). When LoS conditions occur, the Rician factor KRice is
assumed to be equal to 10 dB.

In the following paragraphs, comparisons are presented among BASSA-NOMA and other NOMA
and OMA schemes. In order to ensure fairness while comparing NOMA and OMA algorithms, the
OMA transmission in each hop is performed with twice the rate, as for end-to-end communication,
twice the time slots of NOMA are required, with D1 receiving in odd time slots and D2 in even time
slots. Moreover, outages in OMA occur if at two consecutive time slots, all the relays fail to successfully
transmit/receive a packet, while in NOMA, outages are experienced if at an arbitrary time slot, no
relay exists to perform a successful transmission/reception.
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5.1. Comparisons with Other Schemes

Here, comparisons include the OMA schemes of [14] (LoCo − Link) and [39] (OMA RD), as
well as equivalent NOMA-based versions (LoCo − Link–NOMA and NOMA RD). Finally, the hybrid
BA–HD–NOMA/OMA of [31] is compared, where if NOMA fails, a single user Di is served with rate
ri, i ∈ {1, 2}. However, BA–HD–NOMA/OMA is excluded from the outage results, as it cannot be
directly compared to standalone NOMA and OMA [29].

5.1.1. Outage Probability

The first comparison focuses on the outage probability performance, in a network with K = 3
relays and L = 8. The results are included in Figure 2. Firstly, it can be seen that among the HD
schemes, the NOMA-based versions provide improved outage probability compared to their OMA
equivalents, as optimal power allocation is performed, exploiting the availability of {R→D} CSI.
Moreover, for high transmit SNR values, BASSA-NOMA outperforms the outage performance of both
HD NOMA schemes. This behaviour stems from the successive {S→R} and {R→D} transmissions at
each time slot, as SuR allows more packets to be distributed at the relays due to source broadcasting,
while instances of full buffers and reduced diversity are avoided, as a result of the transmitting relay’s
NOMA transmissions at each time slot.

Figure 2. Outage probability for K = 3, L = 8 and various algorithms.

5.1.2. Average Sum-Rate

Regarding the average sum-rate performance, Figure 3 presents the results for different
relay selection schemes, in a network with K = 3 relays and L = 8. For low transmit SNR,
BA–HD–NOMA/OMA provides the best performance, as it can maintain a higher sum-rate by
switching to OMA when NOMA power allocation is insufficient to improve the SIC performance.
However, after 12 dB, BASSA-NOMA provides clear gains, as it is the only scheme that can achieve FD
transmissions, capitalizing on the SuR principle, even if it introduces IRI to the network. More
importantly, the source’s broadcast transmissions, enabling K − 1 relays to attempt a reception
improves the chances of successful {S→R} communication, without requiring CSI at the source,
thus entailing reduced coordination overheads.
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Figure 3. Average sum-rate for K = 3, L = 8 and various algorithms.

Next, the effect of increasing the number of available relays K is evaluated in Figure 4. It is evident
that by increasing K, the effect of IRI in the network can be mitigated, as with each additional relay, the
available degrees of freedom are increased. Moreover, it can be seen that having the minimum number
of relays for SuR, i.e., K = 2 results in significantly worse performance, compared to K = 3 and K = 4.
In this case, the network is much more vulnerable to both IRI and instances of reduced diversity when
buffers are empty or full.

Figure 4. Average sum-rate for BASSA-NOMA (buffer-aided and successive single-antenna
non-orthogonal multiple access)for varying K and L = 8.

Another sum-rate comparison is given in Figure 5. Here, K = 3 relays and L = 8 and each time
different rate requirements are considered. From the results, it can be observed that as the transmit
SNR increases, the sum-rate that can be supported by the network increases as well. Thus, it should
be noted that, in highly dynamic topologies where the average SNR conditions abruptly change,
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there is significant potential in adopting BASSA-NOMA and adjusting its operation for adaptive rate
transmissions by the source and the transmitting relay.

Figure 5. Average sum-rate for BASSA-NOMA for K = 3, L = 8 and varying rate requirements.

5.1.3. Average Delay

In BA relay networks, the average delay performance is of high importance, as inefficient selection
schemes might lead to packets residing in the buffers for a large number of time slots. So, the final
comparison in Figure 6 deals with the average delay performance of the transmitted packets for various
selection schemes. In this comparison, it can be seen that all the schemes converge to an average delay
of one time slot. This is the result of integrating DA mechanisms in every scheme. Nonetheless, as it
was shown in the sum-rate comparisons, BASSA-NOMA transmits twice the number of packets for
high transmit SNR and thus the average delay performance corresponds to an increased number of
transmitted packets, compared to the HD schemes.

Figure 6. Average delay for K = 3, L = 8 and various algorithms.
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5.2. Evaluation for Varying Channel Conditions

Departing from comparing different relay selection schemes under Rayleigh fading, we now focus
on evaluating BASSA-NOMA for different wireless channel conditions, in terms of LoS connectivity in
each hop.

5.2.1. Outage Probability

In Figure 7, four different wireless settings are compared, depending on the LoS conditions in
each hop. It can be seen that when LoS conditions occur in the {R→D1} link while the {S→R} links
experience NLoS channels, for low and medium SNR, improved performance is observed as the
chances for successful NOMA increase due to the channel asymmetry, allowing more efficient power
allocation to be performed. Still, as SNR increases beyond 18 dB and thus NOMA can be efficiently
performed without LoS conditions, the same performance is experienced as in the case of Rayleigh
fading in both hops. On the contrary, for the case of LoS conditions only in the {S→R}, improved
diversity is observed after 18 dB. Overall, the best performance is exhibited in the topology where LoS
and Rice fading exist in both the {S→R} and {R→D1} links, limiting the instances of unsuccessful
reception by the relays in the first hop and increasing the chances for successful NOMA transmission
to both destinations.

Figure 7. Outage probability for K = 3, L = 8 and varying channel conditions.

5.2.2. Average Sum-Rate

Then, Figure 8 depicts the average sum-rate performance of the four topologies where
BASSA-NOMA is adopted. It can be seen that the case of Rayleigh fading in both hops provides
the worst performance, as in the low and medium SNR, NOMA cannot be efficiently performed,
while the source’s broadcast transmissions reaches a diversity threshold in the fow SNR regime. The
mixed cases of Rice and Rayleigh fading follow their respective outage probability performance,
each offering improved performance for low to medium SNR ({S→R} with Rayleigh and {R→D1}
with Rice) and high SNR ({S→R} with Rice and {R→D1} with Rayleigh). Again, the best sum-rate
results are achieved in the topology with Rice fading in both the {S→R} and {R→D1} links, thus
highlighting the importance of using relays, having optimized positions in relation to the source and
the destinations. This behavior strengthens the importance of using mobile relays in wireless networks,
where dynamic repositioning can be performed, exploiting the CSI at the relays.
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Figure 8. Average sum-rate for K = 3, L = 8 and varying channel conditions.

6. Conclusions and Future Directions

The ever-increasing desire of users to enjoy highly demanding services, in terms of rate and delay
has put excessive stress on wireless networks. At the same time, recent breakthroughs have lead to the
development of novel transmission techniques, improving the performance of wireless deployments.
Moreover, the heterogeneity of wireless networks, comprising nodes with different hardware and
processing capabilities cannot be ignored and thus efficient algorithms must be devised, offering high
performance with low-complexity implementation, exploiting apart from fixed infrastructure-based
relays, users and mobile relay nodes. This work focused on leveraging the capabilities provided
by low-complexity single-antenna cooperative relays with buffers and non-orthogonal multiple
access. More specifically, an opportunistic relay selection algorithm was developed, allowing a cluster
of single-antenna relays to operate in full-duplex mode through the successive relaying principle.
In addition, buffering facilitated the seamless combination of half-duplex relaying with successive
source broadcasting and relay transmissions, enhancing the reliability of the two-hop NOMA relay
network, and lowering the delay of the transmission, while increasing the number of transmitted
packets to both destinations.

The findings in this study provide further opportunities to investigate the applicability of
BASSA-NOMA in different scenarios. An important process towards improving the performance
of NOMA networks is to form user clusters, in order to exploit channel asymmetries and different
rate requirements. So, the integration of efficient clustering algorithms [40], improving the chances
for SIC and user fairness, is of high importance. Moreover, in this work, we focused on a
two-user topology and leveraged efficient power allocation for improved NOMA performance.
Nonetheless, aiming to support massive connectivity requirements of 5G and beyond networks,
the generalization of the BASSA-NOMA operation to topologies with arbitrary numbers of users is
necessary. Moreover, the advantage of BASSA-NOMA, in terms of reliability can be beneficial to aerial
networks where connectivity conditions are subject to abrupt changes. Finally, adjusting the operation
of BASSA-NOMA with adaptive rate transmissions represents another interesting direction to further
improve the performance of NOMA relay networks.
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Abbreviations

The following abbreviations are used in this manuscript:

5G Fifth Generation
ACK Acknowledgment
AWGN Additive White Gaussian Noise
BA Buffer-Aided
BASSA Buffer-Aided Successive Single-Antenna
BSI Buffer State Information
CD Code Domain
CSI Channel State Information
DA Delay-Aware
DDA Delay- and Diversity-Aware
DF Decode-and-Forward
FD Full-Duplex
HD Half-Duplex
HRS Hybrid Relay Selection
IoT Internet-of-Things
IRI Inter-Relay Interference
LoCo Low-Complexity
LoLA4SOR Low-Latency for Successive Opportunistic Relaying
LoS Line-of-Sight
MMRS Max-Max Relay Selection
NACK Negative-Acknowledgment
NLoS Non-Line-of-Sight
NOMA Non-Orthogonal Multiple Access
OMA Orthogonal Multiple Access
ORS Opportunistic Relay Selection
PD Power Domain
RD Relay-Destination
SD Source-Destination
SFD Space Full-Duplex
SIC Successive Interference Cancellation
SINR Signal-to-Interference-plus-Noise Ratio
SNR Signal-to-Noise Ratio
SR Source-Relay
SuR Successive Relaying
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Abstract: This paper describes a compact patch antenna intended for medical body area network.
The antenna is fed using a proximity coupling scheme to support the antenna that radiates in the free
space and on the human body at the 2.45 GHz ISM band. The conductor plane is placed 2 mm or
0.0163λ0 (λ0 is free space wavelength at 2.45 GHz) below the antenna to reduce backward radiation to
the human body. Separation distance must be kept above 2 mm, otherwise, gain of the proposed
antenna decreases when antenna is situated on the human body. The L-shape feed line is introduced
to overcome impedance mismatch caused by the compact structure. The coupling gap between the
proposed antenna and the length of the L-shape feed line are optimized to generate dual resonances
mode for wide impedance bandwidth. Simulation results show that specific absorption rate (SAR) of
the proposed antenna with L-shape feed line is lower than conventional patch antenna with direct
microstrip feed line. The proposed antenna achieves impedance bandwidth of 120 MHz (4.89%) at the
center frequency of 2.45 GHz. The maximum gain in the broadside direction is 6.2 dBi in simulation
and 5.09 dBi in measurement for antenna in the free space. Wide impedance bandwidth and radiation
patterns insensitive to the presence of human body are achieved, which meets the requirement of
IoT-based wearable sensor.

Keywords: low profile antenna; impedance matching; medical body area network; dual resonances

1. Introduction

As the awareness for preventive healthcare grows, developments of antennas for wireless body
area networks (WBANs) have been increased gradually. Remote monitoring in medical applications
includes wearable devices available in various forms: implanted, body-centric, and textile-based
sensors. Several frequency bands have been allocated for WBAN communication systems, which
include industrial, scientific, and medical (ISM) band (2.4–2.48 GHz), and ultra wideband (UWB,
3.1–10.6 GHz) [1]. Transient characterization of body-centric wireless communications was conducted
on UWB body-worn antennas to detect pulses at various postures of test subject. Preservation of the
shape of the received pulse was demonstrated in [2]. An on-body propagation channel for hearing
aids and its link loss model at 2.45 GHz ISM band was proposed [3]. In recent years, 2.45 GHz band
has been allocated by FCC and ETSI (European Standards Organization) for the medical body area
network (MBAN). The MBAN system is intended for vital physiology parameters monitoring such as
blood pressure, electrocardiogram (ECG), and glucose level [4].

In smart MBAN application, antennas used for off-body communication include interaction
between sensors attached to or implanted in human body to external terminal. A study by Hall et al. [5]
shows that antenna in the vicinity of human body suffers from unstable surface currents due to the
near field coupling with the human body. The body area communication network requires antenna
to have stable reflection coefficient and radiation pattern, irrespective of its working environment.

Electronics 2020, 9, 21; doi:10.3390/electronics9010021 www.mdpi.com/journal/electronics107
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Microstrip patch antennas reported in the literatures have a narrowband with high Q-factor, thus the
input impedance of the antennas was susceptible to proximity coupling with the human body, resulting
in poor radiation efficiency.

Various antenna designs have been proposed for MBAN applications such as planar inverted-F
antennas (PIFAs) [6,7], electromagnetic bandgap-backed (EBG) monopole antenna [8], dual-mode
switchable antennas [9,10] and stacked antennas [11–13]. Most of the reported antennas were driven
by coaxial probes affixed orthogonally to the body surface. The protruded SMARF (subminiature
version a radio frequency) connector is not suitable for wearable devices. Radiation pattern diversity
in the dual mode switchable antenna raises a unique power requirement for the antenna to operate in
off-body communication links [9,10]. Low profile printed antennas backed by EBG-reflector consist
of a periodic structure that reduces electromagnetic leakage to the human body, but its operation
bandwidth is limited by the reflection phase characteristic of the periodic EBG-structure [8]. Apart from
the EBG-based reflector, a conductor plate can be used to reduce human body loading effect, but the
separation gap between microstrip patch antenna (MSA) and conductor plane must be larger than
a quarter wavelength, λ0/4 (λ0 is a wavelength in free space). This is due to out-of-phase reflected
signal from conductor plane that cancels out a normally incident plane, which causes impedance
mismatch at the input port of the antenna [14]. So, how could low profile structure (air gap less than
λ0/4) be achieved in MSA backed by a conductor plate, without compromising on antenna height
and performance?

In this work, a novel L-shape proximity feeding scheme is proposed to obtain a low-profile antenna
backed by a conductor plate. Wideband frequency response is achieved through dual resonances
mode from L-shape feed line and the antenna. The length and coupling gap of the L-shape feed line
are optimized to overcome the impedance mismatch caused by the small separation gap between
the antenna and conductor plate. Antenna performances are evaluated in the aspect of reflection
coefficient, radiation pattern, specific absorption rate in the free space, and on the human body.

2. Antenna Design

Figure 1a–c shows the direct-fed microstrip patch antenna (D-fed Rect-MSA), the proximity-fed
rectangular MSA (P-fed Rect-MSA), and the proximity-fed I-shape MSA (P-fed I-shape MSA). First of
all, the same patch size is used for D-fed Rect-MSA and P-fed Rect-MSA as shown in Figure 1a,b.
Next, the length la of P-fed Rect-MSA is reduced to I-shape (Figure 1c) to decrease patch size.
Last, impedance matching of the input port of P-fed Rect-MSA is achieved by using L-shape feed line.
In the experimental results, the proposed P-fed I-shape MSA in Figure 1c is compared with the D-fed
Rect-MSA in Figure 1a for antenna performance in the free space and on human body. Design and
analysis of D-fed Rect-MSA, P-fed Rect-MSA and P-fed I-shape MSA are performed using FDTD-based
full wave electromagnetic simulation software Remcom XFdtd.

   
(a) (b) (c) 

Figure 1. Geometry of the direct-fed (D-fed) antenna and the proximity-fed (P-fed) antennas. (a) D-fed
Rect-MSA; (b) P-fed Rect-MSA; (c) proposed P-fed I-shape MSA.
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2.1. Antenna Design and L-Shape Feeding Scheme

The patch antenna of D-fed Rect-MSA and P-fed Rect-MSA is set to 0.253λ0 × 0.253λ0 at 2.45 GHz
(wp = wa and lp = la, refer to Figure 1a,b) for comparison purpose. Next, the patch antenna of the
proposed P-fed Rect-MSA, which exhibits broad impedance bandwidth, is reduced to become I-shape
as shown in Figure 1c. After the size of the antenna is reduced, a drastic increase of the resistance
and reactance of the input port of the antenna at 2.45 GHz are observed. Therefore, L-shape feeding
scheme is proposed and used to match impedance between P-fed I-shape MSA and feed line. The D-fed
Rect-MSA and P-fed I-shape MSA (proposed) are fabricated on 3.2 mm substrate with dielectric
constant εr = 3.3, and tan δ = 0.003 for comparison purpose. The resonance frequency from L-shape
feed line is estimated, as follows:

fL-shape =
1

2π
√(

L f Cg
) (1)

Lf is the total inductance from lf1 and lf2 of the L-shape feed line; Cg is the capacitance associated with
the coupling gap g shown in Figure 1b,c. The effect of the coupling gap on resonance frequency in
Equation (1) will be discussed in simulation results.

The design procedure starts by setting antenna resonance frequency to 2.45 GHz. In Figure 1b,c,
the L-shape feed line is proposed and placed in the vicinity of P-fed Rect-MSA to generate two
resonance frequencies in order to obtain wide impedance bandwidth. Next, the patch size of P-fed
Rect-MSA is reduced to become P-fed I-shape MSA, which is suitable for wearable sensors. To reduce
the human body loading effect on the antenna performance, a conductor plate is placed on the bottom
of the antenna. The separation gap between the conductor plate and antenna is kept small to realize
low profile structure. However, the low profile structure leads to a poor reflection coefficient in the
proposed P-fed I-shape MSA backed by the conductor plate. To improve the reflection coefficient,
key parameters such as coupling length lf1 and coupling gap g of L-shape proximity feeding scheme
are studied to reduce high impedance at the input port.

2.2. Parameter Analysis to Achieve Wideband Response

At the beginning of the antenna design, an identical patch antenna that resonates at 2.45 GHz
is chosen for D-fed Rect-MSA and P-fed Rect-MSA. The antennas are then fed by difference feeding
techniques for comparison purpose. Figure 2 shows simulated reflection coefficients for D-fed Rect-MSA
and P-fed Rect-MSA in the free space. By using the proximity feeding scheme presented in this work,
the simulated impedance bandwidth of P-fed Rect-MSA is 1.8 times wider than the one in D-fed
Rect-MSA, owning to the dual resonances mode generated by the L-shape feed line and the patch
antenna. To obtain a wide impedance bandwidth, the physical length lf1 of the L-shape feed line of
P-fed Rect-MSA is optimized to generate lower resonant mode from L-shape feed line at 2.4 GHz.

After the length la of P-fed Rect-MSA in Figure 1b is reduced from 31 mm (0.253λ0) to 27 mm
(0.221λ0), the upper resonant frequency is shifted from 2.45 GHz to 2.72 GHz as illustrated in Figure 3a.
Following the length reduction (la) of P-fed Rect-MSA, the upper and lower resonant frequencies fall
apart (dashed black line in Figure 3a). Figure 3b also demonstrates shift in upper resonance frequency
and drastic increase of Ohmic resistance at 2.45 GHz ISM band after the length la of rectangular P-fed
Rect-MSA is reduced (from 31 mm to 27 mm). To overcome the impedance mismatch between the
antenna and the L-shape feed line at 2.45 GHz, the center body of P-fed Rect-MSA is truncated to
become P-fed I-shape MSA. As a result, the upper resonant frequency is shifted back to 2.45 GHz ISM
band and the two resonant frequencies become close to each other again (solid red line showed in
Figure 3a). By increasing the length ls of truncated section in P-fed I-shape MSA, Ohmic resistance at
the input port is matched to 50 Ω at 2.45 GHz ISM band, as depicted in blue and red lines of Figure 3b.
The dual resonances mode with good reflection coefficient is achieved when ls is increased to 5.6 mm.
Then, the center frequency of P-fed I-shape MSA is adjusted to 2.45 GHz by truncating upper-left and
lower-right corners (lc = 2.4 mm) of the P-fed I-shape MSA.
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Figure 2. Simulated reflection coefficient of D-fed (direct-fed) Rect-MSA and P-fed (proximity-fed)
Rect-MSA (g = 0.5 mm, la = 27 mm).

(a) 

 
(b) 

Figure 3. Length ls is adjusted to bring input resistance of P-fed I-shape MSA close to 50 Ω at 2.45 GHz
ISM band, after P-fed Rect-MSA in dashed black line (g = 0.5 mm, la = 31 mm, ls = 0 mm) is miniaturized
to become P-fed I-shape MSA (g = 0.5 mm, la = 27 mm, ls varies from 2.3 mm to 5.6 mm). (a) Simulated
reflection coefficient; (b) Input resistance Rin.

Figure 4 shows optimization of the coupling gap g between the I-shape patch and the L-shape feed
line of P-fed I-shape MSA in order to improve reflection coefficient. A wide impedance bandwidth
is realized by adjusting the coupling gap g of the L-shape feed line to reduce inductive reactance at
the input port of the proposed antenna. After the coupling gap g is reduced from 0.8 mm to 0.2 mm,
inductive reactance is reduced to half of its initial value at 2.45 GHz ISM band as depicted in Figure 4b.
As a result, wide impedance bandwidth with reflection coefficient less than 10 dB criterion from 2.36
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to 2.48 GHz is obtained in the free space (dashed black line in Figure 4a). From parametric analysis
in Figures 2–4, the process of obtaining wideband characteristic through L-shape proximity feeding
scheme can be summarized, as follows: (1) length ls of truncated section of P-fed I-shape MSA is
increased to bring upper and lower resonance frequencies to be close to each other. (2) Coupling gap g
is decreased to reduce inductance of the input impedance, so that wide impedance bandwidth with
reflection coefficient less than 10 dB criterion could be achieved.

  
(a) (b) 

Figure 4. Input impedance matching in P-fed I-shape MSA through coupling gap g adjustment (refer to
Table 2 for dimensions of the antenna). (a) Simulated reflection coefficient; (b) input reactance, Xin.

The Smith chart in Figure 5 describes impedance matching of the proposed P-fed I-shape MSA
using the L-shape feed line. After the proposed antenna size is reduced, the input impedance of
the antenna increases drastically, especially resistance at the input port of the antenna at 2.45 GHz
(Figure 3). Next, the coupling gap between the L-shape feed line and the antenna is reduced to 0.5 mm
to make the proposed antenna to become less inductive (Figure 4). Finally, two corners of the proposed
antenna are truncated to move input impedance at 2.45 GHz closer to circle centered at the coordinate
(0, 0) where Z = 50 Ω, as shown by yellow node in the smith chart.

Figure 5. Input impedance optimization after the size of the antenna is changed from rectangular shape
(Figure 1b) to I-shape MSA (Figure 1c).

2.3. Conductor Plate in Low Profile Antenna Affixed to Human Body

Figure 6 shows the geometry of P-fed I-shape MSA and simulation setup for antennas affixed
to the human body. The proposed antenna is placed on above 200 × 200 mm2 tissue model which
consists of skin, fat, and muscle, mimicking human tissue. Table 1 shows dielectric properties obtained
from IT’IS Foundation for human tissue model. To reduce backward radiation to the human body,
the conductor plate is proposed and placed below the antenna. D-fed Rect-MSA and P-fed I-shape
MSA, which are placed in the free space and on human body, are simulated in the following conditions:
without the conductor plate, and with the conductor plate. When the 50 × 50 mm2 conductor plate is
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placed 2 mm below the P-fed I-shape MSA, the antenna has a poor reflection coefficient. The impedance
matching technique through the L-shape feed line discussed in Section 2.2 is repeated until the input
impedance of the proposed antenna is approximately 50 Ω at 2.45 GHz. Compared with the D-fed
Rect-MSA, the proposed P-fed I-shape MSA has more key parameters (coupling gap g, and truncated
section of I-shape antenna, ls) to tune for impedance matching.

 
(a) (b) 

Figure 6. Geometry of the proposed P-fed I-shape MSA. (a) Proposed antenna after downsizing;
(b) simulation setup on the multi-layer tissue model.

Table 1. Multilayer human tissue model [15].

Tissue Relative Permittivity εr Electric Conductivity (S/m) Tissue Thickness (mm)

Skin 38.1 1.43 1 mm
Fat 10.8 0.26 2 mm

Muscle 52.8 1.74 10 mm

Figure 7 shows the effect of separation distance between the proposed P-fed I-shape MSA and
conductor plate on the gain performance of the antenna. The separation distance is varied from 1 mm
to 4 mm, then the gain of antenna in the free space and on human body are observed. Figure 7a shows
the simulated gain of the antenna on the multi-layer tissue model (when the separation distance is
4 mm) is above 6 dBi across 2.45 GHz ISM band, which is higher than the gain of the antenna in the
free space. Low gain in the free space is due to limited size (50 × 50 mm2) of the ground plane and
reflector used. However, the increase of contact area between the human body and reflector enlarges
the conductor plate electrically. A separation distance of 2 mm (Figure 7b) is suitable for this work,
since the gain difference between the antenna in the free space and on the human body is less than
1 dB at 2.45 GHz ISM band. When the separation distance is reduced further to 1 mm, the human
body loading effect reduces the gain of the antenna on the human body (Figure 7c). The gain difference
between the antenna on the human body and antenna in the free space is more than 1 dB. For MBAN
application, it is recommended to keep the gain of the antenna consistent in the free space and on
human tissue. Otherwise, the gain difference corresponds to the working environment, which may
raise the demand of the RF power amplifier with auto gain control (AGC) feature for body area network
communication. Therefore, the separation distance of 2 mm is chosen in this work to obtain stable gain
for the antenna in the free space and on the human body.
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(a) (b) 

 
(c) 

Figure 7. Effect of separation distance between the proposed P-fed I-shape MSA and conductor
plate, simulated in the free space and on the human body; size of the antenna and conductor plate
is 50 mm × 50 mm. (a) Separation distance = 4 mm; (b) separation distance = 2 mm; (c) separation
distance = 1 mm.

Figure 8 shows the simulated reflection coefficient for the D-fed Rect-MSA and P-fed I-shape MSA
in the free space and on the multi-layer tissue model. The operation bandwidth of the proposed P-fed
I-shape MSA at 2.45 GHz ISM band is wider than the D-fed Rect-MSA, irrespective of the working
environment. The D-fed Rect-MSA suffered a 30 MHz frequency shift after the antenna is moved
from the free space to the human body. It is worth mentioning that the proposed P-fed I-shape MSA
exhibits reflection coefficient less sensitive to human body loading effect. The resonance frequency
of the proposed P-fed I-shape MSA experiences only 10 MHz frequency shift at upper frequency.
It is worth noting that the reactance component of the proposed L-shape feed line is more robust to
the change in the working environment from the free space to the human body, which satisfies the
requirements of MBAN applications.

Figure 9a shows the influence of the conductor plate’s size on the gain response of the proposed
antenna in the free space. As can be seen, the conductor plate acts as a reflector for P-fed I-shape
at certain frequencies, start from2.45 GHz to 2.5 GHz. The size of the conductor plate determines
front-to-back (F/B) lobe ratio, where the antenna backed by larger conductor plate has higher gain than
the one backed by 50 × 50 mm2 conductor plate (Figure 9a). Since this work focuses on the compact
antenna design, the 50 × 50 mm2 (0.4λ0 × 0.4λ0) conductor plate is selected because it has stable gain at
center frequency (2.45 GHz) for the antenna in the free space and on human body. Figure 9b shows
the contribution of the conductor plate on the gain of P-fed I-shape MSA when it is placed on human
body and simulated as follows: (1) P-fed I-shape MSA with conductor plate; (2) P-fed I-shape MSA
without conductor plate. For the P-fed I-shape MSA without the conductor plate, gain degradation
exceeds 1.5 dB due to human body loading effect, while the gain of the P-fed I-shape MSA backed
by the conductor plate is slightly affected. Additionally, gain variation in P-fed I-shape MSA backed
by the conductor plate when the working environment is changed (from the free space to the human
body) is less than 1 dB from 2.42 GHz to 2.5 GHz.
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Figure 10a shows the radiation efficient of the proposed P-fed I-shape MSA and D-fed Rect-MSA
in the free space. Across the 2.45 GHz ISM band, the proposed P-fed I-shape MSA and D-fed Rect-MSA
have radiation efficiency over 90%. As for the D-fed Rect-MSA, radiation efficiency starts to decrease
when operating frequency is located below or above the center frequency (2.46 GHz). Loss due
to impedance mismatch in the direct microstrip feed line of D-fed Rect-MSA limits beamwidth of
the antenna. Figure 10b shows radiation efficiency of the proposed P-fed I-shape MSA and D-fed
Rect-MSA when the antennas are affixed to the human body. Compared with the D-fed Rect-MSA,
the radiation efficiency of the proposed P-fed I-shape MSA is less affected by human body loading.
Although decrease in radiation efficiency of the P-fed I-shape MSA affixed to human body is observed,
the antenna’s radiation efficiency exceeds 80% from 2.44 GHz to 2.54 GHz.

(a) 

 
(b) 

Figure 8. Shift in resonance frequency due to human body loading effect. (a) D-fed Rect-MSA;
(b) proposed P-fed I-shape MSA (refer to Table 2 for the dimensions of the related antennas).

114



Electronics 2020, 9, 21

(a) 

(b) 

Figure 9. Influence of the conductor plate size on the gain of the proposed antenna (refer to Table 2 for
dimensions of the proposed antenna). (a) P-fed I-shape MSA in the free space only; (b) P-fed I-shape
MSA in the free space and on the human body.

 
(a) (b) 

Figure 10. Radiation efficient of P-fed I-shape MSA and D-fed Rect-MSA backed by conductor plate.
(a) Antennas in the free space; (b) antennas on the human body.

Figure 11 shows simulated 3D radiation patterns for the P-fed I-shape MSA backed by conductor
plate in the free space and on the human body at 2.45 GHz, in Figure 11a,b respectively. The back
lobe level decreases when the operating environment is changed from the free space to human body.
For the antenna affixed onto the human body, the area of contact between the conductor plate of the
P-fed I-shape MSA increases, thus the conductor plate becomes electrically large to suppress backward
radiation. The gain scale in Figure 11 shows gain of the antenna on the human body remains at 6.2 dBi
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regardless of the operating environment, however, the back lobe level is suppressed when the antenna
is moved from the free space (Figure 11a) to the human body (Figure 11b). Next, the specific absorption
rate is used to calculate average radiated power absorbed by human tissue due to electromagnetic
(EM) leakage from the proposed antenna.

 
(a) (b) 

Figure 11. 3D radiation patterns of the P-fed I-shape MSA backed by conductor plate at 2.45 GHz in
xz-plane. (a) Antenna in the free space; (b) antennas on the human body.

2.4. Specific Absorption Rate (SAR)

Amount of EM energy absorbed by the human body could be measured through specific absorption
rate (SAR). According to FCC regulations [16] and IEEE C95.1 [17], EM energy absorbed by the human
body should not exceed 1.6 W/kg averaged over 1 g of tissue. Figure 12 shows the SAR simulation
setup for the proposed antenna (backed by conductor plate) placed on multi-layer tissue. For SAR
evaluation, an identical simulation environment is used to evaluate SAR for D-fed Rect-MSA and the
proposed P-fed I-shape MSA, i.e., 50 × 50 mm2 conductor plate size is used. It is worthy to mention that
the maximum SAR in the P-fed I-shape MSA is 0.6414 W/kg, which is lower than SAR = 1.524 W/kg
in D-fed Rect-MSA when the incident power density at the antenna surface is 100 mW/cm2 (based
on FCC-regulated maximum power density). Low SAR in the proposed P-fed I-shape MSA is in
agreement with simulation results in Figure 11b, which shows that the back lobe is suppressed when
the P-fed I-shape MSA backed by the conductor plate is moved from the free space to the human body.
Next, the P-fed I-shape MSA and D-fed Rect-MSA are fabricated, measured, and compared to verify
the robustness of the antennas against human body loading effect.

Figure 12. Specific absorption rate (SAR) simulation setup to calculate electromagnetic energy absorbed
by human tissue.
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3. Fabrications

The proposed P-fed I-shape MSA and D-fed Rect-MSA were fabricated for comparison purpose.
The antennas were fabricated on polyphenylene ether (PPE) substrate (inset of Figure 13). Styrofoam is
then inserted as a spacer between antennas (substrate thickness ta = 3.2 mm) and conductor plates
(substrate thickness tr = 0.8mm). The total antenna height, including the conductor plate and styrofoam
(st = 2 mm), is 6 mm. The final dimensions of the P-fed I-shape MSA are listed in Table 2. SMA RF
connectors were mounted on the rear side of the antennas to ensure that the conductor plate on the
bottom of the P-fed I-shape MSA and D-fed Rect-MSA is in contact with the human body.

(a) 

 
(b) 

Figure 13. Simulated and measured reflection coefficient of the antenna in the free space and on human
body. (a) D-fed Rect-MSA; (b) P-fed I-shape MSA.

Table 2. Dimension of the proposed P-fed I-shape MSA of Figure 6 (units in mm).

wa la ws ls wf lf1 lf2 g lc st

31.4 27.0 6.0 5.6 1.0 17.7 6.0 0.5 2.4 2.0

4. Experimental Results

The proposed antenna (P-fed I-shape MSA) is compared with D-fed Rect-MSA for the antenna in
the free space and on the human body. Keysight 8719D vector network analyzer (50 MHz to 13.5 GHz)
was used to measure reflection coefficients of the antennas in the free space and on human body.
To investigate the human body loading effect, the proposed antenna was affixed on different parts
of the human body by using adhesive tape. Radiation patterns and antenna gain were measured
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and validated in the anechoic chamber. Horn antenna (Microwave Factory MDH0118) was used as
pre-calibrated standard gain antenna to measure the radiation patterns of the proposed antenna. The
gain of the proposed antenna is measured and calculated by using the gain comparison method.

4.1. Human Body Loading Effect on the Antenna Reflection Coefficient

Figure 13 shows the reflection coefficients of the proposed P-fed I-shape MSA and D-fed Rect-MSA
in the free space and on the human body. As can be seen in the figure, measured reflection coefficients
of the antennas in the free space and on the human body are agreed with simulation ones. Comparison
of Figure 13a with Figure 13b demonstrates that, in the presence of the human body, the L-shape
proximity feeding scheme introduced in this work is more robust to the change of working environment,
compared with direct feeding scheme in D-fed Rect-MSA. In simulation results, lower resonance
frequency of P-fed I-shape MSA disappears when the antenna is affixed onto human tissue model.
Contrarily, the measurement result shows lower resonance frequency and is not affected when the
antenna is affixed to the wrist. The disagreement in the lower resonance frequency between simulation
and measurement happens because the area of the wrist exposed to the electromagnetic wave is smaller
than than in the human tissue model (200 mm × 200 mm) used in the simulation. To further verify
the measured result, extra measurements on the reflection coefficients of the antenna were made on
different parts of human body.

Figure 14 shows the measured reflection coefficient of the P-fed I-shape MSA affixed to various
positions on the human body. It can be observed that measured reflection coefficient is insensitive to
being situated in close proximity to the human body. Reflection coefficient is only slightly affected when
the antenna is moved from wrist to the upper arm and chest. The proposed antenna has impedance
bandwidth (satisfies reflection coefficient less than 10-dB criterion) of 120 MHz at 2.45 GHz ISM band,
which is wider than D-fed Rect-MSA.

Figure 14. Measured reflection coefficient of the proposed I-shape MSA on difference parts of the
human body.

4.2. Radiation Patterns and Measured Gain

Figures 15 and 16 shows normalized radiation patterns for the proposed P-fed I-shape MSA at
xz plane (ϕ = 0◦) and yz plane (ϕ = 90◦) at 2.45 GHz. In Figures 15 and 16, all dataset in xz plane
(co-polarized Eϕ) and yz plane (co-polarized Eθ) are divided by the peak gain at their respective planes.
Next, the normalized gain is plotted starting from the maximum value of 0 dB. Figure 15a,b shows,
for the case of antenna in the free space, the measured radiation patterns coincidence with the simulated
ones at broadside scenario along the positive z-axis. Simulated gain is 6.2 dBi and the measured gain is
5.09 dBi at 2.45 GHz along z-axis. Measured radiation patterns in both planes (xz-plane and yz-plane)
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are agreed with the simulations results for the antenna placed in the free space. By considering the
reliability of the simulation results, broadside radiation patterns coincident to the simulation results
are expected for the antenna affixed to the human body.

 
Figure 15. Simulated and measured radiation patterns of P-fed I-shape MSA at 2.45 GHz for antenna
used in off-body communication. (a) xz-plane; (b) yz-plane.

Figure 16. Radiation patterns of P-fed I-shape MSA at 2.45 GHz for antenna in the free space (solid)
and on human body (dashed). (a) xz plane; (b) yz plane.

Figure 16 shows the dominant electric fields in the observation planes (Eϕ in xz plane, Eθ in yz
plane) for the antenna in the free space and on the human body. The proposed P-fed I-shape MSA
has stable antenna gain at broadside, even when the antenna is being situated on the human body.
The radiation pattern of the antenna on the human body is unidirectional, which is similar to radiation
pattern of the antenna in the free space. The Eϕ and Eθ components of the P-fed I-shape MSA in free
space are slightly lower than the one affixed to the human body, due to the high back lobe of the
antenna placed in the free space, which has a limited area of conductor plate (50 × 50 mm2). When the
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proposed antenna is affixed to the human body, the contact area between the conductor plate and the
human body becomes electrically large, therefore the back lobe level is suppressed.

Table 3 shows comparisons of the proposed antenna with other state-of-art antennas for the body
area network. There are distinct differences between unidirectional antennas and omnidirectional
UWB antennas in terms of gain characteristic and impedance bandwidth, therefore antennas with
unidirectional characteristics are selected for comparison. As can be seen in the table, the proposed
antenna has an operation bandwidth almost the same as EBG-backed antenna. Wide impedance
bandwidth is achieved in the work, owing to extra resonance from L-fed feed line. For low profile
antennas discussed, the size of conductor plate in the proposed work is slightly smaller than
a metasurface that consists of periodic structure [7,8]. Gain difference between the proposed antenna
in the free space and on the human body is less than 1 dB across 2.45 GHz ISM band. Air gap of 2 mm
(0.016λ0) in the proposed antenna is smaller than air gap in EBG-backed antennas in [7,8]. Regardless
of the operating environment, gain of the proposed antenna has a stable radiation pattern which makes
its suitable to be deployed on the human body and remote terminals.

Table 3. Performance comparison with other state-of-art wearable antennas.

Ref.
Size (mm3)
w × l × h *1 Size Comparison f 0 (GHz) Radiation Pattern BW (MHz) Max. Gain *2 (dBi)

[7] 83 × 83 × 7 321.5% 2.45 Unidirectional 130 4.5
[8] 68 × 38 × 6.6 113.7% 2.45 Unidirectional 119.6 6.88
[9] π(24)2 × 3.2 38.6% 2.45 Unidirectional 25 3.83

This work 50 × 50 × 6 100% 2.45 Unidirectional 120 5.09

*1 Total height of antenna includes antenna thickness, air gap and EBG (electromagnetic bandgap) plate or conductor
plate. *2 Measured peak gain for antenna in the free space.

5. Conclusions

A compact microstrip patch antenna backed by a conductor plane has been presented.
The conductor plate functions as reflector, and is placed below the antenna to suppress EM radiation
to the human body. The proposed antenna with the L-shape proximity feeding scheme generates
a dual-resonances mode for a wide impedance bandwidth. Additionally, the proposed feeding scheme
offers more parameters for impedance matching in order to realize low profile antenna. A prototype
was designed, fabricated, and compared with the conventional direct-fed patch antenna. Measured
reflection coefficient and radiation characteristics of the proposed antenna agree well with the simulation
results, which shows wide impedance bandwidth at 2.45 GHz ISM band for antenna working in the
free space and on the human body. The calculated SAR value below FCC limitation demonstrates that
the proposed antenna is suitable for smart MBAN applications. For future works on the body-centric
antenna, study on the reflection phase corresponds to the separation distance between the antenna and
conductor plate is required to find achievable maximum gain. Additionally, fabrication of a phantom
mimicking the characteristic of human tissue is required for radiation pattern measurement of the
body-centric antenna affixed to the human body.
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Abstract: We present a 4-port Multiple-Input-Multiple-Output (MIMO) antenna array operating in the
mm-wave band for 5G applications. An identical two-element array excited by the feed network based
on a T-junction power combiner/divider is introduced in the reported paper. The array elements are
rectangular-shaped slotted patch antennas, while the ground plane is made defected with rectangular,
circular, and a zigzag-shaped slotted structure to enhance the radiation characteristics of the antenna.
To validate the performance, the MIMO structure is fabricated and measured. The simulated and
measured results are in good coherence. The proposed structure can operate in a 25.5–29.6 GHz
frequency band supporting the impending mm-wave 5G applications. Moreover, the peak gain
attained for the operating frequency band is 8.3 dBi. Additionally, to obtain high isolation between
antenna elements, the polarization diversity is employed between the adjacent radiators, resulting
in a low Envelope Correlation Coefficient (ECC). Other MIMO performance metrics such as the
Channel Capacity Loss (CCL), Mean Effective Gain (MEG), and Diversity gain (DG) of the proposed
structure are analyzed, and the results indicate the suitability of the design as a potential contender
for imminent mm-wave 5G MIMO applications.

Keywords: Multiple-Input-Multiple-Output (MIMO), array; 5G mm-wave; Defected Ground
Structure (DGS), ECC; DG; MEG; CCL

1. Introduction

In the modern era, the eminent increase of wireless devices, inadequate bandwidth, and
limited channel capacity have substantially promoted efforts to develop advanced standards for
communication networks. Subsequently, this has promoted the development of next-generation (5G)
communication systems at the mm-wave spectrum featuring much greater channel capacity and higher
data rates [1,2]. The forthcoming 5G technology not only provides greatly increased reliability, high
data rate requirements, and low power consumption to meet the massive increase in linked devices,
but also promises to increase the prospects of emerging technologies such as virtual reality and smart
cities [3–5]. However, critical limitations at the mm-wave spectrum, such as signal fading, atmospheric
absorptions, and path loss attenuations need to be resolved, which becomes more significant with
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the usage of the single antenna [6–8]. Multiple-input multiple-output (MIMO) antenna has been
determined to be a key enabling technology for current and future wireless systems, demonstrating
concurrent operation of multi-antennas, increasing channel capacity along with the benefits of high
data rates and throughput of Gigabits/sec [9–11]. The 5th generation MIMO antenna requires high
bandwidth for concurrent functioning, while the high gain is required to reduce the atmospheric
diminutions and absorptions at mm-wave frequencies, and compactness of structure is needed to
facilitate the assimilation in MIMO systems. In addition to this, the challenges associated with MIMO
antenna designing are to design closely packed antenna elements with reduced mutual coupling and
high isolation, which subsequently improves the antenna performance.

Recently, several antenna solutions operating at mm-wave bands for 5G applications have been
reported in the literature [12–35]. The antenna designs operating at the potential mm-wave bands with
low gain reference [12–14] are not proficient enough to deal with the high atmospheric and propagation
losses at the mm-wave frequency. In order to mitigate these attenuation effects, several high gain and
beam-steering antenna array solutions have been presented to have strong signal strength and to offer
large spatial coverage [15–23].

However, multi-element antenna arrays exhibit the same capacity as the single antenna because
the antenna arrays are likewise fed with a single port. Conversely, MIMO antennas demonstrate
multipath propagation with a higher data rate, increased capacity, and link reliability, which are
the main features of 5G. A number of MIMO antenna designs for 5G mm-wave applications have
been reported recently in the literature [24–35]. A PIFA array with MIMO configuration with 1 GHz
operational bandwidth and a peak simulated gain as 12 dBi is reported in reference [24]. An EBG based
mm-wave MIMO antenna is reported in reference [25] with a bandwidth of 0.8 GHz. The multi-element
antenna design proposed in reference [26] enables the radiation to bend toward an intended inclined
direction, which is suitable for 5G communications. A bandwidth of 1.5 GHz ranging from 27.2 GHz
to 28.7 GHz is obtained, whereas the maximum gain attained by the antenna geometry is 7.41 dBi at
28 GHz. DRA based antennas for 5G applications are reported in references [27,28], having a limited
data rate of approximately 1 GHz. In reference [27], the SIW feeding technique is reported with a peak
gain of 7.37. To ensure MIMO performance, ECC is also evaluated in reference [28]. Likewise, a SIW fed
slotted MIMO antenna array for mm-wave communication is reported in reference [29]. The proposed
antenna covers the 24.25–27.5 GHz, and the 27.5–28.35 GHz bands for 5G, while the gain varies from
8.2 to 9.6 dBi over the operating frequency range. Moreover, a four-element T-shaped MIMO antenna
with overall dimensions of 12 × 50.8 × 0.8 mm3 is presented for 5G applications [30]. The partial
ground at the bottom layer consists of iteratively placed symmetrical split-ring slots. The proposed
antenna design is covering a wide bandwidth of 25.1–37.5 GHz with a peak gain of 10.6 dBi. However,
only ECC as the MIMO performance metric is investigated in this work. In another article, an 8 × 8
MIMO antenna design with an overall substrate size of 31.2 × 31.2 × 1.57 mm3 for future 5G devices
is demonstrated [31]. The proposed MIMO structure resonates at 25.2 GHz, having a bandwidth of
5.68 GHz at -6 dB reference, while the maximum value of gain attained is 8.732 dB. Additionally, ECC,
MEG, and Diversity gain are also examined. Similarly, a two-port MIMO array with overall dimensions
of 31.7 × 53 × 0.2 mm3, and excited by microstrip feedline has been reported for 5G communication
systems [32]. The reported antenna system with reflectors based on EBG provides a wide bandwidth
and high gain of up to 11.5 dB in the operating band. Analysis of ECC and Diversity gain is exhibited
for the proposed MIMO configuration. Likewise, in reference [33], a 5G MIMO antenna with three pairs
of integrated metamaterial arrays is demonstrated. The overall substrate size is 30 × 30.5 × 0.508 mm3,
whereas the maximum gain achieved by the antenna is 7.4 dBi at 26GHz. Moreover, the work in
reference [34] presents a Fabry Perot high gain antenna with a superstrate for 5G MIMO applications.
The proposed structure covers the mm-wave spectrum ranging from 26–29.5 GHz, with a maximum
gain value of 14.1 dBi. In addition, ECC is analyzed to measure the MIMO performance of the proposed
antenna configuration. A two-element MIMO dielectric resonator antenna (DRA) is suggested in
reference [35]. The reported antenna covers the 27.19–28.48 GHz band for 5G applications. A gain value

124



Electronics 2020, 9, 71

approaching 10 dB is obtained for the exhibited antenna. Furthermore, ECC, DG, channel capacity,
and TARC are also inspected.

The design of a 4-element antenna array with MIMO capabilities at mm-wave 5G frequency bands
is demonstrated in this paper. The proposed design is a high gain and wideband antenna with good
MIMO characteristics for future 5th generation devices, such as smartwatches and mobile WiFi, etc.
The proposed MIMO antenna with a compact and simple geometry facilitates its assimilation into 5G
smart devices. The good MIMO performance of reported antenna endorses the appropriateness of the
design for future 5G wireless communication applications.

2. Proposed Antenna Design

This work proposes a 4 port MIMO antenna system with overall substrate dimensions of
30 × 35 × 0.76 mm3, as shown in Figure 1. The antenna is modeled and simulated in a commercially
available EM simulator CST microwave studio suite.

  
(a) (b) 

Figure 1. Proposed Multiple-Input-Multiple-Output (MIMO) Antenna module (a) Top view (b) bottom
without a Defected Ground Structure (DGS).

The reported antenna system comprises of four MIMO elements placed on the center of each edge
on the top layer, as shown in Figure 1a. Figure 1b depicts that the layer at the bottom side is composed
of a Defected Ground Structure (DGS) with rectangular, circular, and zigzag-shaped slots to further
enhance the performance of the proposed design. The design is integrated on the Rogers R04350B
substrate with a thickness and permittivity (εr) of 0.76 mm and 3.66, respectively. The dimensional
details of the design are provided in Table 1, and the progression of the design from a single element to
MIMO configuration is comprehensively discussed in the subsequent sections.

2.1. Single Element Antenna

At first, a single element of the patch antenna is designed as shown in Figure 2a. The primary
antenna structure resonating at 28 GHz is obtained by following the well-established mathematical
equations provided in references [1–4]. The optimized single element antenna consists of an inverted
C-shaped patch enclosing a rectangular-shaped slit.
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where Wp and Lp are the patch’s width and length, h is the height of the substrate, εe f f and εrelative are
the effective permittivity and relative permittivity of substrate respectively. c, fc,, and ΔL are the speed
of light, central frequency, and the effective length, respectively.

2.2. Two Element Antenna Array

The design is processed further from a single element to the two-element array, as shown in
Figure 2b. The parallel feed network is proposed as the array’s excitation mechanism. The main feed
is matched at 50 Ω impedance while the impedance of the branched network is matched at 100 Ω.
Afterward, a rectangular and two symmetrically placed circular slots are incorporated in the bottom
layer in order to further optimize the obtained results, as illustrated in Figure 2c. Consequently, an
enhanced bandwidth and gain are achieved by the reported antenna array. Both elements in the array
antenna are separated by λ, which is approximately 11 mm at 28 GHz. Hence a compact array structure
with proved performance is achieved.

   

(a) (b) (c) 

Figure 2. Proposed antenna geometry (a) Single element (b) Top layer of array antenna (c) Bottom layer.

2.3. MIMO Configuration

After the attainment of the two-element array, the design is progressed further, and the 4-port
MIMO antenna system is obtained. Each MIMO element consists of an antenna array obtained
previously in this work and is placed at the center positions of the board sides, as shown in Figure 1a.
The overall dimensions of the board are 30 × 35 mm2. The MIMO antenna configuration thus obtained
exhibits acceptable performance, but to further improve the performance and to reduce mutual
coupling among the MIMO antennas, a zigzag-shaped DGS is integrated, as illustrated in Figure 1b.
As a result, the isolation for the MIMO configuration is increased.
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Table 1. Optimized Design Parameters.

Parameter Value(mm) Parameter Value(mm) Parameter Value(mm)

Wp 3 Lp 2 G 0.8
Wf 1.66 Lf 3.4 G1 0.2
W1 1.6 L1 1.35 Wm 3.5
Wf1 0.42 Lf1 1.5 r 0.6
Wsg 1.25 Lsg 5.2 r1 1.3
W 30 L 35 Lz 1.9
a 0.7 b 1.5 h 0.76

3. Simulated Results

3.1. Scattering Parameters

The working principle and radiation characteristics of the reported antenna system are analyzed.
Figure 3a shows the analysis of the reflection coefficient curves of the design from a single element to
MIMO configuration. It is observed that the single element of the proposed antenna is resonating in the
mm-wave frequency spectrum ranging from 26.8–29.6 GHz with a 2.8 GHz bandwidth. The apparent
increase in bandwidth is noticed when the antenna is developed from a single element to two-element
arrays. The bandwidth obtained for the antenna array is 3.5 GHz covering the 26.2–29.7 GHz frequency
band. Moreover, the reflection coefficient curve of the MIMO Ant.1 in Figure 3a demonstrates that
the frequency band covered now ranges from 26.1–29.78 GHz with a slight increase in bandwidth to
3.68 GHz. Furthermore, Figure 3b depicts the reflection coefficient curves for the MIMO Ant1-Ant4 with
and without DGS. It is observed that the four MIMO antennas cover nearly the same band. In addition,
the bandwidth of the MIMO antennas has improved after the incorporation of DGS. The frequency
band now covered by the MIMO antenna system is 26.1–30 GHz with a 3.9 GHz bandwidth.

  
(a) (b) 

Figure 3. Simulated Reflection Coefficient of (a) Single Element, Two Element array, MIMO Ant1
(b) Reflection coefficient of MIMO Ant1 and Ant3 with and without DGS.

Figure 4a exhibits the transmission coefficient curves for the four MIMO antennas. It is observed
that isolation between antenna 1 and antenna 2 is low. In addition, similar behavior is observed
between Ant 3 and Ant 4. Meanwhile, significant isolation is obtained for the antenna pairs 1 and
3, 1and 4, 2 and 3, as well as 2 and 4. A zig-zag shaped DGS is incorporated at the bottom layer
of the MIMO antenna structure to reduce mutual coupling effects. Figure 4b validates the isolation
enhancement between the MIMO antennas after the assimilation of the DGS. Hence, the minimum
isolation obtained for the suggested MIMO antennas is below −10 dB.
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(a) (b) 

Figure 4. Simulated Transmission Coefficient (a) Without DGS (b) With DGS.

3.2. Surface Current Distribution

The radiating mechanism of the reported MIMO antenna system was analyzed further by
investigating the surface current density. This focused on investigating the antenna parts that are
influencing the radiation characteristics and elucidating the amount of coupling between different
MIMO antennas. Figure 5 shows the surface current distribution when port 3 is activated at 28 GHz.
The current flow is mainly concentrated around the feedline and along the edges of the inverted
C-shaped antenna. Moreover, the circular and rectangular slots in the ground exhibit significant
current distribution. This determines the contribution of DGS in radiation behavior. In addition,
the concentration of the coupling current between MIMO antennas is insignificant due to the DGS,
as demonstrated in Figure 5.

 

Figure 5. Surface current distribution along with the reported MIMO antenna design.

4. Experimental Results

The reported MIMO antenna system was fabricated on a Rogers RO4350B substrate using
the photolithography process, and measurements were performed in order to endorse the antenna
capabilities for practical utilization. The fabricated prototype and AUT i.e., antenna under test in the
anechoic chamber, is shown in Figure 6. The detailed discussion and comparative analysis of measured
results are provided in the subsequent section.
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(a) (b) 

Figure 6. (a) Fabricated antenna module (b) antenna module in measurement.

4.1. Scattering Parameters

The Scattering parameters of the proposed prototype are measured using the Rohde & Schwarz
ZVA 40 VNA. Figure 7a,b illustrate the simulated and measured scattering parameter curves for the
reported MIMO antenna. It is observed from the reflection coefficient curve in Figure 7a that MIMO
Ant1 is covering the 25.5–29.6 GHz, frequency band. Likewise, the other MIMO antennas exhibit nearly
similar reflection coefficient curves with slight shift in bands. The maximum measured bandwidth
thus achieved for the proposed antenna is 4.1 GHz. The transmission coefficient analysis is shown in
Figure 7b. The minimum measured isolation obtained is −17 dB between the Ant3 and Ant4.

 
(a) (b) 

Figure 7. Measured and Simulated scattering parameter curves (a) Reflection coefficient curves
(b) Transmission coefficient curves.

Simulated and measured results are exhibiting good coherence. However, insignificant differences
are due to fabrication losses or unavoidable use of coaxial cables during the measurement [36,37].
Hence, the obtained measured results possess the suitability of the reported MIMO antenna for future
mm-wave 5G applications.

4.2. Radiation Patterns

To understand the radiational behavior of the proposed design, the 2D radiation patterns of
antennas were measured using the commercial ORBIT/FR far-field measurement system in an anechoic
chamber, as shown in Figure 6b. The far-field measurements were performed in the xz and yz planes
with theta range of −90◦ to 90◦. The horn antenna with standard gain of 24 dBi was used for signal
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transmission. In Figure 8 the simulated and measured 2-D radiation patterns are shown at 27.5 and
28 GHz for Ant1. In the xz plane, the maximum radiation is observed at −35◦ while in the yz plane,
the main beam is directed at −25◦. The antenna exhibits overall good performance for both simulated
and measured data. However, inconsistencies are observed between simulated and measured results
due to fabrication errors and unavoidable cable losses. Also, these sorts of measurement systems are
not the most appropriate ones for measuring small antennas, especially in mm wave frequency range,
and the effect of the measurement system could affect the results, which in fact creates a discrepancy
between simulated and measured results.

Figure 8. Measured and simulated 2D radiation pattern of antenna 1 (a) Radiation pattern at XZ-plane
at 27.5 GHz (b) Radiation pattern at XZ-plane at 28 GHz (c) Radiation pattern at YZ-plane at 27.5 GHz
(d) Radiation pattern at YZ-plane at 28 GHz.

4.3. Gain and Percentage Efficiency

The proposed design demonstrates a simulated peak gain value of 8.45 dB while peak measured
gain is 8.3 dBi for Ant.1. Similarly, the peak antenna efficiency is about 82% as shown in Table 2.
Moreover, the antenna exhibited a nearly stable gain with 3dB gain bandwidth from 26–29.97 GHz.

Table 2. Measured and simulated gain and efficiency.

Frequencies
(GHz)

Gain at Antenna-1 (dBi) Percentage Efficiency
Simulated Measured Simulated Measured

27.5 8.45 8.3 80 79
28 8.1 8.02 82 80

28.5 8.22 8.1 85 82

5. MIMO Performance Parameters

To ensure the proposed antenna’s multi-channel performance was high, the key performance
metrics such as ECC, DG, CCL, and MEG were analyzed. Detailed discussion of the parameters is
provided below.
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5.1. Envelope Correlation Coefficient (ECC)

ECC is one of the key performance parameters of MIMO systems, and it is calculated using
Equation (5) [10]. Figure 9a shows the ECC curve of the proposed antenna over frequency, relatively
larger values of ECC are shown between antennas 1 and 2 as well as 3 and 4. The overall antenna
module ensures that there are correlation values below the practical standard of 0.5.

ρeij =

∣∣∣Sii
∗Sij + Sji

∗Sjj
∣∣∣2(

1− |Sii|2 − Sij
2
)(

1−
∣∣∣Sji

∣∣∣2 − Sjj
2
) (5)

5.2. Diversity Gain (DG)

Diversity gain demonstrates “the loss in transmission power when diversity schemes are performed
on the module” for the MIMO configuration. The diversity gain is calculated by using Equation (6)
given in reference [10]. Figure 9b describes the DG to be approximately 10 dB throughout the band,
which ensures good diversity performance of the antenna.

DG = 10
√

1−
∣∣∣ρeij

∣∣∣2 (6)

 
(a) (b) 

Figure 9. (a) ECC of the proposed MIMO antenna array (b) Diversity Gain of the MIMO antenna array.

5.3. Channel Capacity Loss (CLL)

CCL was enlisted among the MIMO performance parameters, thereby providing details of
channels capacity losses of the system during the correlation effect. The CCL is calculated numerically
by Equations (7)–(10). Figure 10 illustrates that for the proposed MIMO antenna, the obtained CCL is
less than the practical standard of 0.4 bit/s/Hz [38] for the entire operating band, which ensures the
proposed system’s high throughput

C(loss) = −log2det(a) (7)

where a is the correlation matrix,

a =

[
σ11 σ12

σ21 σ22

]
(8)

σii = 1−
(
|Sii|2 −

∣∣∣Sij
∣∣∣2) (9)
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σi j = −
(
Sii

∗Sij + SjiSjj
∗) (10)

Figure 10. Channel capacity loss analysis of proposed MIMO antenna.

5.4. Mean Effective Gain(MEG)

For diversity, performance analysis mean effective gain is an important parameter and is defined
as the mean received power in the fading environment. The mean effective gain is calculated using
Equation (11) provided below, and the numerically estimated values are tabulated in Table 3.

MEGi = 0.5 μirad = 0.5
(
1−

∑K

j=1

∣∣∣Sij
∣∣∣ ) (11)

In this equation, K is the number of antennas, i represents antenna under observation, and μirad is
the radiation efficiency. For good diversity performance, the practical standard followed is that MEG
should be −3 ≤MEG (dB) < −12, which is therefore validated for the obtained MEG values of all MIMO
antennas of the proposed design.

Table 3. The mean effective gain of the reported antenna.

Frequency Mean Effective Gain (-dB)
(GHz) Ant-1 Ant-4 Ant-3 Ant-4

26 7.243892 7.28562 7.623244 7.208327
26.5 6.75436 6.602545 7.359296 6.676395
27 6.798682 6.495418 7.873314 7.096469

27.5 7.002822 6.549647 7.135389 7.211303
28 6.961063 6.652316 6.887685 7.075835

28.5 6.832857 6.634896 7.020392 6.901157
29 6.662024 6.534248 7.630851 7.051805

29.5 6.576111 7.024126 8.36803 7.311751
30 7.101393 8.203815 9.089905 7.458108

6. Comparison with Related Work

A comparison with related works reported in literature is tabulated in Table 4. The comparative
analysis with other works shows that the proposed design demonstrates better performance in terms
of compactness, bandwidth and gain. Moreover, MIMO performance analysis is provided in detail
for the proposed design, and it is observed that the MIMO antenna proposed in this work exhibits
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better performance as compared to other reported works. Hence, the suitability of the proposed MIMO
antenna 5G mm–wave applications was ascertained.

Table 4. Performance comparison with recent state of the art in the literature.

Ref.
Frequency

(GHz)
Board Size

(mm3)
No. of
Ports

Bandwidth
(GHz)

Gain
(dBi)

ECC, DG
(dB)

CCL
Bits/s/Hz

[11] 3.6 150 × 75 × 1.6 8 1.2 2.5 <0.01,
Not provided Not provided

[15] 28 41.3 × 46 × 0.508 4 3.35 13.1 Not provided Not provided

[25] 24 15 × 19 × 0.254 2 0.8 6 0.24,
9.7 Not provided

[26] 28 Not provided 4 1.5 7.41 Not provided Not provided
[27] 5.2 & 24 40 × 25 × 0.254 2 0.1 & 0.77 5 &7.37 Not provided Not provided

[28] 30 48 × 21 × 0.13 2 1 >7 <0.4,
Not provided Not provided

[34] 28 19 × 19 × 7.608 4
(multi-layers) 8 14 dBiC 0.05,

Not provided Not provided

[35] 28 20 × 20 × 0.254 2 0.85 8 dB 0.13,
9.9 Not provided

This work 28 30 × 35 × 0.76 4 4.1 8.3 dB <0.01, >9.96 <0.4

7. Conclusions

We presented a four-port MIMO antenna for 5G mm-wave applications. Each MIMO antenna of
the proposed design is composed of the wideband and a high gain antenna array of two elements.
The operating frequency band is covering 25.5–29.6 GHz, having a bandwidth of 4.1 GHz. Moreover,
the measured peak gain obtained for the presented design is 8.3 dBi. Furthermore, to ensure the
prototype’s MIMO performance, DG, ECC, CCL, and MEG were also calculated and observed to be
within practically acceptable values. The good radiation characteristics of the reported antenna system
certify it for the future devices operating in the 5G mm-wave bands.
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Abstract: The 5G radio networks have introduced major changes in terms of service requirements
and bandwidth allocation compared to cellular networks to date and hence, they have made the
fundamental radio planning problem even more complex. In this work, the focus is on providing a
generic analysis for this problem with the help of a proper multi-objective optimization algorithm that
considers the main constraints of coverage, capacity and cost for high-capacity scenarios that range
from dense to ultra-dense mmWave 5G standalone small-cell network deployments. The results
produced based on the above analysis demonstrate that the denser the small-cell deployment, the
higher the area throughput, and that a sectored microcell configuration can double the throughput
for ultra-dense networks compared to dense networks. Furthermore, dense 5G networks can actually
have cell radii below 400 m and down to 120 m for the ultra-dense sectored network that also reached
spectral efficiency 9.5 bps/Hz/Km2 with no MIMO or beamforming.

Keywords: radio network planning; 5G wireless communications systems; mmWave small cells

1. Introduction

Radio planning is an essential task for wireless networks that mainly refers to calculating the
number, location and configuration of the radio network nodes. In the early days, since no prior
network infrastructure existed, this task considered only the estimation of the number of base stations
(BSs) and their locations, i.e., the BS location problem [1–4]. In addition, for early cellular networks,
radio network planning was split into two separate tasks: coverage and capacity. Nevertheless, as it
was shown in several publications (e.g., [5–7]), capacity and coverage planning are not un-correlated.
On the contrary, they are inter-related in 3G, 4G and now 5G wireless networks and hence, they must
be treated together.

The 5G networks introduce really different elements from the previous generations, mainly due to
virtualization and service-based architecture. Among other things, they are designed for considerably
higher data rates, very large numbers of connected Internet of Things (IoT) devices and low latency
while providing adaptive means for network scalability and flexibility. The number of the 5G radio
frequency bands is targeted to be higher than in previous generations of cellular networks, more
specifically multiple mmWave bands [8]. Also, massive Multiple Input Multiple Output (MIMO) and
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hybrid beamforming are core techniques to achieve the targeted high data rates and the large number
of devices [9].

Typically the cell deployment architectures can be classified into standalone and overlay
architectures. In the context of 5G, the first refers to a network deployment that consists of mere
mmWave small cells, while the latter refers to the deployment of mmWave small cells on top of the
existing macro-relay networks in the form of hierarchical or mixed cell structures. In the overlay
architecture, the existing (pre5G) macrocell layer is mainly for coverage as well as mobility and
signaling problems originating from the mmWave small-cell layer, which exists for capacity boosts.
The much wider bandwidth as well as the beamforming/MIMO capabilities, together with the reduced
access-link distances, give the mmWave small cells the capability to substantially increase the system
capacity. It has to be mentioned here that another advantage of the overlay network architecture is
the separation of control and message transmissions. All the control signaling is supported via the
existing macrocells and high data rate transmissions go through the mmWave small-cell network.

5G radio planning is now of utmost importance since not only does it require cost-optimized
deployments capable of handling a variety of demand constraints, but also since it then affects the
optimal placement of the core network elements, e.g., for achieving low latency values.

In order to tackle these issues, this article presents a generic analysis that allows for evolutionary
radio network planning towards 5G mmWave standalone small-cell architectures. Due to the complex
nature of the problem, a multi-objective optimization algorithm is appropriately modified in order to
provide solutions in the context of the multiple constraints and specifics of a 5G mmWave network
with particular emphasis in the 28 GHz band. The three main constraints of coverage, capacity and cost
are studied for a range of cases that reflect scenarios from dense to ultra-dense network deployments
in order to achieve high capacity.

The optimization algorithm used in this paper is the evolution of the algorithm previously used
for the analysis of Long-Term Evolution (LTE) systems [7]. In this study, the analysis is focused on
network dimensioning for the mmWave band at 28 GHz. Hence, the propagation module is modified
accordingly and a path loss model based on results of field trials at the 28 GHz band is applied. For this
analysis only microcells are considered with tri-sector directional antennas, as well as omnidirectional
antenna patterns. Moreover, the system module is upgraded to encompass 5G rate calculations, while
the core analysis is focused on the impact of high-density microcell deployments on the spectral
efficiency and throughput efficiency of these systems.

The remainder of the paper is organized as follows: Section 2 starts with the formulation
of the radio network planning optimization problem and then explains the developed simulation
methodology in terms of the employed propagation model, the necessary 5G system characteristics and
the planning optimization method. Section 3 presents the results for different 5G standalone small-cell
network deployments, namely dense, very dense and ultra-dense. Finally, concluding remarks are
provided in Section 4.

2. Problem Formulation and Simulation Methodology

For the study of dense networks at high frequencies, two types of serving radio network nodes
were considered in the planning process of our analysis: omnidirectional and tri-sectored microcells.
When sectorized scenarios were considered, at each site three gNBs were co-located (reuse pattern 1
× 3 × 1). During the planning process, all three sectors or only a subset of them could be activated,
according to the required signal strength in an area and/or the need to limit the overall interference
of the system. Although the algorithm was developed to also examine tri-sectored macrocells with
relay nodes, they were not considered here since the focus was to analyze the capacity capabilities of
ultra-dense standalone small-cell architectures. Note that each cell can also have MIMO capabilities.

Control Nodes (CNs) were used in our study in order to represent throughput requirements as
well as coverage constraints. Specifically, K CNs were distributed in the area under study and each CN
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was associated with a rate requirement, i.e., RCN,min. Introduced by system link budget calculations,
the received power at each CN should always exceed a minimum power threshold.

Furthermore, the optimization process was employed on discrete locations rather than on
continuous x-y space, an approach already applied and tested for previous generation network
deployments [2,5,6]. This way the complexity of the NP-hard problem of continuous space calculations
was avoided [10], but also, this was closer to the actual planning process employed by network
operators where existing sites are most certainly reused in any future network layout.

The outline of the radio network planning process is shown in Figure 1. A more detailed
description is provided in the next sections.

 

Figure 1. Radio network planning outline.

2.1. Scenario: Network Deployment Requirements

Herein, our planning process was employed in a rectangular area with dimensions 1 Km × 1 Km.
Due to the area characteristics, the requirements/constraints of the planning process were defined
against a set of 25 equi-spaced CNs (separation distance of 200 m). This grouping of CNs represented
the high-capacity requirements in a small area, i.e., a demanding network planning operational scenario
that requires a dense network deployment.

Since the trade-off between performance and network density was our main concern, a clear
preexisting network layout was considered and new transmitting sites were explored, i.e., microcells
with various density deployments were examined. Scenarios with 30 (5 × 6 grid), 100 (10 × 10 grid) and
400 (20 × 20 grid) candidate microcells uniformly distributed in the area were studied in the analysis
below in order to investigate the capabilities of a dense network. However, it should be pointed out
that the locations of the candidate network sites were an external parameter to our platform, thus
could be defined by any interested stakeholder.

2.2. The Planning Method

The planning analysis consisted of three pillars:

1. Propagation analysis
2. System analysis
3. Planning optimization
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2.2.1. Propagation Analysis

Various studies have been conducted in projects like METIS, MiWEBA, ITU-R M, mmMAGIC etc.
in order to deploy channel models in higher frequency bands, such as millimeter waves, to support
5G use cases [8,11–13]. The path loss model that was adopted here was the Alpha-Beta-Gama (ABG)
empirical path loss model:

PL(dB) = 10 a log10(d) + β+ 10γlog10( fGHz) (1)

The model has three parameters to describe mean path loss over frequency and distance, which
derive from the statistical process of measurements. In our analysis, at urban environments at 28 GHz,
these parameters took the following values [13]:

a = 3.5, β = 24.4, γ = 1.9 (2)

The propagation losses of this model vs. distance for f = 28 GHz are depicted in Figure 2 along
with the losses of the WINNER model for microcells at the 2 GHz band of LTE [14].

Figure 2. Path loss vs. distance at 28 GHz and 2 GHz bands.

Table 1 summarizes typical values used in the performed simulations for generic mmWave
operational scenarios.

We considered the downlink of a 5G network since it is usually the bottleneck for such a system.
The Signal to Interference plus Noise Ratio (SINR) at the kth CN is:

SINRk =
Pb

txAb
0Ab
φ→kGch

b,k∑
i∈{B\b} Pi

txAi
0Ai
φ→kGch

i,k + PN
(3)

where b is the serving gNB for the kth CN, Pb
tx and Ab

0 are the transmitted power and maximum antenna
gain for the bth gNB, respectively, while Ab

φ→k is the normalized antenna gain of the bth gNB towards

the kth CN and Gch
b,k is the channel gain between them. Similarly, for the interference calculation, Ai

φ→k
is the normalized antenna gain of the ith interfering gNB towards the served CN. Lastly, PN is the
noise power at the receiver. The micro gNBs employ either omnidirectional antennas (Ab = 1) or
directional 120◦ sector antennas [15] with A0 = 18 dBi (see Table 1) and Ab = −min(12(φ/φ3dB)

2, 25),
where φ3dB = 70o. It has to be noted here that the Effective Isotropic Radiated Power (EIRP) of the
transmitting BS antennas remains the same with sector and omnidirectional antennas, i.e., 60 dBm.
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Table 1. Simulation parameters.

Simulation Parameter Value

Central Frequency 28 GHz

Transmitter EIRP and User Antenna Gain 60 dBm

Sector Antenna Gain (3GPP pattern for 120◦ sector) 18 dBi

Omnidirectional Antenna Gain 4 dBi

Total cable losses 2 dB

Channel Bandwidth 100 MHz

Aggregated Bandwidth (16 Carriers) 1600 MHz

Resource Blocks (RBs) 132

Minimum Received Power Prx, min −5 dBm

2.3. 5G System Module

The rate requirements set at each CN are to be met by 5G system options [16–18], hence, a generic
5G rate calculation module was used in order to associate SINR calculations at each CN with the
maximum throughput offered by the system. As previously mentioned, the system module that
was originally designed upon the LTE-A system’s specifications [7] is now extended to consider 5G
system options in FR2 bands, i.e., n257 in the mmWave range around the 28 GHz. The system module
considers a wideband channel of 100 MHz with subcarrier spacing of 60 KHz, a combination that leads
to 132 resource blocks [19]. The carrier aggregation technique was also considered with 16 New Radio
(NR) carriers [20], the maximum allowable by the 5G NR Radio Access Technology (RAT). The total
bandwidth increased to 1.6 GHz, while the total number of available RBs was 2112 (16 NR carriers ×
132 RBs per carrier). The module used the measured SINR at the CN side to estimate the required
number of RBs to offer the capacity requirement.

Figure 3 provides an insight on the rate offered from a 5G system as configured herein, when
compared to a typical LTE-A system with 20 MHz of bandwidth and five component carriers leading to
100 MHz of aggregated bandwidth. Both systems were considered without MIMO spatial-multiplexing
schemes since an eight-layer transmission can be supported by both.

Figure 3. Rate calculations for an LTE-A system with 20 MHz bandwidth and five aggregated
component carriers compared to the 5G NR system employed in this work.

2.3.1. The Planning Optimization Algorithm

Our goal herein was to propose a network layout of optimally located microcells that keep the
deployment cost to a minimum while at the same time specific coverage and capacity criteria are met.
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Since in this analysis we only considered microcells, the deployment cost of each node was the same,
C, and hence, the total cost of a network deployment was directly proportional to the number of
nodes deployed.

Equations (4)–(7) are formulating this optimization problem.

BOPT
m ← argmin

B′m ∈ B

⎛⎜⎜⎜⎜⎜⎜⎝
∑
b∈B′m

Cb

⎞⎟⎟⎟⎟⎟⎟⎠ (4)

Subject to:
Pk

rx ≥ Prx,min, ∀k ∈ K (5)∑
k∈Kg

NRB,k ≤ RBmax, ∀g ∈ G′ (6)

Rk ≥ RCN,min, ∀k ∈ K (7)

where B′m is the set of candidate microsites that are under examination, Cb is the cost of the b microsite
(herein, Cb = C), K is the fixed set of CNs defined in Section 2.1, Pk

rx is the received power of the k CN,
G′ is the set gNBs associated with the B′m sites (as previously mentioned, when sectors are considered,
each site comprises three gNBs), Kg is the set of CNs currently served by g gNB, RBmax is the maximum
allowed resource blocks of a gNB, Rk is the rate offered by the system to the k CN and finally RCN,min is
the capacity requirement. Note that the different candidate solutions that were examined (B) were
derived in the context of the Genetic Algorithm (GA) methodology as it is described in the following.

The solution to the optimization problem defined earlier was the BOPT
m set of microsites that

entails the minimum total cost [7] of network deployment while at the same time meets the constraints
set by Equations (5)–(7). Herein, the optimization problem was tackled with a multi-objective
evolutionary algorithm [10] and specifically with the NSGA-II (Non-sorting Dominated Genetic
Algorithm-II). For this, the problem was analyzed and translated into a three-dimensional fitness
function, F =

{
F(1), F(2), F(3)

}
. Each dimension corresponded to an objective that needed to be

minimized. Equations (8)–(10) define the fitness function to be minimized.

F(1) =
∣∣∣B′m∣∣∣ (8)

F(2) =
∣∣∣K′∣∣∣, K′ =

{
k ∈ K

∣∣∣NRB,k → 0
}

(9)

F(3) =
∑
g∈G′

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑
k∈Kg

NRB,k −RBmax

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (10)

The first objective, F(1), corresponds to the weighted network cost, the second, F(2), is the total
number of CNs that do not meet their requirements, either capacity or coverage, while F(3) is the
excess RBs needed at a network level.

The NSGA-II algorithm imitates evolutionary mechanisms and employs biological operations
found in nature for generating optimal solutions. It starts with a random selection of an initial
population (sets of microsites) and by iteratively using operators such as selection, evaluation and
crossover or mutation evolves into optimal solutions. When NSGA-II reaches an optimal pareto front,
i.e., it cannot be further improved (average pareto spread and distance criteria were used [6]), then a
series of solutions corresponding to that pareto front is derived.

3. Radio Network Planning Results

Uniformly distributed CNs in the service area represented the area coverage and capacity criterion.
An initial throughput requirement was allocated at each CN, which gradually increased. At relatively
low capacity requirements, microcells with omnidirectional antenna patterns were uniformly placed
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by the optimization algorithm, as seen in Figure 4a, in order for each microcell to serve all neighbor
CNs (shown in Figure 4a with black stars). The SINR distribution (Figure 4b) also followed this regular
pattern. Note that although the received power fell sharply with distance due to the relatively high
frequency, the SINR did not fall as rapidly due to the equivalent reduction of the interference from
other cells.

(a) (b) 

Figure 4. (a) Received power (dBm) and (b) SINR distribution in the service area for a dense
omnidirectional micro gNB deployment.

Microcells with omnidirectional patterns were then replaced by tri-sectored microcells, with each
sector being a separate gNB in order to offer increased spatially selective throughput. Note that the
EIRP of the transmitting BS antennas remained the same for sector and omnidirectional antennas (60
dBm), while a sector could be switched off, if it was not needed, in order to keep interference levels
low. Hence, in the results depicted in Figure 5, there was a microcell with only one operating sector,
and another microcell with two transmitting sectors. The rest of the microcells were placed as far apart
as possible in order for all three sectors to be transmitting and covering a wider area.

(a) (b) 

Figure 5. (a) Received power (dBm) and (b) SINR distribution in the service area for a dense tri-sector
micro gNB deployment.

As the throughput requirements increased, denser grids of microcells were deployed. As can be
seen in Figure 6a, for high-capacity requirements with the ultra-dense networks, only microcells close
to the CNs were transmitting, with only one sector pointing directly towards the corresponding CN. As
a consequence, in Figure 6b, the positions not close to a sector antenna pointing directly towards them
had very low SINR due to increased interference from the dense transmitting antenna grid. However,
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due to the optimization algorithm, the antenna position was such that there was no CN in a position of
low SINR. With such optimal placement, the maximum throughput for the 25 CNs in the area reached
as high as almost 16 Gbps/Km2.

(a) (b) 

Figure 6. (a) Received power (dBm) and (b) SINR distribution in the service area for an ultra-dense
tri-sector micro gNB deployment.

Overall, comparing the performance of the various network configurations that resulted from the
optimization algorithm, it was evident that the denser the microcell deployment, the higher the area
throughput (see Figure 7). Moreover, with tri-sector microcells, the throughput almost doubled at the
ultra-dense networks with respect to that of dense networks, either with omnidirectional or sector
antennas. At these scenarios, as seen in Figure 6, most of the times each microcell had only one sector
antenna operating and hence, the advantage with respect to the omnidirectional deployment was due
to interference reduction to adjacent cells.

 

Figure 7. Throughput per Km2 for different network densities with omnidirectional and tri-sector
micro gNBs.

Figure 8 provides an insight into how dense 5G networks with standalone small-cell architectures
can actually get. Even for the omnidirectional reference scenario, the cell radius did not get higher
than 400 m, while for the ultra-dense network the cell radius further decreased down to 120 m. The
spectral efficiency achieved now was 9.5 bps/Hz/Km2, approximately three times lower than the 5G
target of 30 bps/Hz, although no MIMO/beamforming was considered in our generic analysis. If this is
also considered, then it becomes obvious that the spectral efficiency goal will be easily exceeded.
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Figure 8. Throughput (and spectral efficiency per Km2) associated with the cell radius for the
omnidirectional and sectorized scenarios and the dense/very-dense/ultra-dense scenarios (from left
to right).

4. Conclusions

The ever-increasing demand for new wireless services, together with the evolution of cellular
networks, has led to the 5G era. The new network generation introduces major changes and, as a
consequence, significant challenges in terms of radio planning. This work focused on providing a
generic analysis for this problem, emphasizing the need for dense standalone small-cell networks in
the mmWave band of 28 GHz, in order to achieve the capacity goals of 5G. The complex nature of
the problem led us to employ a properly modified multi-objective optimization algorithm in order to
provide solutions in the context of the multiple constraints and specifics of a 5G mmWave network. The
three main constraints of coverage, capacity and cost were studied for a range of cases that reflected
scenarios from dense to ultra-dense network deployments in order to achieve high capacity.

The produced results showed that the denser the microcell deployment, the higher the area
throughput and also that sectored microcells double the throughput for ultra-dense networks compared
to dense networks since better interference control is achieved through the operation of one, instead
of two or three, sector antennas. In terms of how dense 5G networks with standalone small-cell
architectures can actually get, the analysis showed cell radii below 400 m that reached 120 m for
the ultra-dense sectored network. Finally, the spectral efficiency reached 9.5 bps/Hz/Km2 with no
MIMO/beamforming, which leads to the conclusion that the 5G spectral efficiency goal can be easily
exceeded if these techniques are also exploited.
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Abstract: A compact tree shape planar quad element Multiple Input Multiple Output (MIMO)
antenna bearing a wide bandwidth for 5G communication operating in the millimeter-wave spectrum
is proposed. The radiating element of the proposed design contains four different arcs to achieve
the wide bandwidth response. Each radiating element is backed by a 1.57 mm thicker Rogers-5880
substrate material, having a loss tangent and relative dielectric constant of 0.0009 and 2.2, respectively.
The measured impedance bandwidth of the proposed quad element MIMO antenna system based on
10 dB criterion is from 23 GHz to 40 GHz with a port isolation of greater than 20 dB. The measured
radiation patterns are presented at 28 GHz, 33 GHz and 38 GHz with a maximum total gain of
10.58, 8.87 and 11.45 dB, respectively. The high gain of the proposed antenna further helps to
overcome the atmospheric attenuations faced by the higher frequencies. In addition, the measured
total efficiency of the proposed MIMO antenna is observed above 70% for the millimeter wave
frequencies. Furthermore, the MIMO key performance metrics such as Mean Effective Gain (MEG)
and Envelope Correlation Coefficient (ECC) are analyzed and found to conform to the required
standard of MEG < 3 dB and ECC < 0.5. A prototype of the proposed quad element MIMO antenna
system is fabricated and measured. The experimental results validate the simulation design process
conducted with Computer Simulation Technology (CST) software.

Keywords: 5G; MIMO; wideband; high isolation; envelope correlation coefficient

1. Introduction

In recent years, Fifth Generation (5G) has acquired a lot of attention in the field of wireless
communication. The reason behind the great interest towards the development of the 5G technology is
the rapid increase in mobile phone traffic, demanding a higher data rate and bandwidth [1]. So far,
the implementation up to 4G technology has been achieved. But these advancements in the technology
couldn’t fulfil the demand of higher data rate and bandwidth of the modern period [2]. The mobile
data traffic generated from video streaming, social applications and cloud services etc., will probably
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go beyond the potentials of the current 4G infrastructure before 2020 [3]. Therefore, research has
started on the Fifth Generation (5G) technology. After much efforts by researchers, 5G is now being
standardized by most countries to accomplish the need for the higher bandwidth and data rates,
which is itself a challenging task [4]. To solve this problem, the Multiple Input Multiple Output
(MIMO) technologies with a wide bandwidth characteristic are crucial to improve the spectrum
efficiency and channel capacity by utilizing the multipath property with no need for increasing the
input power [5,6]. Furthermore, the characteristics of high element isolation and broadband should
be possessed by the MIMO system to contribute promising performance [7,8]. The higher mutual
coupling between the MIMO antenna elements would affect the throughput of the MIMO antenna
system [9,10]. Thus, to design a MIMO antenna system with a high element isolation is also a challenge.

The centimeter and millimeter wave spectrum (3–300 GHz) have been mostly targeted by the 5G
technology, which can further help to achieve the higher bandwidth with a data rate up to several
Gigabit-per-second (Gbps) [11,12]. Another reason for choosing this spectrum range is that the lower
spectrum’s portion is already under the use of several wireless networks and applications like wireless
fidelity (Wi-Fi), Worldwide Interoperability for Microwave Access (WiMAX), Bluetooth, Industrial,
Scientific and Medical (ISM), and mobile communication, etc., while most of the higher portion of the
spectrum is still not utilized, and can be exercised for 5G technology [13].

However, focusing on the higher portion of the spectrum has also raised some challenges for this
5G technology. One of the challenges is the free space propagation of these frequencies, as the signals
at the lower frequency propagate for more than tens of miles and can easily penetrate through high
tall buildings and trees. On the other hand, the signals at higher frequency bands can travel only a
few miles and cannot penetrate through dense materials very well, resulting a lower coverage area.
Nevertheless, these properties are not essentially being disadvantaged [14]. These propagation losses
can be exploited to increase the frequency reuse, by introducing the small cell base stations known as
pico-cells and femtocells. Another challenge in the wireless communication at the higher frequencies is
the rain and the atmosphere which make these higher frequencies impractical [15,16]. In other words,
these frequencies are badly affected by rain, snowfall and fog, etc. Thus, the electromagnetic (EM)
waves experience higher losses in terms of signal quality and strength, etc., by these atmospheric
attenuations [17]. However, this problem can be resolved by designing the antenna, which is highly
directive and possesses a high gain [18,19].

In the literature [20–28], different MIMO antennas have been reported; covering the wide range
of frequencies of the 5G targeted spectrum. Some of them have proposed the MIMO configuration for
lower portion of spectrum i.e., below 6 GHz while above 20 GHz frequency, the MIMO configuration
has also been presented. In [20], the four-antenna structure is implemented, covering the 5G mm-wave
frequency band from 25.5–29.6 GHz with a peak gain of 8.3 dB. Similarly, a MIMO array with an
effective bandwidth of 3.4 to 3.6 GHz at −6 dB reference is proposed in [21] for 5G applications.
The total volume of the proposed antenna is 145 × 75 × 6 mm3. Moreover, the MIMO antenna system
with a total volume of 90 × 90 × 1.6 mm3 is proposed in [22]. The proposed antenna possesses the
impedance bandwidth of 3 to 9 GHz. In [23], a dual band MIMO antenna array having dimensions
of 150 × 75 × 7 mm3 is presented, with a bandwidth of 3.4 to 3.6 GHz and 4.8 to 5.1 GHz at −6 dB
reference. Likewise, a MIMO antenna array for millimeter wave communication with a SIW fed
slotted is presented in [24]. The proposed antenna covers the 27.5–28.35 GHz and 24.25–27.5 GHz
frequency bands for 5G, whereas the gain alters from 8.2 to 9.6 dB over the desired wideband region.
In [25], a high gain MIMO antenna for 5G applications is presented, which covers the frequency band
ranging from 26–29.5 GHz. The peak gain achieved is 14 dB. Similarly, in [26], a 5G metamaterial-based
antenna for MIMO systems with a maximum gain value of 7.4 dB at the 26 GHz frequency band is
presented. A broadband MIMO antenna with an impedance bandwidth of 2.6 to 13 GHz is reported
in [27], while the overall size of the proposed antenna is 66.8 × 40 × 0.8 mm3. Likewise, in [28],
the four element MIMO antenna system covering the 5G frequency band 27.5 to 40 GHz with an
overall size of 158 × 77.8 mm2 is proposed. It is observed from the above literature review that the
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MIMO configuration presented is either large or complex in structure. Furthermore, the reported
antennas [20–28] possess poor bandwidth due to which the number of frequency channels gets limited,
while some of them also achieve low gain at the desired frequency band, which is an important factor
at the mm-wave spectrum.

In this paper, a quad element MIMO antenna for 5G mm-wave applications is demonstrated.
The proposed antenna possesses a wideband and high gain with a good MIMO characteristic for
5G millimeter wave applications. The wideband of the antenna is further helpful to achieve a high
data rate transmission. The radiating elements of the proposed MIMO antenna design consist of four
different arcs which mainly contribute in achieving a wideband performance. Moreover, the proposed
MIMO configuration antenna elements are orthogonally assembled to each other, while the elements in
diagonal position are assembled in the anti-parallel mode to lower the mutual interference between the
MIMO antenna elements. Furthermore, to ensure that the proposed MIMO antenna system contains
the same voltage; the antenna elements ground surfaces are connected. The remaining research work is
sequenced in the following way. Section 2 presents the geometry of the proposed MIMO antenna and
discussion is also made on the design evolution steps of the antenna element. Results are discussed in
Section 3, while Section 4 concludes the paper.

2. Antenna Geometric Configuration and Design

The proposed quad element MIMO antenna is printed on RT-5880 substrate with a loss tangent and
relative permittivity of 0.0009 and 2.2, respectively, whereas its thickness is 1.57 mm. The geometrical
layout of the proposed MIMO configuration is illustrated in Figure 1, while Table 1 provides the
dimensions of different design parameters. The proposed MIMO configuration consists of four
antenna elements. A finite ground plane made up of copper with a size of 80 mm × 80 mm is used to
back the substrate. Copper with a very stable conductivity of 5.8 × 107 S/m is used for the radiating
element. Due to the very stable conductivity of copper, its effect on the impedance matching is very
low. All the simulations and modeling of the proposed MIMO configuration are carried out in the CST
Microwave Studio software.

Figure 1. Proposed wideband multiple-input multiple-output (MIMO) antenna geometric layout.

Table 1. Proposed wideband antenna element dimensions.

Parameter Value (mm) Parameter Value (mm)

SubW 40 Arc4 6.0
SubL 40 FeedL 12.76

FeedW 4.0 FW 2.15
Arc1 15 FL 2.54
Arc2 15 Rad 3.0
Arc3 9.0 MimoL 80

MimoW 80 – –
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2.1. Single Antenna Element Design

The schematic of the unit antenna element with a size of 40 × 40 mm2, as illustrated in Figure 2,
serves as a building block for the four port or quad element MIMO antenna. The substrate of the
antenna element is backed by a full ground plane to reduce to the flow of the antenna radiated waves
in the backward direction and to achieve a maximum gain.

Figure 2. Layout of the proposed wideband antenna element.

The number of arcs and their dimensions must be carefully chosen to achieve the proper wideband
response for the desired frequency range. The arc-shaped stripe is evolved from a circular patch as
shown in Figure 3. First of all, a simple circular patch geometry is approximated by using the standard
theory of circular patch antenna [29], i.e.,

rad1 =
F

{1 +
2h

πεrF
[ln(

πF
2h

) + 1.7726]}1/2
(1)

F =
8.791 × 109

fr
√

εr
(2)

Then, the arc-shaped stripe is optimized and evolved for the targeted mm-wave spectrum by
subtracting the circular patch step by step.

Figure 3. Arc-shaped stripe design evolution from a circular patch.

The evolution of the antenna element for the proposed MIMO system is discussed, as depicted in
Figure 4. The design process consists of four antennas, i.e., Antenna-A, Antenna-B, Antenna-C
and Antenna-D. Figure 4a illustrates the geometry of Antenna-A which is the basic monopole
structure widely used in variant shapes as reported in [30–34], while Figure 4d depicts the geometry
of Antenna-D; the proposed unit antenna which is used for the quad element MIMO antenna.
The reflection coefficient (S11) at −10 dB reference for these different design stages is depicted in
Figure 5.
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At the first stage, Antenna-A with just single arc-shaped stripe is designed on the top of the
substrate as shown in Figure 4a, which shows an approximately wideband response above 31 GHz,
whereas, below that frequency, a single resonance is obtained at the 28.5 GHz frequency band. Thus,
at the second stage, Antenna-B with two arc-shaped stripes is produced to improve the response
of the antenna element as illustrated in Figure 4b. This time a wideband response is observed
for the frequency band of 23 to 34.8 GHz and 36.5 GHz to onwards. To improve the response
further, Antenna-C with three arc-shaped stripes is introduced at stage three as depicted in Figure 4c,
which gives a satisfactory wideband ranging from 23.2 to 39.2 GHz. Finally, at stage four, Antenna-D
with four arc-shaped stripes is designed as shown in Figure 4d, to observe the effect on wideband
response obtained at stage three. However, it is worth mentioning that the arc-shaped stripe introduced
at stage four does not have a major effect on the wideband response achieved at stage three. Thus,
a final geometry containing four different arc-shaped stripes is achieved, shown in Figure 4d for the
MIMO configuration. Figure 6a–c illustrate the surface current distribution at the 28 GHz, 33 GHz and
38 GHz frequency bands, respectively. It is observed that the entire effective resonant length of the
proposed antenna element is responsible for achieving the wideband characteristics.

(a) (b) (c) (d)

Figure 4. Geometrical design evolution steps of the proposed wideband antenna element. (a) step 1
Antenna-A). (b) step 2 (Antenna-B). (c) step 3 (Antenna-C). (d) step 4 (Antenna-D).

Figure 5. Reflection coefficient comparison of the different geometrical design evolution steps.

It is evident from the comparison of the simulated scattering-parameter (reflection coefficient) or
(S11) that the unit antenna exhibits improvement in the impedance bandwidth by adding additional
arch-shaped stripes. It is evident that bending, meandering and tapering the monopole antenna design
gives excellent properties such as compactness and less complex structure having multiple frequency
bands at a reasonable cost of production [30–34]. However, the reported structure can be further
improved to accommodate the higher frequency bands for 5G communication systems. Thus, inspired
by the related work [30–34], a new tree-shaped quad element MIMO antenna is conceived.
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(a) (b) (c)

Figure 6. Wideband antenna element current distribution at (a) 28 GHz, (b) 33 GHz, and (c) 38 GHz.

2.2. Integeration of Four Unit Antenna for MIMO Configuration

In this section, a quad element MIMO antenna is built as depicted in Figure 1, by using the unit
antenna element design obtained in the previous section. The individual antenna element occupies an
area of 40 × 40 mm2, are placed symmetrical and rotational in the 90-degree interval, forming a square
shape. The ports isolation of greater than 20 dB is achieved for the proposed MIMO antenna. This is
consistent with a fact that most of the current is concentrated in the parasitic arc shape stripes for each
port excitation with less propagation to other ports as shown in Figure 7.

(a) (b)

(c) (d)

Figure 7. MIMO antenna system current distribution at 28 GHz for (a) port 1, (b) port 2, (c) port 3,
and (d) port 4.

The mutual interference among the radiating elements makes the designing of the quad port
diversity antenna complex task. The presence of manifold similar elements in the MIMO configuration
leads to multiple increases in the mutual interference and Envelope Correlation Coefficient (ECC)
among different antenna elements. That is why the placement of diagonal elements in the anti-parallel
mode for the quad element MIMO antenna is chosen, while the four elements are assembled
orthogonally to each other. To ensure that the proposed MIMO wideband antenna ground plane
contains the same voltage; the four monopole resonating elements ground surfaces are allied.
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The prototype of the fabricated MIMO wideband 5G antenna is revealed in Figure 8. The surface
current distribution of the four-port MIMO antenna on the excitation of all ports sequentially at the
frequency 28 GHz is depicted in Figure 7. It is observed that the current flow is mainly concentrated
along the edges of arcs and around the feedline of the proposed MIMO antenna elements. Moreover,
the concentration of the coupling current among the elements of MIMO antenna is insignificant.

(a) (b)

Figure 8. Proposed wideband MIMO antenna reflection coefficients: (a) port 1 and 2; (b) port 3 and 4.

3. Measured Results

The detailed analysis of the measured and simulated results is performed in this section.
The southwest RF connector is used to feed the MIMO antenna elements. The antenna measurements
are carried out using Agilent 8722ES vector network analyzer. While measuring transmission and
reflection coefficient for the fabricated quad element MIMO antenna, the idle ports are terminated
in 50 Ω load. The same procedure is adopted for the radiated far-field measurement in the
anechoic chamber.

3.1. S-Parameters

A good coherence in the simulated and measured reflection coefficients is observed with a slight
shift in the frequency bands due to the use of cables during the measurement or fabrication losses
as shown in Figure 8. It is noted that the impedance bandwidth based on −10 dB criterion of the
proposed MIMO antenna is 23 to 40 GHz. The mutual interference among the MIMO antenna elements
is well above 20 dB for the entire desired wideband region, as depicted in Figure 9.

(a) (b)

Figure 9. Proposed wideband MIMO antenna S-parameters at (a) port 1 and (b) other port.
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3.2. Far Field Measurment

The measured radiation patterns for two principal planes, namely E-plane and H-plane at 28 GHz,
33 GHz and 38 GHz are shown in Figure 10. The radiating elements of the proposed MIMO antenna
by virtue of its orthogonal placement have pattern diversity which is helpful to mitigate the multipath
effect for communication systems. The MIMO antenna system exhibits directional radiation patterns.
The proposed antenna overall possesses a good resemblance in the simulated and measured radiation
patterns. Although the inconsistencies between the measured and simulated data are noted due to
the cable losses and fabrication errors. The measured gain noted for Antenna-1 (port1) at 28, 33 and
38 GHz is 10.58, 8.87 and 11.45 dB, respectively while for the Antenna-2 (port2), Antenna-3 (port3)
and Antenna-4 (port4); the measured gain of above 9 dB is obtained for the entire desired wideband
region. However, the peak gain of the proposed MIMO antenna is observed at 12 dB, as illustrated
in Figure 11. The measured and simulated totally efficiency of the MIMO antenna is presented in
Figure 12. The measured total efficiency of greater than 70% is achieved for the overall desired
wideband.

(a) (b)

(c) (d)

(e) (f)

Figure 10. Radiation patterns of MIMO antenna: (a) port-1/28 GHz; (b) port-1/33 GHz;
(c) port-1/38 GHz; (d) port-2/28 GHz; (e) port-2/33 GHz; (f) port-2/38 GHz.
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Figure 11. Maximum gain over frequency of the MIMO antenna elements.

(a) (b)

Figure 12. Efficiencies of the proposed MIMO antenna system: (a) antenna 1 and 2; (b) antenna 3 and 4.

3.3. MIMO Performance Metrics for the Quad Antenna System

The essential MIMO performance metrics such as the Mean Effective Gain (MEG) and Envelope
Correlation Coefficient (ECC) for the proposed MIMO antenna system are discussed in this section.
Figure 13 shows the ECC between the different ports of the MIMO antenna. The following
expression [35] can be employed to compute the ECC between port 1 and port 2 of the quad element
MIMO antenna:

ρeij =
|Sii × Sij + Sji × Sjj|2

(1 − |Sii|2 − S2
ij)(1 − |Sji|2 − S2

jj)
(3)

Likewise, the ECC between the MIMO antenna other ports can be computed as well. It is observed
that the ECC is below 0.0014 for the entire wideband region, obeying the practical standard of <0.5
required for the optimal diversity performance and ensuring independent channel operation.
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Figure 13. Envelope Correlation Coefficients (ECCs) between some adjacent antenna-elements.

The antenna elements mutual interaction and statistical properties of the propagation environment
are quantified by MEG. The MEG is helpful to understand the power imbalance by considering the
vital parameters such as total efficiency, gain and propagation environment in multiple branches or
multiple antenna elements, degrading the diversity performance. To fulfil the balance power standard
and for optimal diversity performance with a good channel characteristic; the difference between
MEGs of any two antennas equal should be less than 3 dB. The numerically estimated values of MEG
calculated using Equation (4), [20] are tabulated in Table 2. The terms i and k represent the antenna
under observation and number of antennas, respectively. The MEG calculated based on measured
results meet the required standard with the ratio of any two MEGs of the proposed quad element
MIMO antenna being nearly equal to 1.

MEGi = 0.5(1 −
k

∑
j=1

Sij) (4)

Table 2. MEG for Antenna-1 to Antenna-4.

Frequency (GHz) XPR MEG Ant.1 (dB) MEG Ant.2 (dB) MEG Ant.3 (dB) MEG Ant.4 (dB)

28 1 −5.24 −5.36 −5.45 −5.33
6 −6.13 −6.34 −6.53 −6.64

33 1 −5.32 −5.43 −5.34 −5.37
6 −6.63 −6.43 −6.33 −6.67

38 1 −5.88 −5.83 −5.65 −5.56
6 −6.87 −6.31 −6.26 −6.34

The comparison of the proposed wideband MIMO antenna for 5G applications and other antennas
reported in the literature is presented in Table 3. It is observed from the comparison that the proposed
MIMO antenna owns numerous advantages over the previously reported MIMO antennas [20–28], in
terms of total efficiency, impedance bandwidth, isolation among MIMO antenna elements, number of
radiating elements, and gain. Furthermore, the radiating elements are assembled in the anti-parallel
mode and orthogonally to provide better isolation among antenna elements, while the proposed quad
element MIMO antenna possesses a common ground plane to achieve a stable operation.
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Table 3. Performance comparison with previous published literatures.

Ref. Ports Bandwidth (GHz) Peak Gain
(dB)

Size (mm3) Isolation
(dB)

Total Eff.
(%)

ECC

[20] 4 25.5–29.6 8.3 30 × 35 × 0.76 >10 80–85 <0.01
[21] 8 3.4–3.6 1.6–4.5 145 × 75 × 6 >15 42–73 <0.16
[22] 4 3-9 11–12 90 × 90 × 1.6 >13 – –
[23] 8 3.4–3.6, 4.8–5.1 – 150 × 75 × 7 >11.5 48–85 <0.08
[24] – 21–34 9 – – – –
[25] 4 26–29.5 14 19 × 19 × 7.608 >20 – <0.015
[26] – 24–28 7.4 30 × 30.5 × 0.508 – – –
[27] 2 2.6–13 0.76–6.02 66.8 × 40 × 0.8 >15 >75 <0.02
[28] 4 27.5–40 5.8–7.2 158 × 77.8 × 0.381 >17 <75 <0.001
Prop. 4 23–40 12 80 × 80 × 1.57 >20 >70 <0.0014

4. Conclusions

In this paper, a quad element MIMO antenna for 5G mm-wave applications is demonstrated.
The proposed antenna possesses a wideband and high gain with a good MIMO characteristic for 5G
mm-wave applications. The operation band of the proposed antenna covers from 23 GHz to 40 GHz.
Each radiating element of the proposed MIMO configuration contains four different arc-shaped stripes
which help to achieve the wide bandwidth and high element isolation of more than 20 dB. The peak
gain of 12 dB is achieved for the proposed MIMO antenna. The high gain of the proposed antenna
can be further helpful to overcome the atmospheric attenuations face by the higher frequencies.
The mean effective gain and envelope correlation coefficient are also provided for the proposed MIMO
configuration. In addition, the measured total efficiency of the proposed MIMO antenna is observed to
be above 70% for the desired millimeter wave frequencies. Apart from this, the prototype of the MIMO
wideband antenna is fabricated and tested. A good coherence between the experimental and simulated
results is achieved. The proposed MIMO antenna operates efficiently with a significant return loss,
wide bandwidth, high gain and high element isolation, which make it a potential candidate for 5G
mm-wave applications.
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Abstract: In this article, a wideband filtering-radiating Yagi dipole antenna with the coplanar
stripline (CPS) excitation form is investigated, designed, and fabricated. By introducing an
open-circuited half-wavelength resonator between the CPS structure and dipole, the gain selectivity
has been improved and the operating bandwidth is simultaneously enhanced. Then, the intrinsic
filtering-radiating performance of Yagi antenna is studied. By implementing a reflector on initial
structure, it is observed that two radiation nulls appear at both lower and upper gain passband
edges, respectively. Moreover, in order to improve the selectivity in the upper stopband, a pair of
U-shaped resonators are employed and coupled to CPS directly. As such, the antenna design is finally
completed with expected characteristics. To verify the feasibility of the proposed scheme, a filtering
Yagi antenna prototype with a wide bandwidth covering from 3.64 GHz to 4.38 GHz is designed,
fabricated, and measured. Both simulated and measured results are found to be in good agreement,
thus demonstrating that the presented antenna has the performances of high frequency selectivity
and stable in-band gain.

Keywords: CPS (coplanar stripline); Yagi antenna; filtering-radiating performance; frequency selectivity

1. Introduction

There is an increasing demand for RF front end to possess much more potential characteristics
for application in modern wireless communication systems, such as compact structure, low cost,
high efficiency, multiple functions, and so on. It is well known that both antennas and filters are
two key components in the RF front end as they play important roles in whole communication
systems [1–7]. If the antenna and filter can be integrated into one module, which possesses not only
the radiation characteristics but also the filtering function, the extra matching network between these
two components can be removed and the footprint of whole system will be reduced efficiently. In this
context, antennas with filtering performance have been attracting more and more attention [8–10].

Antennas with unidirectional radiation are much more practical in some modern wireless
communication systems [8–14], such as missiles, aircrafts, and vehicles. To accommodate to this
tendency, Yagi antennas have been widely used as a kind of classical structure since its original design
and operating principles were first described by Uda and Yagi [15,16]. Quite recently, filtering Yagi
antennas have been proposed and investigated [17–19]. In [17], a filtering quasi-Yagi antenna was
designed by using cascade strategy. Multimode balun bandpass filter was directly integrated into the
antenna so as to achieve filtering performance. In [19], the principle from filter to antenna was adopted.
Yagi structure here acted as the last-stage resonator of a filter. However, antennas designed by these
two kinds of methods are bulky. Actually, the Yagi structure can exhibit the filtering performance
itself. As demonstrated in [20], the out-of-band gain suppression of Yagi antenna can be improved by
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optimizing the length and spacing of directors and reflectors, while narrowing the operating bandwidth
compared with the conventional counterpart. Meanwhile, it is well known that the CPS structure is
much appreciated by engineering according to its advantages in greatly simplifying the differential-fed
network for unidirectional radiation antenna and convenient integration with the active circuits and
monolithic microwave integrated circuits [21–25].

The main motivation of this article is to propose a CPS-fed wideband Yagi dipole antenna
with filtering-radiating performance. The intrinsic filtering performance of the Yagi structure has
been utilized here to produce two radiation nulls emerging at both lower and upper passband
edges, respectively. To overcome the narrow operation bandwidth caused by this filtering
scheme, an open-circuited half-wavelength resonator is introduced between CPS and driven
dipole. As such, both the gain selectivity and the operating bandwidth have been enhanced
simultaneously. It is demonstrated that the introduced resonator herein serves as a first-order resonator.
Moreover, in order to improve the selectivity of the upper passband edge, a pair of U-shaped resonators
are employed and coupled to CPS directly. Finally, an antenna prototype with operation frequency
band covering from 3.64 GHz to 4.38 GHz is fabricated and measured. All results are observed as
being in good agreement, thereby verifying the validity of this design.

2. Design of the Proposed Antenna

Figure 1 illustrates the configuration of the proposed filtering Yagi dipole antenna, which is
fabricated on a polytetrafluoroethylene (PTFE) substrate with a relative permittivity of 2.2, thickness
of 1 mm, and dimensions of 30 × 42 mm2. The filtering antenna is composed of four parts: CPS for
differential signal excitation, a pair of U-shaped resonators symmetrically coupled to the CPS,
two-element radiators consisting of a driven element and a reflector, as wel as a folded open-circuited
half-wavelength resonator inserted between the feedline and driver. All the four parts are printed
on the top side of the substrate while no metal parts exist on its bottom to ensure the operating
environment of dipole structure. The antenna structure is symmetrical with respect to the reference
line along the middle axis of CPS along the x-axis.

Figure 1. Geometry of the proposed filtering Yagi dipole antenna in 3D view.

2.1. Modified Dipole with Bandwidth Improved (Type A)

Firstly, the frequency selectivity of dipole antenna is investigated. For clear illustrating, both the
conventional dipole antenna and the new dipole structure named type A are presented and depicted
in Figure 2a,b, respectively. It should be mentioned that these two dipole antennas are designed on the
same substrate and operate at the same frequency. As indicated in Figure 2b, for the new dipole structure,
an open-circuited half-wavelength resonator has been introduced as one filtering element between the
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feedline and dipole. By virtue of this scheme, both the selectivity and bandwidth of dipole antenna are
expected to be improved. Comparative results including reflection coefficients and normalized realized
gains of antennas are shown in Figure 3. It can be observed that by inserting the half-wavelength
resonator, an additional resonance point appears at about 3.65 GHz, naturally resulting in enhanced
bandwidth. Besides, for the type A antenna, its in-band gain becomes flatter and the out-of-band
suppression is better than the conventional counterpart, which means an improved selectivity.

  
(a) (b) 

Figure 2. Dipole antennas. (a) Conventional. (b) Proposed type A.

Figure 3. Comparison about reflection coefficients and realized gains between the conventional dipole
antenna and proposed Type A.

2.2. Study of the Filtering Performance of Yagi Antenna

Herein, the filtering performance of Yagi structure itself is discussed. A typical three-element
Yagi structure, including both reflector and director, is utilized and shown in Figure 4. By optimizing
the parameters, a filtering-radiating Yagi antenna can be obtained. Table 1 tabulates the detailed
dimensions of traditional and optimized Yagi antenna. A comparison about normalized realized gain
and reflection coefficient curves versus frequency between them is provided in Figure 5. It can be easily
observed that after the optimization process, the roll-off performance for both the realized gain and |S11|
curves have been improved remarkably, revealing the desired filtering performance. In fact, the filtering
property, especially out-of-band gain suppression is here caused by the enhanced loaded Q-factor,
which is influenced by the distance between the driver and parasitic elements and will be higher under
small element spaces [10]. The described optimization exactly reduces the distances among elements,
thus increasing the loaded Q-factor. Besides, it is seen that not only the gain of the optimized one
becomes flatter, but also the upper and lower radiation nulls are generated. One thing should be
mentioned that radiation nulls are produced by the intrinsic characteristic of the Yagi antenna. It is
known that the parasitic element working as director or reflector is determined by the phase condition
between the currents on the driver and the element. If the phase of current on parasitic element is prior
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to that of the driver, the parasitic one will act as a director. Similarly, if the phase of the current on the
parasitic element is delayed to that of driver, a reflector can be achieved. Besides, there is no doubt that
phase condition is related to the operating frequency. As such, the radiation pattern and beam direction
will turn 180 degrees at some certain frequencies where the reflector or director change their role.
In this context, when the front-to-back ratio reaches its minimum, radiation nulls appear. The radiation
nulls at the upper and lower band edges are caused by the director and reflector, respectively. It should
also be noted that the resonant frequency will also be changed slightly with different distance values
as the distances will affect the coupling condition for the Yagi dipole antenna [26–32]. To verify the
aforementioned statement, the radiation patterns at these two radiation nulls are displayed in Figure 6.
It can be clearly found that beam direction has been reversed. The optimization process changes the
distances among elements, which determines coupling and phase condition. Therefore, the location of
radiation nulls can be controlled.

 

Figure 4. Configuration of a three-element Yagi antenna.

 

⏐
⏐

Figure 5. Comparison about normalized realized gain and reflection coefficient curves versus frequency
between the traditional and optimized Yagi antenna.

 
(a) (b) 

Figure 6. E planes of the optimized Yagi operating at two radiation nulls. (a) 3.32 GHz. (b) 4.66 GHz.
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Table 1. Dimensions of Yagi antenna in Figure 4

Type Parameters W Ly1 Ly2 Ly3 D1 D2

Traditional Values(mm) 2 30 31.22 26.33 18.98 15.3
Optimized Values(mm) 2 30 27.55 33.67 2.02 3.06

In addition, as indicated in Table 1, the most difference between traditional and optimized
antennas lies in the length of parasitic element and distance from it to the driven one. In this context,
the relationship between the occurring frequency of lower radiation null and the spacing from reflector
to driven element D2, as wel as the length of reflector Ly3 are selected for investigation and shown
in Figure 7. It can be found that when D2 remains unchanged, increasing Ly3 will move down the
frequency location of radiation null. Moreover, with a fixed Ly3, increasing D2 can also result in a
variation of the frequency of radiation null. Herein, according to the above discussions, both the length
of the parasitic element and the distance from the driven element to parasitic one in Yagi structure has
been properly selected to obtain good gain selectivity for better filtering performance.

D

Ly
Ly
Ly
Ly
Ly

Figure 7. Relationship between the occurring frequency of lower radiation null and the spacing from
reflector to driven element D2, as wel as the length of reflector Ly3.

2.3. Realization of the Proposed Filtering Yagi Dipole Antenna

Based on the aforementioned dipole antenna with improved selectivity and enhanced bandwidth,
a Yagi dipole antenna named type B is presented by adding a reflector in the dipole structure (Type A),
as shown in Figure 8a. As we have proved that the reflector can reflect electromagnetic waves and
enhance the directivity of antenna. Also, it actually can improve the out of band suppression. Figure 9
sketches the realized gain of proposed Type B. From the gain results, it is found that two radiation nulls
appear at the lower and upper passband edges; nevertheless, the suppression of the upper stopband is
not very good. This phenomenon is caused by the fact that the introduced folded resonator hardly
influences the radiation of driver and cannot work as a director due to its limited length. This is
exactly the reason why the filtering performance of Type B at the upper band edge is worse than
the optimized Yagi antenna. Limited by the CPS feedline, the director has not been utilized in this
proposed structure. Moreover, inside the operation band, there also exist two resonance points, so as
to maintain a wide bandwidth. Compared with type A antenna, the filtering characteristic of type B is
enhanced. Undoubtedly, the increment on filtering performance is achieved by intrinsic property of
Yagi antenna.

To further improve the suppression in the upper stopband, a pair of U-shaped resonators are
deployed and directly coupled to the CPS feedline. Until now, the implementation of wideband
Yagi dipole filtering antenna—i.e., antenna type C—is finally accomplished, as shown in Figure 8b.
Figure 9 depicts its realized gain. It is found that one additional radiation null has been achieved at the
near edge of operating frequency band, thus manifesting an improved gain selectivity than the one
caused by the reflector. Herein, the introduced U-shaped folded line functions as an open-circuited
half-wavelength resonator corresponding to a specific frequency; thus, signals at this frequency cannot
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pass through the feedline but couple to the U-shaped resonator. One thing should be mentioned
that the U-shaped folded line is not same as those reported structures with notch since ground is
nonexistent. The introduced U-shaped line radiates here and works just like a folded dipole antenna,
which possesses an omnidirectional radiation pattern. As such, the omnidirectional radiation caused
by U-shaped line worsens the front-to-back ratio, leading to an additional radiation null.

  

(a) (b) 

Figure 8. Configuration of proposed Yagi dipole antennas. (a) Type B. (b) Type C.

 

Figure 9. Comparison about reflection coefficients and normalized realized gains between the
conventional dipole antenna and proposed Type A.

3. Fabrication and Experimental Results

Figure 10 shows the photograph of fabricated antenna prototype. The dimensions of the antenna
prototype are: W1 = 3.8 mm, W2 = 1 mm, W3 = 0.8 mm, Wdri = 1 mm, Wref = 1 mm, L1 = 13 mm,
L2 = 28.4 mm, L3 = 27.4 mm, L4 = 13 mm, Ldri = 30 mm, Lref = 36 mm, g1 = 0.2 mm, g2 = 0.3 mm,
g3 = 5 mm, g4 = 1 mm, g5 = 5 mm, and g6 = 0.3 mm. The CPS feedline is achieved by a pair of
parallel coupled lines which are respectively connected with the inner and outer conductor of SMA,
thus forming a balun structure. Besides, the flange of SMA is selected with a compact size for reducing
its influence on radiation. The proposed antenna is easily fabricated and assembled.

 

Figure 10. Photograph of the fabricated antenna prototype.
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Measured and simulated reflection coefficients and gains of the fabricated antenna prototype
are provided in Figure 11. It can be found that the measured operating frequency band covering
from 3.64 GHz to 4.38 GHz (18.5%) is little higher than the simulated one. Moreover, these two gain
curves have the same tendency with the variation of frequency. The emerged radiation nulls at
specific frequency locations agree well with our expectations. Compared with simulated result,
the measured one also slightly moves toward a higher frequency, which corresponds to the results of
reflection coefficients. Figure 12 depicts the measured and simulated radiation patterns of fabricated
antenna prototypes operating at 3.66 GHz and 4.13 GHz, which means the resonant frequencies inside
the working band. Measured patterns match well with the simulated ones, except the measured
cross-polarization is a little higher than the simulated one.

 
Figure 11. Measured and simulated reflection coefficients and realized gains of the fabricated
antenna prototype.

 
(a) 

 
(b) 

Figure 12. Measured and simulated radiation patterns of fabricated antenna prototype operating at
(a) 3.66 GHz. (b) 4.13 GHz.
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To highlight the advantages of this work, the performances in comparison with other reported
counterparts are summarized in Table 2. It can be concluded from this table that our presented work
exhibits good properties of compact size, wider bandwidth, simple structure of one-layer circuit,
as wel as an improved gain selectivity.

Table 2. Comparison among filtering Yagi antennas

Ref.
Bandwidth

(%)
Central

Frequency
Design Principle

Realized
Gain (dBi)

Size
(λ0)

Number of
Radiation Null

Number
of Layer

[17] 16.7 1.72 GHz Cascade 5.9 0.6 × 0.6 × 0.007 0 3
[18] 5.5 1.82 GHz Cascade 5.1 0.75 × 0.6 × 0.007 0 3
[19] 25 5.2 GHz From filter to antenna 7.0 0.65 × 0.62 × 0.009 1 1
[20] 8.7 0.95 GHz From antenna to filter 10.6 0.55 × 0.15 × N.A 2 1

Our work 18.5 4.01 GHz From antenna to filter 5.8 0.56 × 0.4 × 0.013 3 1

4. Conclusions

In this article, a wideband filtering-radiating Yagi dipole antenna is presented and investigated.
With resorting to the CPS differential feed network, the design complexity has been effectively reduced.
Then, by introducing an open-circuited half-wavelength resonator between CPS and dipole, a new dipole
antenna with improved selectivity and extended bandwidth is proposed. Afterwards, the intrinsic filtering
performance of Yagi structure has been studied and implemented on the dipole antenna. Meanwhile, a pair
of U-shaped resonators are employed and coupled to CPS directly so as to accomplish the filtering
radiation purpose. An antenna prototype has been fabricated and tested. Measured results demonstrate a
wide bandwidth covering from 3.64 GHz to 4.38 GHz (18.5%) and three desired radiation nulls. Since no
filtering and matching networks are involved, the structure of the proposed antenna is very simple.
In addition, this antenna has the features of low profile, compact size, and easy fabrication, which will
make it a good candidate for modern 5G wireless communication systems.
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Abstract: Millimeter wave (mm-Wave) technology is likely the key enabler of 5G and early 6G
wireless systems. The high throughput, high capacity, and low latency that can be achieved,
when mm-Waves are utilized, makes them the most promising backhaul as well as fronthaul solutions
for the communication between small cells and base stations or between base stations and the
gateway. Depending on the channel properties different communication systems (e.g., beamforming
and MIMO) can accordingly offer the best solution. In this work, our goal is to design millimeter
wave beamformers for switched beam phased arrays as hybrid beamforming stages. Specifically,
three different analog beamforming techniques for the frequency range of 27–33 GHz are presented.
First, a novel compact multilayer Blass matrix is proposed. Second, a modified dummy-ports free,
highly efficient Rotman lens is introduced. Finally, a three-layer true-time-delay tree topology inspired
by microwave photonics is presented.

Keywords: 5G; early 6G; hybrid beamforming networks; millimeter waves; switched beam phased
arrays; Blass matrix; Rotman lens; tree beamformer

1. Introduction

The evolution of fifth generation (5G) wireless systems toward high microwave and millimeter
wave (mm-Wave) frequencies provides significant advantages because of the wide available spectrum
(i.e., high throughput, high capacity, and low latency) and improved features resulting from the smaller
wavelength [1–12]. Of course, higher frequencies are characterized by challenges of higher propagation
losses, higher phase noise in local oscillators, and higher insertion loss in the RF-front-end. This is
accompanied by possible shadowing even by trees, limited propagation range due to rain attenuation,
atmospheric and molecular absorption, and lower or impossible penetration to buildings [13–16].
The latter can be compensated by ensuring line-of-sight links, thereby requiring dense base stations
even down to distances of 150–200 m [17]. Therefore, mm-Wave communications are mainly used
for indoor environments and small cell access. This densification is anyways needed to ensure the
excessively high communication rates of 5G. Of course, densely deployed small cells demand high
cost to connect 5G base stations (BSs) to other BSs and to the network by fiber-based backhaul [18].
In contrast, wireless backhaul in mm-Wave bands that offers high speed, wide bandwidth, several Gbps
data rates is by far more cost-effective, flexible and much easier to deploy. As shown in Figure 1,
a wireless mm-Wave communication system is an extremely promising backhaul solution for small
cells that can support the desired high speed transmission between the small cell base stations (BSs)
or between BSs and the gateway. However, high antenna gain (or narrow beamwidth) is needed to
compensate for high propagation losses; therefore, beamforming is required.
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Figure 1. Illustration of different 5G communication cells.

Besides beamforming, antenna diversity (two or more antennas at different positions) has been
used at low microwave frequencies (i.e., below 6 GHz) to compensate the effects of multipath
propagation. Even though multipath effects are negligible at millimeter waves or above 7 GHz
(FR3 band) as they require line–of–sight paths, antenna diversity is still beneficial at these frequencies.
Specifically, it has been shown that the capacity of communication systems at these frequencies can
be increased by employing multiple antennas (i.e., MIMO) to receive signals. A MIMO configuration
can be deployed in single-user systems, where it offers the best throughput, or for multi-user systems
to increase the overall cell capacity. On the other hand, beamforming needs antenna elements with
the same polarization. A beam can be made directive even with two antenna elements, but with very
poor results. Instead, four antennas offer acceptable directivity, while eight antennas provide the best
compromise [e.g., especially for the 7–24 GHz (FR3 range)]. Additionally, it has been shown that
beamforming is more efficient than MIMO in hard–to–cover areas (cell edges or through buildings)
where the SNR is low [19]. On the contrary, MIMO is more efficient than beamforming in areas with
strong SNR (best for SNR > 17 dB), i.e., near the center of a cell, where multiple layers of MIMO
are used. Therefore, the most practically feasible configuration of a passive antenna at frequencies
below 6 GHz, is one that implements both beamforming and MIMO operations. The established
configuration, which incorporates both beamforming and MIMO, is known as “Hybrid Beamforming”
and it is generally accepted as the best option for the upper microwave (7–33 GHz) and millimeter
wave bands [20–23].

Hybrid beamforming has been adopted since 1970. In addition, various hybrid beamforming
systems have been presented in recent papers (e.g., [22,24]). Specifically, such systems are comprised
of the following components, as shown in Figure 2: (i) the antenna array; (ii) the “RF precoding”,
i.e., the analog RF beamformer that is driven by a number of transmitting RF chains; and (iii) a number
of digital–to–analog converters (DACs) that combine the “digital baseband precoding” (which plays
the role of the software defined radio (SDR) for the transmitter) into the analog RF beamforming
networks. The receiver follows the same logic and appears at the bottom of Figure 2. Notably, hybrid
beamforming combines the low cost, simplicity, and ease of implementation of analog beamformers
with powerful abilities of digital beamformers, such as comprehensive interference rejection and
beamsteering towards any desired position (at least theoretically) [25]. Therefore, by combining the
analog and digital beamformers, novel communication systems can be developed that meet the needs
of 5G [26]. Our paper is focused on analogue beamformers that represent an important component of
hybrid beamforming systems.
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Figure 2. Hybrid beamforming architecture.

Many different analog RF beamforming implementations have been developed during the last
60 years following the topologies proposed by Butler [27], Blass [28], and Nolen [29] matrices, as well
as Rotman lenses [30]. The most common analog beamforming network is based on the Butler
matrix, which is known for its high efficiency. However, it can only produce uniform amplitude
distributions that are known for their high side-lobe level (SLL) values [31], and high number of
crossovers that cause many undesired effects, such as increased insertion loss, mismatched junctions,
etc. [32]. In the literature, limited works have been proposed for the development of Butler matrices
with non-uniform amplitude distributions [33] and the reduction of crossovers [34]. Additionally,
Butler matrices exhibit significantly narrower bandwidths than the most wideband antenna arrays
currently available. A design with bandwidth of 3:1 (based on a 10 − dB return loss), 1 − dB insertion
loss variation, and 7◦ phase deviation was recently reported by Chen et al. [35]. Even though Butler
matrices have been extensively used at the frequency range of 1–4 GHz, there are limited works
at higher frequencies and mm-Waves. Nedil et al. [36] introduced a 4 × 4 two-layer Butler matrix
at 5.8 GHz using coplanar wave-guide technology. Cao et al. [37], introduced a compact substrate
integrated waveguide (SIW) multi-folded 4 × 8 Butler matrix combined with a 8 × 10 SIW slot-coupled
patch array at 38 GHz accomplishing a size reduction of 53.5% in its longitudinal direction. Tornielli di
Crestvolant et al. [38] introduced a new class of Butler matrices with inherent bandpass filter transfer
functions. Specifically, they presented the synthesis and design of a 2 × 2, 180 hybrid coupler at
10 GHz and a 4 × 4 Butler matrix with an equal-ripple four-pole Chebyshev bandpass characteristic
centered at 12.5 GHz. More recently Dyad et al. [39] presented a dually-polarized Butler matrix for
base stations with polarization diversity operating at 60 GHz. Finally, Tamayo-Dominguez et al. [40]
utilized additive manufacturing techniques to introduce a 3D-printed modified butler matrix for a
monopulse radar based on gap waveguides at W-Band.

Nolen matrices outperform Butler matrices as they can produce an arbitrary number of beams.
However, similar to Butler matrices, they are usually limited to uniform amplitude tapering and only
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few reported attempts have attempted to fix this problem [41]. In addition, Nolen networks operate
at relatively narrowband frequency range, compared to wideband antenna arrays. Djerafi et al. [42],
introduced a relatively broadband Nolen matrix using substrate integrated waveguide (SIW)
technology, which provided constant phase over a 11.7% frequency bandwidth centered at 77 GHz.
More recently, a Nolen matrix with slightly wider bandwidth of 1.4:1, amplitude imbalance less than
0.75 dB, phase variation 6◦, and return loss better than 16 dB was proposed by Ren et al. [43].

The Blass matrix is the ordinary case of the Nolen matrix. In addition, the Blass matrix can provide
non-uniform amplitudes (thereby overcoming Nolen matrix limitations for uniform amplitudes) but
exhibits higher losses due to the use of matched loads. Moreover, the Blass matrix can be designed
as a true time-delay network, thereby resolving (at least in theory) the bandwidth limitations of both
Butler and Nolen matrices. A true time-delay Blass matrix with an instantaneous bandwidth of 5:1
was first reported by Chu et al. [44]. However, this was an active network design that used amplifiers
as directional couplers.

Finally, Rotman lenses are passive topologies that have been used to implement true time-delay
beamforming networks. The main advantage of Rotman lenses is that they require low number of
switching elements, compared to Blass matrices. Rotman lenses have been extensively used with
relatively wideband performance, such as 3.4:1 by Lambrecht et al. [45] and 10:1 by Merola et al. [46].
However, Rotman lenses suffer from relatively low efficiency (e.g., 20–50% efficiency was reported by
Merola [46]).

In this work, three novel analog beamforming networks are proposed as 5G mm-wave candidates.
Each network separately tackles and solves specific limitations and drawbacks of its prior counterparts.
First, a multilayer Blass matrix design is presented. To our knowledge, this is the first multilayer,
circular Blass topology. Typical Blass networks are big in size and suffer from excessive losses. Aiming
towards compact and highly efficient mm-Wave beamforming networks, we first transform the classical
Blass matrix topology [28] into a circular design [47], and then implement it in a two-layer topology.
The challenge of this attempt is the appropriate design of the couplers. Typical approaches use
bondwires and bridges [48], two factors that decrease the efficiency of beamformers and increase the
design complexity. In this work, to minimize the losses and significantly reduce the design complexity,
a dual-layer directional coupler is designed and used. As a proof of concept, a 3 × 4 Blass matrix is
designed, which shows excellent performance. Compared to the typical single-layer Blass matrix the
proposed dual-layer network achieves 60% size reduction.

The second topology, which is presented here, is a modified Rotman lens topology. Rotman lenses,
similar to the Blass matrix topologies have large footprints, while their efficiency is limited due to
the existence of dummy ports. Aiming towards a compact, low cost and highly efficient design,
we minimize the number of dummy ports by using field absorbers. Specifically, by imitating perfect
matched layers (PMLs), we engineer the substrate by doping it with conductive material. This key
modification essentially increases the loss tangent about ten times, yielding an almost perfect absorber
and thereby eliminating the undesired reflections. As a proof of concept, a simple 3 × 3 structure,
which shows very good results, is presented here.

Our last topology is a tree topology inspired by microwave photonics. Specifically, this implementation
provides ultra-wideband operation; eliminates the problems of crossovers faced by Butler, Nolen, and Blass
matrices; and is capable of providing significantly higher efficiencies than ordinary Rotman lenses.
The primary novelty of this topology is the minimal number of delay lines. By hierarchically repeating
the same feature, using successive power divisions (equal and un-equal) and by doubling the delay as we
move diagonally from the first antenna port to its last port and towards the network input, we achieve the
desired amplitude and phase difference. As a proof of concept, a three-layer 1 × 4 network, which shows
excellent results, is designed.
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2. Beamforming Networks Design

2.1. Blass Matrix Architecture

In this task, we pursue the development of a novel dual-layer Blass matrix. Typical Blass matrices
are large in size and suffer from excessive losses. Aiming to compact and highly efficient mm-Wave
beamforming networks in this work, the classical Blass matrix topology is first transformed into a
circular design, and then implemented in a two-layer topology. To our knowledge, this is the first
multi-layer Blass design. Compared to the typical single-layer Blass matrix, the proposed dual-layer
network achieves 60% size reduction. An additional key point of our implementation are the couplers.
Typical approaches use bondwires and bridges [48], two factors that decrease the efficiency of the
beamformer and increase the design complexity in regular Blass matrices. Here, to minimize the losses
and significantly reduce the design complexity, a dual-layer directional coupler is designed and used.

The Blass matrix was first introduced in 1960 [28], and its network is shown in Figure 3. In its
original form, the Blass matrix consists of N traveling wave feed lines (rows) cross-connected to a set
of M transmission lines (columns), each one feeding an antenna element of the array. M and N are
independent and they can be chosen arbitrarily, but always the number of beams M should be less
(or equal) to the number of antenna elements. The other end of the line is terminated in a matched
load (see Figure 3). This beamforming network provides M beams with an array of N elements.
The interconnections are implemented with directional couplers of unequal power divisions as shown
in Figure 3. For a uniform amplitude excitation of the array, the first (out of N) row of couplers divides
the power to a 1/N portion that flows towards the antenna element and a (N − 1)/N portion that
flows along the column towards the rest of the network. Likewise, the second row of couplers divides
the power into ratios of 1/(N − 1) and (N − 2)/(N − 1) and so on. In addition, as long as we are
moving farther away from the feeding ports and towards the radiating elements (element 1, element 2,
· · · , element N) additional electrical length is introduced causing a true time delay (TTD) difference
between the elements, which is responsible for the beam-steering of our array. By appropriately
choosing the lengths of these paths, we can steer the beam at the desired direction. However, as long
as we are moving towards higher port number (port 1, port 2, · · ·, port M), the signal may travel to
a specific radiating element along different paths (Figure 3). Take for example port 2 when it excites
the radiating element 2. As shown in Figure 3, the desired signal is the one that can follow the path
denoted with green line. However, there is also an additional path that the signal can take, which is the
one denoted with red line. This second path is undesired and is referred to as spurious path, which is
responsible for some performance degradation of the Blass matrix.

Aiming to a compact mm-Wave beamforming network, a dual-layer semi-circular Blass matrix
adopted herein is introduced [47]. Figure 4 shows a graphical representation of the circular topology.
The semi-circular Blass matrix is designed so that beams 2 and 3 are identical to beam 1, but smartly
rotated so that the transmission line between them introduces the desired time delays. Therefore, for the
first beam, the time delay for the nth element is nτvertical , for the second beam is n(τvertical + τhorizontal),
while for the third beam is n(τvertical + 2τhorizontal). By determining τvertical and τhorizontal , each beam
can be accurately steered in the desired direction.

A critical component of the Blass matrix is, as expected, the coupler. The couplers used in
this work are directional, but, unlike traditional couplers [48], they have their through port on the
opposite side of the coupled port. Traditional couplers can exhibit this behavior by using either
bondwires and bridges, such as the Lange directional coupler (see Figure 5b) or branch-line directional
couplers (see Figure 5a). However, the first approach increases significantly the losses as well as the
fabrication complexity especially at mm-Wave frequencies, while the second approach leads into a
significantly larger design. To avoid both the bondwires’ complexity and minimize the undesired
losses, a dual layer directional coupler is used [49], as shown in Figure 6. This coupler is comprised
of two rectangular patches (Figure 6) printed on the top and bottom surface of a two-sided substrate
with a common ground plane. The two patches are coupled through a rectangular slot etched on the
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common ground plane. The dimensions of the patches and the slot are selected to achieve the desired
coupling coefficient. To design the coupler, a quasi-static approach is initially used, utilizing the design
formulas given by Wong [50]. Then, the design is optimized by running full-wave simulations.

Figure 3. Blass matrix schematic.

Figure 4. Circular Blass matrix topology.
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(a)

(b)
Figure 5. Traditional implementations of directional cross couplers: (a) multi-section branch line
cross-coupler; and (b) Lange directional coupler.

Figure 6. Layout of the dual-layer directional coupler.

As mentioned above, one of the most critical components of the Blass topology are the directional
couplers. Let us take the case when all couplers have the same coupling coefficient as proposed in [28].
In this case, the higher are the coupling values (see Figure 3), the higher is the circuit efficiency we can
achieve. This is expected as more power will be distributed to the radiating elements, instead of getting
dissipated at the lines’ terminations. Moreover, it can be easily observed that, for every non-spurious
path case, the input signal realizes only one coupling value (see in Figure 3 how the signal flows from
input port 2 to output port 2) before it reaches any output port. Therefore, an effect of the order of
C [e.g., O(C)] is introduced on this signal, both in amplitude and phase. On the other hand, for the
case of a spurious path, the signal has to travel through at least three “coupled ports”, introducing
an effect of at least O(C3). Thus, the lower the coupling coefficient of the coupler is, the lower the
effect of the spurious path is. Therefore, there is a trade-off between the efficiency of the network and
the errors introduced on both the amplitude and phase of the excitations. For our case, we choose as
a good balance coupling values of C = −11.5 dB [see Figure 7a]. In the next subsection, the design
methodology of the proposed N × M Blass matrix beamforming network is presented.
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(a) (b)
Figure 7. Frequency response of the double layer directional coupler: (a) amplitude response;
and (b) phase difference between the output ports of the double layer directional coupler.

Blass Matrix Design Methodology

As mentioned above, a Blass matrix consists of M traveling wave feed lines (columns)
cross-connected to a set of N transmission lines (rows), each one feeding an antenna element of
the array. The first step of the design process is to choose the number of inputs M and outputs N,
respectively (in this work, M = 3 and N = 4). Aiming to steer the beams of our antenna array in a
specific direction, the desired phase differences Δφ

(m)
(n+1,n) between the output ports for each m beam

are computed, utilizing array theory [51]. Recall that, for a linear phased array with interelement
distance d, phase difference Δφ, or group delay τ, to steer the beam toward an angle θ0 from broadside
is (e.g., [51]):

Δφ =
ωd sin θ0

c
or τ =

d sin θ0

c
(1)

where c is the speed of light in vacuum and ω is the angular frequency. Although a true-time-delay
beamformer is sought, its design is based on the corresponding phase differences. These are first
estimated at the center frequency based on standard antenna array synthesis. In turn, phase differences
are transformed to the corresponding group delays to implement the desired wideband true-time-delay
antenna array. Note that, since we are proposing a Blass matrix implemented in a semi-circular dual-layer
topology, which to our knowledge has never been reported before, significant modifications have to be
done on the design approach compared to the classical Blass matrix [28]. Namely, the directional couplers
as well as the feed-lines’ lengths between the couplers have to be appropriately chosen and designed.

The Blass matrix design methodology is a serial process, which is performed column-wise.
Namely, we start with the design of column 1 adding the appropriate couplers and lengths of
lines at each row 1 · · · M, respectively. A dual-layer directional coupler in Figure 6 is used herein
to accommodate our novel implementation. Since this Blass matrix has N = 4 output ports,
four directional couplers are needed at each column. Between the couplers, a transmission line
with a group delay τv is added. The purpose of this line is to introduce some physical separation
between the couplers for fabrication purposes and is usually chosen to be around 8.3ps at the frequency
band we have chosen to operate. In addition, the couplers have to be symmetric and form a “cross”,
as shown in the schematic of Figure 3. To achieve this geometrical configuration, the top and bottom
patches of the coupler are tilted at 45◦, while in addition 45◦ arcs are introduced at the ends of the
patches, as shown in Figure 6. Note that the radius of the arcs has to be chosen wisely as firstly the
characteristic impedance of the corresponding lines have to remain unaffected, and secondly the
coupler has to remain compact. The length as well as the width of the slot and the patch are designed
following the methodology in [49,50]. The total phase difference between the coupler’s input-port and
its through-port is denoted as Δφc and the corresponding delay τc. In addition, the coupling value is
decided by the patch and slot width, and are always 90◦ in terms of electrical length. Thus, the phase
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introduced due to the coupling value is negligible. Therefore by looking at the Blass matrix schematic
(see Figure 8) the total phase introduced at the nth output-port, when input port m = 1 is used as a
reference, is:

Δφ
(1)
n,1 = nΔφc − (N − n)Δφ0 ↔ τ

(1)
n,1 = nτc − (N − n)τ0 (2)

where Δφ0 is the phase introduced by line τ0. From Equation (2), it can be seen that the phase difference
between two adjacent output-ports (n, n + 1) is:

Δφ
(1)
n+1,n = Δφc − Δφ0 ↔ τ

(1)
n+1,n = τc − τ0 = τ (3)

Figure 8. Layout of the proposed circular mm-Wave Blass matrix topology.

Using Equation (3), the electrical length of line τ0 can be specified. Since τ is the desired
group delay estimated from the antenna array in order for the beam maximum to point toward
the pre-specified direction θ0, it can similarly be seen that for column 2 the phase differences between
adjacent output ports are:

Δφ
(2)
n+1,n = Δφc − Δφ0 − Δφh ↔ τ

(2)
n+1,n = τc − τ0 − τh (4)

where Δφh is the phase introduced by line τh. In a similar manner, the rest of the matrix columns
are designed. The last step of the design methodology is to choose the coupling coefficient of the
couplers. As mentioned above, all beams except from the first one suffer from spurious excitations.
These excitations degrade the performance of the Blass matrix by introducing perturbations in
amplitude and phase, as shown in [28] (Equation (6)). It can be seen that the higher the coupling value
is, the stronger the effect of these perturbations is, ultimately degrading SLL. On the other hand, if a
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low coupling value is chosen, only a small portion of the power will be coupled to the output ports,
and the rest will be consumed by the terminations (see Figure 3). Therefore, the coupling value is
determined by the application and how tolerant this application is to high SLL values.

2.2. Rotman Lens Architecture

In our second approach, a novel true time delay Rotman lens is used. Rotman lenses, similar to
classical Blass topologies, are known for two main limitations: their large footprint and their limited
efficiencies (typically 50–60%) due to the dummy ports. Aiming at high efficiency, we propose a novel
dummy-ports-free Rotman lens utilizing the idea of field absorbers. Specifically, imitating perfect
matching layers (PMLs), we engineer the substrate by doping it with conductive material. This key
modification essentially increases the loss tangent about ten times, yielding an almost perfect absorber
and eliminating the undesired reflections.

As is well known, the original Rotman lens is a metallic plate waveguide, loaded with dielectric
for miniaturization purposes, where its input ports lie upon the beam contour and the output ports
lie upon the array contour. As its grounded substrate is extended beyond the waveguide boundaries
for practical purposes, it resembles a printed microstrip structure, although the area between the two
metallic planes remains a parallel plate waveguide operating at its TEM mode.

As shown in Figure 9, the Rotman lens is considered as a M × N beamforming network.
Its functionality is: when an input port is excited, the input signal is divided into N output ports with
different amplitudes and phase sequences, which create a radiated beam with its maximum directed
along a specific direction. When the same input signal is fed to another input port, a beam oriented
to a different scanning angle is created. The energy fed to each input port emerges as rays directed
towards all possible directions inside the parallel plate region. Some of them collimate, feeding the
antennas through the output ports. However, there are also rays that propagate towards the top and
bottom sides of the waveguide (in Figure 9, the top and bottom sides are considered the sides where
the dummy ports are placed). These rays may be reflected to arrive at the output ports (even at the
input ports) interfering with the directed rays at arbitrary phase, thus “contaminating” the desired
signals (or causing mismatching at the inputs). Hence, the energy of these side-propagating rays must
be absorbed and dissipated when they arrive at the side edges of the lens. To reduce the reflections in
the parallel plate region, the dummy ports are used, as shown in Figure 9. Essentially, the dummy
ports serve as absorbers for the spillovers of the lens, reducing the multiple reflections and standing
waves, which undermine the lens performance [52].

Figure 9. Principle Rotman lens architecture.
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Rotman Lens Design Methodology

In this work we follow the classical Rotman lens design approach, as depicted in Figure 10 given
by [52].

Figure 10. Proposed Rotman lens architecture with three inputs (red), three outputs (green), and four
dummy (D) ports (blue) in the side walls. The scale is 10:3.06 mm.

Aiming at a compact, low cost, and highly efficient design, our goal is to minimize the number of
dummy ports. However, when a small number of dummy ports is used, the Rotman lens performance
degrades radically, as the inputs are no longer well matched, and the outputs’ phase response fluctuates
leading to a non-constant group delay. This is a well-recognized problem and numerous attempts have
been made by researchers to confront it. Indicatively, Sorrentino et al. [53] utilized field absorbers at the
side edges built up on a metamaterial approach. Here, we take a different path, imitating the perfect
matching layers (PML). For this purpose, we appropriately engineer the substrate by doping it with
conductive material, (e.g., carbon), on the area directly beyond the sides of the upper metal. This is
considered to retain about the same dielectric constant but increasing the loss tangent about ten times.
Thus, we can efficiently absorb the incident waves and in turn attenuate the standing waves of the
parallel plate region. Following the principles of electromagnetic theory, the attenuation constant for
the case of a TEM propagating mode in the parallel plate region when material losses are introduced is
given by [48]:

ad =
ktanδ

2
(5)

where k = ω
√

εμ stands for the wavenumber. Considering the desired frequency of operation and
keeping in mind that the mode attenuates at a rate of e−adx in the parallel plate region, we can evaluate
the distance the wave has to cover to attenuate 1/e in respect to its initial value. Based on this initial
estimation the Rotman lens’ absorbing area is initially designed and then in turn is optimized using an
EM simulator. In our proposed design, following this procedure and after the necessary optimization,
the length of the structure increases almost 6% with respect to the dummy-ports-based design, ensuring
sufficient absorption of the incident waves in the side walls. Figure 11 presents how the dummy-port
based design has been modified when absorbers are introduced in the side walls.
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Figure 11. Rotman lens architecture with three inputs (red), three outputs (green), and two absorbers
in the side walls. The scale is 10:3.06 mm.

This approach is proven to yield an almost perfect absorber, eliminating reflections along with
their deleterious effects on the input matching and output phase fluctuations. The challenge here is to
invent practical ways for the implementation of the assumed “conductive doping”. A simple structure
with only three input and three output ports is considered herein as a proof of concept, and it is proven
to work very well.

2.3. Tree Type Beamforming Network Architecture

Our last design is focused on the development of a novel tree-based beamforming network,
which mimics topologies that have been employed in microwave photonics [54]. We expect that
this design will enable the development of new tunable three-dimensional (3D) beamformers for
next-generation hybrid phased array systems providing game-changing capabilities compared to
other beamformers. Specifically, the proposed implementation provides ultra-wideband operation,
eliminates the problems of crossovers faced by Butler, Nolen, and Blass matrices, and is capable of
exhibiting significantly higher efficiencies than Rotman lenses. Figure 12 shows our proposed tree
topology. As can be seen, the building blocks of this topology are transmission lines and power dividers,
making its topology relatively simple. The primary novelty of this topology is the minimal number of
the involved delay lines. This idea stems from microwave photonics, and it is exploited in microwave
and millimeter wave regimes. The key feature to observe refers to the hierarchical usage of delay lines
with multiples of the basic delay τ from the antenna ports level towards the transceiver port. The idea
is to hierarchically repeat the same feature by doubling the delay while moving diagonally from the
first antenna port towards its last port and towards the network input. Specifically, the signal entering
the input port undergoes successive power divisions by reaching the output ports with both the desired
amplitude and phase. Even though our proposed design looks similar to corporate-type beamforming
networks [55], the time delays in the form of transmission line paths are introduced in the common
branches and not before the output ports of the network. This modification is crucial as it offers two
main advantages. First, in the tree topology, the total delay (or phase shift) is introduced through the
common branch, instead of the multiple small branches used in the corporate network that introduce
the desired time delays in parallel. This key modification makes the tree beamforming network
significantly more compact compared to the corporate network. Secondly, and most importantly,
the transmission lines playing the role of phase shifters are true time delay elements, which eliminates
the beam squint phenomenon. As is expected, a tree-based network can introduce only a specific time
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delay, steering the beam towards only one specific angle. However, this limitation can be overcome
using multi-layer topologies with a different tree network on each layer, where each layer is devoted
to steer the beam towards a specific angle. Figure 13 shows in detail our proposed multilayer design.
To connect the different layers a single pole multiple throw (SPNT) type switch is used at the input
and at each antenna port to effectively activate the corresponding layer (tree-topology) and provide
the desired radiated beam (thereby achieving beamsteering). The challenge here is to appropriately
design the interconnecting lines so that they are compatible with the monolithic microwave integrated
circuits (MMICs) of SPNT switches. To address this challenge, all the interconnecting lines are
designed as striplines, an approach that has never been implemented before on these networks.
This design approach not only provides the needed multilayer beamformers but also ensures low
losses at mm-wave frequencies.

As is expected, a critical component of the tree beamformer is the power divider. The power
divider has to be appropriately designed to support the required bandwidth while it simultaneously
introduces the desired amplitude distributions at the radiating elements of the network. At this stage
of our research, we are only focused on the second aim, leaving the wideband behavior as a future
task. Our goal is to design a beamforming network that can introduce Chebyshev distribution at the
antenna ports. To achieve the Chebyshev distribution, asymmetric power dividers have to be designed
by appropriately distributing the power at their ports and throughout the network. Conventional
unequal power division Wilkinson power dividers can achieve the unequal power split by introducing
an asymmetry in the characteristic impedance of their two branches. This way excellent performance
is achieved in relatively small power division ratios. As the power division ratio increases, however,
the characteristic impedances of the branches acquire very large or very small values, which are
unrealizable in microstrip or stripline technology. Large characteristic impedance lines tend to be very
thin and sometimes outside of the manufacturing tolerances, while small characteristic impedance
lines are very wide, introducing large parasitic capacitances, thereby making them inappropriate for
our application. Therefore, unequal power division Wilkinson power dividers are not suitable for our
design due to the different power ratios that we need to achieve. Specifically, Figure 14 shows the
power divider used in this work. This unequal power divider is based on the design introduced in [56],
which is capable of utilizing 50 Ω lines and introducing the desired asymmetry in the electrical length
of its corresponding transmission lines. In our case, a 21 dB SLL Chebyshev amplitude distribution is
excited among the elements. Therefore, the ratio of power arriving at the elements located at the edge
of the array over the ones in the middle is 5.15 dB.

Figure 12. Schematic of the hierarchical true time delay tree beamformer: (a) 1 to 4; and (b) 1 to 8.

183



Electronics 2020, 9, 1331

Figure 13. Multilayer tree topology layout.

Figure 14. Layout of unequal power divider.

Tree Topology Design Methodology

A tree beamforming network is comprised of delay lines and power dividers. Similar to any other
beamforming network design methodology, we first start by defining the number of desired output
elements N and beams M. Since the tree network is capable of introducing only a specific time delay,
steering the beam towards only one specific angle, for each beam direction m ∈ [1, M], a different tree
network has to be designed. In our proposed design, as we are implementing a multi-layer topology,
each beam is produced by a different layer of our network. N by default can only be a power of two
N = 2ν, with ν denoting the number of stages used to implement the tree network. Figure 15 shows
one layer of a general schematic for the tree type network implemented with ν stages and N outputs.
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Figure 15. Schematic of the tree type network with N outputs.

Aiming to steer the beam at a specific angle, the phase difference Δφ between the adjacent
output-ports, corresponding to a frequency independent delay of τ as in Equation (1). Thus, a Δφ =

ω0τ at the center frequency ω0, is chosen, following the array theory [51]. In addition, as the tree
topology offers us the ability to apply any tapering distribution we desire, the appropriate amplitude
coefficients at the output ports are chosen. Herein, a Chebyshev array with a predefined SLL = 21 dB
is employed. These are achieved by appropriately choosing the power division through the network’s
cascaded power dividers. The whole design philosophy is deployed as we move from stage 1 (left) to
stage ν (right), as depicted with different colors in Figure 15. Assuming that Pn is the power arriving
at each output port, the first stage power divider (in Figure 15, it is denoted with purple color) is
designed to have a power division ratio of:

C1 =
∑N/2

i=1 Pi

∑N
i=N/2+1 Pi

(6)

Note that, when the amplitude tapering is symmetric, this ratio is equal to one. In addition,
the electrical length of the first stage delay line is Δφ1 = (N/2)Δφ. Moving to higher-order stages
(e.g., stage 2–ν), the power division ratios are evaluated as:

Cj
ν =

∑
i= ports ∈ first branch of jth divider

Pi

∑
i= ports ∈ second branch of jth divider

Pi
(7)

while the electrical lengths and the delays of the corresponding delay lines are:

Δφν =
N
2ν

Δφ = ω0τν (8)

where ω0 is the center angular frequency. Following this design methodology, any desired amplitude
distribution is feasible maintaining the beam at the desired steered angle.

3. Numerical Results

In this section, the results of our proposed beamforming networks are organized into three
corresponding subsections. Excellent performance is attained for each case network, thereby proving
that they are suitable for our envisioned switched-beam phased arrays.
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3.1. Blass Matrix Results

Figure 8 shows our proposed compact double-layer semi-circular Blass matrix that can achieve
uniform amplitude distribution and steer its beam between the following three directions: broadside
and ±34◦. Notably, the design rules of the proposed Blass architecture are based on the design
equations given in the original paper by Blass [28]. The 11.5-dB dual-layer directional coupler used in
our design is implemented in a double 0.127-mm-thick duroid 5870 substrate with a dielectric constant
of εr = 2.33, as shown in Figure 16. The slot width is 0.4744 mm and the patch width is 0.5277 mm,
which are estimated according to the methods in [49,50] to ensure an 11.5-dB coupling. The analytically
estimated dimensions are 0.48 and 0.533 mm for the slot and the patch, respectively. These design
parameters are optimized through the ANSYS HFSS simulation software, and the final slot and the
patch lengths (see Figure 6) are 1.8 mm. Curved 50 Ω microstrip lines are attached to each side of
both patches with a radius of 1.3 mm and a 45◦ arc angle. As shown in Figure 7a, the 3-dB bandwidth
in terms of coupling coefficient (S41) ranges from 15 to 45 GHz, while both the return loss S11 and
isolation S31 are satisfactory. Finally, the phase of the coupling coefficient with respect to the direct path
is designed to be Δφ = phase(S41)− phase(S21) = 90◦ for all desired bands of operation, as shown in
Figure 7b.

Both the second and third columns of the Blass matrix are similar to the first but rotated by 31◦

and 62◦, respectively. The required delay lines of multiples of τh according to Figure 4 are designed
and implemented as microstrip lines, and the results are presented in Figure 17. In addition, τ0 and
its multiples are achieved through 1.987 mm straight microstrip line segments, while τh is achieved
with curved microstrip lines with a length of 2.01 mm and an arc angle of 31◦. Multiples of τh have the
same arc angle but double the length. The vertical delay lines are chosen to have zero electrical length
as, based on our simulation analysis, the coupler inserts a 18.08ps delay on its own. Therefore, there is
enough physical separation and no extra vertical lines are needed. The desired delays τh for an array
with an interelement distance d = 4.5 cm at the maximum operating frequency of fmax = 33 GHz
are illustrated in Figure 18. Notably, d = λmin/2 at fmax to avoid grating lobes. However, this could
be related to higher values due to the restricted angular deflection of the radiated beam from 0◦

(broadside) to θmax = 34◦ degrees as d = λ0,min/(1 + θmax).

Figure 16. Blass matrix cross section.

Figure 17. Group delay response of the delay lines of the Blass matrix.
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Figure 18. Example of array fed by the Blass matrix

The simulation results of the Blass matrix topology are presented in Figure 19a–f. Specifically,
Figure 19a shows that, for the first beam, which aims towards +34◦, the amplitudes at the
corresponding elements exhibit only a ±0.4 dB or ±9.6% deviation from the desired uniform amplitude
distribution. As expected, the time delays of the first beam are flat for the total operational bandwidth
(see Figure 19b) since spurious paths are avoided by utilizing directional couplers. As shown in the
inset of Figure 19b, the time delay differences between adjacent ports are fairly constant, deviating
by no more than ±0.7ps or ±8.4%. Regarding the second beam, which aims towards broadside,
the amplitudes at the output ports deviate from the uniform distribution by ±0.35 dB or ±8.4%, as
shown in Figure 19c. Figure 19d presents the corresponding time delay of the output ports, showing
a maximum difference of no more than ±2ps between them. Finally, for the third beam that aims
towards −34◦, which is affected the most from the spurious paths, compared to any other beam,
the maximum amplitude deviation is ±0.35 dB ±8.4% (see Figure 19e), and the time delay differences
between the output ports differ by ±2ps or ±24% at most. It is important to note that, even though the
errors seem large at a first glance, they are not systematic and they exhibit a random-like behavior. As a
consequence, both the directivity and the beam pointing angle of the resulting array factors are largely
unaffected. The only degradation introduced by the spurious paths can be observed at the slightly
increased SLL shown in Figure 20a–d as calculated directly from the S-parameters of our network.
The maximum SLL of the three beams is 10 dB and occurs for the second beam’s entire operational
bandwidth. This is due to the spurious excitations, as predicted. The beam crossover level is at 4.5 dB
at 33 GHz and goes up to 3 dB at 27 GHz. In summary, the operational bandwidth of the Blass design
presented in this section is 27–33 GHz.

(a) (b)

Figure 19. Cont.
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(c) (d)

(e) (f)

Figure 19. Proposed Blass matrix simulation results: (a,c,e) amplitudes |Sij| for the i = 1–4 outputs
when the input ports j = 1, 2, 3 are excited; and (b,d,f) group delay for the i = 1–4 outputs when input
ports j = 1, 2, 3 are excited.

(a) (b)

(c) (d)
Figure 20. Calculated array factor radiation pattern when the outputs of the proposed Blass matrix
(Figure 8) is used to excite the phased array at: (a) 27 GHz; (b) 29 GHz; (c) 31 GHz; and (d) 33 GHz.
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3.2. Rotman Lens Results

In this work, the classical Rotman lens architecture with dummy ports is compared with a novel
design where the dummy ports are replaced by absorbers. In general, the role of dummy ports is
to reduce the reflection of the incident waves at the side walls of the lens. These incident waves
are responsible for the appearance of standing waves in the parallel plate region and, consequently,
the degradation of lens response. By replacing the dummy ports with absorbing layers, the incident
waves on the side walls are efficiently absorbed, improving the characteristics of the lens. Both designs
consist of three input ports, and three output ports. Notably, the design rules of the proposed Rotman
lens architectures are based on the design equations of Rotman and Turner [30]. Aiming at a compact
design, a substrate Rogers RT6006 with εr = 6.15, and tanδ = 0.0027 is chosen. All simulations
were performed in the range of 27–33 GHz. The absorber material is assumed as the same substrate,
but doped with conductive media (e.g., carbon) to increase its conductivity and, in turn, its loss tangent
as: εr = 6.15 and tanδ = 0.7. The presented topology serves as a proof of concept and more practical
designs with higher port numbers will be investigated in the future.

3.2.1. Rotman Lens with Four Dummy Ports

The classical Rotman lens topology studied herein consists of three input, three output, and four
dummy ports, as depicted in Figure 10, with dimensions 22.334 × 17.182 × 0.3 mm3. The reduction of
dummy ports number results in a reduced efficiency. Figure 21a–f shows the magnitude and phase
distributions of the designed lens. Although the device seems to work satisfactorily in the frequency
range 27–30 GHz, it has a prohibitive response in the second half of spectrum that ranges from 30 to
33 GHz. This unwanted behavior is due to the ineffective absorption of the incident waves on the side
walls of the lens. These waves do not get absorbed, thereby exciting standing waves in the parallel
plate region. Therefore, this deficiency affects the array factor of the feeding antenna array. Figure 22
reveals this distortion showing the occurring beam squint (i.e., undesired shifts of the beam’s pointing
angle) at 27 GHz (dotted lines) and at 30 GHz (continuous lines). The magnitudes of the input reflection
coefficients (return loss) are depicted in Figure 23 and as expected they present poor matching.

(a) (b)

(c) (d)

Figure 21. Cont.
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(e) (f)

Figure 21. Ordinary Rotman lens with 4 dummy ports simulation results: (a,c,e) amplitudes |Sij| for
the i = 1–3 outputs when the input ports j = 1, 2, 3 are excited; and (b,d,f) group delay for the i = 1–3
outputs when input ports j = 1, 2, 3 are excited.

Figure 22. Calculated array factor radiation patterns at 27 GHz and 30 GHz when the outputs of the
proposed Rotman lens (Figure 10) are used to excite the phased array.

Figure 23. Ordinary Rotman lens with 4 dummy ports reflection coefficients.

3.2.2. Rotman Lens with Absorbers

Aiming at reducing the unwanted reflections of incident waves in the side walls and enhancing
the total efficiency of the lens, the dummy ports are replaced by two absorbing layers covered with
metallic shields on each side wall, as shown in Figure 11. The dimensions of this structure are defined
as 22.334 × 18.163 × 0.3 mm3. The height of the absorbers is equal to the height of the substrate,
and their material characteristics are chosen with an εr = 6.15 and a tandδ = 0.7. These material values
have been chosen theoretically, by adjusting the value between the initial material and the material is
then doped with the conductive molecules as described above. By engineering the substrate, we can
efficiently absorb the incident waves and thus attenuate the standing waves of the parallel plate region.
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Besides, the ultimate scope of this design is to prove that there is an easier to design and implement
approach to absorb the incident waves in the side walls than the dummy ports.

Figure 24a–f reveals the improved Rotman lens response in the whole frequency range of
27–33 GHz. This improvement is also justified from the array factor distribution in Figure 25, which is
valid in the entire frequency range.

(a) (b)

(c) (d)

(e) (f)
Figure 24. Proposed Rotman lens with absorbers in the side walls simulation results: (a,c,e) amplitudes
|Sij| for the i = 1–3 outputs when the input ports j = 1, 2, 3 are excited; and (b,d,f) group delay for the
i = 1–3 outputs when input ports j = 1, 2, 3 are excited.

Figure 25. Calculated array factor radiation pattern when the outputs of the proposed Rotman lens
(Figure 11) are used to excite the phased array.
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3.2.3. Comparison of the Two Rotman Lens Topologies

The return loss (input reflection coefficient) of the two designed Rotman lenses are depicted
in Figures 23 and 26. An improvement by at least 4 dB is clearly observed in the topology with
the absorbers, while an acceptable matching over the entire band is offered at the same time.
The corresponding coefficients are presented in Figures 21a–f and 24a–f when input ports 1, 2, 3
are activated. A reduction in the amplitude variation is first observed. However, the direct path
transmission coefficient S41 is higher. Although a theoretically uniform distribution is sought,
higher signal levels at the middle output ports are observed (Figures 21a–f and 24a–f), which yield
shaped antenna array aperture excitation and thus lower sidelobes. Furthermore, the observed large
amplitude variations in transmission coefficients are degrading the antenna array excitation, as shown
in Figure 26. This may be due to the small number of output ports and we expect an improvement in a
design with more output ports.

Figure 26. Proposed Rotman lens with absorbers in the side walls reflection coefficients.

Comparing Figures 21b,d,f and 24b,d,f, the output phase versus frequency linearity is impressively
improved when the proposed design of the absorbers is used. Thus, the Rotman design with absorbers
provides group delays with smaller variation versus frequency and thus more accurate beamsteering.

3.3. Tree Topology Results

Figure 13 shows the proposed three-layer tree beamforming network. The implementation of each
layer is in stripline technology and the substrate is RT duroid 5870 with εr = 2.33 and tanδ = 0.0012.
The thickness of each board is 0.127 mm and the signal line of each tree network is sandwiched between
two single plated boards, as shown in Figure 27.

Figure 27. Cross section of the multilayer tree beamforming network.
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All the input ports are located at the bottom layer of the network (see detail in Figure 13).
Microstrip to stripline transitions are used for each layer separately. The first tree beamformer is
located at the feeding layer and is designed to excite beam 1, as shown in Figure 13. The second
tree beamformer at the middle of our multi-layer topology steers the beam to the left and is excited
through a via that connects layer 1 with layer 2, as shown in detail in Figure 13. Finally, the third
tree beamformer, at the top of our topology, is responsible for the broadside beam and is excited by
utilizing two cascaded vertical transitions, as shown in detail in Figure 13.

As mentioned above, the power dividers are of high importance in the proposed topology.
Two types of power dividers are incorporated in the network; an equal split Wilkinson power
divider [57] and an unequal split power divider as the one reported in [56]. They are both implemented
using stripline technology. Figure 28a shows the layout of the equal power divider. As shown
in Figure 28b, the reflection coefficient is below 20 dB and the power is equally split through the
desired bandwidth. Regarding the unequal power divider (shown in Figure 14), based on the design
specifications of our tree topology, a 5-dB power division ratio has to be achieved. To achieve this
power division ratio, the divider is designed to have a lower arc of an electrical length of Le

1 = 151.2◦

and an upper arc of Le
2 = 106.21◦, as shown in Figure 29a. In addition, the lines connecting the

50 Ω resistor to the branches of the divider are designed with electrical lengths of Le
3 = 14.85◦ and

Le
4 = 59.95◦, respectively.

(a) (b)

Figure 28. Equal power Wilkinson power divider: (a) layout of the equal power split Wilkinson power
divider; and (b) amplitude response of the equal power split Wilkinson power divider.

Figure 29a shows the amplitude response of the unequal power division power divider. It can be
seen that return loss is kept low for a large bandwidth, whereas the power division ratio limits the
bandwidth of this design. As shown in Figure 29b, the phase difference between the two output ports
of the divider is approximately equal at the center frequency.

In the proposed design (Figure 13), the physical lengths of the transmission lines connecting
the output ports with the unequal power division power dividers on layer 1 are chosen to be 2.36
and 4.05 mm for the left and the right branches, respectively, and they consist of two right angle
curved bends. The lengths of the lines connecting the Wilkinson power divider of the first stage to
the power dividers of the second stage are 6.24 mm for the left and 2.86 mm for the right branch.
In both branches, the arcs attached to the unequal division power divider have a radius of 0.372 mm
and an angle of 130◦. The tree network of layer 2 is a the same as that of layer 1 but mirrored over
the vertical axis. Finally, for the tree network in layer 3, the transmission lines connecting the output
ports with the unequal power division power dividers again consist of two right angle curved bends,
whose combined physical length is 2.36 mm, while the interconnecting lines between the two stages
have a total length of 3.02 mm.
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(a) (b)
Figure 29. Response of the unequal split power divider: (a) amplitudes of the unequal split power
divider output ports; and (b) phase difference between the unequal split power divider output ports.

Figure 30a–f shows the simulated results of the proposed multilayer tree topology. As shown
in Figure 30a, the two middle output ports have similar amplitude responses and are approximately
5 dB higher than the other two ports at the center frequency of 29 GHz. Figure 30b shows the
phase differences between the adjacent ports, which are approximately 90◦ with a minor deviation
of ±3◦ at the center frequency. The second tree exhibits similar behavior. Figure 30c shows its
amplitude responses where the difference of the two middle ports compared to the two outer ports is
approximately 5 dB. The phase differences, similar to the first tree, maintain the required 90◦ between
the adjacent ports with a slight deviation of ±3◦. Lastly, Figure 30e shows the amplitude distribution
for the ports of the third tree topology. As is shown, the amplitudes follow the same trend with cases 1
and 2, while the phase differences, as shown in Figure 30f, are at 0◦ with a minor deviation of ±3◦.
Figure 31 shows the array factor that was calculated using the S-matrix values of our network. It can
be seen that the 19 dB achieved SLL is close to the desired 21 dB. The beam crossover level is at 3 dB
and the beams point to broadside, +30◦, and −30◦ with negligible deviations.

(a) (b)

Figure 30. Cont.
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(c) (d)

(e) (f)
Figure 30. Simulated results of the 3D tree beamformer: (a,c,e) amplitude of the s-parameters for the
bottom top and middle network respectively; and (d,e,f) the phase by the s-parameters for the bottom,
top and middle network, respectively.

Figure 31. Calculated array factor of the tree topology.

4. Discussion

Wireless backhaul in mm-Wave bands that offers high speed, wide bandwidth, and several Gbps
data rates will be a key component of 5G and early 6G communication systems. As discussed
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in the Introduction, depending on the channel properties, different communication systems
(e.g., beamforming and MIMO) can be accordingly utilized to meet the system requirements, offering
the optimal performance. In this work, we develop and show three different beamforming topologies,
each with its own advantages and disadvantages, that can be appropriately used on switched beam
phased arrays as hybrid beamforming stages. These are designed mainly as proofs of concept with
small number of input- and output- ports. Our future work will aim to develop designs that fulfill the
practical needs of 5G systems.

First, a novel semi-circular multilayer Blass matrix is proposed (Figure 8). By appropriately
choosing the paths of the Blass network, we design a true-time-delay beamforming network aiming to
a uniform amplitude distribution. To avoid the high number of crossovers that the typical couplers
introduce at its original configuration (e.g., [28]), a double-layer directional coupler [49], is utilized,
showing excellent performance throughout the desired band of operation. Notably, a size reduction is
achieved compared to a regular Blass design (Figure 3). As shown in Section 3, both the amplitudes and
the group delays observed at the output ports are fairly constant for the entire desired frequency band.
This response offers an acceptable array factor radiation pattern with a side lobe of at most −10 dB
fulfilling the purpose of the current work. For our second true-time-delay beamforming network,
a 3× 3 Rotman lens design is utilized with four dummy ports. To improve the typical poor performance
of Rotman lenses with a small number of dummy ports, an innovative technique of field absorbers
at the position of its dummy ports is introduced. Specifically, the dielectric substrate that surrounds
the area of the dummy ports is doped with a conductive material. By engineering the substrate in
this fashion, the dielectric constant remains the same, but its loss tangent increases approximately
10 times, which eliminates in turn the reflections that deteriorate the lens’ performance. Following
this design approach, we were able to build a pivotal implementation of a Rotman lens with only four
dummy ports, a number that is significantly smaller compared to the typical number of dummy ports
used in related works found in the literature [46]. As our last true-time-delay beamforming network,
a multi-layer tree topology is introduced for the first time herein (Figure 13). The primary advantage of
this topology is the extremely small number of delay lines used along with the corresponding power
dividers. Aiming at a Chebyshev amplitude distribution at the excited elements, power dividers
of unequal power division are utilized as a proof of concept. As shown in our results for all three
beams, there is only a slight phase deviation of ±3◦ at the center frequency, while the amplitude
responses of the outer ports do not deviate more than ±0.2 dB in respect to the amplitude responses
of the center ports, thereby producing a radiation pattern of 19 dB SLL. Notably, even though the
tree network is inherently ultra- wideband, since its transmission lines are true time delay elements,
the unequal power dividers we use in the proposed design are narrowband. Specifically, the unequal
power dividers are limited to operate in a narrow frequency band around the center frequency of
29 GHz thereby making the response of the proposed tree network narrowband as well. However,
this is not a big concern, as the specific power divider is only used as a proof of concept and it can be
replaced by ultra-wideband unequal power dividers published in the literature (e.g., [58]).

5. Conclusions

Millimeter wave communications have become one of the most promising candidates for
the future wireless networks. In this paper, we address the needs of 5G and early 6G wireless
communication systems and we explain why hybrid beamforming networks have to be used to address
the challenges of these networks and the corresponding channel environments. Specifically, we mention
that millimeter wave beamformers are appropriate for switched beam phased arrays as hybrid
beamforming stages. Three different true-time-delay analog beamforming networks are developed:
a multi-layer Blass matrix, a Rotman lens, and a multi-layer tree topology. For each beamforming
network, we develop separately its design methodology as well as analyze its electromagnetic
performance, thereby showing their suitability for future communication systems.
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Abstract: This paper proposes a novel high-gain antenna element that can be used in antenna arrays
that only require a limited scan range. Each high-gain antenna element uses a linear sub-array of
highly-coupled open-ended waveguides. The active central element of this sub-array is directly
fed, while the remaining passive waveguides are reactively loaded. The loads are implemented by
short-circuits positioned at various distances from the radiating aperture. The short-circuit positions
control the radiation pattern properties and the scattering parameters of the array. The proposed
sub-array antenna element is optimized in the presence of the adjacent elements and provides a
high gain and a flat-top main lobe. The horizontal distance between the sub-array centers is large
in terms of wavelengths, which leads to limited scanning capabilities in the E-plane. However,
along the vertical axis, the element spacing is around 0.6 wavelength at the central frequency that is
beneficial to achieve a wider scan range in the H-plane. We show that the sub-array radiation pattern
sufficiently filters the grating lobes which appear in the array factor along the E-plane. To demonstrate
the performance of the proposed array configuration, an array operating at 28.0 GHz is designed.
The designed array supports scan angles up to ±7.5◦ along the E-plane and ±24.2◦ along the H-plane

Keywords: phased arrays; high-gain array element; sub-array; mm-wave; flat-top pattern

1. Introduction

To support the growing demand for high data rates, the telecommunication industry is constantly
moving to higher frequencies where larger operational bandwidths are available [1]. However,
the propagation loss of radio-wave signals also increases significantly at millimeter-wave frequencies,
thus severely limiting the communication range. One way to deal with the increased path losses is to
compensate them by increasing the directivity using antenna arrays with electronic beamforming [2,3].
An alternative solution consists in the use of multibeam antennas which reduce the overall system
footprint and can enhance, significantly, the system capacity [4]. However, the cost of electronic
components required for the development of such a complex antenna system increases dramatically as
the frequency of operation becomes higher. Therefore, only small-size antenna arrays with moderate
directivities have been developed until now.

On the other hand, there are plenty of applications that require a very high antenna gain but
only over a limited field of view (FoV). Examples in this respect are given by point-to-point or
point-to-multipoint backhaul links and antennas for sub-urban coverage. For such applications,
one can use array elements characterized by a large aperture and, therefore, high directivity [5].
This allows reducing the number of radiating elements needed to achieve the required gain levels.
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In turn, this translates into reduced design complexity and manufacturing costs of the feeding network.
However, the use of radiating elements with large apertures leads to the appearance of grating lobes in
the visible region. The distance between the main lobe and the grating lobes is inversely proportional
to the distance between sub-array centers. Therefore, the inter-element spacing should be selected
in such a way to keep the grating lobes outside the field of view for all scan angles. To this end,
the aperture size should be restricted to certain dimensions. A useful design approach to overcome
this drawback, and which is implemented in this research study, is based on the use of overlapping
radiating apertures, i.e., the use of the same aperture for multiple feed points. In this way, we can
achieve the required levels of gain while maintaining the overall array compactness. Even though
overlapping techniques allow keeping grating lobes outside the FoV, the presence of grating lobes still
has, per se, certain adverse effects on the side-lobe characteristics of the overall array. More specifically,
in transmit mode, they can result in energy leakage along undesired directions that, in turn, can cause
a waste of power and potential electromagnetic interferences. In the receive mode, grating lobes can
cause the reception of spurious radio signals from undesired directions and, thereby, a degradation of
the signal-to-interference ratio. Therefore, appropriate measures have to be taken so as to minimize the
detrimental impact of grating lobes. The solution, adopted in this paper, is to filter the grating lobes by
the proper shaping of the embedded radiation pattern featured by the individual array element [5,6].

A number of techniques have been developed to reduce the distance between radiating apertures.
One can use a complex feeding network to distribute the energy of a port to multiple radiating
apertures, enlarging, in this way, the size of each radiating element. Nonetheless, the feeding network
becomes very complex even for a small number of array elements; therefore, this technique has found
limited applications, mostly in space [7,8]. Another approach consists in using partially reflective
surfaces placed above the array structure [9–11]. However, the reflective surfaces increase the height of
the structure and reduce its mechanical robustness.

In our previous work [6], we proposed a technique to reduce the separation between the phase
centers of a one-dimensional array so as to avoid the use of complex overlapping networks or reflective
surfaces. In the proposed design approach, each radiating aperture consists of a linear sub-array
composed of one directly fed open-ended waveguide radiator and a large number of short-circuited
highly-coupled waveguide elements. The energy is delivered to the passive waveguides by free-space
coupling and the sub-array structure is designed in such a way to deliver energy to the passive
elements of the adjacent sub-arrays as well. As a result, an effective overlapping between sub-arrays
can be realized without the use of any additional power distribution network. The positions of the
short circuits define the impedance experienced by the electromagnetic field coupled to the passive
waveguides. Due to the low loss of the waveguides, said impedance is mainly reactive. Therefore,
by optimizing the positions of short circuits, we can control the wave radiation process by the individual
passive waveguide and, in this way, shape the embedded sub-array radiation pattern as well as control
the active scattering parameters of the overall array structure.

In the present research study, we apply the technique proposed in [6] to the design of a planar
antenna array composed of linear sub-arrays. The embedded radiation pattern of the realized antenna
sub-array provides a limited scan range along the sub-array main axis (E-plane) but a substantially
larger coverage along the orthogonal axis (H-plane). The array presented in this paper operates at
Ka-band at 28.0 GHz, where several emerging wireless applications are being developed [12] but can
be easily scaled to any desired frequency.

This paper presents the following new scientific contributions:

• Extension of the overlapping technique based on free-space coupling to design a planar array.
The optimized array features high gain and requires a much smaller number of active elements as
compared to traditional phased-array systems.

• A theoretical framework to optimize and analyze the proposed class of arrays for any
specific application.
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The paper is organized as follows. In Section 2, we describe the design procedure, and introduce
the mathematical model used for the array optimization; the interested reader can find a more detailed
derivation of the model in [6]. In Section 3.1, we present an overlapping sub-array structure featuring
an embedded flat-top radiation pattern. Next, in Section 3.2 we use the designed subarray as a building
block for the development of a high-gain antenna array. The paper closes with the main conclusions
and future directions.

2. Method

Figure 1 shows a schematic of a reactively loaded antenna array consisting of Na directly-fed
waveguides and Np reactively loaded waveguides. The employed design procedure is general;
therefore, the active and passive elements can be randomly distributed across the array.

Figure 1. Schematic view of a reactively loaded waveguide antenna array.

The total electric field
→
E(θ,ϕ) radiated by such a structure is given from [6]:

→
E(θ,ϕ) = aT·

⎡⎢⎢⎢⎢⎢⎢⎣
→
Ea(θ,ϕ) + Sc·

⎛⎜⎜⎜⎜⎝
[
(Γp·e

−2γ
p
·hp)

−1 − Sp

]−1⎞⎟⎟⎟⎟⎠
T

·→Ep(θ,ϕ)

⎤⎥⎥⎥⎥⎥⎥⎦ (1)

with the superscript T denoting the matrix transposition; the subscripts a and p refer to active and
passive elements, respectively. Besides, θ and ϕ are the conventional spherical angles.

In Equation (1), the vector a contains the excitation coefficients of the directly-fed array elements,

and
→
Ea(θ,ϕ),

→
Ep(θ,ϕ) are the vectors containing the electromagnetic field contributions radiated by

the active and passive elements, respectively. The matrices Sp and Sc are blocks of the scattering matrix
S, they are relevant to the entire structure and describe the interaction between the passive waveguides
and the coupling between the passive and directly fed waveguides, respectively. Finally, Γp, γ

p
, and

hp are diagonal matrices containing the reflection coefficient of the load, the complex propagation
constant, and the length of the passive waveguides, respectively.

In [6], it has been demonstrated that the scattering matrix of the active elements can be calculated
as follows:

S
′
a = Sa + Sc·

[
(Γp·e

−2γ
p
·hp)

−1 − Sp

]−1

·ST
c (2)

where Sa is the block matrix of S describing the interaction between active elements.
On the basis Equations (1) and (2), the design of the proposed type of arrays can be performed

using the following procedure:

1. Decide on the array topology and the minimum number of sub-arrays NS useful to approximate
a large array environment for the central sub-array.

2. Decide on the number of elements per sub-array, NE.
3. Obtain the scattering matrix and the embedded element patterns for all the elements of the

(NS × NE) × (NS × NE) array.
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4. Choose an optimization algorithm and select the optimization parameters.
5. Define the objective function on the basis of Equaitons (1) and (2).
6. After optimization, increase the array size by adding sub-arrays until there is no change in the

embedded radiation pattern of the central sub-array.
7. Use the obtained pattern as the embedded element pattern for the design of arrays of any size.

As it is apparent from Equations (1) and (2), the main optimization parameters are (Γp, γ
p
, hp),

which define the electrical length of the passive waveguides and their loading profile. The proposed
design procedure has been implemented in Matlab [13].

3. Design

3.1. Sub-Array Design

In this paper, we design a planar array built up from linear sub-arrays. The sub-arrays have to
support a wide scan range in the H-plane with a reduced scanning capability in the E-plane. The design
starts from the structure of Figure 2a, where a linear antenna sub-array of NE = 13 open-ended
waveguides is placed in an NA = 9 × 3 array configuration.

 
(a) 

 
(b) 

Figure 2. (a) Planar NA = 9 × 3 array configuration using high-gain sub-arrays of open-ended
waveguides. The central sub-array is highlighted in green, whereas the relevant geometrical parameters
are reported in (b).

The length of the sub-array, L = 2.653λ0, with λ0 denoting the free-space wavelength, was chosen
in such a way as to achieve a FoV of about ±8◦. The choice of the length, lw = 0.6λ0, of the waveguides
is governed by the cut-off condition of the fundamental TE01 mode, that is lw > 0.5λ0. The width of
the passive waveguides, wp = 0.12λ0, the thickness of the walls, t = 0.0679λ0, as well as the relevant
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rounding radius of 0.8 mm were chosen so as to simplify the manufacturing process. Finally, the width
of the central waveguide, wa = 0.3λ0, is optimized in a way to achieve good impedance matching
characteristics. At the initial design step, the length of all the waveguides is set to 0.1λg, where λg

denotes the guided wavelength of the fundamental TE01 mode of the passive waveguides. At the
working frequency, f0 = 28.0 GHz, and for the specified waveguide dimensions, we get λg = 21.104 mm.

In a linear array, the angular position of the grating lobes is a function of the separation d between
antenna elements and the scan angle θ0, and is given by:

sinθp = sinθ0 +
pλ0

d
(3)

where p = ±1, ±2, . . . is chosen in such a way as to define an angle with real value, as per the condition
|sinθp| ≤ 1. The maximum scan angle of the array factor before the appearance of the first grating lobe
in the field of view is θp = −θ0.

Using Equation (3), we can evaluate the maximum theoretical scan range in the two main planes
of the array of sub-arrays in Figure 2, which is ±10.86◦ along the E-plane and ±48.47◦ along the H-plane.
Therefore, theoretically, in order to maximize the gain flatness and minimize the radiation to the
undesired directions, the sub-array embedded radiation pattern has to have a high gain flat-top shape
in the calculated scan range and should have a low gain outside this range. However, a radiation
pattern with such a jump discontinuity in the relevant gain distribution cannot be synthesized using
a limited-size array, unless we introduce a transition region which, however, reduces the maximum
scan range.

Therefore, on the basis of this observation, the flat-top region has been set to ±8.0◦ and ±40.0◦
along the E-plane and the H-plane, respectively. Additional design goals are enforced so as to achieve
maximal directivity along the boresight, low side-lobe levels (SLL < −15 dB) along the E-plane, and
high return loss combined with low coupling coefficients at the active ports of the array at the central
operating frequency. Equation (4) shows the objective function used for the optimization:

ΨO
(

f0, hp
)
=

Na∑
j=1

∣∣∣∣S′1 j,a
(

f0, hp
)∣∣∣∣−D( f0, hp,θ0, 0

◦
) +

∣∣∣∣∣∣∣
θh∫
0

[
D( f0, hp,θ, 0

◦
) −D( f0, hp,θ0, 0

◦
)
]
dθ

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣
θe∫
0

[
D( f0, hp,θ, 90

◦
) −D( f0, hp,θ0, 90

◦
)
]
dθ

∣∣∣∣∣∣∣− 10
{∣∣∣D( f0, hp,θc, 90

◦
) −D( f0, hp,θ0, 90

◦
)
∣∣∣

− min
θ∈[θSL,90◦]

D( f0,hp,θe,90
◦
)

D( f0,hp,θ,90◦ )

}
,

(4)

where the first term is to minimize S′1 j,a, j = 1,2, . . . , Na, and, in this way, optimize the scattering
parameters of the central sub-array. The second term maximizes the broadside directivity. The next
two terms are introduced to maximize the flat-top regions, with θh = 40◦ and θe = 8◦, along the H-plane
and E-plane, respectively. Finally, the last two terms are useful to minimize the directivity outside the
field of view along the E-plane, the relative directivity at the critical angle θc = 14◦, and the SLL for
θ ∈ [θSL, 90◦] with θSL = 20◦. The designed sub-array is symmetrical with boresight radiation pattern
characteristics along the z-axis. Therefore, we can confine the optimization process to the angular
range ϕ ∈ [θSL, 90◦]. Figure 3 shows graphically the defined angular regions.
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(a) (b) 

Figure 3. Graphical representation of the array radiation pattern mask along the (a) E-plane and
(b) H-plane.

Utilizing the objective function defined in Equation (4), the design procedure is turned into the
solution of the following minimization problem:

argmin
0≤hp≤0.5λg

ΨO
(

f0, hp

)
(5)

Due to the symmetry of the considered sub-array structure, the number of design parameters is
equal to half the number of passive waveguides embedded in each individual sub-array.

The optimization procedure starts with the calculation of the embedded element patterns
and scattering matrix of an array of 9 × (3 × 13) elements. To this end, a suitable full-wave
electromagnetic solver is used [14]. The obtained results are then imported into an in-house developed
dedicated software that implements the proposed design procedure. Next, using Equations (1) and (2),
the objective function of Equation (4) is implemented. Then, the Global Search Optimization routine
embedded in Matlab [13] is adopted to address the minimization problem described by Equation (5).
The Global Search Optimization technique combines a global pattern-search-based optimizer with a
local gradient-based optimization algorithm. Details of the Global Search Optimization algorithm can
be found in [15].

The optimal positions of the short-circuits along the passive waveguides are listed in Table 1,
where the waveguides have been numbered starting from the closest one to the central active element.
A cross-section of the resulting array is shown in Figure 4.

Table 1. Passive waveguides lengths of the optimized structure.

Section Length h1 h2 h3 h4 h5 h6

Value in λg 0.196 0.205 0.193 0.0000 0.098 0.206

Figure 4. Cross-section of three sub-arrays along the sub-array main axis. The waveguides are shown
in blue.

The electromagnetic characteristics of the designed sub-array structure have been successfully
validated by using a full-wave solver [14]. After the optimization procedure, the number of sub-arrays
has been gradually increased until the radiation pattern of the central sub-array does not change
significantly any longer. Figure 5 shows the three main cuts of the embedded radiation pattern of the
central sub-array when integrated in 9 × 3, 11 × 5, and 15 × 9 array configurations.
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(a) (b) 

Figure 5. Embedded element pattern comparison of the central subarrays: (a) 9× 3 and 11× 5; (b) 11 × 5
and 15 × 9 at the design frequency f0 = 28.0 GHz.

In Figure 5, one can notice a non-negligible change in the embedded radiation patterns along the E-
and D-planes when the array size is increased from 9 × 3 to 11 × 5 sub-array elements. More specifically,
even though the half-power beam-width does not vary along the H-plane, it differs significantly along
the other planes, by 0.3◦ along the E-plane and by 1.3◦ along the D-plane. Furthermore, a large deviation
of about 7.8 dB is observed in the sidelobe level along the E-plane. No meaningful performance
variations occur for further increases of the array size, i.e., to 15 × 9 elements. As a matter of fact,
the maximal difference inside the half-power beam-width along the various planes is about 0.1 dB,
whereas the deviation in terms of the sidelobe level is negligible. An additional investigation has
been performed on the active reflection coefficient of the central sub-array element in the 9 × 3, 11 × 5,
and 15 × 9 array topologies. As it appears in Figure 6, the active reflection coefficients featured by
the central elements of the 11 × 5 and 15 × 9 arrays show rather similar behavior but differ quite
significantly from the one obtained for the 9 × 3 array. On the basis of the reported results, the radiation
pattern of the central element of the 11 × 5 array has been selected as the embedded sub-array pattern,
whose main parameters are detailed in Table 2.

  
(a) (b) 

Figure 6. Active reflection coefficient versus scan angle θ0 of the central element for (a) ϕ = 0◦ and
(b) ϕ = 90◦ at the design frequency f0 = 28.0 GHz.

207



Electronics 2020, 9, 1376

Table 2. Embedded radiation pattern characteristics of the 11 × 5 array.

Cuts D(0◦) (dBi) BW(−3 dB) (◦) BW(−0.5 dB) (◦) SLL (dB)

H-plane 15.7 ±25.7 ±14.9 −18.2
E-plane 15.7 ±9.3 ±5.9 −17.8
D-plane 15.7 ±12.9 ±8.5 −17.8

From Figure 5b and Table 2, it can be concluded that the scan range along the E-plane is close to
the optimization objective, whereas a gap is observed in relation to the scan range along the H-plane.
The sub-array directivity for θ0 = 0◦ is 15.7 dBi, which is 2.3 dB higher than the nominal directivity
calculated on the basis of the physical aperture area Aap of the individual sub-array, that is:

Dap =
4π
λ2

0

Aap = 13.4 dBi (6)

We can conclude that the sub-array directivity has been enhanced thanks to the overlapping with
adjacent sub-arrays. This increase in directivity can be translated in a 41% reduction of the required
transmit power or, equivalently, a 23% reduction in the number of required sub-arrays. In order to
provide an insight into the process that is responsible for the enhancement of the directivity, the electric
field distribution over the radiating aperture of the 11 × 5 array is reported in Figure 7 when only the
central sub-array is active and the other sub-arrays are terminated on matched loads.

 

Figure 7. Calculated electric field distribution of the central sub-array when all other sub-arrays are
matched in the 11 × 5 array at the design frequency f0 = 28.0 GHz.

From Figure 7, it can be seen that the electric field propagates in a very effective way towards
adjacent sub-arrays virtually in all directions. Effectively, all the sub-arrays contribute, to some extent,
to the electromagnetic field radiation process. This mechanism enables the sub-array overlapping and,
from there, the mentioned directivity enhancement and capability of synthesizing complex-shaped
radiation pattern. It should be noted however that, while propagating, the electromagnetic field
gradually decays and eventually displays a limited intensity along the edge elements of the array.
This is the reason why a further increase in the number of sub-arrays (beyond the size of 11 × 5) does
not significantly affect the central sub-array characteristics.In Figure 8, the embedded radiation pattern
of the central sub-array of the 11 × 5 element array is presented in the uv-plane, where u = sinθcosϕ
and v = sinθsinϕ.
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Figure 8. Embedded element pattern of the optimized sub-array at the center of the 11 × 5 array,
displayed in the uv-plane, where u = sinθcosϕ and v = sinθsinϕ. The black and white solid lines
encircle areas with a level higher than−15 dB and−3 dB compared to the maximum value. All presented
results are obtained at the design frequency f0 = 28.0 GHz.

Figure 8 shows that the areas where the SLL is larger than −15 dB are outside the region
defined by the vertical dotted lines. This region identifies the angular sector where the grating lobes
would occur assuming that the considered sub-array is used in a uniform planar array configuration.
The performance of such an array can be estimated by analyzing the embedded sub-array pattern
presented in Figure 8. Along the H-plane, the grating lobes are outside the visible region over the
entire scan range. However, along the E-plane, the grating lobes are inside the visible region. In order
to achieve a 10 dB grating-lobe rejection level, we have to limit the scan range to ±8.7◦. On the other
hand, if a 15 dB grating-lobe rejection level is enforced, the scan range shrinks further to ±6.5◦.

The active voltage standing wave ratio (VSWR) versus frequency and scan angle of the central
sub-array of the 11 × 5 array configuration is shown in Figure 9.

  

(a) (b) 

Figure 9. Active voltage standing wave ratio (VSWR) versus frequency and scan angle for (a) H-plane
and (b) E-plane of the central sub-array of the 11 × 5 array.

Figure 9 shows that the designed sub-array is intrinsically matched, though the relevant impedance
matching band shifts with the scan angle. The maximum scanning range can be obtained on the basis of
application-specific requirements for active VSWR and bandwidth. In case, where broadband behavior
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is needed, the integration of a suitable impedance matching network can be explored. The design of
such a matching network is outside the scope of this work.

3.2. Array Design

In this section, we use the designed sub-array to realize an antenna array that features a rotationally
symmetric mainbeam with a high directivity level of at least 46 dBi. To achieve these goals, a planar
array of 65 × 19 elements is required. The simplest approach to the design of such an array would
be to adopt the same embedded radiation pattern of the central sub-array analyzed in the previous
section for all the array elements. However, this approach would not account for the fact that the edge
elements experience different surroundings and, therefore, are characterized by different embedded
radiation patterns. A more accurate design approach consists in the use of the embedded radiation
pattern of the edge elements of the small array as an approximation of the one relevant to the edge
elements of the large array, as illustrated schematically in Figure 10.

 
(a) (b) 

Figure 10. Schematic representation of the transformation from (a) small array with 11 × 5 sub-array
elements to (b) a large array of 65 × 19 elements. In (a) each block represents a sub-array placed in
the specific location. In (b) the various blocks represent sub-domains (with dimensions indicated into
brackets) synthesized using the relevant embedded sub-array patterns in (a). The green blocks are
1 × 1 sub-arrays.

The transformation from the 11 × 5 to the 65 × 19 array configuration is performed as follows:

1. The radiation pattern of the central element of the 11 × 5 array (red element in Figure 10a is used
to synthesize the central 55 × 15 sub-array (highlighted in red in Figure 10b).

2. The elements highlighted in orange in a are used to synthesize the corresponding domains with
55 × 1 sub-arrays highlighted in orange in Figure 10b.

3. Similarly to step 2, the blue elements in Figure 10a are used to synthesize the domains of 1 × 15
sub-arrays highlighted in blue in Figure 10b.

4. Finally, the remaining green elements in Figure 10a are used as is to complete the 65 × 19 array
in Figure 10b.

The scan characteristics along the two principal planes of the resulting 65 × 19 array are illustrated
in Figure 11. The achieved boresight directivity level is 46.5 dBi, which is 0.1 dBi smaller than that
displayed by the 65 × 19 array when the embedded radiation pattern of the central sub-array is used
for all the elements and, therefore, the edge effect is neglected. It is worth noting, also, that the edge
effect causes faster decay of the array mainbeam with the scanning angle, as it can be observed in
Figure 11. In the absence of the edge effect, the array mainbeam would follow the profile of the central
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sub-array pattern. This non-ideality is responsible for a reduced scan range, which can be quantified
as 7.5◦ in the E-plane, and 24.2◦ in the H-plane.

  

(a) (b) 

Figure 11. The radiation pattern of the 65 × 19 array for various scan angles along the (a) H-plane and
(b) E-plane. The figure also includes the embedded radiation pattern of the central sub-array of the
11 × 5 array, sub-array factor (SF).

To show the impact of the edge effect on the side-lobe level characteristics, the array radiation
pattern evaluated using the proposed design approach for the scan angles of 25◦ and 7.5◦ along the
H- and E-plane, respectively, has been compared against the corresponding one obtained when the
radiation pattern of the central sub-array is used for all elements of the array; therefore, the edge effects
are neglected (see Figure 12).

  
(a) (b) 

Figure 12. Comparison of the radiation pattern of the 65 × 19 calculated by the proposed approach
(solid line) versus an approach that assumes identical embedded radiation (dotted line) for the
(a) H-plane and (b) E-plane. The figure also includes the embedded radiation pattern of the central
sub-array of the 11 × 5 array (SF).

As it can be noticed in Figure 12, neglecting the edge effect leads to an overestimation of
the main-beam directivity, by 0.7 dB in the H-plane, and by 1.6 dB in the E-plane, respectively.
The deviation along the E-plane is more noticeable because of the smaller number, 19, of sub-arrays
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in that direction, as compared to the number of elements, 65, along the H-plane. Another effect of
the edge elements that can be observed in Figure 12 is relevant for the increase of the sidelobe levels,
by about 14.6 dB for θ −25.0◦ along the H-plane, and by about 7.5 dB for θ −7.5◦ along the E-plane.
The performed comparison clearly shows the importance of including the edge effects in the analysis
of the array performance.

The filtering effect of the sub-array factor for various scan angles is visualized in Figure 13e–h.
For comparison, the array factor of a 65 × 19 array is presented in Figure 13a–d. Figure 13a–d shows
the array factor of a 65 × 19 array for various representative scanning angles. The array elements are
excited with uniform amplitude, whereas the phase tapering is optimized so to steer the array beam
along the desired direction. Because of the large distance between array elements along the u-axis,
grating lobes appear. On the other hand, the array element separation along the v-axis is smaller than
0.6λ0 that is instrumental in keeping the grating lobes outside the visible region, as per Equation (3),
for the targeted scanning range. Figure 13e–h shows the filtering effect on the sub-array radiation
pattern that is useful in the suppression of undesired grating lobes. It is worth mentioning that even
though the sidelobe level of the embedded sub-array pattern is very high in some specific directions,
as is shown in Figure 8, the radiation pattern of the total array has a sidelobe level below −30 dB, at the
specified directions. This performance is achieved thanks to the fact that the array scanning is restricted
to the angular region defined by the contour line at −3 dB level. Therefore, it has been shown that the
requirement on the sub-array side lobe level can be relaxed for certain directions which are defined by
the scan range of the full array. Finally, due to the uniform amplitude excitation, the side-lobe level of
the total radiation pattern is about −13.27 dB. If further sidelobe level reduction is required, a suitable
amplitude tapering scheme of the array excitation has to be adopted [16].

  
(a) (b) 

  
(c) (d) 

Figure 13. Cont.
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(e) (f) 

  
(g) (h) 

Figure 13. Array factor (a–d) and the radiation pattern (e–h) of the 65 × 19 array for various scan
angles, where u = sinθcosϕ and v = sinθsinϕ. The −3 dB contour of the central sub-array radiation
pattern of the 11 × 5 array is also shown.

4. Conclusions

In this work, we have proposed a novel antenna array architecture based on high-gain linear
sub-arrays. An array structure has been designed so to achieve a directivity of 46.5 dBi, which is 2.2 dB
higher than the corresponding 100% aperture efficiency limit. This performance has been obtained
by exploiting the overlapping of multiple linear sub-arrays. The individual sub-array has a length
of 2.653λ0 which might lead to the appearance of grating lobes while scanning. This non-ideality,
however, has been properly taken into account during the design stage. As a matter of fact, the grating
lobes are filtered by a proper shaping of the embedded element pattern of the sub-array. It has been,
also, demonstrated that, for an accurate prediction of the array characteristics, it is key to properly
model the edge effects. The inclusion of the edge effect limited the array scan range from ±9.3◦ to
±7.5◦ along the E-plane and from ±25.7◦ to ±24.2◦ along the H-plane, respectively. We have shown
that the antenna array is intrinsically matched, though the relevant impedance matching band shifts
with the scan angle. To mitigate this drawback, the integration of an external impedance matching
network can be considered. The proposed design supports a single linear polarization. Although
this might be sufficient in several operative scenarios, there are a large number of applications where
simultaneous support of two polarizations is required. To achieve dual-polarization operation, suitable
radiating elements have to be utilized. One example of such an element is the square dielectric-filled
waveguide operating in TE01 and TE10 modes simultaneously. Another area for further improvement
is the extension of the bandwidth of the proposed design. One way to achieve such an extension is to
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investigate alternative choices for the radiating elements. Another option, especially if a wide-band
operation is required, is to use active non-foster loads as waveguides terminations [17,18]. By enabling
dual polarization and broadband behavior, one can develop multibeam/multicolor arrays based on
the proposed reactively loading approach. In this case, the coloring can be performed on the basis of
polarization and frequency separation [19].

Some general properties and implementation schemes for linear and planar arrays organized in
overlapped subarrays can be found in [20].
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Abstract: The subject of radio wave propagation in tunnels has gathered attention in recent years,
mainly regarding the fading phenomena caused by internal reflections. Several methods have
been suggested to describe the propagation inside a tunnel. This work is based on the ray tracing
approach, which is useful for structures where the dimensions are orders of magnitude larger than
the transmission wavelength. Using image theory, we utilized a multi-ray model to reveal non-
dimensional parameters, enabling measurements in down-scaled experiments. We present the results
of field experiments in a small concrete pedestrian tunnel with smooth walls for radio frequencies
(RF) of 1, 2.4, and 10 GHz, as well as in a down-scaled model, for which millimeter waves (MMWs)
were used, to demonstrate the roles of the frequency, polarization, tunnel dimensions, and dielectric
properties on the wave propagation. The ray tracing method correlated well with the experimental
results measured in the tunnel as well as in a scale model.

Keywords: MMW; RF; ray tracing; tunnel; scale model

1. Introduction

Over recent decades, changes in lifestyle and frequent drives between cities have
led to a large increase in roads for transportation and increased use of underground
infrastructures, such as tunnels, mines, corridors, and other underground passways. People
use this infrastructure during commutes in metro systems, trains, cars, and by walking.
Due to security constraints and the constant demand for instant service, various agencies,
such as telecommunications providers, search and rescue forces, and security forces, must
cope with the challenge of providing service in an underground environment. There is
ongoing research into radio waves in car and train tunnels and in mines. RF propagation
in tunnels significantly differs as compared to above ground propagation. One reason
for this is that, in tunnels, the far-field attenuation is generally lower than that of free-
space [1–3]; therefore, researchers are working toward the understanding and the ability to
precisely model the propagation of radio waves as a tool for improving communication
and tracking systems. Experiments were performed in car and train tunnels as well as
in curved tunnels [1–3]. In addition, measurements were taken in mines with rock dust,
shotcrete [4] and underground galleries.

The prediction of wave propagation in an underground environment is troublesome
due to the short wavelength relative to objects of different dimensions and shapes. The
dimensions of rooms, the building materials, and the positions of various objects such
as cars and trains, change, as well as people moving in the vicinity. To predict how an
underground environment would affect wave propagation, some researchers have utilized
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scale models of tunnels in a lab environment to perform experiments that imitate real-
world conditions [5,6]. Other works relied on results in the existing literature to confirm
the models they developed [7]. Another approach involves using channel models for
simulations, such as the waveguide model [8,9], two-slope model [10], ray tracing [11–13],
and numerical solutions to Maxwell’s equations [14–18]. These models are suitable for
empty tunnels with straight walls, making the propagation environment relatively simple
and allowing it to be approximated to a waveguide.

The reported experiments were performed on various tunnels, and all but a few [4]
were performed for large tunnels rather than pedestrian tunnels. The main differences
between pedestrian and transport tunnels and mines are the dimensions and cross-sections,
parameters that significantly impact the wave propagation [19,20] and electromagnetic
properties [21]. Car and train tunnels are usually wide with low ceilings while pedestrian
tunnels are narrow and have high ceilings. These differences affect the frequency and
polarization of the transmitted waves. The majority of the theoretical and experimental
research in predicting wave propagation concerns long distances and does not consider the
transmitter’s close vicinity.

This paper is aimed at investigating the propagation of RF waves in relatively ‘narrow’
tunnels such as pedestrian walkways and corridors. The scenario becomes interesting
for wireless communication links operating at Ultra High Frequency (UHF) or Super
High Frequency (SHF), when the dimensions of the tunnel are not much larger than the
wavelength. In addition, the paper demonstrates the use of scaled models for experimental
radio wave propagation studies.

In this paper we report on the results of a field experiment performed in a pedestrian
tunnel with a relatively small cross-section: a height of 1.85 m and width of 1 m. Measure-
ments and simulations were performed for frequencies of 1, 2.4, and 10 GHz. In addition, a
1:10 scale model was built out of wood coated in Formica for testing frequencies of 10 and
94 GHz, which correspond to the scaled frequencies of the real experiment. We compared
the field and scaled experiments to a modified simulation model based on ray tracing.

The experiments used directional antennas, contrary to other known models where
the number of reflections is infinite [4,12] along the tunnel. In reality, the number of reflec-
tions is a function of distance and tunnel dimensions, its starting value of zero gradually
increasing with the distance between antennas. We observed that every ray incident on
the receiver had a significant impact when in close vicinity to the transmitter. Our results
showed a correlation between theoretical and experimental results, which indicates that
wave propagation in a tunnel environment can be realistically modeled by ray tracing. A
good fit between the scale model experiments and the simulation demonstrates that scale
models can be used to imitate real-world experiments in a laboratory environment.

2. Properties of Tunnels and Systems and Their Effect on Propagation

Radio wave propagation along a tunnel depends on the position, radiation pattern,
and the emission polarization of the transmitting and receiving antenna [22–24]. The
attenuation can be lowered by using a directional antenna with a suitable radiation pattern.
While omnidirectional antennas do offer wider coverage for areas without line of sight
(LOS) rays in a tunnel, their performance is surpassed by directional antennas in areas with
LOS rays [19,25]. The optimal position of the transmitter is at the center of the cross section
of the tunnel, while a transmitter positioned near the walls has the worst propagation
properties [24,26].

In empty, straight, narrow, high, rectangular tunnels, as long as the dielectric constants
of the side walls, ceiling, and floor are approximately equal, when the width of the tunnel
is smaller than its height, vertically polarized waves are shown to be attenuated less than
horizontally polarized waves [27]. When the width is greater than the height, the opposite is
true [24,28]. This can be understood using modal expansion of the propagating field while
considering the dimensions of the horizontal cross section [22]. The attenuation decreases
when the dimensions are increased in relation to the wavelength. In addition, the reflection
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coefficients of the floor and ceiling are larger than that of the walls, which contributes an
additional large factor of attenuation for vertically polarized electromagnetic waves [22].
In general, to achieve minimal attenuation in a rectangular tunnel, the polarization of the
electric field must be coincident with the largest side-to-side dimension of the tunnel.

3. Scaling the Ray Tracing Model

The choice of wave propagation model largely depends on the type of tunnel and its
dimensions. In our model we assumed a straight concrete rectangular tunnel with smooth
walls. We employed the ray-tracing approach for simplicity of calculation and physical
explanation for this kind of tunnel.

In ray tracing, the propagation of the signal depends on the number of rays arriving
at the receiver location. This includes the LOS rays, reflected waves, diffracted waves, and
scattered waves [12,29,30]. The received power Pr(Tunnel), normalized by the LOS link
budget Pr(LOS) for a distance Pr(0, 0) between the transmitter and the receiver, is given
by the following ratio [4]:

Pr(Tunnel)
Pr(LOS)

=

∣∣∣∣∣
+∞

∑
m=−∞

+∞

∑
n=−∞

Γ|m|(θm)Γ|n|(θn)
G[m, n]
G[0, 0]

R[0, 0]
R[m, n]

e−j 2π
λ [R(m,n)−R(0, 0)]

∣∣∣∣∣
2

, (1)

where λ = c/ f is the wavelength at wave frequency f (c is the light in a vacuum), m
and n are indices of rays traveling and reflected from the walls, ceiling and floor of the
tunnel, R(m, n) is the path propagation length of the (m, n) ray, for which the corresponding
antenna gain is G[m, n] =

√
Gt[m, n]Gr[m, n] (Gt[m, n], and Gr[m, n] are the gains of the

transmitting and receiving antennas, respectively). θm and θn are the incidence angles
between the (m, n) ray and the corresponsive surface in the horizontal (ceiling or floor) and
vertical (walls) dimensions respectively. Γ(θm) and Γ(θn) are the reflection coefficients from
the surface for the m and n incident ray. The received power in the LOS path (m = 0, n = 0)
is given by the Friis formula:

Pr(LOS) = Gr[0, 0]
(

λ

4πR(0, 0)

)
Gt[0, 0]Pt, (2)

where Pt is the transmitted power. Assuming that the transmitter and the receiver are both
located at the center of the tunnel cross-section, the travelling range R[m, n] of ray [m, n]
along the tunnel is described by [31]

R[m, n] = R[0, 0]

√
1 +

[
m

W
R[0, 0]

]2
+

[
n

H
R[0, 0]

]2
, (3)

where W and H are the width and height of the rectangular tunnel, respectively. Inspection
of Equations (1) and (2) reveals a non-dimensional parameter R[0, 0]/λ, which can be
used for scaling. Equation (3) describes the overall path length along which the (m, n) ray
is traveling from the transmitting antenna until it arrives at the antenna of the receiver.
Introducing this parameter into Equation (3) results in two additional scaling ratios W/λ
and H/λ. We further show that by keeping these ratios, a scaling model of a long tunnel
can be constructed demonstrating an identical link budget.

For all our examined cases, the tunnel surfaces were sufficiently smooth and their
roughness depth δ satisfied the Rayleigh criterion δ � λ/[8 sin(θ)]. This allowed the
utilization of Fresnel equations for calculating the wall’s reflection coefficients Γ(θ) for the
vertically or horizontally polarized ray [32]:

Γ(θ) =

⎧⎪⎨
⎪⎩

εr sin θV−
√

εr−cos2 θV

εr sin θV+
√

εr−cos2 θV
Vertical,

sin θH−
√

εr−cos2 θH

sin θH+
√

εr−cos2 θH
Horizontal,

(4)
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where εr is the dielectric coefficient of the building material composing the wall. Using the
ray optic simulation [33], the top and bottom ray illustrations of Figure 1 demonstrate the re-
flection from the side walls and ceiling/floor, respectively, for the case when W < H. When
summed, the phase-shift between rays results in constructive and destructive interferences,
causing power fluctuations along the tunnel.

Figure 1. A two-dimensional illustration of ray tracing inside a tunnel from the (a) side walls, and (b)
ceiling/floor reflections.

In general, the model does not specify the total number of reflected rays playing roles
in the link budget (1). When omni-directional antennas are used, there is, in principle,
a large number of reflection paths between the transmitter and the receiver antennas.
However, the high order rays are attenuated due to the multiple reflections, and their
contribution to the overall link budget is negligible (as discussed in [31]). Employing
directive antennas results in even a smaller number of contributing rays determined by
the transmitting antenna beam width and by the field of view of the receiving antenna. In
directive links, the number of rays can be evaluated via the beam-width of the antenna; Θv
in the vertical and Θh in the horizontal dimensions according to:

M = int[
R(0, 0)

H
tan(

Θv

2
)], Vertical, (5)

N = int[
R(0, 0)

W
tan(

Θh
2

)], Horizontal. (6)

We note that the received power is a result of a coherent summation of the ensemble of
rays arriving at the receiving antenna and collected by its aperture. This effect is considered
via the antenna gain G[m, n] for each of the (m, n) propagating ray directions.

The study was performed in a 75 m pedestrian tunnel made of concrete, with height
H = 1.85 m and width W = 1 m, as shown in Figure 2.

The received signal strength was measured along the tunnel at intervals of 25 cm
between measurements. The measurements were performed for three frequencies: 1, 2.4,
and 10 GHz, while 94 GHz was used in a 1/10th down-scaled model. Table 1 summarizes
the parameters of the different experiments in UHF, SHF, and W-band regimes.
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(a) (b) 

Figure 2. Straight tunnel with concrete walls of rectangular profile with a height of 1.85 m, width of
1 m (a) a schema, and (b) a real tunnel.

Table 1. Wave frequencies and respective scaling ratios.

Band
UHF

Real Tunnel
UHF

Real Tunnel

SHF
Real Tunnel and

Scaling for 1 GHz

W-Band
Scaling for 10 GHz

Frequency
(GHz) 1 2.4 10 94

Wavelength (cm) 29.98 12.49 2.998 3.19
W/λ 3.335 8.006 33.35 313.5
H/λ 6.17 14.81 61.7 579.9

The graphs in Figure 3 show the results of link budget simulations along a tunnel with
concrete walls for the three frequencies 1, 2.4, and 10 GHz. Since the dielectric permittivity
εr of concrete is spread between 6 and 8, depending on its ingredients and condition [34],
a comparison was made between the expected results for different permittivity values.
Figure 3 shows an almost identical expected performance.

(a) 

Figure 3. Cont.
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(b) 

(c) 

Figure 3. Simulations of the link budget along a pedestrian concrete tunnel considering different
permittivity values for frequencies of (a) UHF 1 GHz, (b) UHF 2.4 GHz, and (c) SHF 10 GHz.

4. Experiments in a Rectangular Pedestrian Tunnel

The experimental system is shown in Figure 4. It consists of a transmission system Tx
and a receiver Rx. The transmitter was based on a 9 kHz–20 GHz analog signal generator
(KEYSIGHT EXG N5173B), set for a continuous wave transmission with a Continuous
Waveform (CW) power of 19 dBm, fed to a 1–18 GHz Broadband Horn Antenna (A-INFO
JXTXLB-10180), with a gain of 4.97 dBi (at 1 GHz), 13.2 dBi (at 2.4 GHz) and 12.69 dBi (at
10 GHz). The A-INFO antenna cross-section is 244 × 164 mm2. This type of antenna was
also used at the receiver site, which was connected to a spectrum analyzer for measuring
the received signal power and frequency. Its high dynamic range and sensitivity allow
measuring even very low level of received power, well below the minimum measured
signal power, which was in the experiment −60 dBm. The Rx antenna and the spectrum
analyzer were placed on a mobile cart. The Tx antenna was mounted on a tripod, as shown
in Figure 4a.
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(a) (b) 

Figure 4. (a) Experimental setup in the tunnel, and (b) block diagram of experimental setup.

Both the transmitting and receiving antennas were placed at the center of a tunnel
cross-section, with smooth concrete walls and with a rectangular cross-section as shown in
Figure 4b. The measurements were taken for the UHF and SHF bands, from 4 m between
the antennas in order to fulfill far-field conditions and avoiding near-field measurements,
ending at 45 m, with the receiver being moved in steps of 25 cm. The position of the
receiver antenna relative to the center of the tunnel was verified at every step to ensure the
measurements were consistent.

A comparison between the simulation and the experimental results of wave prop-
agation along the tunnel for the three frequencies is shown in Figure 5. The rest of the
physical parameters, including the height, width, antenna location, and frequency, were
identical to those of the experimental scenario. In the experiment, the Minimum Detectible
Signal (MDS) power was set to −80 dBm. It was well above the minimum measured signal
power which was −60 dBm. The graphs show that the simulations based on ray tracing
had correlated well with the measured results for all three frequencies, which confirms that
ray tracing is suitable for modeling radio wave propagation in tunnels in the UHF and SHF
regimes. The measured signal power is a result of coherent summation of the ensemble of
rays propagating from the transmitting horn and arriving at the receiving horn aperture.
The spectrum analyzer shows the total resulted power collected by the receiving horn.

(a) 

Figure 5. Cont.
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(b) 

(c) 

Figure 5. Normalized results of the field experiments and simulation as a function of distance in a
rectangular tunnel for different frequencies of (a) UHF 1 GHz, (b) UHF 2.4 GHz, and (c) SHF 10 GHz.

Inspection of the experimental measurements in Figure 5 reveals a good fit with the
simulation results. The main discrepancy is due to the limited dynamic range of the receiver
that cannot measure low power dips emerging when distractive interferences occur. Taking
into account this limitation, the experimental results show that the link between the budget
estimation with the ray-tracing model is also reliable for wireless communication links
operating in narrow tunnels or corridors.

5. Scale Model Experiments in the SHF and the MMWs Regime

As field experiments in an underground tunnel often prove to be difficult, an ex-
periment in a miniaturized environment in which physical properties are maintained
is preferable. Scaling models have previously been shown to be useful for radio wave
propagation in tunnels [5,6,13]. In our case, we used a subscale 1/10th tunnel model, as
summarized in Table 2.
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Table 2. Parameters of the real tunnel and its subscale model.

Band
UHF

Real Tunnel
SHF

Scaling for 1 GHz
SHF

Real Tunnel
W-Band

Scaling for 10 GHz

Frequency (GHz) 1 10 10 94
Wavelength (cm) λ = 29.98 λ/S = 2.998 λ = 2.998 λ/S = 3.19

Width (m) W = 1 W/S = 0.1 W = 1 W/S = 0.1
Height (m) H = 1.85 H/S ≈ 0.2 H = 1.85 H/S ≈ 0.2

Antenna Aperture
(deg)

Θv ∼= 70o Θv ∼= 30o Θv ∼= 70o Θv ∼= 30o

Θh
∼= 30o Θh

∼= 8o Θh
∼= 30o Θh

∼= 8o

The system for the scaled experiments was based on the schematics presented in
Figure 4b. For the W-band experiment at a frequency of 94 GHz, the transmitter Tx
consisted of a signal generator outputting a CW signal at a constant power of 17 dBm.
The CW signal was fed to a standard W-band (75–110 GHz) horn antenna (QUINSTAR
QGH-WPRR00), with cross-section of 25 × 20 mm2 and gain of 24 dBi. The receiving
system Rx had a detector with an RF gain of 10 dB and a receiving antenna is the same
as the transmitting one. For the X-band experiment at a frequency of 10 GHz, we used
a homemade horn antenna with cross-section of 45 × 25 mm2 and 10.8 dBi gain, at the
transmitter. The receiving homemade horn antenna was of 15.7 dBi gain (cross-section
of 55 × 50 mm2). It was connected to the power detector sensor. The antenna data are
summarized in Table 3.

Table 3. Antennas used in the real tunnel experiments and their counterparts used in the respective
scale models for frequencies of 1, 10, and 94 GHz.

Horn Antenna Frequency (GHz) Gain (dBi)
H-Plane 3 dB

Beamwidth (deg)
E-Plane 3 dB

Beamwidth (deg)

A-INFO 1 4.97 71 70
X-Band Gray 10 15.7 33 30.6
X-Band Black 10 10.8 61.2 47.7

A-INFO 10 12.69 35 33.4
W-Band 94 24 8.8 8.2

For both W-band and X-band measurements, the antennas were attached to the same
adjustable stands. The transmitter antenna remains stationary, while the receiving one was
moved along a rail installed inside the scaled tunnel model, as shown in Figure 6b. The
signal generator and the receiving system were both located outside of the tunnel model.
The horn antennas collect all rays arriving at their aperture, and the power measured is a
result of a coherent summation of all contributing rays. Knowing the antenna aperture, the
corresponding gain is considered in the multi-ray simulation.

A sub-scale tunnel-like model was built. The scale model is presented in Figure 6. It
represents a 1/10th down-scaled version of the real pedestrian tunnel and was constructed
using 4.8 m plates made of Formica, with straight, smooth walls, and a rectangular shape
with height H = 0.2 m and width W = 0.1 m. The sub-scaled ratio was chosen to fit the
experimental setup in a lab environment, and the frequency was up-scaled correspond-
ing with the dimensions of the tunnel by the same ratio. Although the electromagnetic
properties of the real tunnel were not scaled exactly in the lab model, the impact of this
mismatching proved to be negligible.

The transmitting and receiving antennas were placed at the center of the down-scaled
tunnel cross-section. The measurements started at the respective far field at a distance
between the antennas from 0.4 m up to 4.5 m. The receiving antenna was moved in steps
of 2 cm while carefully maintaining the antennas position relative to the walls.
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(a) (b) 

Figure 6. Scale tunnel model built out of Formica of rectangular profile with a height of 0.2 m and
width of 0.1 m (a) a schema, and (b) a real tunnel model.

As with the field experiments, the experiment was performed by measuring the
power as a function of distance between the antennas inside the tunnel. Figure 7 shows
a comparison between the simulation and the experiments for the normalized results of
wave propagation for frequencies of 10 and 94 GHz.

(a) 

(b) 

Figure 7. Normalized results of the scale model experiments and simulation as a function of distance
for frequencies of (a) SHF 10 GHz, and (b) MMW 94 GHz.
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The same dielectric pror4perties as in the field experiment were used in the simulations
for both frequencies and of the scaled tunnel model in the laboratory. For this experiment,
in addition to the measured power inside the tunnel, the power permeating through
the walls of the tunnel laboratory model was also monitored. The transmitting and
receiving antennas were placed inside the tunnel. For the 94 GHz experiment, the measured
permeating power was negligible, while for 10 GHz some leakage was observed.

Figure 7 demonstrates a relatively good agreement between the measurement results
and those obtained from the simulations. The main difference is revealed in the dips,
and especially in the case of the received power at the W-band experiments, where the
wavelengths is 3 mm. These discrepancies are explained due to the limited dynamic range
and the sensitivity of the detection. Further, note that the received power was measured
in discrete locations along the tunnel. Given these differences, the results demonstrate
that link budget estimations using down scaled model are sufficiently reliable for practical
scenarios.

The results obtained during the scaled experiments show that precise scale models,
constructed to maintain the physical properties of the ratio of wavelength to tunnel dimen-
sions, can be used to simulate and predict the wave propagation in tunnel environments.
The results also show that simulations based on the ray tracing models correlated well with
the field experiments and the scaled experiments.

6. Conclusions

Evaluation of the radio wave propagation in an underground tunnel environment is
important for the appropriate design of wireless links and networks. We demonstrated
that link budget estimation for UHF and SHF links can be performed using multi-ray
simulations and verified this experimentally by using down-scaled structures.

In this paper, we have reported a series of experiments for measuring wave propa-
gation in underground pedestrian tunnels as well as in a subscale laboratory model. We
demonstrated that our simulations based on a modified ray tracing method were suitable
for predicting the wave propagation in a tunnel for different frequencies and showed
that a scale model in a laboratory environment can be a suitable replacement for field
experiments.
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