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1. Introduction

Nanophotonics is an emerging multidisciplinary frontier of science and engineering.
Its high potential in contributing to the development of many areas of technology makes
nanophotonics a focus of interest for many researchers from different fields.

In light of the above, the present Special Issue of Applied Sciences on “Recent Advances
and Future Trends in Nanophotonics” gives an overview of the latest developments in
nanophotonics and its roles in different application domains. Eleven papers were submitted
to this Special Issue, and nine papers were accepted (i.e., an 82% acceptance rate). The
presented papers explore innovative trends of nanophotonic science and technology that
enable technological breakthroughs in high-impact areas and cover several topics, mainly
regarding diffraction elements, detection, imaging, spectroscopy, optical communications
and computing.

2. Diffraction Elements

Diffractive Optical Elements (DOEs) have been expanding for many years and are a
stimulant technology that allow for the redirection of redirect light using diffraction rather
than refraction. When a photonic structure is realized via holography, we refer to this as
Holographic Optical Elements (HOEs), i.e., elements recorded by a specific interference
pattern in a photosensitive optical material. Volume HOEs show very high diffraction
efficiency in single-order diffraction; however, angular wavelength selectivity and high dis-
persion still are considerable challenges. In order to achieve a highly efficient HOE with low
dispersion, Keshri and co-workers [1] explored a fabrication method regarding a DOE with
two separate target wavelengths. Two independently sensitized layers of photopolymer
were stacked and used at two different wavelengths in sequential holographic recording.
The diffraction peaks of the recorded photonic structures were investigated and compared
with those of the designed structures, and then, they were theoretically predicted. The
device, illuminated with an expanded divergent beam at both target wavelengths and with
white light, showed a strong diffracted beam. This approach could be optimized and useful
for potential applications in the fields of illumination, solar collection and displays.

A diffraction grating structure was numerically simulated in the paper authored by Li
and coworkers [2], where a guided-mode resonance system with a double-bar dielectric
grating was exploited to achieve a multispectral electromagnetically induced transparency
(EIT) effect. In this case, the resonance wavelengths of the two EIT peaks could be modified
by changing the corresponding structural parameters and could be exploited for dual mode
sensor, dual channel slow light, etc. When optimized, two EIT peaks showed ultra-high Q
factors of 35,104 and 24,423. Moreover, the dual-mode refractive index sensor based on this
system reached figures of merit (FOMs) of 571.88 and 587.42.

Appl. Sci. 2022, 12, 663. https://doi.org/10.3390/app12020663 https://www.mdpi.com/journal/applsci
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3. Detection, Imaging and Spectroscopy

The manipulation of light and light-matter interactions have been largely investigated
for applications in the fields of detection, imaging and spectroscopy.

In the paper published by Demirer and co-workers [3], the Magneto-Optic Kerr Effect
in the guided mode of an unbalanced Mach Zehnder Interferometer (MZI) was designed
and simulated to optically detect the magnetization direction of ultra-thin (~12 nm) metal
cladding. In fact, the device was an unbalanced MZI based on InP membrane on silicon. The
MZI arms were made up of a polarization converter from one side and ferromagnetic thin-
film cladding and a delay line from the other side. The device read a nanoscale memory bit
(400 nm × 50 nm × 12 nm) with a signal-to-noise ratio ∼10 dB and tolerated performance
reductions that arose during the fabrication. While this hybrid device based on ultra-thin
metal membrane on silicon was demonstrated to be an all-optical magnetic memory read-
ing tool, hybrid devices with an ultra-thin conductive layer jointed with semiconductors
were presented by Crisci and co-authors [4], such as all-optical Schottky photodetectors
that operated at room temperature. In particular, in [4], two Schottky photodetectors
based on graphene/n-silicon (Si) and graphene/n-germanium (Ge) Schottky barriers were
theoretically investigated and operated at 1550 nm and at 2000 nm, respectively. The
responsivity/noise equivalent power (NEP) ratio was analysed, and a strong addiction on
the Schottky barrier height of the junction was demonstrated. The authors derived a closed
analytical formula for use in maximizing the responsivity/NEP ratio and theoretically dis-
cussed how the Schottky barrier height is related to the reverse bias applied to the junction.
Moreover, they found that at 1550 nm, the optimized graphene/n-silicon (Si) Schottky
PDs with a reverse bias of 0.66 V showed a responsivity and NEP of 133 mA/W and 500
fW/

√
Hz, respectively. Finally, at 2000 nm, the optimized graphene/n-germanium (Ge)

Schottky PDs showed a responsivity and NEP of 233 mA/W and 31 pW/
√

Hz, respectively.
The detection and imaging of optical signals were investigated and reviewed in

this Special Issue. In particular, two innovative imaging techniques were addressed:
Polarization-sensitive Digital Holographic Imaging (PDHI) [5] and Stimulated Raman
Scattering (SRS) microscopy [6].

Coppola and Ferrara [5] reported a review on the state of the art of PDHI techniques,
focusing on the theoretical principles and important applications. The paper not only
provided an exhaustive review of applications in several fields, from biology to microelec-
tronics and micro-photonics, but also emphasized the merits of this new technique based
on the interference between different polarized optical beams. PSDHI, in fact, simulta-
neously allows the three-dimensional reconstruction and the quantitative evaluation of
the polarization properties of a sample with a resolution on the micrometric scale, a good
acquisition speed and the absence of labels/markers.

Sirleto and co-workers [6] measured the spectral resolution of SRS, i.e., the ability to
distinguish closely lying resonances, and their paper focused on the spectral splitting of
protein and lipid bands in the C-H region, which is of great interest in the field of biochem-
istry. In particular, the paper addressed the interplay among pump and Stokes bandwidth
and the degree of chirp-matching. Moreover, the spectral resolution of femtosecond SRS
microscopy was experimentally investigated.

Spectroscopy systems were further reviewed by Althobaiti and Al-Naib [7] in the field
of instrumentation working at near-infrared NIR frequencies. The authors discussed NIR
spectroscopy systems from the instrumentation point of view with regard to state-of-the-art
approaches and the associated challenges. In particular, the authors provided a summary of
the recent development of continuous-wave, time-domain and frequency-domain NIR sys-
tems and presented an outlook into the future of the design and development of functional
near-infrared spectroscopy systems for various medical applications.

4. Optical Communications and Computing

Nonlinear waveguides can play a key role in optical communication applications,
in particular in the 2 μm wavelength band, where interest in mitigating the ‘capacity

2
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crunch’ is growing. In this context, Tu and co-authors [8] fabricated and characterized
silicon-rich nitride (SRN) ridge waveguides with different widths and rib heights. The
structures showed a loss of ~2 dB/cm, and the SRN nonlinear refractive index was shown
to be ~1.13 × 10−18 m2/W around the wavelength 1950 nm. By optimizing parameters to
improve nonlinear performances for the 2 μm band, a maximal nonlinear figure of merit
(i.e., the ratio of nonlinearity to loss) of 0.0804 W−1 or a super-broad FWM bandwidth of
518 nm were found. These results pave the way for high-performance on-chip nonlinear
waveguides for use in optical communications in the 2 μm wavelength band.

Finally, the review proposed by Cheng and co-authors [9] underlined how the recent
development of nanofabrication technologies for the generation, processing and detection
of optical signals have paved the way in the field of new analog optical computing. Par-
ticular attention was given to metamaterials or metasurfaces, which offer unprecedented
opportunities to arbitrarily manipulate light waves at the subwavelength scale, leading to
an acceleration of the progress of wave-based spatial analog computing. Furthermore, the
authors discussed challenges and future opportunities in high-efficiency signal processing
by exploiting quantum behaviors.

Funding: This research received no external funding.
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Abstract: Diffractive optical elements (DOEs) have been in development for many years and are
an exciting technology with the capability to re-direct light, using diffraction rather than refraction.
Holographic Optical Elements (HOEs) are a subset of diffractive optical elements for which the
photonic structure is created holographically, i.e., by recording a specific interference pattern in a
suitable, photosensitive optical material. Volume HOEs are of particular interest for some applications
because of their very high diffraction efficiency and single diffracted order; however, high dispersion
and angular wavelength selectivity still present significant challenges. This paper explores a method
for producing a compound DOE useful for situations where elements designed for two separate
target wavelengths can be advantageously combined to achieve a highly efficient HOE with reduced
dispersion. A photopolymer material consisting of two independently sensitized laminated layers is
prepared and used in sequential holographic recording at two different wavelengths. The photonic
structures recorded are investigated through examination of their diffraction peaks and comparison
with the structure predicted by modeling. Finally, the device is illuminated with an expanded
diverging beam at both target wavelengths and with white light, and a strong diffracted beam is
observed.

Keywords: diffractive elements; holography; photopolymer; holographic optical elements; volume
gratings; compound optical elements; stacked gratings

1. Introduction

Diffractive Optical Elements (DOEs) are photonics structures that focus and redirect
light, using diffraction rather than refraction. ‘Volume’ or ‘thick’ Diffractive Optical Ele-
ments utilize Bragg diffraction and can very efficiently transfer energy from the incident
beam into a diffracted beam [1]. DOEs have the potential to replace optical components in
a range of applications and have the advantages of being low cost, lightweight and in most
cases, much thinner than their refractive counterparts.

The DOE element can be thought of as a set of localized gratings, each potentially
having a different slant, orientation and spatial frequency (set by the patterning process) so
that the direction and divergence of the diffracted output beam can be chosen as desired [2].
As a result, DOEs can replace standard optical components (e.g., lenses and mirrors)
in some applications. Bragg diffraction, however, introduces wavelength and angular
selectivity, which can be particularly restrictive if the element/grating is thick [1].

Appl. Sci. 2021, 11, 5564. https://doi.org/10.3390/app11125564 https://www.mdpi.com/journal/applsci
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Photopolymer materials are typically prepared as thin, photosensitive films that poly-
merize when they absorb light, and can record patterns with very high spatial resolution.
They can, therefore, be used to form volume DOEs in a low-intensity, single-exposure step,
which is readily customized. Since the patterning step involves holographic recording, they
are also often referred to as Holographic Optical Elements or HOEs. Currently, Diffractive
Optical Elements are not routinely used with broadband sources. Some practical applica-
tions utilizing surface gratings in the management of light are reported in the literature; for
example, LED light is re-directed through a 30◦ angle by a binary diffractive lens [3] and
broadband multicolor imaging is demonstrated by using multi-level surface holograms [4].

Fabrication of surface gratings is challenging, however, since it requires multiple
manufacturing steps—lithography and etching—and the surface of the photonic structures
is difficult to protect. Volume photopolymer HOEs [5] offer a significant improvement
since they can be patterned (with low intensity exposure) [6] through the volume of the
materials, can be laminated [7,8] into a stack, and importantly, they can achieve near 100%
re-direction of the incident light into a single output beam [9,10]. This optical patterning
can potentially replace the etching and stamping process and facilitate customization and
small batches. The main features of surface and volume HOEs are compared, at a glance,
in Table 1.

Table 1. Comparing surface and volume diffractive optics elements.

Surface DOEs Volume DOEs

Fabrication
Multiple steps, including wet

processing
Single step (self-processing

photopolymers)

Protection and Stacking
More difficult since the
pattern is on the surface

Easier, the pattern is in the
volume

Diffraction Efficiency
For sinusoidal profiles
theoretical limit 33% Up to 100%

Research into beam patterning and shaping with HOEs has continued to advance [11–13],
but solutions for broad wavelength sources are needed to increase the application range. Many
sources, such as white light LEDs, output a set of wavelength ranges rather than a continuous
broad band of wavelengths (as for solar radiation, for example). This paper explores a method
for producing a compound element useful for situations where elements that are designed
for two separate target wavelengths can be advantageously combined to achieve a highly
efficient HOE. The authors previously reported stacked gratings for operation in broader
wavelength range by calculating the correct angle of diffraction for each target wavelength
and recording at a single wavelength in green in two separate layers that are then stacked after
recording [14]. This approach is somewhat limited by the complex modeling and recording
arrangements needed for elements such as lenses, as they contain a wide range of spatial
frequencies and slants that need to be matched to the different wavelength, as well as the
difficulty of assembling the stack after recording without introducing damage and/or shifts
in the slant angle.

This paper presents a method of stacking that utilizes selectively pre-sensitized layers
stacked together so that dual wavelength recording can take place independently in the
two stacked layers and explores the process as a means to combine lens elements. The
recordings are independent of one another because the dye sensitizer in each layer is
matched to one of the recording laser wavelengths. It is demonstrated here for two layers
but has the potential to be developed for additional layers (e.g., red, green, blue).

The stacking/multiplexing approach to correcting for chromatic dispersion is con-
ceptually simple and relies on fabrication and combination of devices tailored to specific
wavelength ranges. It has been exploited to multiplex or de-multiplex in diffusers [15] and
lenses [16], in stacking meta-surfaces [17], and more recently, to wavelength multiplexing
in lens arrays for full color imaging [18] with each layer fabricated of different materials
and with different design parameters to optimize it for a specific frequency band. However,
these devices are fabricated through lithographic processes or holographically recorded

6
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into a single layer of a pan-chromatic material through multiplexing. Here, we utilize the
limited wavelength sensitivity range in the pre-stacked photopolymer layers to exploit
the simple full field exposure step to holographically record a compound element at two
separate wavelengths, without the need for complex modeling and fabrication techniques.

In the literature, a variation of dye concentration in multilayer photopolymer was
used to improve the uniformity in volume gratings [19]. Three dyes were combined in a
single layer of photopolymer material for full color display holography [20]. In this work,
two photopolymer layers sensitive to two different wavelengths were laminated together
and a lens was recorded in each layer by their designed wavelength in sequential manner.

Firstly, a blue-sensitive photopolymer formulation, previously developed for the
recording of reflection holograms (at high spatial frequency), was optimized for the low
spatial frequency and high layer thickness needed in the proposed off-axis collimating
lens transmission-format element. Next, the design considerations for stacked lenses
were discussed for the application of off-axis, high-diffraction efficiency collimating HOE
elements. Finally, the dual-wavelength sensitive multi-layer structure was prepared by
stacking two photopolymer layers and used to successfully record collimating elements
for blue and green wavelengths. The local diffraction characteristics of the recorded
microstructure were tested and limitations discussed.

1.1. Concept

Figure 1 shows the basic concept for stacking by recording in a dual-wavelength
sensitive multi-layer structure. Holographic recording of lenses is achieved through the
interference of two beams that mimic the input and output beams of the lens device. The
interference pattern created is recorded in the volume of the photosensitive material as a
periodic structure in which the spatial frequency and slant at a particular point are defined
by the two wave-vectors normal to the interfering wave fronts at that point. This structure
diffracts incoming light of the same wavelength and incident angle to re-create the original
beams. In this case, a dual layer is prepared in which each layer responds optimally to a
limited range of wavelengths in blue or green. This means that two sequential recordings
in blue and green create a stack of two lenses, without the need for repositioning or
adjustment of the layer. Due to the high selectivity of volume diffractive lenses, each lens
reconstructs only the appropriate wavelength range and the output beams are identical for
both wavelengths. This approach has potential in reducing chromatic dispersion in HOE
lenses.

Figure 1. Schematic diagram for (a) recording two lens patterns, using two different wavelengths in a dual-sensitive layer
to create stacked lenses. (b) Replay process showing that the stacked lenses reproduce the same collimated beam for both
input wavelengths.
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1.2. Theory

The characteristics of a beam diffracted from a grating depend not only on its orienta-
tion and spatial frequency (photonic structure), but also on the angles and wavelength of
the incident beam.

The classical grating equation for transmission [21] can be expressed by Equation (1):

ki sinθ0 + kdsinθ+1 =
2πm
nΛ

(1)

where, ki =
2π
λ0

and kd = 2π
λ1

are the propagation vector’s modulus for the incident and
diffracted beams, m = order of diffraction (m = 1 for volume HOE), θ0 = the angle of
incidence in air, θ+1 = angle of diffraction in air, n = refractive index of the medium, and
Λ = period of the refractive index modulation (spatial period).

Volume HOEs work on the principle of Bragg’s law [22], and at the Bragg condition,
the angle of incidence equals the angle of diffraction (θ+1 = −θ0 and λ0 = λ1). Equation (2)
defines the wavelength at the Bragg condition.

λ = 2nΛsin
(

θ+1 − θ0

2

)
(2)

In applications where the re-direction of illumination is important, volume diffractive
optics are preferred because of their potential for high diffraction efficiency, meaning that
a large proportion of the incident light is diffracted into a single diffraction order in a
direction defined by 2. The diffraction efficiency achieved also depends on the material
characteristics of the grating, such as refractive index modulation and thickness. The
Kogelnik Coupled Wave Theory (KCWT) [1] is a well-established tool for modeling the
efficiency of such elements and can predict how the efficiency of Volume HOEs depends
on many parameters, such as the illuminating beam incidence angle, replay wavelength,
index modulation and grating thickness.

KCWT shows that at Bragg incidence, the diffraction efficiency for the volume grating
can be modeled using the following:

η = Sin2
(

πn1d
λCosθB

)
(3)

where θB = Bragg angle inside the layer, d is the thickness of the grating and n1 the refractive
index modulation.

The Q factor is used to check whether the grating will function as a volume Bragg
grating [23].

Q =
2πλd
nΛ2 (4)

With the parameters defined as above, a Q factor of > 10 is considered to be in the
‘volume’ regime, and therefore is expected to have a single diffraction order and behavior
that can be predicted using KCWT.

2. Materials and Methods

The dual-sensitive recording approach was explored here through a combination
of modeling, experimental work, materials optimization, fabrication and testing. Firstly,
the approximate diffractive lens device requirements (spectral range, thickness, spatial
frequency range, refractive index modulation) for each layer were determined though
modeling. Then, a previously developed blue-sensitive photopolymer formulation was
optimized for the spatial frequency range and thickness needed here. This was achieved
through a study of gratings holographically recorded in dry layers coated on glass slides
and optically patterned using different exposure energies and inter-beam angles in the
overlapping beams. Finally, holographic lens elements were recorded, using both blue
(488 nm) and green (514 nm) wavelengths separately and together (in the dual-sensitive
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layer stack), and the resulting HOEs were studied through the analysis of theory diffraction
behavior, allowing the recorded microstructure to be studied.

2.1. Materials Preparation

Two separate photopolymer formulations were prepared. First, a polyvinyl alcohol
stock solution was prepared as described elsewhere [14] (10 g dissolved into 100 mL). Two
separate dye solutions were then prepared, both with 0.11 g of powdered dye (erythrosine B
or acryflavin) in 100 mL of deionized water. Next, to make the green-sensitive formulation,
the electron donor (triethanolamine (2 mL)) and the monomers (0.6 g acrylamide and 0.2 g
methylene bisacrylamide) were added to 17.5 mL of the PVA solution and stirred for one
hour. Finally, 4 mL of the erythrosine B solution was added. For the blue-sensitive formu-
lation, triethanolamine (2 mL) and the monomers (0.8 g acrylamide and 0.2 g methylene
bisacrylamide) were added to 17.5 mL of the PVA solution and stirred for one hour. Finally,
3 mL of the acryflavin solution was added.

Layers were prepared by using a micropipette to deposit a controlled amount of
solution onto either glass microscope slides or high optical quality plastic of the same
dimensions on a level surface. After allowing them to dry in a darkroom for 1–2 days, the
dual-sensitive layer photopolymer was prepared by laminating the two layers together.
For this step, it was important that one of the layers was prepared on a flexible substrate,
in this case, Makrolfol of 0.375 mm thickness (flexible glass is also very suitable [14]). This
allows for lamination of the two photopolymer surfaces together in a stable layer with no
air gaps or bubbles.

2.2. Optical Patterning: Holographic Recording Setup

An off-axis holographic lens can be recorded by using the setup shown in Figure 2.
Two collimated beams are arranged such that they overlap on the photopolymer layer,
then a suitable lens is inserted into one of the beams such that it focuses the beam before
it reaches the photopolymer as shown. This produces a diverging beam to interfere with
the collimated reference beam and a HOE lens is recorded. The numerical aperture of
the lens determines the divergence of the beam and the range of the angles of incidence
at the photopolymer. This kind of recording was demonstrated previously with both
cylindrical and spherical lenses [24]. However, in this instance, a cylindrical lens was used
so that the beam only diverged in one axis (horizontal). This simplified the modeling and
experimental testing since the grating characteristics varied in only one axis. In the blue
sensitive photopolymer formulation optimization work, simple gratings were recorded,
and the set-up was identical except for the fact that both beams were collimated, as the
cylindrical lens was not present. For some characterization work, a 532 nm and a 473 nm
laser were used but for recording in the dual-sensitized layer, an argon ion was used so
that both the 514 nm and 488 nm laser lines could be used in the same optical setup.

When recording lenses, the range of angles of incidence which the diverging beam
produces determines the inter-beam angles for the interference pattern, and consequently,
the spatial frequency and slant at each location of the photopolymer. The cone of rays will be
the same (assuming negligible aberrations) for recordings at both green and blue recording
wavelengths. However, since the spatial frequency also depends on the wavelength of the
incident light, this will lead to a different interference pattern for each recording.
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Figure 2. Experimental set-up for both the recording of a cylindrical holographic lens in green and probing using a He–Ne
laser. NDF—neutral density filter; HWP—half-wave plate; SF–spatial filter; CL—collimator lens; A—variable aperture;
BS—beam splitter.

2.3. Testing the Recorded Lenses

The recorded lenses were tested at three locations on the lens: at the center of the
lens, 3 mm to the left of the center and 3 mm to the right of the center. Figure 3 illustrates
how the Bragg positions for the two gratings vary because of the different wavelengths,
and how they differ at the three probing positions. Testing involved illumination with an
unexpanded He–Ne beam of about 1 mm in diameter and rotation of the sample through a
wide angular range while monitoring the intensity changes in the transmitted or first-order
beam. Since in all cases studied here, higher order beams are negligible, it was often
more useful to monitor the zero order or transmitted beam so that the angular position,
diffraction efficiency and FWHM information was available in a single scan. Except where
otherwise stated, all tests were carried out in a computer-controlled system with a Newport
rotation stage and photodetector and a λ = 633 nm He–Ne probe laser. Figure 3 shows an
illustration of the different conditions for Bragg matching at three positions on the lens.
The wave vectors for the input and output beams at both wavelengths are shown along
with the grating vector for each position on the lens for each of the two wavelengths.

Figure 3. (a) Ewald Sphere illustration of the different conditions for Bragg matching at three
positions on the lens and (b) Bragg matching condition for each position, −3 mm, center and +3 mm
shown separately for clarity.
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2.4. Modeling the Recorded Microstructure—Calculation of Slant and Spatial Frequency

In order to fabricate a HOE lens which collimates an off-axis diverging beam, a
photonic structure is needed that will be on-Bragg everywhere for rays diverging from the
off axis focal point and will re-direct them (through diffraction) into a collimated beam
with a defined angle with respect to the HOE plane. At each location, the desired input
beam angle can be defined, using the position of the focal point relative to that location.
The desired output beam angle is known and is the same everywhere on the element (for
the collimated output). Once the angles of the two beams, θ1 and θ2, are known, the slant
angle (θs = (θ2 + θ1)/2) and Bragg angle (θB = (θ2 − θ1)/2) at that location are determined
from geometry, and the spatial frequency needed to obtain such a Bragg angle at the design
wavelength is calculated from Equation (2) above. Figure 4 depicts this procedure for a
single point on the DOE lens. Once the slant angle and spatial frequency are known, one
can calculate, for every point on the lens, the interference pattern required to fabricate
the desired structure at a given wavelength. If the recording wavelength is close to the
design wavelength, however, this process becomes extremely convenient, as θ1 and θ2
become the recording angles. Then the process involves using the desired input beam
as one of the recording beams, made to interfere in the plane of the polymer material
with the other recording beam, which has the characteristics of the desired output beam.
The dual-sensitive polymer layer enables this convenient process to be exploited at two
separate wavelengths in one device.

Figure 4. Simple geometrical model used to calculate the required grating slant and spatial frequency for the grating
needed to re-direct Beam 1 into Beam 2 (at each specific location on the DOE lens). For simplicity, refraction at the medium
boundaries are not shown here, but are taken into account in the calculations. θB is the Bragg angle; θ1 is the incident angle
of the input Beam 1 and θ2 is the angle of the output Beam 2. θS denotes the slant angle of the fringes.
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3. Results

3.1. Modeling and Design of the Diffractive Optical Elements

The stack envisaged consists of two off-axis lens elements, one designed for a blue
target wavelength, and one designed for a green, both having a focal point of 5 cm from
the plane of the photopolymer element.

The design considerations are as follows:

• Photonic structure: Each grating needs to have a tailored range of spatial frequency
and slant to produce correct output angle (at that wavelength) for every point on the
diffractive lens (Equations (1) and (2))

• Single diffracted beam: The design needs to ensure that each grating is functioning as
a volume grating at all points (to avoid multiple diffracted beams) (Equation (4))

• Grating strength: Each grating must have a specific Refractive Index Modulation to
produce high DE for its target wavelength (Equation (3))

• Avoiding crosstalk: Each grating must have a sufficiently narrow angular and spectral
selectivity curve so that each grating will only re-direct light of the wavelength that it
is designed for.

Target wavelengths [25] 514 nm and 488 nm were chosen to mimic typical green and
blue peaks in a white LED spectrum for which close laser wavelengths were available
for holographic recording. The design is based on high efficiency with the assumptions
that higher diffracted orders are negligible, the grating is uniform though the depth of the
polymer layer, and the polymer faithfully records the interference pattern (zero dimensional
changes during recording).

As discussed above, each element consists of a range of grating spatial frequencies,
which will change with the design wavelength, the off-axis angle and the aperture and
focal length of the lens. In turn, the set of spatial frequencies recorded in the lens influences
all of the above design considerations. On-axis elements are not suitable here because of
well-understood issues around the limits of volume diffraction [2] that arise where the
diffraction angle is very small (near zero spatial frequency). Off-axis elements are, therefore,
used to focus light for these applications, so the first design step was to choose an offset
angle, or central spatial frequency, that would avoid this. For transmission elements, high
spatial frequencies (large offset angles) are less challenging to record so the limits of the
low spatial frequency range are explored here.

3.1.1. Green Lens Design

First, the range of spatial frequencies expected to be recorded across the lens for a
recording wavelength of 514 nm was calculated for a number of different off-axis angles
(different central spatial frequencies). The calculated range of spatial frequencies for lenses
having central spatial frequencies of 300, 400, 455 and 500 L/mm are shown in Figure 5a.
Figure 5b shows the calculated Q values for the lowest spatial frequency occurring in each
lens from Figure 5a for different thicknesses. It was decided to choose the lens with the
lowest off-axis angle (and spatial frequency range) that would ensure volume Bragg grating
behavior (Q > 10) across the whole lens aperture for 150 microns in thickness. This ensures
that higher orders are negligible. A minimum of 140–150 micron-thick gratings were shown
to be needed to avoid crosstalk in previous work [14]; thickness above 150 microns can be
more challenging to prepare without compromising layer optical quality. The lens chosen
was, therefore, Lens 3, with 150 μm layer thickness and 455 L/mm central spatial frequency.
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Figure 5. (a) Local grating spatial frequency across the diameter of four lenses with different central spatial frequencies,
design wavelength 514 nm, focal length 5 cm, lens diameter 14 mm and (b) the Q value for the lowest spatial frequency in
each lens for a range of grating thicknesses. The green horizontal line indicates where Q = 10, i.e., the minimum Q value to
ensure a single diffracted order.

3.1.2. Blue Lens Design

The next step was to design a second lens, which would produce the same output
angle across the whole lens aperture for a 488 nm design wavelength with the same range
of input and output angles. The Q value for the lowest spatial frequency was 11.4, for a
150 micron layer, ensuring volume diffraction here, too. Since 150 micron layers were used,
the capability of achieving sufficient grating strength was assured for the green sensitive
formulation (100% can, in fact, be achieved in much thinner layers [26]). Figure 6 shows
the range of spatial frequencies across this lens, which has the same angular offset and
focal length as Lens 3 but is designed for operation at λ = 488 nm.

Figure 6. The range of spatial frequencies across the lens designed for 488 nm, diameter = 14 mm
with the same angular offset and focal length as Lens 3 but for operation at λ = 488 nm.

The refractive index modulation needed to maximize the diffraction efficiency was con-
trolled through exposure during recording, as detailed in the experimental section. Some
characterization was needed in order to achieve this for the blue-sensitive formulation,
which had not been as widely studied as the standard green (eythrosine B) formulation.
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3.2. Optimization of the Acriflavine Based Photopolymer Layer

In the literature, acriflavine sensitized photopolymer material was used in the de-
velopment of a panchromatic photopolymer for holographic recording applications [20].
Previously, the characterization of a 60 μm thick transmission grating with high spatial
frequencies was reported [27]. In this work, a similar composition is optimized for the
range of spatial frequencies polymer layer thickness needed in this application. Figure 7a
shows the composition of the layers and Figure 7b, the absorption spectrum for this
acriflavine-sensitized photopolymer.

Figure 7. (a) The relative mass of the components of the acriflavine-sensitized dry photopolymer layer. (b) The absorption
spectrum of the acriflavine-sensitized photopolymer (composition as outlined in (a)). (c) On-Bragg diffraction efficiency
growth curve of 60 μm thick gratings recorded at various spatial frequencies, with recording intensity = 5 mW/cm2 (d)
with recording intensity = 1.5 mW/cm2.

3.2.1. Optimization for Spatial Frequency

Figure 7 shows the optimization of the recording conditions for a range of spatial
frequencies in Figure 7c,d. This study was carried out using 60 micron layers so that
detailed information about the grating growth dynamics could readily be obtained using
on-Bragg dynamic measurements of the diffraction efficiency during recording. High
angular selectivity makes on-Bragg illumination during recording more challenging for
150 micron layers.

Using two different recording intensities, and monitoring on Bragg at 633 nm, the
recording dynamics were observed for spatial frequencies from 200 to 2000 lines/mm
(equivalent to 5 micron to 0.5 micron fringe spacing). It should be noted that the zero-order
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transmission was monitored and the raw data from the zero-order transmittance were
transformed into the first-order efficiency. In the diffraction efficiency curves the growth
dynamics are very similar for all spatial frequencies across the range, except for the two
extremes of 200 and 2000 lines/mm. At the higher end, the 2000 lines/mm curves are
observed to fall slightly below the mid-range curves. At 200 lines/mm, a significantly
slower grating growth is observed, although the diffraction efficiency is similar after
200 s for the higher intensity recording. The photopolymer material composition and the
absorption spectrum are also shown.

3.2.2. Optimization for 150 Micron Thick Layers

Real-time monitoring of the diffraction efficiency during grating recording is consid-
erably more challenging at 150 microns, so a stepwise recording with multiple samples
is sometimes needed to properly examine the grating growth, especially at higher spatial
frequencies (due to the high angular selectivity). In this section, a combination of real time
recording and multiple Bragg curves is used to study blue-sensitive layers of 150 micron
thickness. Firstly, real-time recording was done for 200 L/mm spatial frequency with
higher (5 mW/cm2) and lower (1.5 mW/cm2) intensities. The growth curves of first-order
efficiencies are shown in Figure 8a.

Figure 8. Diffraction efficiency growth for 150 micron thick blue-sensitive layers. (a) On-Bragg efficiency growth curve
of for gratings recorded with spatial frequency 200 L/mm, (b) a series of zero-order Bragg selectivity curves for grating
recorded with 500 L/mm, for a range of exposure times, measured at 633 nm. (c) On-Bragg diffraction efficiency values
obtained from (b). The equivalent diffraction efficiency that would be expected at 488 nm is also shown so that the optimal
recording time can be identified.
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For 500 L/mm, individual gratings were recorded at a constant intensity (5 mW/cm2)
but with different exposure times. The recording time for each gratin g was increased from
10 to 40 s with an interval of 5 s. Figure 8b shows the results obtained in the form of zero-
order Bragg selectivity curves, when the individual gratings were probed after recording by
a He–Ne laser. Each curve graphs a set of data obtained by rotating the probe beam though
a range of angles while monitoring the diffraction efficiency. The curves are arranged in
Figure 8b according to the exposure time used to create the grating. They show gratings
of increasing strength up to the optimum exposure and then the characteristic indications
of overmodulation (growing sidelobes). The minimum value from each zero-order Bragg
selectivity was taken to obtain the growth curve, which is shown in Figure 8c, along with
theoretical values for the efficiency, which is for the same strength grating at 488 nm (using
Equation (3)). Considering the growth of diffraction efficiency for both 200 L/mm and
500 L/mm spatial frequencies, the optimized time to record gratings with 5 mW/cm2 for
λ = 488 nm is estimated ≈16–20 s. As seen in Figure 6, the holographic lens to be recorded
covers the range of spatial frequencies from 198 L/mm to 790 L/mm.

3.3. Optimization of the Holographic Recording Conditions for the Fabrication of Individual Lenses
at Blue and Green Wavelengths

The next step was to record and test the individual lenses. As lenses consist of many
spatial frequencies and slant angles in a single element, it is necessary to determine the
optimal recording conditions for each lens, as well as to analyze the overall diffraction
behavior to ensure that the expected microstructure is recorded. This makes it possible to
(i) confirm experimentally which exposure conditions (from the range identified above)
give the best performance across the lens aperture and (ii) to provide performance data of
individual lenses as a comparator for the stacked lenses.

3.3.1. Recording and Characterization of Holographic Lens Designed for 488 nm

Individual lenses were recorded at a constant recording intensity with a number
of different exposure times. Each lens was then characterized by probing it at three
positions across the element through a wide angular range in order to measure the local
DE and angular positions of the diffraction peaks (troughs). This allowed for fine tuning
of efficiency and uniformity across the lens aperture as well as investigation of the local
spatial frequency and slant of the recorded photonic structure. The spatial frequency at
each location is indicated by the angle between the two diffraction maxima (minima) in the
intensity values of the zero-order wide angular scan, and the slant can be estimated from
their offset from 0◦ at each location. For convenience, this is done at a single wavelength
(633 nm).

The recording of these individual lenses was done at a constant recording intensity of
3.6 mW/cm2 with 17, 27 and 37 s exposure times, thereby achieving total exposure energies
of 61, 97 and 130 mJ/cm2, respectively. After recording, the lenses were probed at three
positions across the element (the center of the lens and +/− 3 mm either side). The zero
order and first order intensity curves are shown in each case for a range of incident angles
in Figure 9. The latter is useful because it is a direct confirmation that the light diffracted
from the zero-order curve appears in the first order, validating the assumption that volume
gratings/Bragg diffractions as beams other than those of the first-order are of negligible
intensity. A number of observations can be made from these results. Firstly, the uniformity
of the diffraction efficiency is an important factor in the performance of the collimating
device so by looking at the diffraction behavior at three known locations, the recording can
be optimized for uniformity as well as the magnitude of the diffraction efficiency. Secondly,
the spatial frequency of the grating can be examined by studying the separation of the
diffraction peaks/troughs. From Table 2 below, we can see that the separations expected
for a 633 nm probe beam for the lens element G1 (designed for 488 nm light) are 13.4◦,
18.0◦ and 22.5◦ respectively. Taking Figure 9a as an example, we observe separations of
12.1◦, 16.8◦ and 22.8◦. These match the expected values to within 1.2◦. The differences are
probably due to errors in positioning of the probe beam and an averaging effect caused
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by the probe beam spanning a non-zero range of locations/grating periods. There is also
some variation between the three samples.

Figure 9. Experimental data for (a) zero-order transmission and (b) first-order diffraction efficiency at three points across
the lens fabricated in acriflavine-sensitized photopolymer layer, using exposure 61 mJ/cm2, exposure 97 mJ/cm2 (c) and (d)
exposure 130 mJ/cm2 (e) and (f).
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Table 2. The measured diffraction angle (angular separation of +1 and −1 diffraction orders) in comparison to the theoretical
diffraction angles for the 4 samples at 633 nm wavelength.

Position on
Lens
(mm)

Measured
Diffraction

Angle
(Degrees)

Measured
Diffraction

Angle
(Degrees)

Measured
Diffraction

Angle
(Degrees)

Measured
Diffraction

Angle
(Degrees)

Theoretical Diffraction Angle for
633 nm

(Degrees)

Sample 1 Sample 2 Sample 3 Sample 4
G1 Lens for

488 nm
G2 Lens for

514 nm

−3 mm 13.1 13.1 11.2 12.4 13.4 11.9
Center 17.8 18.3 16.9 17.8 18.0 16.0
+3 mm 23.0 23.4 22.1 22.8 22.6 20.0

3.3.2. Recording and Characterization of Holographic Lens Designed for 514 nm

The process described in Section 3.3.1 was repeated for a holographic lens, designed
to operate at 514 nm, and recorded in an erythrosine-B-sensitized photopolymer layer. This
time, the recording wavelength was 514 nm and recording energies of 98 mJ/cm2 and
70 mJ/cm2 were used. From Table 2 below, we can see that the separations expected for a
633 nm probe beam for the lens element G2 (designed for 514 nm light) are 11.9, 16.0 and
20.0. Taking Figure 10a as an example, we observe separations of 10.5◦, 15.0◦ and 20.3◦.
These match the expected values to within 1.4◦. However, the match appears to be poorer
in Figure 10c.

Figure 10. Experimental data for (a) the zero-order transmission and (b) the first-order diffraction efficiency at three points
across the lens fabricated in a 150 μm thick eythrosine-B sensitized photopolymer layer. (Exposure energy = 70 mJ/cm2)
and for (c) and (d) with exposure energy = 98 mJ/cm2.
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3.4. Two Lenses in Stacked in Dual-Sensitive Photopolymer Layer

For the final device, the dual-sensitized layer was prepared as described above. Two
lenses were then recorded sequentially using the same optical set-up (described above)
but switching an Ar-Ion lasers lasing wavelength from 514 nm and 488 nm between the
recording, using the lasers coupling prism. For each exposure, the intensity and duration
followed the optimized conditions found in the previous sections. In the object beam,
a conventional cylindrical lens was introduced to create a diverging beam in one axis,
which interfered with a collimated reference beam. The resulting interference pattern was
recorded in each photopolymer layer. Firstly, a laser (λ = 514 nm) records the lens pattern
in the erythrosine-B-sensitized photopolymer layer, which is the second layer in the stack.
Secondly, the laser at 488 nm records the lens in the acriflavine-sensitized photopolymer
material, which is the first layer in the stack. After recording, the stacked lenses were
probed at three positions (center, +3 mm and −3 mm), over a wide range of angles using a
633 nm wavelength laser to obtain the zero-order transmission angular selectivity curve.
A set of four stacked lenses were recorded with the same optimized recording conditions
(from Section 3.3) and their results are shown in Figure 11.

Figure 11. Zero-order transmission angular selectivity curves when the stacked lens is probed by a He–Ne laser at three
positions. (a), (b), (c) and (d) show the results for samples (1), (2), (3) and (4) respectively.

In Table 2, the angular separation of the incident angles at which maximum diffraction
occurs for 633 nm light is tabulated for the three positions in all four samples. A theoretical
angular separation is also shown, based on the diffraction angle expected for the recorded
spatial frequency at that location. Neither lens is designed for 633 nm light, which is why
some secondary peaks were observed (not noted in the table). The peak positions are closer
to the positions for the lens designed for blue light, except in the case of sample 2, possibly
because this is the lens that the incident beam meets first in the stack.
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In order to examine the diffraction angles at the target wavelengths, sample 1 was then
tested at the design/recording wavelengths. Using a manual rotation stage, the angular
position of the diffraction peaks was obtained, and the angular separation or full diffraction
angle was calculated. Table 3 shows the measured diffraction angle (angular separation of
+1 and −1 diffraction orders) in comparison to the theoretical diffraction angles for both
gratings in the stack while probing at the recording/design wavelengths. In most cases
(+3 mm G1 is the exception) there is better than 0.5◦ agreement between the measured
diffraction angle for the stack with the expected diffraction angle for that wavelength.

Table 3. Table showing the measured diffraction angle (angular separation of +1 and −1 diffraction orders) in comparison
to the theoretical diffraction angles for both gratings in the stack while probing at the recording/design wavelengths.

Probe Wavelength
(nm)

Position on Lens
(mm)

Measured Diffraction
Angle

(Degrees)

Theoretical Diffraction Angle
(Degrees)

G1 lens designed for
blue 488 nm

G2 lens designed for
green 514 nm

514.5 Center 13.3 14.1 13.4
−3 mm 10.0 10.5 10.0
+3 mm 18.3 17.8 16.9

488 Center 13.0 13.4 12.8
−3 mm 10.3 10.0 9.5
+3 mm 17.0 16.9 16.0

The stack was then illuminated with laser light. The input beam was a horizontally
diverging beam produced by the cylindrical lens (the same lens that was used in recording).
It was arranged that this be incident on the stack at the appropriate angle and the laser
was then switched between wavelengths of 488 nm and 514 nm. In both cases, an intense
diffracted beam was clearly observed (to the right in Figure 12). While the transmitted
portion of the input beam (seen on the left in each figure) was highly diverging, the
diffracted output beam was observed to have much lower divergence and to have a circular
cross-section. This demonstrates that the stack functions well for both wavelengths. As
shown in Figure 12c, the process was repeated with a white light which was collimated and
passed through the same cylindrical lens. Again, the stack produced a strong diffracted
beam with a circular cross section (to the right in the image). Of course, some dispersion of
the colors in the white light source is also evident, especially for the red and violet colors at
the extreme ends of the visible spectrum.

Figure 12. Demonstration of the stacked lens producing a collimated beam when illuminated with a cylindrically expanding
laser beam at (a) 488 nm and (b) 514 nm and (c) with a white LED passing through a cylindrical lens.

4. Discussion

The exposure optimization work for blue recording showed the viability of using this
blue-sensitized photopolymer for recording low spatial frequency gratings in layers as thick
as 150 microns. High diffraction efficiencies were obtained with a range of exposures. This
material had not previously been characterized in this range. The recording of the DOE
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lenses holographically in individual layers showed the challenges of equalizing efficiency
across a DOE that contains a range of spatial frequencies, but 80–90% was achieved for
green recording and greater than 90% for the blue recordings. With optimization, this could
be improved further. It should be noted that the results indicate that two structures were
recorded with the microstructure that matched well to the theoretical modeling. However,
because the two gratings were designed to have overlapping input and output beams
when they function properly, it is not possible to resolve the two individual sets of grating
structures. Even at wavelengths far from the design wavelengths, modeling showed that
the peaks for G1 and G2 would be less than 0.5◦ apart. In addition, limitations in repeatable
positioning of the probe beam on the lens meant that there were relatively large errors in
the actual peak positions as well as some averaging over a range of neighboring locations.
This will be improved by using a smaller diameter probe beam and devising a system of
fiducial marks to properly locate the recording center.

5. Conclusions

In this paper, two photopolymer layers sensitive to two different wavelengths were
stacked together and lenses were recorded in each layer. Initially, a theoretical design was
developed in order to determine the recording conditions needed to achieve an efficient
element. An acriflavine-sensitized photopolymer material was characterized so as to
find the recording conditions for the expected range of spatial frequencies. Holographic
lenses were then recorded in individual layers at blue and green wavelengths (in the
appropriately sensitized photopolymer), which demonstrated uniform and high efficiency
at the optimized exposure energies. Dual-wavelength sensitive stacks were then assembled
and the sequential recording of stacked lenses was carried out. A set of four stacked
lenses were recorded and tested by probing by a He–Ne laser at a wide range of angles for
three positions across the element. The angular separation of +1 and −1 order maximum
diffraction positions were analyzed. It was found that experimental angular separation
matched well with theoretical values for the lenses. It was not possible to resolve the
separate diffraction peaks from the blue and green lenses, as they were designed to coincide
for blue and green wavelengths; even at 633 nm, the angular separation is expected to be
< 0.5◦. Initial tests performed with cylindrically diverging beams showed strong diffraction
into collimated off-axis beams for blue, green and white light. With some optimization,
this approach could be used to develop stacked DOEs that can re-direct and collimate light
with multiple wavelength ranges for potential applications in illumination, solar collection
and displays.

Future work will involve investigating the dual-wavelength layer stacking approach
for lenses with different off-axis angles and numerical apertures as well as a more detailed
study of the independent photonic structures recorded by this method by deliberately
separating the positions of the diffraction peaks.
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Abstract: The realization of the electromagnetically induced transparency (EIT) effect based on
guided-mode resonance (GMR) has attracted a lot of attention. However, achieving the multispectral
EIT effect in this way has not been studied. Here, we numerically realize a double EIT-ike effect with
extremely high Q factors based on a GMR system with the double-bar dielectric grating structure,
and the Q factors can reach 35,104 and 24,423, respectively. Moreover, the resonance wavelengths of
the two EIT peaks can be flexibly controlled by changing the corresponding structural parameters.
The figure of merit (FOM) of the dual-mode refractive index sensor based on this system can reach
571.88 and 587.42, respectively. Our work provides a novel method to achieve double EIT-like effects,
which can be applied to the dual mode sensor, dual channel slow light and so on.

Keywords: guided-mode resonance; electromagnetically induced transparency; high quality factor;
double spectral; refractive index sensor

1. Introduction

In the past few decades, the electromagnetically induced transparency (EIT) effect caused by
quantum destructive interference between two different excitation paths in a three-level atomic system
has attracted extensive and in-depth research [1,2]. The EIT effect is that under the effect of strong
resonance coupling light, the opaque medium becomes transparent for weak probe light and is
accompanied by extraordinarily steep dispersion. In other words, the resonance probe light can
propagate through the medium without being absorbed [3]. EIT has potential applications in many
fields, such as sensing [4–6], slow light [5,7], nonlinear optics [8] and cavity quantum electrodynamics [9].
However, the realization of the EIT effect in atomic systems requires extremely strict experimental
conditions, which limits its practical application. Therefore, researchers have turned to classical
optical systems to achieve EIT-like effects. G. Shevts and J.S Wertele described the EIT analog in
a classic plasma [10], and more of an EIT-like effect was subsequently observed in the plasmonic
metamaterial [11,12]. The EIT-like effect has also been successfully achieved in other optical systems,
such as waveguide cavity structures [13,14] and photonic crystals [15]. Sun-Goo Lee’s group realized
the EIT-like effect based on the guided-mode resonance (GMR) effect for the first time in 2015 [16],
the system consists of two planar dielectric waveguides and a subwavelength grating and a narrow
transparent window appears in the transmission dip when high Q and low Q resonant waveguide
modes are coupled.
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Appl. Sci. 2020, 10, 3033

In recent years, the realization of the EIT-like effect based on GMR has attracted more and more
interest of researchers. Sun-Goo Lee’s group successfully realizes the polarization-independent EIT-like
effect in two photonic systems, which are both composed of two planar dielectric waveguides and
a two-dimensional photonic crystal [17]. Sun Y and Chen H et al. reported a planar metamaterial
based on GMR achieve the EIT-like effect with a Q value exceeding 7000 [18]. Han Y and Yang et al.
reported that a GMR system with two subwavelength silicon grating waveguide layers achieves the
EIT-like effect with an ultra-high Q factor of 288,892 [19]. However, as is known to us, the realization of
multispectral EIT effects by the subwavelength grating structure based on GMR has not been studied
according to available works.

In this work, we numerically simulate the double spectral EIT-like effect in a coupled GMR system
that consists of two silicon grating waveguide layers (GWLs) on a SiO2 substrate. In addition, both
GWLs contain double-bar dielectric gratings with unequal lengths in a cycle. When the distance
between the two GWLs meets the phase matching condition, the GMR system works as a Fabry–Perot
(F–P) cavity and GWLs as the reflection boundary of the cavity thus two EIT peaks appear in the near
infrared band due to the top GMR mode and the bottom GMR mode are intercoupled. The effects of
two grating widths and the separation between the two gratings are also studied. After the structural
parameters optimization, two EIT peaks present ultra-narrow FWHMs of 10−2 nm and ultra-high Q
factors of 104. In terms of the sensor, this system has ordinary sensitivity and high figure of merit
(FOM) with compact structure and a simple manufacturing process. This double spectral EIT-like
effect may not only be applied to the sensor, but also to slow light and nonlinear optics.

2. Structure and Simulation

The 3D finite-difference time-domain (FDTD) method was used to study the phenomenon of
this optical system. During the simulation with FDTD, the mesh accuracy was set to λ/34 to ensure
the convergence of the simulated results. The schematic of the GMR system with a double-bar
dielectric grating structure is shown in Figure 1a. In terms of boundary conditions, X and Y were set
to periodic, and Z was the perfectly matched layer (PML). The mesh accuracy in GWL1 and GWL2

were Δx = Δy = 5 nm and Δz = 10 nm, respectively. The inset of Figure 1b shows the real part of the
refractive index value for SiO2 [20] and Si [21] as a function of the wavelength. The background index
of the system was ns = 1.
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Figure 1. (a) Schematic of the guided-mode resonance (GMR) system with double-bar dielectric grating
structure and geometrical parameters: d1 = 1885 nm, D = 55 nm, t = 435 nm, d2 = 2137 nm, W1 = 100 nm,
W2 = 230 nm, g = 30 nm and P = 500 nm. (b) Transmittance spectra of the GMR system with only
grating waveguide layer (GWL)1 (GWL2) and both GWLs. The inset shows the real part of the refractive
index for SiO2 and Si as a function of the wavelength. (c) Magnified view of the transmission features
of electromagnetically induced transparency (EIT)1. (d) Magnified view of the transmission features
of EIT2.

Light polarized in the X direction (TM polarization) incidents vertically above the system in
the near-infrared spectral band. The period P of grating was 500 nm. A SiO2 layer with a thickness
of 1885 nm was designed on the top of the GMR structure in order to reduce the reflection of light.
The distance (d2) between the two GWLs was designed to be 2137 nm. Gratings G11 and G12 had
the same depths of D = 55 nm, and different widths of W1 = 100 nm and W2 = 230 nm, respectively.
The separation between two Si gratings was g = 30 nm. The Si waveguide thickness was t = 435 nm.
Meanwhile, structural parameters of GWL1 and GWL2 were consistent.

3. Results and Discussion

We first calculated the transmission spectrum of the structure with only single GWL1 (GWL2),
as the green solid line (blue solid line) shown in Figure 1b. It is clear that the two different transmission
dips appeared at the wavelengths of 1547.97 nm and 1553.08 nm. GWL1 and GWL2 had the same
structure, but their optical properties were easily affected by the surrounding medium, thus the
transmission spectra were slightly different. The SiO2 cover layer had an influence on the resonance
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frequency. Adding a SiO2 cover layer can reduce the impact of the surrounding medium on its optical
characteristics to reach the same resonance frequency [18].

When GWL1 and GWL2 are both present, and their distance (d2) met the phase matching conditions,
the top GMR mode (in GWL1) and the bottom GMR mode (in GWL2) were intercoupled, Therefore,
two different sharp EIT resonances appear in the two resonance dips respectively due to destructive
interference [12,19,22]. The transmission spectrum is shown by the solid red line in Figure 1b. We
refer to the two EIT peaks as EIT1 and EIT2. The transmission characteristics of their magnified views
are shown in Figure 1c,d, respectively. The resonance wavelengths of EIT1 (λ1) and EIT2 (λ2) were
1548.12 nm and 1553.36 nm, respectively, and their corresponding full width at half maximum (FWHM)
was 0.0441 nm (Δλ1 in Figure 1c) and 0.0636 nm (Δλ2 in Figure 1d). The Q factor was an important
parameter of the resonant cavity, which is defined as follows:

Q =
λ

FWHM
(1)

There, their corresponding Q factors reached 35,104 and 24,423, respectively. Obviously, our work
has two higher Q factors than another double EIT-like effects work, which has two Q factors of 950 and
216 [6].

The analogy between our system and the atomic EIT system can help us understand the physics
of the double EIT-like effect [23,24]. A double-Λ five-level model of the double EIT-like effect in our
system is illustrated in Figure 2a. In the system, |1〉 represents the ground state, the field of the bottom
GMR mode corresponds to the probability amplitudes of atoms in the metastable states |2〉 and |3〉, the
field of the top GMR mode corresponds to the probability amplitudes of atoms in the excited states |4〉
and |5〉 [19,23,25]. The control field refers to the coupling between the top GMR mode and the bottom
GMR mode, and the probe field refers to the input of the top GMR mode. We observed that two sharp
EIT-like windows appeared in the probe area due to the introduction of the control field. The energy
level of |5〉— |1〉was higher than |4〉— |1〉, hence EIT1 corresponded to the destructive interference
between two different transition pathways |1〉 → |5〉 and |1〉 → |5〉 → |3〉 → |5〉, EIT2 corresponded to the
destructive interference between two different transition pathways |1〉 → |4〉 and |1〉 → |4〉 → |2〉 → |4〉.

Figure 2. (a) Double-Λ five-level model of the double EIT-like effect in this GMR system. (b) The
electric field distribution diagrams of the GMR system correspond to the wavelengths indicated by
the blue dash lines in Figure 1c,d, and I at the off-resonant wavelength of EIT1 1547.98nm, II at the
EIT1—resonant wavelength of 1548.12 nm, III at the off-resonant wavelength of EIT1 1548.24 nm, IV at
the off-resonant wavelength of EIT2 1553.12 nm, V at the EIT2—resonant wavelength of 1553.36 nm
and VI at the off-resonant wavelength of EIT2 1553.54 nm.

In order to help us understand the origin of the double EIT-like effect in this GMR system, electric
field distribution diagrams of the GMR system near two EIT peaks (such as the transmission spectra
of Figure 1c,d are given in Figure 2b. Near the EIT1, electric field distribution at the off—resonant
wavelength of EIT1 1547.98 nm (the blue dash I in Figure 1c) and 1548.24 nm (the blue dash III in
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Figure 1c) was very easily observed and excitation mainly occurred in GWL1 (I in Figure 2b) or
GWL2 (III in Figure 2b), which was consistent with the characteristics of GMR. The corresponding
transmittance was very low since the GMR mode was easily coupled to electromagnetic waves in free
space. Near the EIT2, the electric field distribution at the off—resonant wavelength of EIT2 1553.12 nm
(the blue dash IV in Figure 1d) and 1553.54 nm (the blue dash VI in Figure 1d) corresponded to IV and
VI in Figure 2b. The principles were the same as near EIT1.

At the EIT1—resonant wavelength of λ1 = 1548.12 nm (the blue dash II in Figure 1b) and the
EIT2—resonant wavelength of λ2 = 1553.36 nm (the blue dash V in Figure 1d), the electric field
distribution diagrams were II and V Figure 2b, respectively. Obviously, very strong oscillations
occurred simultaneously in GWL1 and GWL2. When the incident light was at two EIT wavelengths, the
light was reflected back and forth between GWL1 and GWL2, and electromagnetic energy was coupled
into the two GWLs, so strong oscillations were excited through coupling. Once the top GMR mode
and the bottom GMR mode are intercoupled, and this system works like as an F–P cavity [19,26,27],
therefore, two very narrow transmission peaks could be obtained at the wavelengths of 1548.12 nm and
1553.36 nm in the transmission spectrum, where transmissions reached 96.23% and 94.48%, respectively.

The transmission spectra of the coupled GMR system with different d2 are shown in Figure 3, and
other parameters are the same as Figure 1. In the range of d2 from 1970 to 2220 nm, with the increase of
d2, the two resonance wavelengths (λ1 and λ2) were both red-shifted. When d2 was increased from
2020 (in Figure 3b) to 2120 nm (in Figure 3d), λ1 was increased from 1547.67 to 1548.06 nm and λ2

was increased from 1552.51 to 1553.22 nm. This verified that the GMR system worked like an F–P
cavity and GWLs as the reflective boundary of the cavity when d2 met the phase matching condition.
Obviously, for the bottom GMR mode in GWL2, a displacement of about one hundred nanometers
could achieve a favorable coupling with the top GMR mode in GWL1, two EIT peaks appeared in the
two transmission dips when the F–P cavity was introduced. Generally, a phase matching condition
corresponds to a resonance wavelength when the distance and refractive index are determined [19].
Here, it is worth mentioning that when the determined d2 satisfies the phase matching condition, two
EIT peaks with different resonant wavelengths can be generated simultaneously because the refractive
index of Si is different at different wavelengths.

Figure 3. Transmittance spectra of the coupled GMR systems with different d2. (a) Transmission
spectrum with d2 = 1970 nm. (b)Transmission spectrum with d2 = 2020 nm. (c) Transmission spectrum
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with d2 = 2070 nm. (d) Transmission spectrum with d2 = 2120 nm. (e) Transmission spectrum with
d2 = 2170 nm. (f) Transmission spectrum with d2 = 2220 nm.

The transmission spectra and resonance wavelengths under different W1 and W2 are shown in
Figure 4, and other parameters are the same as Figure 1. Distinctly, with the increase of W1 from 85 to
145 nm or the increases of W2 from 180 to 240 nm, both λ1 and λ2 appeared red shifted. For a clearer
observation, we show two resonance wavelengths under different W1 and W2 in Figure 4c,d. When
W1 increased from 85 to 145 nm, λ1 moved from 1547.33 to 1549.93 nm and λ2 moved from 1552.16
to 1558.13 nm. When W2 increased from 180 to 240 nm, λ1 moved from 1545.44 to 1549.2 nm and λ2

moved from 1549.41 to 1554.54 nm. Thus we could easily control the two resonance wavelengths by
adjusting the parameters of W1 or W2. The reason for the red shift of the two resonance wavelengths is
that as W1 or W2 increase, the fill factor increases, which changes the average refractive index of the
grating layer [28].

Figure 4. (a) The transmission spectra under different W1 and W1 is equal to 85 nm, 100 nm, 115 nm,
130 nm and 145 nm, respectively. (b) The transmission spectra under different W2 and W2 is equal to
180 nm, 195 nm, 210 nm, 225 nm and 240 nm, respectively. (c) Resonance wavelengths of two EIT peaks
at different W1. (d) Resonance wavelengths of two EIT peaks at different W2.

The gap between the gratings G11 and G12 (gratings G21 and G22) is also an important parameter,
being defined as “g”. The transmission spectrums under different g are shown in Figure 5 and other
parameters are the same as Figure 1. Obviously, as g varied from 10 to 50 nm in steps of 10 nm, the
resonance wavelength of EIT1 (λ1) appeared blue shifted, while the resonance wavelength of EIT2 (λ2)
appeared red shifted. Two resonance wavelengths and two resonance wavelengths difference (λ2-λ1)
when g changed from 10 to 50 nm are shown in Figure 5f. As g increased, λ1 moved from 1549.93 to
1547.19 nm and λ2 moved from 1552.55 to 1553.93 nm (as shown on the left vertical axis in Figure 5f),
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and “λ2-λ1 ” increased from 2.62 to 6.74 nm (as shown in the right vertical axis in Figure 5f). The
resonance wavelength of the two EIT peaks could also be flexibly adjusted by adjusting the parameter g.

Figure 5. The transmission spectra under different g, other parameters are the same as Figure 1.
(a) g = 10 nm. (b) Transmission spectrum with g = 20 nm. (c) Transmission spectrum with g = 30 nm.
(d) Transmission spectrum with g = 40 nm. (e) Transmission spectrum with g = 50 nm. (f) Two
resonance wavelengths and two resonance wavelengths difference (λ2-λ1) under different g.

Sensing Performance

Considering the resonance wavelength difference between the two EIT peaks and the transmittance
of the two EIT peaks (not shown here), we chose a structure with W1 = 100 nm, W2 = 230 nm and
g = 30 nm to study the corresponding sensing performance. At the same time, the SiO2 between GWL1

and GWL2 changed to the dielectric sample. In order to make the refractive index change of the
dielectric more sensitive, d2 was set to 3740 nm. The performance of the sensor was evaluated by two
factors, sensitivity (S) and FOM [29]:

S =
Δλ

Δn
(2)

FOM =
S

FWHM
(3)

Here, S refers to the resonance wavelength shift caused by the change in the refractive index unit
of the dielectric, and FOM represents the optical resolution of the sensor.

Figure 6 shows the transmission spectrum with a different refractive index of the dielectric, the
insert shows the resonance wavelengths of two EIT peaks at a different refractive index of the dielectric.
It is obvious that the resonance wavelengths of the two modes had a linear relationship with the
refractive index of the dielectric. The changes in EIT1 and EIT2 with the refractive index of the dielectric
are referred to as mode 1 and mode 2, respectively. Therefore, the average FWHM of the mode 1 and
mode 2 from the refractive index of the dielectric from 1.440 to 1.452 was 0.051 nm and 0.061 nm. The S
of mode 1 and mode 2 were 29.166 nm/RIU and 35.833 nm/RIU, respectively, so FOM of mode 1 was
571.88, and FOM of mode 2 was 587.42. Compared with the other sensors, this sensor had ordinary
sensitivity due to the narrow line width of two EIT peaks [30]. However, it had higher FOM than other
previous sensors [5,6,31,32], as shown in Table 1. So, this sensor had a super high optical resolution.
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Figure 6. Transmission spectrum of the refractive index of the dielectric between the GWL1 and the
GWL2 changed from 1.440 to 1.452. The inset shows the resonance wavelengths of the EIT1 peak
(mode 1) and the EIT2 peak (mode 2) when the refractive index of the dielectric changes from 1.440
to 1.452.

Table 1. Figure of merit (FOM) compared with previous sensors.

Reference FOM1 FOM2

[5] 42.00
[6] 330.00 281.00

[31] 39.00
[32] 20.00

this work 571.88 587.42

4. Conclusions

In summary, we proposed a GMR system with a double-bar dielectric grating structure to achieve
a double spectral EIT-like effect. The F–P cavity was introduced due to the distance (d2) between the
two GWLs satisfying the phase matching condition, and two EIT peaks with ultra-narrow FWHM and
ultra-high Q factors could be obtained. The influences of the width and separation of the double-bar
gratings on two EIT peaks were also investigated. Meanwhile, the performance of the ultra-high FOM
sensors based on this system was also studied. This work provided a way to achieve double spectral
EIT-like effect, which has potential applications in the dual mode sensor, dual channel slow light and
so on.
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Featured Application: On-chip optical reading of magnetic memory processed as ultrathin

magnetic claddings on photonic waveguides.

Abstract: Design and simulations of an integrated photonic device that can optically detect the
magnetization direction of its ultra-thin (∼12 nm) metal cladding, thus ‘reading’ the stored magnetic
memory, are presented. The device is an unbalanced Mach Zehnder Interferometer (MZI) based on
InP Membrane on Silicon (IMOS) platform. The MZI consists of a ferromagnetic thin-film cladding
and a delay line in one branch, and a polarization converter in the other. It quantitatively measures
the non-reciprocal phase shift caused by the Magneto-Optic Kerr Effect in the guided mode which
depends on the memory bit’s magnetization direction. The current design is an analytical tool for
research exploration of all-optical magnetic memory reading. It has been shown that the device is
able to read a nanoscale memory bit (400 × 50 × 12 nm) by using a Kerr rotation as small as 0.2◦,
in the presence of a noise ∼10 dB in terms of signal-to-noise ratio. The device is shown to tolerate
performance reductions that can arise during the fabrication.

Keywords: integrated photonics; InP; magneto-optic; MZI; mode conversion; PMA; multi-layered
thin film; magnetic memory; MOKE; Fourier transformation

1. Introduction

In the modern world, exponentially increasing generation of data and its handling require novel
technologies that perform faster and more energy efficiently. To answer this need, optical components
are being used in combination with electronic circuitry to improve the speed and bandwidth of data
communication and telecommunication. For example, optical interconnections that were once a
conceptual design suggestion [1] are currently being used in commercial products replacing slow and
heat-dissipating electrical signal communication channels [2,3]. Researchers continue to demonstrate
the superior performance circuitry achieved through the integration of photonics into electronics [4–7].
Yet, these advances require back-and-forth signal conversion between optical and electrical domains,
which happens to be the new bottleneck in data communication and processing. Addressing this
problem requires establishing novel functionalities in photonic devices that will enable a seamless
conversion. Furthermore, (integrated) photonics is lacking a simple and fast non-volatile memory
function. A huge potential is anticipated for future devices that enable direct inter-conversion of data
between the photonic and magnetic (memory) domain without any intermediate electronics steps,
cutting down on time and energy costs. This study works with existing non-volatile magnetic memory
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material technology used in electronics: multilayered ferromagnetic thin-film layers. When the
multilayered magnetic material is used as memory material, writing bits into the magnetic memory
could be facilitated by recent advances in so-called all-optical switching of magnetization [8,9].
Reading out magnetic bits back into the photonic domain could be achieved via a nonreciprocal
magneto-optical process [10–12], while dynamic, on-the-fly reading of magnetic bits could be facilitated
by racetrack memory concept [9,13]. In a racetrack memory, magnetic domains (memory bits) move
while the material that carries the magnetic domains remain stationary [14,15]. Previously, domain wall
velocities up to 1000 ms−1 were demonstrated [16,17]. It is in this spirit that our paper focuses on the
functionality of on-chip optical reading of magnetic memory processed as ultrathin magnetic claddings
on photonic waveguides. To our best knowledge, this is the first study which explores the possibility
of on-chip, all-optical magnetic memory reading functionality.

State-of-the-art non-volatile magnetic memory such as spin-transfer torque magnetic
random-access memory (STT-MRAM) relies on ferromagnetic multilayered ultrathin films with
perpendicular magnetic anisotropy (PMA), in which the magnetization vector is perpendicular to
the film plane [18]. Such PMA films turn out to be essential for the advanced schemes used to
electrically control the magnetic memory elements but are also known for their relatively large
magneto-optical efficiency. A simple layer stack that hosts all relevant physical mechanisms
is Ta(4)/Pt(2)/Co(1)/Pt(2)/Co(1)/Pt(2) where the numbers in parenthesis are thickness in nm.
Bringing this memory component to the proximity of light confined in a waveguide in a photonic
device setting gives rise to magneto-optic interactions, specifically the Magneto-optic Kerr Effect
(MOKE). MOKE causes a change in the polarization state of light (Kerr rotation and ellipticity),
which changes sign when the magnetization direction of the memory component is flipped [11,12]. In a
photonic waveguide context, this gives rise to partial mode conversion between TE and TM modes,
which potentially enables reading of the memory bit. However, the MOKE signal is intrinsically
small in amplitude, a typical Kerr rotation is around 0.05◦ for films with an in-plane magnetization in
free-space optics [19,20]. In order to increase the efficiency of the mode conversion, we propose the use
of PMA magnetic claddings, which have not been seriously addressed yet in a photonic perspective.
Such claddings with a perpendicular magnetic orientation are expected to display larger amplitude
magneto-optical effects, yet still small quantitatively. This calls for developing novel approaches to
amplify the magneto-optical effects while showing the importance of on-chip analytical tools to explore
the fundamental mode conversion properties of photonic waveguides with PMA claddings.

To assess the feasibility of using MOKE for on-chip all-optical magnetic memory reading
functionality, as well as using it as an analytical tool to quantitatively measure magnetization-induced
mode conversion, we investigated specially designed photonic devices whose waveguides are
cladded with ultra-thin (12 nm), nano-scale (50 × 400 nm) PMA magnetic memory bits, of the
composition mentioned before. By using mathematical models of the designed photonic devices,
whose building block performance parameters are chosen according to the InP Membrane on Silicon
(IMOS) platform [21], the accuracy of the memory-bit read-out, optical loss and tolerance to noise are
tested. It has been shown that the device is able to read a nanoscale memory bit (400 × 50 × 12 nm)
by using a Kerr rotation as small as 0.2◦, in the presence of a ∼10 dB noise in terms of signal-to-noise
ratio (SNR). This paper is structured in the following way. In Section 2 materials and methods are
given. Device designs, magneto-optic simulation, mathematical modelling and data analysis topics are
covered. In Section 3 the results obtained via the mathematical model are presented for devices with
varying degrees of performance parameters. A data analysis technique using Fourier transformation is
presented. Lastly, in Section 4, the conclusions are given.

2. Materials and Methods

In this section, materials and geometries of the parts that contribute to the overall device are
explained. In addition, the device concept, optical simulation and mathematical modelling methods
are explained in the subsections.

34



Appl. Sci. 2020, 10, 8267

The material which stores the magnetic information (memory bit) is a multi-layered ferromagnetic
metal thin-film structure, whose stack order is given in the previous section. These multi-layers display
PMA, where the magnetization vector is perpendicular to the film plane [22]. PMA is highlighted
due to its relatively large magneto-optical efficiency [23]. The multi-layers are placed on top of the
waveguides as the top cladding. The rest of the photonic device is fabricated on InP membranes since
the devices are based on the IMOS platform [21]. The waveguides have a cross-section of 300 × 400 nm
(height and width) and the multi-layered top claddings have the dimensions of 400 × 50 × 12 nm
(width, length and height).

2.1. Optical Simulation and Device Concept

Before describing the optical simulation method to quantify the MOKE in waveguides, a brief
overview is given on MOKE and its impact on the light confined in waveguides. Following this,
the devcie concept is introduced.

MOKE is a type of magneto-optic interaction that takes place when the light reflects from a
magnetized material. In polar configuration, the effect causes a change in the light’s polarization state
which is quantified by Kerr rotation and ellipticity (in angles). Typically, in the literature, MOKE is
reported for single reflections. Comparing a single reflection case with our work, more interaction,
thus a larger MOKE are expected in waveguides with magnetized top claddings. To our best
knowledge, there is no prior work that quantifies the Kerr rotation in a waveguide setting. Therefore,
finite-difference time-domain (FDTD) simulations [24] of the waveguides with top-claddings are
conducted to estimate the MOKE in the guided modes. In the simulation, multi-layer cladding
material is defined by using the magneto-optic constant obtained from the literature [25]. It is seen
that the Kerr effect causes conversion between TE and TM modes in the waveguide, comparable to
the polarization rotation in free-space optics. The resulting Kerr rotation (θ), ellipticity (φ) and optical
loss (Lossclad.) values obtained for a single memory bit are listed in Table 2. These values are used as
inputs for the mathematical model explained in Section 2.2.

The device design is done by considering the key enabler of the magnetic memory reading
functionality: a change in the sign of the Kerr rotation upon flipping of the magnetization direction
of the memory bit (memory bit ”1” and ”0”). Assuming the confined light is initially in TE mode,
the Kerr rotation ±θ (θ � 1) leads to an emergent TM mode whose field amplitude is proportional to
θ for bit 1 and −θ for bit 0. Therefore, devices which can probe the phase of the emergent TM mode
are explored. Mach-Zehnder Interferometers (MZI) are chosen due their ability to convert the phase
difference (between the interfering branches) into intensity difference. Balanced and unbalanced MZI
are considered as two candidates for the final design. An unbalanced MZI, which has a defined path
length difference between the two branches is chosen due to the noise related issues that cannot be
addressed in a balanced MZI. This is further elaborated when the presented results are discussed
in Section 3. Since at an initial stage, a device is designed for research and exploration purposes,
on-chip light source or detector are not considered. To couple an off-chip laser source and an off-chip
detector to the device, mode-selective grating couplers are added to the design.

The device design is shown in Figure 1. In this device, TE mode-selective grating coupler is used
to couple the light in. Later, a multi-mode interferometer (MMI) is used to split the light equally into
two branches. On the upper branch, the TE mode is converted into TM via the polarization converter.
The propagation continued (in TM mode) and a delay line is crossed. On the lower branch, the memory
bit (magnetic cladding section) caused the TE mode to partially convert into TM mode due to Kerr
rotation (θ). The light from the two branches are merged via another MMI. After interference took
place, the resulting intensity is picked up via a TM-selective grating coupler.
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Figure 1. An unbalanced MZI. TE and TM mode selective grating couplers are used to couple the light
in and out. The polarization converter is taken from [26].

2.2. Mathematical Modelling and Fourier Transformation

A mathematical model is built in order to simulate the output light intensity vs. light wavelength
for the designed devices. The model is given input parameters that are based on IMOS building block
performances [21] and FDTD magneto-optical simulations [24] (see Section 2.1). An overview of the
model parameters and their brief descriptions are given in Table 1. Additionally, reduced-performance
devices with and without noise are simulated with the model to compare the magnetic memory
reading capabilities of the devices. These parameters—some standard for all devices and some
changing according to the performance levels—are summarized in Tables 2 and 3, respectively.

Using the mathematical model, equations which determine the electric field (E-field) components
of TE and TM modes in branches 1 and 2, are obtained. For simplicity, coefficients addressing the
losses of mode propagations, grating couplers and magnetic cladding are combined into the terms Bn.
For description of other parameters please refer to Table 1.

ETE,1 = B1 cos (α) e−i 2π
λ nTE L1

ETM,1 = B2 sin(α) e−i 2π
λ nTM(L1−xPC)

ETE,2 = B3 cos(θ)e−i 2π
λ nTE L2

ETM,2 = B4 sin(θ)e−i( 2π
λ nTM(L2−xclad)+φ).

(1)

Table 1. Overview of model parameters.

Parameters Definitions

λ Wavelength scanned (nm)
Losswg Waveguide propagation loss (assumed to be the same for TE and TM)

nTE Effective index of TE mode
nTM Effective index of TM mode
L1 Length of the upper branch (μm)
L2 Length of the lower branch (μm)

xPC Distance between polarization converter and left-hand side MMI splitter (μm)
xclad. Distance between memory bit (cladding) and left-hand side MMI splitter (μm)

Lossclad. Loss due to memory bit (cladding)
LossGCTE→TE Loss of TE-selective grating coupler for TE mode (dB)

θ Kerr rotation
φ Kerr ellipticity
α Angle of mode tilt induced by polarization converter (degree)

LossGCTM→TM Loss of TM-selective grating coupler for TM mode (dB)
ExtGCTM→TE Extinction ratio of TM-selective grating coupler for TE mode (dB)

Noise Addition of a Gaussian distribution of random noise to the intensity
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Table 2. Showing generic parameters that are valid for all devices.

Parameter Value

λ 1465–1495 nm
Losswg 3 dB/cm

nTE 2.012
nTM 1.809

Parameter Value

L1 1386 μm
L2 462 μm

xPC 200 μm
xclad 100 μm

Parameter Value

Lossclad. 0.13 dB/50 nm
LossGCTE→TE 1.5 dB

θ ±0.2◦
φ ±0.2◦

Table 3. Showing parameters that are dependent on the device performance.

Parameter Standard Device Reduced Performance Noise + Reduced Performance

α 90◦ 45◦ 45◦
LossGCTM→TM 1.5 dB 7 dB 7 dB
ExtGCTM→TE 50 dB 28 dB 28 dB

Noise none none 10.7 dB (SNR)

It is important to recall that the interference takes place between the modes whose E-fields lay

in parallel planes and the output light intensity (I) from devices can be calculated via I =
|E|2
2 Z0

,

where |E| is the total E-field amplitude and Z0 is the impedance of the vacuum. The presented
equations for E-field amplitudes reveal that a wavelength sweep of the input light will result in
oscillations in intensity. Recall that the information regarding the magnetization direction of the
cladding (memory bit type) can be retrieved from the sign of the Kerr rotation and ellipticity (θ, φ).
As seen from the equations above, when TE mode input light is used, information of the memory
bit type is visible only in the phase of the TM mode output light. For an output light intensity
vs. wavelength plot that is obtained upon interference of both TE and TM modes, two oscillation
frequencies, νTE and νTM that correspond to these modes are observed.

νTE =
nTEg(L1 − L2)

λ2 ,

νTM =
nTMg(L1 − L2 + xclad. − xPC)

λ2 .
(2)

nTEg and nTMg in Equation (2) indicate group indices of the respective modes. A Fourier
transformation can be applied to the resulting output light intensity vs. wavelength data to separate
the TM mode contribution. Thanks to this technique, the amplitude and phase of the TM mode
component can be found. In order to separate the TE and TM mode contributions, non-overlapping
peaks in the Fourier transform is required. Therefore, at the design stage, it is vital to choose xclad.
and xPC parameters (see Table 1) accordingly.

3. Results and Discussion

In order to demonstrate the magnetic memory reading capabilities of our devices,
the mathematical model described in Section 2.2 was used. As explained in Section 2.1, the chosen
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devices were unbalanced interferometers that contain built-in ferromagnetic memory components
as their top claddings. The model predicted the output light intensity vs. wavelength plots of the
devices with opposing memory bits (bit ‘1’ and ‘0’). Later these plots were analyzed by the Fourier
transformation technique to determine the memory bit type, thus realize ‘reading’ of the magnetic
information. Recall that since the magneto-optic interaction which enables the determination of the
memory bit type is only extractable from the phase of the TM mode (when TE mode is used as input),
Fourier technique greatly reduced the noise and enhanced the sensitivity.

In Figure 2, the left column plots present output light intensity vs. wavelength data. Note that plots
depict the intensity after a windowing function is applied. The right column plots show the Fourier
transformation of the left column in blue color and the phase difference between two memory bit states
for each oscillatory components in red color. Figure 2a,c,e represent the standard, reduced-performance
and noisy reduced-performance devices, respectively. The standard device shown in Figure 2a
demonstrate a clear 180◦ phase shift between the two signals which correspond to the opposite memory
states. The Fourier transformation in Figure 2b (right side y-axis) show a single peak which correspond
to the TM mode (see Equation (2)). The fact that there is only TM mode is thanks to the well-performing
TM-selective out-couplers in the standard devices that have a negligible out-coupling of the TE mode.
As expected, the phase difference plot in Figure 2b (left side y-axis) indicate 180◦ difference at the
region which correspond to TM peak. Note that the plots depicting phase difference between two
memory states convey meaningful information only at the locations where a correspondent Fourier
peak is present. To stress this aspect visually in the graph, the points corresponding to a peak are
shown in black, whereas the rest is left grey. In Figure 2c, the ‘reduced-performance device’ is seen.
This device has only 45◦ conversion at the polarization converter and the TE-mode couples out from
the TM-selective out-coupler (see Table 3). Due to coupling out of the TE mode that does not carry
information on the memory bit’s state, it impossible to observe a 180◦ phase shift in the intensity
vs. wavelength plot upon a change in the memory bit type. As expected, Figure 2d reveals two
Fourier peaks that correspond to TE and TM modes. As seen from the peak intensities, despite the
use of TM-selective out-couplers, the TE mode dominates. Undeterred by the TE mode dominance,
the phase difference plot in Figure 2e indicates a phase of 180◦ at the position corresponding to
the TM peak. The phase shift corresponding to the TE mode reads 0◦. Testing the device design
further by addition of a noise that described in Section 2.2, Figure 2e,f are obtained. The ‘noisy and
reduced-performance device’ demonstrates that, even though the intensity vs. wavelength plot is
dominated by noise and mixed modes, it is still possible to determine the magnetic memory type via
the Fourier transform technique.

Referring back to Section 2.1 and clarifying the reason for the choice of an unbalanced MZI design
over a balanced one, as seen in Figure 2a, if the device is performing at a fixed wavelength, the change
in the light intensity upon changing the memory bit type corresponds to only 0.3% of the total light
intensity. This observation indicates that the magnetic memory reading functionality of the device can
be obstructed by the noise when operating at a single wavelength. Sweeping of a range of wavelengths
accompanied by the Fourier transformation method are the key concepts for eliminating sensitivity to
noise and increasing memory reading accuracy. Since the wavelength sweep technique is not successful
without the specific frequency oscillations that the added delay line provides, an unbalanced MZI is
preferred over a balanced one.

Note that for an ideal device depicted in Figure 2a, the difference in light intensity between the
two memory states is proportional to the strength of the Kerr rotation. Therefore, if a calibration by
using a material with known Kerr rotation and optical loss is done, very small Kerr rotations can be
measured quantitatively by using the same design.
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Figure 2. (a,c,e) Output light intensity vs. wavelength plots for standard, reduced-performance,
and noisy reduced-performance devices (see Tables 2 and 3), The light intensities are shown in arbitrary
units and is normalized assuming initial intensity (I0) is 1. (b,d,f) In blue, Fourier transformations of
the intensity vs. wavelength plots are shown. The normalization is done assuming the highest intensity
Fourier peak has amplitude 1. In black, the phase differences between the memory bit “1” and “0” are
shown for each wavenumber. The data-points which correspond to a Fourier peak are shown in black
while the rest is shown in grey. This is done for guidance to eye for separation of statistically significant
result (black) and fitting procedure noise (grey).

4. Conclusions

An integrated photonic device specially designed to perform memory reading functionality
is presented. The functionality is achieved through detection of the magnetization direction of
an ultra-thin memory bit. The device is shown to operate despite performance reductions in
the contributing building blocks and noise levels which correspond to ∼10 dB in terms of SNR.
Post-processing of the intensity signal via Fourier transformation method stressed that the device is
suitable as an analytical tool for research purposes. It is highlighted that the quantitative measurement
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of very small magneto-optic Kerr rotation (0.2◦) is possible after a calibration which also considers
optical loss.
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Abstract: In this work we theoretically investigate the responsivity/noise equivalent power (NEP)
trade-off in graphene/semiconductor Schottky photodetectors (PDs) operating in the near-infrared
regime and working at room temperature. Our analysis shows that the responsivity/NEP ratio is
strongly dependent on the Schottky barrier height (SBH) of the junction, and we derive a closed
analytical formula for maximizing it. In addition, we theoretically discuss how the SBH is related to
the reverse voltage applied to the junction in order to show how these devices could be optimized in
practice for different semiconductors. We found that graphene/n-silicon (Si) Schottky PDs could be
optimized at 1550 nm, showing a responsivity and NEP of 133 mA/W and 500 fW/

√
Hz, respectively,

with a low reverse bias of only 0.66 V. Moreover, we show that graphene/n-germanium (Ge) Schottky
PDs optimized in terms of responsivity/NEP ratio could be employed at 2000 nm with a responsivity
and NEP of 233 mA/W and 31 pW/

√
Hz, respectively. We believe that our insights are of great

importance in the field of silicon photonics for the realization of Si-based PDs to be employed in
power monitoring, lab-on-chip and environment monitoring applications.

Keywords: graphene; silicon; photodetectors; internal photoemission effect; near-infrared

1. Introduction

Silicon (Si) Schottky photodetectors (PDs) have attracted the interest of the scientific
community due to the possibility of making Si suitable for detecting infrared (IR) radiation,
which is the range of wavelengths included in the spectrum where Si has a negligible
optical absorption due to its bandgap of 1.12 eV (1.1 μm). Schottky Si PDs are metal/Si
junctions whose detection mechanism is based on the internal photoemission effect (IPE),
that is, the photo-excitation of charge carriers in the metal and their emission into Si over the
Schottky barrier of the junction [1–3]. In other words, in Si Schottky PDs the metal and not
the Si is the active material absorbing the incoming optical radiation. In this context, both
palladium silicide (Pd2Si) and platinum silicide (PtSi) Schottky PDs have been extensively
investigated for the realization of infrared CCD image sensors. Pd2Si/Si Schottky PDs were
developed for satellite applications showing the ability to detect a spectrum ranging from 1
to 2.5 μm when cooled to a temperature of 120 K [4,5]. On the other hand, PtSi/Si Schottky
PDs were developed for operation at longer wavelengths ranging from 3 to 5 μm [6,7],
although they require a lower temperature of 80 K. A focal plane array (FPA) constituted
by an array of 512 × 512 PtSi/Si pixels was realized, demonstrating the first spectacular
convergence between Si photonics and electronics [8]. Unfortunately, these devices can only
work at cryogenic temperature. Indeed, the low Schottky barrier height (SBH) required to
achieve an acceptable efficiency (0.21 eV for PtSi [7] and 0.34 eV for Pd2Si/Si [4]) is comes
at the cost of PD noise (dark current), which must be reduced by lowering the working
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temperature. PD noise affects the noise equivalent power (NEP), that is, the minimum
detectable optical power, which has a huge impact on both the device sensitivity and the
bit error rate (BER) of a communication link. Higher Schottky barriers make it possible to
achieve low noise, but they unfortunately also lead to low efficiencies. This efficiency–noise
trade-off is a peculiar characteristic of the Schottky PDs based on the IPE.

In 2006, for the first time, it was theoretically proposed to use Schottky PDs for the
detection of near-IR (NIR) wavelengths at room temperature [9], taking advantage of the
interference phenomena occurring inside a high-finesse Fabry–Pérot microcavity. The main
idea was to work with metal/semiconductor junctions characterized by higher SBHs in
order to reduce the dark current and then to recover the device efficiency by increasing
the metal absorption through the multiple reflections of the optical radiation inside the
microcavity. Later, many other strategies were pursued to enhance the efficiency of these
devices; indeed, surface plasmon polaritons (SPPs) [10,11], Si nanoparticles (NPs) [12],
metallic antennas [13], and gratings [14] were proposed and investigated. In any case, the
measured responsivity was lower than 30 mA/W [12] and 5 mA/W [15] for waveguide
and free-space Schottky PDs, respectively. More important, the efficiency–noise trade-
off of these Schottky PDs has never been optimized in terms of SBH for achieving high
efficiency and low noise at the same time. The low responsivity (i.e., the ratio between the
photogenerated current and the incoming optical power) of the Schottky PDs based on
metals is mainly due to the small emission probability of the photo-excited carriers from
the metal to the Si, related to the momentum mismatch.

Recently, graphene/Si Schottky PDs have shown higher efficiencies with respect to
the metallic counterpart and, even if the physical mechanism behind this enhancement
is still under debate, it seems related to the increased emission probability due to the
two-dimensionality of the material [16–18]. Although graphene is characterized by a low
optical absorption (2.3%) many approaches based on resonant-cavity-enhanced (RCE)
configurations [19,20], plasmonic structures [21], waveguiding structures [22], and quan-
tum dots [23] have been proposed to overcome this drawback. At present, graphene/Si
PDs [18,22,24] show superior performance to the corresponding metallic PDs, representing
the most promising solution to realize low-cost Si PDs operating in the NIR regime. In
addition, graphene offers a novel attractive possibility: the graphene Fermi level (i.e., the
SBH with Si), can be simply modified by applying a bias to the junction, making it feasible
to optimize the efficiency–noise trade-off.

In this work we theoretically investigated the responsivity/NEP trade-off in graphene/
semiconductor Schottky PDs operating at NIR wavelengths and at room temperature. First,
we used the results of the recent literature to derive a responsivity/NEP analytical equation
that can be maximized with an appropriate choice of SBH. Then, we reviewed the SBH
dependence on the bias applied to the graphene/semiconductor junctions to show how the
responsivity/NEP ratio could be maximized in practice. Finally, we numerically calculated
both the responsivity and the NEP of graphene/semiconductor PDs discussing their
possible applications and highlighting the validity limits of the proposed optimization
process. Even if this work was carried out with the aim of gaining greater insight into
graphene/Si PDs, it is worth mentioning that we trace here a general methodology which
can also be applied to different semiconductors, such as: germanium (Ge), gallium arsenide
(GaAs), and aluminum gallium arsenide (AlGaAs).

2. Theoretical Background

IPE theory was first developed by Fowler in 1931, and it was focused on the injection
of electrons from a metal into vacuum [25]. Several authors have extended Fowler’s
theory to the emission of carriers into semiconductors, conceiving the modified Fowler
theory [26–28] and providing the following expression for the internal quantum efficiency
(IQE) ηint of IPE-based PDs, defined as the number of charge carriers Ne produced per
absorbed photons Nass [26]:
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ηint =
Ne

Nass
=

1
8EF

· (hν − qΦB)
2

hν
(1)

where EF represents the Fermi level, hν = hc/λ is the energy of the incident photon (λ is
the wavelength and c the speed of light in a vacuum), q is the electron charge, and ΦB is the
potential barrier at the interface between the metal and the semiconductor. This expression
is derived by taking into account the ratio of charge carriers having kinetic energy normal
to the surface of the junction, necessary to overcome the potential barrier. This mechanism
usually leads to poor efficiency (about 1%) [29,30]; however, it has been demonstrated
that two-dimensional materials replacing metals in the Schottky junctions provide an IQE
enhancement [18]. In particular, in single-layer graphene (SLG)/semiconductor junctions
a still higher ratio of photon conversion in charge carriers is observed. Regarding this,
Amirmazlaghani et al. [18] explain how this can be ascribed to the molecular structure of
the graphene. Indeed, the π orbitals are normal to the interface with the semiconductor,
and the charge carriers’ momentum can be directed only towards the semiconductor or
in the opposite direction, leading to an enhancement of the emission probability up to 1

2 .
When SLG is used as active medium in an IPE-based PD, Equation (1) can no longer be
applied due to the linearity of the dispersion relation near the Dirac point [31], different
density of states, and probability of emission. However, the IQE of Schottky PDs based on
SLG has been derived as [18]:

ηSLG
int =

1
2
· (hν)2 − (qΦB)

2

(hν)2 . (2)

The responsivity R is related to ηSLG
int by the following relation:

R =
Iph

Pinc
= S · 1

hν
· ηSLG

int =
S
2
· (hν)2 − (qΦB)

2

(hν)3 (3)

where Iph is the photogenerated current, Pinc is the incident optical power, and S is the
graphene optical absorbance. It is worth mentioning that in Equation (3) the charge
carrier q is been considered in order to express the responsivity in A/W. Graphene has an
optical absorption related to the universal fine-structure constant α = e2/(πε0h̄c) [32] and
independent of the frequency, AG = πα ≈ 2.3%. Here we focus our attention on devices
that provide the complete absorption of the incident radiation such as long waveguides
and resonant structures, thus we consider S = 1.

As the Schottky barrier ΦB decreases, more electrons can pass into the semiconductor,
giving rise to higher responsivities, as shown in Equation (2). Unfortunately, the dark
current Id of the junction also increases as ΦB diminishes due to thermal effects [33]:

Id = Aj A∗T2 · e−
qΦB
kT (4)

where Aj is the area of the Schottky junction, A∗ is the Richardson constant, T is the
absolute temperature and k is the Boltzmann constant. Furthermore, there is a component
of noise intrinsic to the photodetection mechanism: due to the quantized nature of the light,
the current is constituted by a succession of random impulses, which cause fluctuations of
the measured current (shot noise). The quadratic mean value of the fluctuations linked to
both photocurrent Iph and dark current Id is the following:

i2s (ΦB) = 2qB(Id(ΦB) + Iph(ΦB)) (5)

where B is the device bandwidth. In addition to the shot noise, there is a thermal noise
(Johnson noise) with quadratic mean value:

i2R =
4kTB

RL
, (6)
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where RL is the load resistance of the PD. Since the two contributions of the noise current
are statistically independent, the total noise in is given by their squared sum:

in =

√
2qB(Id(ΦB) + Iph(ΦB)) +

4kTB
RL

. (7)

At low signal levels Iph << Id, the condition to make the thermal noise negligible
compared to the shot noise in Equation (7) is:

Id >> 2Vth/RL, (8)

where the thermal voltage Vth = kT/q. At room temperature, Equation (8) mainly depends
on both SBH and RL. Of course, if the thermal noise dominates the shot noise, in does
not depend on the SBH and the optimization procedure reported here can no longer be
adopted. Compared to the absolute value of in, its magnitude compared to the generated
signal Iph, defined as the signal-to-noise ratio SNR = Iph/in, is even more important.

In order to find the value of photogenerated current Iph that brings SNR = 1, we
can take advantage of the definition of the SNR and considering Equations (7) and (8),
we obtain:

SNR =
Iph√

2qB(Id(ΦB) + Iph(ΦB))
= 1. (9)

The square of the previous equation gives a quadratic form in the unknown Iph; by
solving it we find:

Iph = qB

(
1 ±

√
1 +

2Id
qB

)
. (10)

This expression makes it possible to obtain the minimum incident optical power Pinc
necessary to get SNR = 1 for a PD characterized by a responsivity R. Since the NEP is
defined as the incident optical power Pinc necessary to get SNR = 1 divided by the square
root of the bandwidth (NEP = Pinc/

√
B), we numerically obtain NEP by considering B = 1

Hz in Equation (10) and dividing it by the responsivity R:

NEP =

q

(
1 ±

√
1 + 2Id

q

)
R

(11)

which reduces to the very well-known formula:

NEP ≈
√

2qId

R
, (12)

where 2Id/q is much larger than 1 in typical PDs. It is worth noting that in Equation (12)
the sign of R follows the sign of Iph, as is clear when looking at Equation (3).

Optimized PDs are characterized by high responsivity and low NEP. However, by
looking at Equations (3) and (12) it is clear that by increasing the SBH, the NEP improves
at the expense of the responsivity. On the other hand, an SBH decrease is beneficial in
terms of responsivity but it degrades the NEP. Hence, we sought investigate the Schottky
barrier ΦB that maximizes the R to NEP ratio. Toward this aim we introduce the function

G(ΦB) =
√

R
NEP using Equations (2)–(4), and (12):

G(ΦB) =

√
R

NEP
=

R
4
√

2qId
= C · (hν)2 − (qΦB)

2
√

T(hν)3
· e

qΦB
4kT = C · g(ΦB) (13)
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where C = 1/(2 4
√

2qAj A∗) depends on the geometry through the junction area Aj and on
the semiconductor through the Richardson constant A∗. Figure 1a displays the behavior of
g(ΦB) at 300 K for three different wavelengths, 1.3 μm, 1.55 μm, and 2 μm, showing the
presence of a peak. By calculating the first and second derivatives of G(ΦB) we can find
the value Φ∗

B of SBH corresponding to this peak:

Φ∗
B = −4kT

[
1 −

√
1 +

(hν)2

16(kT)2

]
. (14)

Figure 1. (a) Behavior of g(ΦB) at 300 K for three wavelengths: 1.3 μm, 1.55 μm, and 2 μm; (b) opti-
mized responsivity R (blue solid line) and optimized Schottky barrier height (SBH) Φ∗

B (red dashed
line) as a function of the wavelengths.

We define Φ∗
B as the optimized SBH because it is the value at which the R-to-NEP ratio

is maximized. The dashed red line in Figure 1b shows the optimized Schottky barrier Φ∗
B

as a function of the wavelength. This behavior can be explained by considering that when
the wavelength is reduced the photon energy hν increases by diminishing the responsivity
R, as shown in Equation (3), requiring a reduction of the NEP to maintain the maximized
R/NEP ratio. In turn, the NEP reduction can be achieved by an increase of the optimized
Φ∗

B, which decreases the amount of charge carriers able to overcome the Schottky barrier
due to thermal effects. Even if the Φ∗

B increment also produces a decrease in responsivity,
it is important to recall that while the NEP is characterized by an exponential decay as

a function of Φ∗
B (NEP ∼ e−

Φ∗
B

2Vt ), the responsivity is characterized by a simple quadratic
behaviour (R ∼ Φ∗

B
2).

The substitution of Equation (14) in Equation (3) provides the responsivity when the
ratio R/NEP is maximized (here we refer to it as the optimized responsivity), as shown
by the blue solid line in Figure 1b. Note that this optimized responsivity depends only on
the SBH of the junction. Figure 1b shows how the optimized responsivity is increased by
increasing the wavelength owing to a drop in the optimized SBH Φ∗

B, providing values at
room temperature of 0.10 A/W, 0.14 A/W, and 0.23 A/W at 1.3 μm, 1.55 μm, and 2 μm,
respectively, as reported in Table 1. If higher responsivities are required, they can be
achieved by lowering the SBH but at the expense of the SNR.
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Table 1. Values of the Schottky barrier Φ∗
B optimizing the responsivity (R)/noise equivalent power

(NEP) ratio at the three wavelengths of interest: 1.3 μm, 1.55 μm, and 2 μm at T = 300 K. The
corresponding efficiency ηSLG

int and responsivity R, calculated respectively through Equations (2), (3)
and (14), are also shown. SLG is the acronym of single layer graphene.

λ (μm) Φ∗
B (eV) ηSLG

int R (A/W)

1.3 0.86 0.10 0.10
1.55 0.7 0.11 0.14
2 0.52 0.14 0.23

3. Theoretical Results and Discussion

In this section we theoretically derive the SBH dependence on the bias applied to the
junction in order to show how the graphene Schottky PDs based on different semiconduc-
tors could be optimized.

It is well-known that the SBH ΦB of Schottky PDs can be determined by the two
following equations (i.e., the Schottky–Mott relations) [33]:

qΦ(n)
B (VR) = qΦ0

gr − ΔEF(VR)− qχsm (n-type) (15)

qΦ(p)
B (VR) = Eg − (qΦ0

gr − ΔEF(VR)− qχsm) (p-type) (16)

where χsm and Eg are, respectively, the electron affinity and the bandgap of the semicon-
ductor and qΦ0

gr is the difference between the vacuum level E0 and the Dirac point E0
F,

while the graphene Fermi level is EF (Figure 2). Therefore, ΔEF = EF − E0
F can be expressed

as [34]:

ΔEF = −sgn(n)h̄vF

√
π|n| (17)

where vF = 1.1 × 108 cm/s is the Fermi velocity, h̄ is the reduced Planck constant, and n is
the carrier density in graphene. The carrier density n not only depends on the graphene
extrinsic doping n0 (defined positive and negative for p-type and n-type graphene doping,
respectively) but also on the thermal contact with the semiconductor. Indeed, when a
p-doped graphene (n0 > 0) is transferred onto the semiconductor, the space charge Qsm
in the depletion region induces an opposite charge Qgr = −Qsm in the graphene layer.
This creates additional charge carriers, modifying the carrier density, which becomes
n = n0 +

Qgr
q . The expression of the space charge Qsm when the region is completely

depleted is Qsm = ±√
2εsmNqVbi, where εsm and N are the dielectric permittivity and

the doping density of the semiconductor, respectively, while Vbi is the built-in potential.
Moreover, by applying a reverse voltage, the charge per unit area in the graphene becomes
Qgr = ∓√

2εsmNq(Vbi + VR), providing a carrier density:

n = n0 ∓
√

2εsm

q
N(Vbi + VR) (18)

where the signs minus and plus are for n- and p-type semiconductors, respectively. Equa-
tion (18) replaced into Equation (17) and then in Equation (15) or (16) gives the desired
dependence between the SBH and the reverse bias VR.
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Figure 2. Band diagrams of (a) graphene/n-semiconductor and (b) graphene/p-semiconductor junc-
tions at the thermal equilibrium and when a reverse bias VR is applied. At the thermal equilibrium,
graphene has an initial carrier density n(VR = 0). After a reverse bias this charge density becomes
n(VR). E0 represents the vacuum energy level while E0

F is the Dirac point. Φ0
gr, χsm, Eg, EC, and EV

are respectively the intrinsic graphene work function, electron affinity, conduction band, bandgap,
and valence band. Esm

F is the Fermi energy level in the semiconductor and qΦB0 the Schottky barrier
at zero bias. The values of the Schottky barrier qΦB depend on the graphene Fermi energy level EF

that shifts when a voltage is applied.

In Table 2 we report the bandgap energy and the electron affinity for various semi-
conductors and the SBH at zero bias ΦB0, calculated through Equation (15) or (16) when
VR = 0. The values of ΦB0 were evaluated by considering a graphene work function
Φ0

gr = 4.6 eV [35,36], a built-in potential Vbi = 0.6 V, an initial SLG extrinsic p-doping
n0 = 1012 cm−2, and a low doping of the semiconductors N = 1016 cm−3.

Table 2. Bandgap Eg and electron affinity χsm of various semiconductors together with values
of SBH when the Schottky junction is formed, calculated thanks to Equations (15)–(17) by taking
into account an initial extrinsic p-doping n0 = 1012 cm−2 of the single-layer graphene (SLG) and
the thermal equilibrium contact with the substrate. For the calculations we considered low-doped
semiconductors (i.e., N = 1016 cm−3).

Semiconductor Eg (eV) χsm (eV) Φ(n)
B0 (eV) Φ

(p)
B0 (eV)

Si 1.12 4.00 0.73 0.39
GaAs 1.43 4.07 0.66 0.77
Al0.3Ga0.7 As 1.77 3.77 0.96 0.84
Ge 0.66 4.13 0.60 −

Figure 3a shows the intersections between these values of SBH ΦB0 for different
semiconductors and the curve of the optimized Φ∗

B(λ) at room temperature (given by
Equation (14)), suggesting the working wavelength to achieve the highest R/NEP ratio for
each material. In the range of wavelengths where ΦB0 > Φ∗

B(λ), the SBH can be lowered
down to its optimal value as in Equation (14) by simply applying a specific reverse bias VR
to the junction.
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Figure 3. (a) Intersection between the curve Φ∗
B(λ) at 300 K and the values of SBH ΦB0 at the

interface between graphene and several semiconductors in conditions of thermal contact (no voltage
applied to the junction); (b) reverse voltage VR to apply to the graphene/semiconductor junction as
function of the wavelength for maximizing the signal-to-noise ratio (SNR) (ΦB = Φ∗

B) for various
semiconductors. The values of ΦB0 = ΦB(VR = 0) were calculated through Equations (15)–(18) by
considering an initial graphene p-doping of n0 = 1012 cm−2 and a doping of N = 1016 cm−3 for all
the semiconductors reported in Table 2.

By inverting Equation (18) and using Equation (17) and Equation (15) or (16) it is
possible to calculate, for each wavelength and for each semiconductor, the values of the
reverse voltage VR such that ΦB = Φ∗

B. We report this plot in Figure 3b by considering a
maximum reverse bias of 20 V. It is interesting to observe that within this limit, graphene
Schottky PDs based on p-Al0.3Ga0.7As and p-GaAs can be optimized only in a narrow
window of the NIR spectrum, whereas n-Si can be optimized in a broader range, including
at 1.55 μm where only a small reverse voltage VR = 0.66 V for maximizing the R/NEP ratio
is required. Indeed, at a reverse voltage of 0.66 V the ΦB0 = 0.73 eV of the graphene/n-Si
junction can be reduced to its optimum value of Φ∗

B(1.55 μm) = 0.71 eV. In contrast, p-GaAs
requires a higher reverse voltage of 12 V to maximize R/NEP. Finally, n-Ge stands out
among the analyzed semiconductors in view of the possibility to be employed over a
region of the NIR spectrum above 2 μm. The range of wavelengths where R/NEP can be
optimized for various semiconductors, by applying a reverse bias up to 20 V, is summarized
in Table 3.

Table 3. Range of wavelengths in which the R/NEP ratio of the Schottky photodetectors (PDs) can
be maximized by applying a reverse bias up to 20 V.

Semiconductor λmin (nm) λmax (nm)

n − Si 1541 2099
p − GaAs 1459 1582
n − GaAs 1692 2417
p − Al0.3Ga0.7 As 1346 1447
n − Al0.3Ga0.7 As 1197 1508
n − Ge 1852 2843

In Figure 4a,b we report the values of the quantities of interest in this work—the
R/NEP ratio and the optimized NEP—for all the examined semiconductors by consider-
ing a graphene circular area with radius of 500 μm and a PD closed on a load resistance
of 10 MΩ. We compute these optimized quantities through Equation (14) substituted
into Equations (3) and (12). Recall that the results shown in Figure 4 are valid when the
condition in Equation (8) is fulfilled. In order to verify it, we consider the dark current Id
one order of magnitude higher than 2Vth

RL
(Id = 10 2Vth

RL
), and we calculate both optimized

R/NEP and NEP by Equation (12). The solid black lines drawn in Figure 4a,b represent
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the validity thresholds of our discussion: graphene Schottky PDs can be optimized in
terms of R/NEP ratio at a given wavelength by means the use of semiconductors placed
below and above the solid black lines drawn in Figure 4a,b, respectively. These thresh-
olds depend on the load resistance RL, the SBH ΦB, and the graphene active area Aj,
as is clearly shown by Equation (8). We discover that in the case analyzed here, only
graphene/n-Si, graphene/n-Ge, and graphene/n-GaAs Schottky PDs can be suitable for
this optimization procedure. Although Si is typically used for visible detection, analysis
shows that graphene/n-Si Schottky PDs with a maximized R/NEP ratio could be adopted
for detecting sub-bandgap NIR wavelengths with responsivity and NEP of 133 mA/W
and 500 fW/

√
Hz at 1.55 μm, respectively. These devices provide low NEP, enabling their

employment for power monitoring and lab-on-chip applications. Note that the predicted
responsivity of graphene/n-Si PDs is higher than that reported for NIR Si PDs based on
bulk-defect-mediated absorption. Indeed, taking advantage of mid-gap defects introduced
into Si ring and disk resonators, Ackert et al. reported a responsivity of only 23 mA/W at
−5 V [37] and 45 mA/W at −3 V [38] at 1560 nm, respectively. On the other hand, if the
inter-band absorption of Ge is typically used for detecting the wavelength of 1.55 μm for
telecommunications applications, graphene/n-Ge Schottky PDs could allow the detection
of wavelengths longer than 1.55 μm, where the the Ge inter-band absorption suddenly
decreases. Indeed, graphene/n-Ge Schottky PDs with optimized R/NEP ratio show a
responsivity and NEP of 227 mA/W and 31 pW/

√
Hz at 2 μm, respectively, enabling

their employment in environment monitoring applications. The predicted responsivity of
graphene/n-Ge PDs is higher than that reported for NIR Ge PDs based on the introduction
of tin (Sn) atoms in the Ge lattice. Indeed, with a substitutional Sn concentration of 6.5%,
Ge-based PDs are able to absorb optical radiation at 2 μm but provide a limited responsivity
of only 20 mA/W [39]. Note that NEP depends on many parameters, such as graphene’s
optical absorbance, the graphene area in contact with the semiconductor, and the tempera-
ture. Among these, particular attention should be paid to the temperature, which appears
in the exponential argument of the dark current (Equation (4)), which in turn affects the
NEP (Equation (12)). As an example, in a graphene/n-Si Schottky PD we evaluated this by
increasing the temperature of 1 ◦C with respect to the room temperature, and an increase in
optimized NEP below 5% could be achieved at any wavelength in the range of interest for
this junction. As reported in Figure 4a,b, semiconductors such as n-Si, n-Ge, and n-GaAs
can be exploited at room temperature for the realization of optimized graphene-based
Schottky PDs in the spectral range from 1955 to 2080 nm with a responsivity from 219 to
245 mA/W (Figure 1b); however, while n-GaAs would be characterized by a lower NEP,
n-Si and n-Ge would have the advantage of a better compatibility with CMOS technology.

Figure 4. (a) The optimized R/NEP and (b) the optimized NEP of the Schottky graphene-based
PDs for various semiconductors as function of the wavelength range individuated in Table 3. All
figures were obtained at room temperature and by considering a graphene circular area in touch with
the semiconductor with radius of 500 μm and a load resistance of 10 MΩ. The arrows indicate the
validity regions of the proposed optimization procedure.
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4. Conclusions

In this work we theoretically investigated the responsivity/NEP trade-off of NIR
graphene/semiconductor Schottky PDs at room temperature. An analytical expression
of the SBH able to maximize the R/NEP ratio was derived. Furthermore, we discussed
how the optimized SBH can be tuned by applying a reverse voltage to the junction in order
to establish the best operation conditions to achieve higher responsivity as well as lower
noise for various semiconductors. Toward this aim we have accounted for the physics
behind the emission of photo-excited charge carriers from graphene to Si, the theory of the
graphene/semiconductor Schottky junctions, and the properties of graphene related to its
two-dimensionality.

Remarkably, we found that CMOS-compatible materials such as Si and Ge could be
exploited for the realization of optimized graphene Schottky PDs able to detect wavelengths
beyond the limit imposed by their inter-band optical absorption. Indeed, graphene/n-Si
Schottky PDs with maximized R/NEP ratio showed responsivity and NEP of 133 mA/W
and 500 fW/

√
Hz, respectively, at 1.55 μm by applying a reverse voltage of only 0.66 V. On

the other hand, graphene/n-Ge Schottky PDs with maximized R/NEP ratio showed the
potential to work at wavelengths longer than 1.55 μm, being for instance characterized by
a responsivity and NEP of 227 mA/W and 31 pW/

√
Hz at 2 μm.

We believe that the insights reported in this work could be of paramount importance in
silicon photonics for the realization of optimized PDs to be employed in power monitoring,
lab-on-chip, and environment monitoring applications.
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Featured Application: A simple and fast measure of the state of polarization of vector optical beams

is a very important topic to study new optical effects and their applications in several fields, such as

microelectronics, micro-photonics, remote sensing and bioimaging.

Abstract: Polarization-sensitive digital holographic imaging (PS-DHI) is a recent imaging technique
based on interference among several polarized optical beams. PS-DHI allows simultaneous quantitative
three-dimensional reconstruction and quantitative evaluation of polarization properties of a given sample
with micrometer scale resolution. Since this technique is very fast and does not require labels/markers,
it finds application in several fields, from biology to microelectronics and micro-photonics. In this
paper, a comprehensive review of the state-of-the-art of PS-DHI techniques, the theoretical principles,
and important applications are reported.

Keywords: digital holography; polarization sensitive imaging; birefringence; state of polarization (SoP)

1. Introduction

Digital holography (DH) is a fascinating alternative to conventional microscopy since it allows
three-dimensional (3D) reconstruction, phase contrast images, and an improved focal depth [1–5].
Basically, DH consists of an interference fringe pattern between a reference unperturbed beam and an
object beam, that changes its characteristics by passing through a sample. The interference pattern
(hologram) is acquired by a digital sensor array. Its post-processing achieves a 3D quantitative image
of the sample by a numerical refocusing of a 2D image at different object planes [6]. When DH is
implemented in an optical microscope, the objective lens provides a magnified image allowing to
reconstruct amplitude and phase-contrast images with a spatial resolution of less than 1μm in all
dimensions [7].

Digital holographic imaging (DHI) has several interesting features including high-resolution, very
fast acquisition, and 4D (3D + time) characterization of samples [8–10]. These properties are very
useful, for example, when the specimen is moving or when the sample is subjected to external stimuli
that can alter its shape and size, such as electrical, magnetic or mechanical forces, chemical corrosion,
or evaporation and deposition of further materials. Moreover, DHI is a non-contact and non-invasive
technique, allowing label-free quantitative phase analysis of living cells; thus, measurements do not
require the introduction of a tag, so cells are not altered. This approach can provide useful information
that can be interpreted into many underlying biological processes.

During the last decade, DHI has experienced several technological developments, including the
integration of DHI with complementary characterization techniques (e.g., Raman spectroscopy or
scanning electron microscope [11–13]). A further important extension of DHI is the possibility to
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quantitative measure the state of polarization (SoP) modified by a sample [14–17] and so evaluate its
birefringent and/or dichroic proprieties, which are frequently related to the micro- or even ultra-structure
of the sample itself [18]. Therefore, the characterization of these proprieties and the detection of
their eventual variations, that can be due to either stress and strain in a given material or disordered
microstructure in biological specimens, could lead to a better understanding of the process involved in
a broad variety of applications.

Since SoP is one of the fundamental properties of light, its evaluation has attracted a growing
interest in both the basic researches and practical applications of optics, intending to study novel
optical phenomena and new applications. Thus, the experimental evaluation of the SoP has become a
fast-rising subject. Typically, polarization imaging has been carried out with different approaches—for
example by using real-time polarization phase-shifting system [19], polarization contrast with near-field
scanning optical microscopy [20], optical coherence tomography [21,22], and Pol-Scope [23]. However,
these techniques need different image acquisitions, generally obtained at diverse orientations of
birefringent optical components (e.g., polarizers, quarter-wave, and/or half-wave plates) to retrieve the
polarization state. The great advantage offered by polarization-sensitive digital holographic imaging
(PS-DHI) is the possibility to use a single acquisition to retrieve the full polarization state of the sample
under observation, therefore gaining in speed and simplicity.

This review paper aims to provide an overview of the state-of-the-art in PS-DHI. In the following
sections, some basic concepts will be introduced for describing polarization of light and commonly
used technical approaches for realizing PS-DHI. Then, some recent and important applications of
PS-DHIM in both the biomedical field and non-biomedical use will be discussed.

2. Theoretical Background

The Stokes vectors and Müeller matrices allow a whole study of the polarization state for fully
polarized, partially polarized and even unpolarized light, comprising the optical axis and the degree
of polarization. On the other hand, the Jones vectors, that can be useful only for completely polarized
light, are more appropriate for problems concerning coherent light (see Appendix A). As a general
rule, the Jones vectors are useful for problems involving amplitude superposition, while the Müeller
matrices are applied for problems involving intensity superposition [24]. Different approaches of
PS-DHI have been proposed in the literature, however, the basic idea is to generate a hologram
of the sample through the interference between the object wave and two orthogonally polarized
reference waves, producing in this way two fringe patterns. The hologram of the magnified sample is
recorded by a digital camera (such as a charge-coupled device or an active pixel sensor). The numerical
reconstruction of such hologram leads to two wavefronts, one relative to each reference wave, and thus,
one for each perpendicular state of polarization [15]. Basically, PS-DHI approaches can be classified in
two groups—(i) those which allow measurement of Jones vectors or Jones matrices and (ii) those which
give information on Stokes vectors or Müller matrices. Since holography needs a uniform laser beam,
especially regarding the flatness of phase front and the extended depth of field, in both approaches,
(quasi)-monochromic light and perfect plane wavefronts are considered. However, the realistic
intensity distribution of laser sources is described by Gaussian function, leading to problems in
holographic-based applications, such as a reduced image contrast. These issues can be overcome by
implementing beam shaping systems built on the base of field mapping refractive beam shapers like
πShaper [25].
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2.1. PS-DHI for Jones Formalism

In most polarimetric techniques, SoP parameters can be evaluated by applying more or less
complex algorithms to various images acquired with different settings of polarization-analyzing
components (polarizers, rotators, and retarders). Since these procedures need several rotations of the
analyzing optics, the acquisition time is very long compared to the performances of a digital camera.
Several solutions were proposed in the literature to improve the temporal resolution, such as the
possibility to use a liquid-crystal universal compensator [23]; however, the goal was reached only with
techniques that allow recording all parameters of the polarization state through the acquisition of a
single image. Hence, since the pioneering paper published by Ohtsuka and Oka, which generated the
interference between two orthogonal linearly polarized reference waves and an object wave [26] using
a Mach-Zender interferometer, several other published works followed this approach [15,27,28].

The typical experimental configuration for the recording of polarization holograms is illustrated
in Figure 1. It consists of a modified Mach–Zehnder interferometer with two reference waves—R1 and
R2—that interfere with the object beam O [11,15–17]. Two operating conditions are possible [18]. First,
the object plane beam is linearly polarized by a polarizer (P1 oriented at 45◦) and a quarter wave plate
(QWP1 oriented at 0◦ respect the incoming light). Due to the passage through the sample, the state of
polarization of the beam O can change. An objective lens is used to collect the wave emitted from the
sample. A polarized beam splitter (PBS) allows the user to obtain two orthogonal linearly polarized
reference beams R1 and R2, where orthogonality avoids any interference between the reference beams.
Additionally a couple of polarizers or quarter waves plates (QWP2 and QWP3) preserve the linear
polarization when their fast axes are aligned parallel respect to the polarization states of the respective
reference waves. In the second operating condition, a circularly polarized light is incident on the
sample by orienting the QWP1 fast axis angle at −45◦ (left-handed circular polarization) or +45◦
(right-handed circular polarization) respect to the polarizer transmission axis P1. The two orthogonal
linearly polarized reference are transformed in right and left circularly polarized beams by the quarter
wave plates QWP2 and QWP3 oriented of +45◦ and −45◦ respect to the polarization states of the two
references waves, respectively. The beam splitter BS1 allows to overlap O, R1, and R2 beams, and the
interference among these waves gives rise to the hologram that is acquired by a digital camera in an
off-axis configuration, i.e., with the three waves propagating along slightly different directions (as
highlighted in the inset in Figure 1). The intensities of O, R1 and R2 can be adjusted by the half-waves
plates HWP1 and HWP2, while the angles of incidence of R1 and R2 can be controlled by mirrors M2
and M3, respectively. An example of the recorded digital hologram in shown in Figure 2a. In the insert,
where a magnification of the interference between object and the two orthogonal reference waves is
reported, the two sets of fringe patterns are clearly visible.
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Figure 1. Basic scheme of the polarization-sensitive digital holographic imaging (PS-DHI) experimental
setup. Abbreviations: M: mirrors; BS: beam splitter; PBS: polarized beam splitter; P: polarizer; QWP:
quarter-wave plate; HWP: half-wave plate. In the inset, the incident directions and the polarization
states of the object and reference waves are highlighted.

Figure 2. (a) Example of polarization hologram; in the inset the two fringe patterns are highlighted;
(b) Fourier amplitude spectra of the hologram: the frequencies of the zero-order of diffraction, of the
virtual and real images, and of parasitic interferences (P) are clearly visible.
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Since R1 and R2 are orthogonally polarized, they do not interfere: R1·R2* = R1*·R2 = 0 (where
the asterisk indicates the complex conjugate), so the hologram intensity at the digital camera surface
is [11,15]

H(x, y) = (O + R1 + R2)·(O + R1 + R2)
∗

= |O|2 + |R1|2 + |R2|2 + OR∗1 + OR∗2 + O∗R1 + O∗R2
(1)

In Equation (1), the first three terms correspond to the zero diffraction order, the fourth and fifth
terms produce the virtual images, and the last two terms form the real images. Computing the Fourier
transform of the acquired hologram, these terms appear spatially separated in the Fourier space, due to
the off-axis configuration, as well shown in Figure 2b where the presence of some parasitic interferences
are also highlighted [16,29]. In order to recover the information of the real images, the corresponding
spectra could be selected by two different spatial filters [15,18].

As with classical holography, the reconstruction is obtained by multiply the digital hologram for a
digitally computed reference wave and then the inverse Fourier transform of the spatial frequency
components filtered is performed. By using the standard reconstruction algorithm on each filtered
region, the two orthogonal components of the object beam (Ox and Oy), can be retrieved [15,16,18,30].
So, the amplitude map and the phase map for each polarization component can be reconstructed.
With the aim to evaluate the SoP change of the object beam due to the interaction with the sample
under test, typically, two parameters are experimentally measured—the amplitude ratio β, which is
related to the different transmitted intensities of the two orthogonal components and corresponds to
the azimuth of the polarization ellipse, and the phase difference Δϕ, that contains information on the
different optical paths due to the refractive index anisotropy linked to the sample structure [18,30].

So, the amplitude ratio angle can be evaluated as

β = arctan

⎛⎜⎜⎜⎜⎝
∣∣∣Oy
∣∣∣

|Ox|
⎞⎟⎟⎟⎟⎠ (2)

Equation (2) is obtained assuming that both the reference waves have the same intensity (|R1| = |R2|);
this identity is experimentally achieved by controlling the orientation of the half-wave plates HWP1
and HWP2 in Figure 1 [18,30]. Regarding the phase difference between the orthogonal components of
the object beam, it can be expressed as

Δϕ = phase
(
Oy
)
− phase(Ox) + ΔϕR (3)

where ΔϕR = phase(R2) − phase(R1) can be removed by a calibrated phase difference offset superimposed
to the phase difference image [31]. The evaluation of β and Δϕ allows the SoP of the sample under test
to be univocally obtained; in other words, the distributions of the Jones vector at the surface of the
sample under test can be retrieved from a single hologram acquisition [31]. For example, if Δϕ = 0 or π
a linear polarization is retrieved, while if Δϕ = π/2 and β = π/4 or Δϕ = −π/2 and β = π/4 a circular
right or left polarization, respectively, are detected. Elliptical polarization states, i.e., intermediate
polarization values, can be also measured. Considering the polarization ellipse represented in Figure 3
and that corresponds to the projection of the trajectory of the extremity of the vector O on the plane xy,
it can be characterized by the parameters ψ (orientation angle) and χ (ellipticity angle), which can be
additionally evaluated by the following equations [15,17]:

ψ = 1
2 arctan

(
2|Ox ||Oy| cos(Δϕ)

|Ox |2−|Oy|2
)
= 1

2 arctan[tan(2β) cos(Δϕ)]

χ = 1
2 arcsin

(
2|Ox ||Oy| sin(Δϕ)

|Ox |2+|Oy|2
)
= 1

2 arcsin[sin(2β) sin(Δϕ)]
(4)
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Figure 3. Polarization ellipse. The ellipticity is given by the ratio of the length of the semiminor axis
to the length of the semimajor axis, b/a = tan(χ). The ellipse is further described by its azimuth ψ,
measured counterclockwise from the x axis [10].

Regarding the direction of rotation of the vector O, it is defined as left-hand polarization (L-state)
or right-hand polarization (R-state) depending on whether −π ≤ Δϕ ≤ 0 or 0 ≤ Δϕ ≤ π, respectively.

Finally, in a recent and very interestingly work a new compact experimental setup has been
proposed as proof of concept [32]. The birefringence distribution was measured by the interference
fringes based on three circularly polarized beams—two mutually orthogonal polarized (left-handed
and right-handed) reference waves and a right-handed object wave. These three-beam interfering
fields were obtained by monolithic gratings, so all waves were crossed at the same angle on the
hologram plane, generating two sets of the fringe pattern. With this approach, all the optical elements
required to obtain the three beams in the set-up illustrated in Figure 1 can be replaced by three grating
vectors; moreover, in order to have practical interferometry, a monolithic grating containing three
diffractive gratings positioned in a threefold-symmetric arrangement has been employed [32,33].
A schematization of both the monolithic gratings and the operating principle is illustrated in Figure 4.
When a plane beam impinges on the monolithic gratings, the first-order diffractions of each grating
intersect the hologram plane with the same angles. As described, analyzing the interference patterns
allows the estimation of the anisotropic phase shift in the object beam. Thus, this arrangement has the
potentiality to evaluate a two-dimensional birefringence distribution in a single shot and compact way.

Figure 4. Representation of (a) the monolithic gratings, (b) interference of the diffracted beams,
(c) monolithic gratings with the half-wave plate (HWP) and sample of birefringent medium, and (d)
experimental setup designed for measuring birefringence distributions (Reproduced with permission
from Shimomura et al. [32],© The Optical Society, 2018).
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2.2. PS-DHI for Stokes Vectors or Müller Formalism

Jones vectors cannot be used to describe light that does not remain in a single polarization state. So,
to treat fully, partially, or unpolarized light, Stokes parameters (S1, S2, S3) are often used. In fact, unlike
the Jones vectors, the Stokes parameters can define all kinds of SoPs of the optical beam. Unfortunately,
as in the case of Jones formalism, the typical methods for estimating the Stokes parameters of an
optical wave require to register several intensity distributions at different detection states via rotating
the polarized optical elements. Generally, these methods require time-sequential operations using an
arrangement with a rotating waveplate and a fixed analyzer. However, system error could be generated
by the rotating elements, due to their inhomogeneous transmittance, and obviously, fast acquisitions are
not possible [34,35]. Other proposed methods need multichannel simultaneous measurement; in this
case, the amplitude or the wavefront is split into several channels, each one is analyzed by employing
appropriate polarization optical components thus leading to a complicated and cumbersome dynamic
measurement system [36,37]. Moreover, systematic and calculation errors are induced by a not exactly
precise image matching.

Thus, it is clear that the development of imaging polarimeters in real-time without the demand
for mechanical or active elements for polarization control is still a valuable aim. With this purpose,
several approaches were proposed; in one of these, multiple interference patterns are produced at
the surface of a digital camera and the information of a different polarized component of the optical
beam under investigation is linked to fringes patterns having different spatial frequencies. The Stokes
parameters can be estimated through demodulation of the obtained image by a Fourier transform
approach [38]. Recently, the combination of DH with theory of the Pancharatnam–Berry (PB) phase
has paved the way toward the implementation of a new method for evaluating the state of polarization
of arbitrary waves with a single exposure of the interference pattern and a quick acquisition for one
object wave with no moving optical components [39,40]. Pancharatnam [41] and Berry [42] introduced
the so-called PB phase of an optical wave that is taken along a closed cycle on the Poincaré sphere.
With this formalism, polarization transformations give rise to two optical phase retardation—one
related to optical path difference (called dynamic phase) and an extra one which is equal to minus
half of the solid angle subtended by the closed path on the sphere. Therefore, this extra phase, i.e.,
the PB phase, depending only on the geometry of the transformations’ path of on the Poincaré sphere,
is also called “geometric phase.” Nevertheless, the PB phase occurs generally in the following two
conditions: when there is a variation of polarization state in the beam propagation, and when there is a
variation of the mode structure of the beam propagation [43,44]. Regarding the first condition, the PB
phase and the polarization state variation are quantitatively related, giving the possibility to estimate
the SoP from the PB phase measurement. Even though DH allows quantitative phase retrieve of the
object beam to be performed [45,46], when the phase difference contains both the PB phase (related
to the SoP) and dynamic phase (related to the optical density of the sample), these two phases are
indistinguishable for the reconstruction process. To separate the two contributions, two holograms
should be generated—one to retrieve the dynamic phase and the other one for the geometric phase,
respectively. The dynamic phase is then used for the evaluation of the refractive index or 3D shape of
the sample under investigation, whereas its interaction with the polarized light is estimated through
the geometric phase.

Basically, two classes of experimental setup based on the geometric phase can be found in
the recent literature to evaluate the full SoP of an optical beam. In the first, shown in Figure 5a,
a triangular common-path interferometer (TCPI) is used to generate two interferograms which are
aligned together on a single charge coupled device (CCD) target [40]. This is made possible by dividing
the object beam into two orthogonal circularly polarized components (left-handed and right-handed)
through the TCPI, and then these two components interfere with a reference beam. However, this
implementation is difficult to align, leading to low measurement resolution, reduced field of view
(due to separated fringe pattern for the orthogonal components recorded in two different region of the
same CCD), and image matching errors. The second setup, reported in Figure 5b, is based on a hybrid
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polarization-angular multiplexing digital holographic approach (PAMDH) [47], implemented by a
double-channels Mach–Zehnder interferometer. In this case, two orthogonal and linearly polarized
reference beams interfere with the object beam.

Figure 5. Experimental setup for polarization measurement—(a) triangular common-path interferometer
(TCPI). GTP: Glan–Taylor polarizer; BS1 and BS2: beam splitter; PCS: polarization conversion system; λ/4:
quarter-wave plate; PBS: polarizing beam splitter; M: mirror; RT: reversed telescope; CCD: charge-coupled
device. The elements inside the dashed box form a TCPI (Reproduced with permission from Qi et al. [40],
AIP, 2019); (b) schematic of the PAMDH system based on the geometric phase. BE: beam expander; L: lens;
P: polarizer; S: sample; HWP: half-wave plate; NPBS1-NPBS2: non-polarized beam splitters; PBS1-PBS2:
polarized beam splitters; M1-M3: mirrors; NDF: neutral density filter; MO: microscope objective; TL: tube
lens (reprinted from Dou et al. [47]).

In both cases, the acquisition of a composite hologram generated by combining two patterns of
interference fringes with distinct orientations allows the contemporary estimation of the orthogonal
polarization components for an optical wave. Once these components are retrieved, the Stokes
parameters can be evaluated by applying the geometric phase theory [47]. The main difference between
two reported schemes is that in the setup depicted in Figure 5b the multiplexed hologram covers the
whole area of the CCD, while in the solution presented in Figure 5a, a smaller field of view is achieved
to avoid the influence of the change in the intensity and polarization distribution of the reference wave.
For this configuration, the field of view is determined by the region of two images on CCD related
to the two orthogonal components of the object wave separated at a distance controlled by the TCPI.
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Therefore, since the arrangement of Figure 5b is more useful to produce and control a larger field of
view, for simplicity of discussion, here, the basic theory related to this scheme is reported.

In the PAMDH approach, Equation (1) becomes [47]

H(x, y) = (O + RV + RH)·(O + RV + RH)
∗

= |OV |2 + |OH |2 + |RV |2 + |RH |2 + OVR∗V + OHR∗H + O∗VRV + O∗HRH

= IV + IH

(5)

IV = |OV |2 + |RV |2 + 2|OV ||RV | cosϕV

IH = |OH |2 + |RH |2 + 2|OH ||RH | cosϕH
(6)

where ϕV and ϕH are the phase variations related to each of the two orthogonal components of the
reference beams and object waves. Therefore, the two orthogonal complex amplitudes OV and OH of
the object wave can be numerically retrieved. To reconstruct the SoP, the polarization state should be
reported on the Poincaré sphere. With this aim, in Figure 6, a spherical coordinate system is shown;
here, the vertical and horizontal states (V,H) are positioned on the two poles, whereas the polar and
azimuthal angles are given by 2χ1 and 2ψ1, respectively.

Figure 6. Theoretical model for estimating polarization state based on geometric phase (reprinted from
Dou et al. [47]).

In accord with Pancharatnam’s theory [41], the orthogonal components intensities of the object
wave IO are given by

IOV = |OV |2 = IOsin2
(
ÔH/2

)
IOH = |OH |2 = IOcos2

(
ÔH/2

) (7)

Once the distribution of the two components of the complex amplitude of the object wave has
been retrieved, the polar angle can be evaluated as

2χ1 = π/2− ÔH = π/2− 2arctan|OV |/|OH | (8)

As previously discussed, for each polarization state V and H, the phase difference between
reference and the object waves contains the contributes of both the dynamic and the geometric phase,
in particular,

ϕV = ϕVd + ϕVpb (9)

ϕH = ϕHd + ϕHpb (10)
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In Equations (9) and (10), the first term in the sum denotes the dynamic phase difference and the
second term is the PB phase. For horizontal polarization state, the PB phase is numerically equivalent
to half of the area of the geodesic triangle ROH (the red region in Figure 6), i.e., ϕHpb = Ω/2 [48].
Correspondingly, for vertical polarization state, the PB phase is given by ϕVpb = −2ψ1 + Ω/2. So,
the azimuthal angle can be evaluated as [47]

2ψ1 = (ϕH −ϕV) − (ϕHd −ϕVd) (11)

Taking advantage by DH, the two orthogonal components of the optical field can be obtained by

EV = k|OV ||RV |eiϕV

EH = k|OH ||RH |eiϕH
(12)

where k is a constant depending on the exposure time and response of the digital camera. The holographic
reconstruction approach allows evaluating the phases ϕV and ϕH, as a consequence the first term in
brackets on the right side of Equation (11) can be calculated. Regarding the second term in brackets,
Δϕ = (ϕHd − ϕVd), it is a fixed value for the adjusted PAMDH configuration and can be corrected by
measuring a linearly polarized beam along 45◦ produced by a standard polarizer.

Since the two reference waves are adjusted to have the same intensity, the azimuthal and polar
angles can be estimated by the following relationships:

2ψ1 = arg(EH/EV) − Δϕ
2χ1 = π/2− 2arctan(|EV |/|EH |) (13)

Thus, the area of Ω can be evaluated as a function of the angles 2ψ1 and 2χ1 [39] and the dynamic
phases ϕHd and ϕVd are calculated [40,47–49]. Finally, the normalized Stokes parameters (S1, S2, S3)
can be expressed as a function of (2ψ1, 2χ1) with a trigonometric relationship, as shown in Figure 6
and as described by the following relations [44]:

S1 = sin 2χ1

S2 = cos 2χ1 cos 2ψ1

S3 = cos 2χ1 sin 2ψ1

(14)

The so-evaluated Stokes parameters describe the state of polarization of the object wave at the
measurement area, hence they fully characterize the SoP of an arbitrarily polarized wave.

Finally, it is worth noting that the signal light from some imaging techniques, such as fluorescence
imaging, is spatially incoherent, and therefore requires a further challenge for holographic imaging.
Moreover, the use of light sources such as lasers, with highly temporal and spatial coherence, reduces
the quality of the hologram owing to speckle and spurious fringe generation, which can decrease the
spatial sensitivity of the system [50,51]. Consequently, polarization-sensitive imaging of an incoherent
scene or by using partially incoherent illumination should be implemented. Unfortunately, only a
couple of work proposed the incoherent polarization sensitive holography/interferometry. For example,
Zhu and Shi [52] investigated a self-interference polarization holographic imaging (Si-Phi) method
that allows real-time 3D imaging of an incoherent scene. The authors developed an in-line polarization
holography configuration equipped with a polarization-resolving detector array; this setup allows a
single shot acquisition of the complex-valued hologram and results demonstrated both 3D and real-time
imaging capabilities. Even if the use of incoherent sources is still immature, future developments are
expected in this field.

3. PS-DHI Applications

As described in the previous section, PS-DHI can measure the parameters β and Δϕ, thus allows to
retrieve the SoP of a beam that interacts with a specimen. The modification of the SoP in the transmitted
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or reflected beam gives information about the structure, the composition, or the optical properties of
the specimen under study. Basically, the following two physical properties of the matter can alter the
polarization state of a wave [18]:

• Birefringence—a material is considered birefringent if its refractive index depends on the
polarization and propagation direction of the incoming light, i.e., it shows an optical anisotropy.
When these samples are crossed by a polarized light, the amplitudes are unchanged but a
modification in the relative phase occurs. Birefringence can be linear (that is, there is one axis
of symmetry, called the optic axis) such as in optical wave plates/retarders and many crystals,
or circular (that is, in which for an incident linearly polarized light, the corresponding outgoing
polarization plane will be rotated) such as chiral fluids.

• Dichroism—a material, typically crystalline, is considered dichroic if it absorbs more light along
a preferential incident plane of polarization than another plane (absorption anisotropy); as a
result, when the optical beam propagates within this material, its polarization state undergoes a
modification. The ratio of amplitudes of the orthogonal components of the light emerging from
the sample under test provides a measurement of its linear dichroism property.

The study of the polarization state covers different applications and research fields, such as
measurement of stress, geology, chemistry, display technologies, medicine and medical diagnosis, etc.
Currently, it has been demonstrated that the PS-DHI technique can be used for noninvasive quantitative
imaging of live cells or the evaluation of the dynamic phase difference induced by the birefringence
of liquid crystals. In the following, a state of the art of the PS-DHI applications is reported in two
subsections, dividing the biological from microelectronics and micro photonics applications.

3.1. Microelctronics and Nanophotonic Quantitative Phase Imaging

Since PS-DHI has been introduced in the literature, it has been applied on samples with well-known
SoP, such as bent fiber [16], stressed polymer [15], waveplates [39,40], or liquid crystals (LCs) [47], just
to confirm the potentiality offered by this technique. Among these applications, LC seems to be the
most interestingly due to their uses in the display. For example, Park et al. [49] measured the spatially
resolved Jones matrix components of the light passing through the single pixel of a liquid-crystal
display (LCD) as a function of the applied voltage to the LCD panel by using PS-DHI. However,
in the proposed setup, the authors need to acquire four independent interferograms with two different
polarization states to reconstruct Jones matrix components map from a sample, thus the properties of
PS-DHI are not fully exploited. In the published work, an in-plane switching liquid-crystal display
(IPS-LCD) was characterized. However, the same approach can be used to feature also other types
of LCDs—for example, full RGB channels of LCD pixels can be characterized in terms of their Jones
matrix components using a DH setup with multiple lasers or in spectroscopic modality.

An LC depolarizer was characterized using PS-DHI with the scheme reported in Figure 5b by
Dou et al. [47]. In this case, the LC depolarizer consists in a collection of HWPs with optical axes
randomly distributed and the Stokes parameters distribution of the output beams for a linear incident
polarized beam with θ = π/4 and for left-handed circularly polarized incident beam were measured,
confirming the depolarizing effect induced by LC [47].

Regarding nanophotonics applications, images obtained with DHI have the disadvantage of being
limited by the diffraction limit and, thus, a device in the nanometres size typically covers just a few
camera pixels leading to a low resolution. On the other hand, a full field radiation pattern (i.e.,
polarization, amplitude, and phase) measurement at all angles gives a complete polarizability tomography
of nanophotonic devices such as metasurfaces and nanoantennae. For this reason, Röhrich et al. [53]
have combined Fourier microscopy, polarimetry, and digital holography, generating a signal over an
entire CCD chip, for angle-resolved amplitude, polarization, and phase imaging of single nano-objects.
In particular, the authors analyzed the orbital angular momentum (OAM) content of light scattered by
a family of plasmonic spirals. In Figure 7 results obtained in Ref. [53] are summarized; the intensity
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radiation distribution is recorded by a Fourier microscope (Figure 7a—logarithmic scale). Then, the Stokes
parameters are determined by polarization-resolved imaging; these parameters completely define the SoP
of the wavefront for each wave vector in the radiation pattern and, consequently, can be transformed
in the polarization ellipse parameters—namely, the ellipticity and the orientation angles (Appendix A,
Equation (A5)). The evaluated ellipse parameters are shown in Figure 7b and a complete helicity
conversion in a doughnut-like pattern with five spiraling arms around it can be observed. Finally, by
using DHI the individual phase profiles of two orthogonally polarized field components were retrieved;
in Figure 7c the representation in the Fourier transform domain of a hologram corresponding to an m = −5
spiral in circular co-polarization is reported, while in Figure 7d the two evaluated phase maps related to
the co- and cross-polarized channel are shown and for this latter channel, the helical shape around the
optical axis is clearly visible. As suggested by Röhrich et al. [53], this approach can be applied to several
nanophotonics problems such as plasmonic oligomer antennae for emission and sensing, metasurfaces for
monitoring wavefronts (transmitted and reflected) as a function of the incident amplitude, phase and
vector contents, and nonlinear metasurfaces whose efficiency and angular distribution depend on the
phase gradients structured in the metasurface geometry.

 

Figure 7. Demonstration of combined Fourier microscopy, polarimetry, and digital holography.
R-state circular polarized input and an m= −5 spiral nanostructure were used. (a) Fourier map of intensity;
(b) reconstructed polarization ellipse parameters; (c) digital Fourier transform of an interferogram obtained
with R-state circular polarized detection; (d) reconstructed phase maps for R-state and L-state circular
polarized detection. The green and red arrows specify the input and output polarization, respectively
(reprinted from Röhrich et al. [53]).
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3.2. Biological

The order of molecular architecture can play a role in the dependence of the refractive index on
the polarization and propagation direction of the optical beam. Indeed, the anisotropy of the refractive
index, i.e., birefringence, could be related to the presence of filament arrays and/or membranes
(made of a lipid bilayer that exhibits some degree of orientation) included in organelles and cells.
Several pathological modifications, due, for example, to physical damage or disease such as cancer,
may modify optical properties of biological tissues by altering their structure and, thus, leading
to a change in their birefringence pattern [54–56]. Therefore, the detection of these modifications
could become a valuable tool to identify the molecular order, follow events, and diagnose diseases.
Typically, the characterization of birefringence is carried out by using quantitative polarized light
microscopy [57–59], polarimetry [60–63], and experimental determination of the Müeller matrix [64–66].
Since these techniques require the acquisition of several images to retrieve the birefringence of the
sample, they appear too slow for living semi-transparent biological sample imaging.

For this reason, PS-DHI may have a good chance of being used as a label-free and fast technique
(only one acquired image) for the study of the SoP of biological samples. However, this technique has
started to be used for biological imaging only in the last few years; therefore, the scientific papers on this
field of application present in the literature are still a low number. For example, Wang et al. [67] studied
the birefringence distribution of biological tissues by using polarization-dependent phase-shifted
holograms. Even if the authors used a setup based on a modified Mach–Zehnder interferometer,
which allows the recording polarization holograms by rotating a polarizer and so requiring multiple
acquisitions, this approach takes advantage by DH and, thus, can be exploited to have only one image
acquisition. Interestingly, the results demonstrated that the median birefringence value of cancerous
bladder tissues is higher than that of the normal bladder tissues. Hence, this approach can be effectively
used to discriminate between cancerous and non-cancerous tissues.

PS-DHI in a configuration similar to that shown in Figure 1 has also been used to distinguish among
three different B-leukemia transformed cell lines, providing a diagnosis method of acute lymphoblastic
leukemia type B, a cancer with a high mortality rate that affects B lymphocytes [68]. The same approach
has been applied also to human sperm cells [30]. In fact, in normal morphological human sperm cells
heads, due to longitudinally oriented protein filaments, there is a strong birefringence [69]. When the
acrosome reaction occurs, i.e., spermatozoa are ready to approach the egg, the local protein organization
disaggregates and, as a consequence, there is a variation in the intrinsic birefringence properties. In fact,
reacted spermatozoa show a partial head birefringence, typically in the post-acrosomal region [70].
In the paper published by De Angelis et al. [30], PS-DHI is proposed in a configuration combined with
Raman spectroscopy (RS) for a complete, accurate and label-free estimation of the biological proprieties
of fixed air-dried sperm. Indeed, PS-DHI provides quantitative information on the cell morphology,
motility and SoP [8,71], whereas the RS technique gives complementary specific biochemical fingerprint
of the sample, without harming the integrity of live specimens [72]. In Figure 8a,b, the amplitude
parameter β and phase difference Δϕ relative to a control sperm cell and to reacted sample retrieved by
PS-DHI are reported. It is evident that Δϕ map shows a birefringence distribution (bright pattern)
over all the sperm head in the control sperm cell, while the Δϕ map for reacted sperm cell presents a
reduction of the birefringent distribution, that is confined in the post-acrosomal area. The acrosome
reaction was induced by a heparin treatment. A statistical analysis of the distribution of birefringence
patterns of sperm from three donors exposed to heparin for 0 h (control sample) and 4 h (reacted
sample) was performed, and the results are resumed in Figure 8c. By combining PS-DHI and RS,
the authors proposed a new fully label-free protocol for the recognition of healthy and reacted sperm
cells. In detail, sperm cells with a head entirely birefringent are selected by PS-DHI, assuring their
integrity; then, the heparin treatment was performed on these chosen spermatozoa to induce the
acrosome reaction. Finally, the effectively reacted spermatozoa are selected by estimating again their
polarization state by the PS-DHI combined with the study of their Raman spectra. This interesting
combined approach leads to the identification of spermatozoa in which the modification in their
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birefringence distribution is imputed only to the acrosome reaction, while those in which this variation
is correlated with defects are not considered [30].

In 2019, Gordon et al. [73] proposed a proof of concept of a holographic fiberscope that allows
producing full-field images of amplitude and quantitative phase in two polarizations, using a novel
parallelized transmission matrix approach. The polarimetric imaging of birefringent and deattenuating
samples was carried out to verify the feasibility of this approach. Due to their small diameter and
high flexibility, imaging through optical fibers is already implemented in biomedical endoscopy
and industrial inspection. Therefore, the introduction of a holographic fiberscope for birefringence
measures appears very interesting for biological applications and remote sensing.

Figure 8. (a) Amplitude parameter β and phase difference Δϕ relative to a control sperm cell (0 h in
heparin). Colorbars indicate the mapping of the phase variation. (b) The same polarization parameters
measured for a reacted sample (4 h in heparin). (c) Distribution of birefringence patterns of sperm from
three donors exposed to heparin for 0 h (control sample) and 4 h (reacted sample). Scale bar: 4 μm
(adapted from De Angelis at al. [30]).
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An application worthy of note is that studied by Öhman et al. [74,75]. They developed a dual-view
polarization-resolved digital holographic systems for particle tracking [74] as well as for define if a particle
has a spherical shape or not and to estimate its size [75]. This novel system allows to image the same
volume from two perpendicular directions, giving information about the amplitude ratio angle β from
two views. The authors found that the size of a non-spherical particle can be estimated from β with an
upper limit of about nm. This approach could be very useful to detect and distinguish different particles,
including biological particles, under different flow conditions by estimating their polarization response.

Finally, the instantaneous (single-shot) measure of the spatial variations of the phase retardance
induced in either geometric or dynamic phase is carried out through an alternative approach presented
in Ref [76], where a quantitative fourth-generation optics microscopy (Q4GOM) has been developed;
even though this approach doesn’t characterize the full SoP, thanks to its unique optical performance,
it can open new research in diagnosis of optical composite nanostructures or biomolecular sensing.
The phase restoration is based on the self-interference of optical wave and is achieved in an intrinsically
stable common-path setup. Basically, in the live cell imaging an add-on fourth-generation (4G) optics
imaging module is combined to a polarization adapted interference microscope, as shown in Figure 9a.
A light linearly polarized in the same direction of the azimuth of the compensating quarter-wave
plate QWP1 and obtained by the input polarizer P1, enters in a Mirau microscope objective (MMO) by
the beam splitter cube BS2. Therefore, the object (reflected from the sample) and reference (reflected
from the reference mirror M) beams are orthogonally linear polarized after passing twice through
QWP1 and QWP2 (see Figure 9b). Another quarter-wave plate (QWP3) transforms the orthogonal
linear polarizations into L-state and R-sate circular polarizations. The light collimated by the MMO
is focused by the tube lens TL, whose back focal plane corresponds to the input plane of the add-on
4G optics module. Here the L-state and R-sate circular polarizations images created in the sample
and reference path overlap, and a polarization directed geometric-phase grating (GPG), with a spatial
period Λ = 9 μm (corresponding to 2π rotation of the anisotropy axis) is positioned. The polarization
state of the object and reference beams is changed from L-state to R-state circular polarization and vice
versa by passing through the GPG, whereas the geometric phase changes as±2ϕ, whereϕ is the periodic
spatial change of the angular orientation of the anisotropy axis (see Figure 9c). This geometric-phase
modulation leads to a tilt of the object and reference waves with the orthogonal circular polarizations
in directions of +1st and −1st diffraction order with the mutual angle of 8◦ for the central wavelength.
The polarizer P2 and the lens L2 give the polarization projection and the Fourier transform, respectively;
then, the off-axis hologram is recorded on the CCD. By using an optical path difference compensator to
the back focal plane of the lens L1, the length of the object and reference beams optical paths can be
aligned, allowing the successfully use of the MMO in biological experiments using broadband light.
The Q4GOM has been tested for quantitative imaging of diverse cells classes: human cheek cells, blood
smear and spontaneously transformed rat embryonic fibroblast cells. As example, the images obtained
for human cheek cells are reported in Figure 9d. Results are very impressive, since they demonstrated
an accuracy well below 5 nm, opening new research directions in the quantitative retardance imaging
of anisotropic biological samples [76].
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Figure 9. Illustration of quantitative fourth-generation optics microscopy (Q4GOM). (a) Experimental
setup using 4G optics module connected to microscope with a polarization adapted interference
objective. P1: input polarizer; IL1, IL2: illumination lenses; MMO: Mirau microscope objective; BS1:
pellicle beam splitter; QWP1, QWP2, QWP3: quarter-wave plates; M: reference mirror; BS2: beam
splitter cube; TL: tube lens; GPG: geometric-phase grating; L1: first Fourier lens; P2: analyzer; L2: second
Fourier lens; CCD: charged coupled device. (b) Polarization-adapted Mirau microscope objective
(MMO) used for imaging of isotropic samples. (c) Polarization sensitive transformation of light by
geometric phase grating. (d) The quantitative phase retardance imaging of human cheek cells. At the
top a comparison of the quantitative phase imaging (left) and bright field image (right) of the marked
area (adapted from Bouchal et al. [76]).

4. Conclusions

PS-DHI is a flexible, useful development of DHI; indeed, only a few changes to the standard DH
setup are required to obtain polarization-based imaging. However, innovative solutions were also
developed. The requirement of a single-shot imaging and high processing speed significantly improve
the operation of the measurement process making this approach more appropriate for real-time
multiple analyses. Moreover, the full SoP and phase distribution for an arbitrary light field can be
easily and quickly measured by PS-DHI based on the geometric phase.

In this context, this review paper presents a brief introduction to the basic principles underlying
PS-DHI and an overview of some enhancements in its technology development. To the best of our
knowledge, there are no other reviews on this topic. Therefore, it is our belief that this work could
help researchers who work in this field. Even if PS-DHI is a fairly established research line (the first
work proving its feasibility dates back to 1999 [17], while in the past 20 years, many works have been
published to introduce improvements to the technique), there are currently only a few applications
presented in the literature. Among these, the most promising are in the fields of microelectronics,
photonics and biomedical imaging. Since it has been demonstrated with other more complex techniques
that birefringence and, in general, SoP modification induced by biological and electronics samples can

70



Appl. Sci. 2020, 10, 4520

indicate their status (e.g., the healthy state of some cells [54–56,69,70] or the stress–strain induced in
some materials [15,16]), and considering the achievements of PS-DHI in microelectronics, photonics,
and biomedical imaging of the past few years, new technological developments, such as the use of
quantum holography, which is a recent fascinating line of research, and new potential applications are
expected in the next years.
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Appendix A

Polarization of Light

Polarization of light defines the geometrical orientation of the oscillations of electromagnetic waves.
In a transverse wave, the oscillation is in the perpendicular direction respect to the direction of propagation
of the beam. When the field vector components along the x and y directions generates a linear trajectory
over the time, polarization is called linear, whereas when the tip of the field vector describes a circle or an
ellipse in any fixed plane intersecting, and normal to, the direction of propagation, the polarization is
classified as circular or elliptical, respectively. The rotation can occur in two possible directions: right
circular polarization if the fields rotate in a right-hand sense with respect to the propagation direction,
or left circular polarization if the fields rotate in a left-hand sense. Polarization of light can be described
with the following two different formalisms [77]:

• Jones vector, evaluated by means of the Jones calculus, only applicable to light that is already
fully polarized;

• Stokes parameters, evaluated by means of the Müeller calculus, for a light that is randomly
polarized, partially polarized, or incoherent.

Basically, in the Jones formalism, considering propagation along the z axis, the electric field can be
written as E = Ex + Ey, where

(
Ex(z, t)
Ey(z, t)

)
=

⎛⎜⎜⎜⎜⎝ Ax cos(ωt− kz + δx)

Ay cos
(
ωt− kz + δy

)
⎞⎟⎟⎟⎟⎠ =

(
Axeiδx

Ayeiδy

)
ei(ωt−kz) (A1)

Here i is the imaginary unit. The components can be writing as a column vector, which is called
Jones vector.

J =

(
Axeiδx

Ayeiδy

)
(A2)

The state of polarization of an optical wave can be expressed in terms of the amplitudes (Ax, Ay) and
the phase variations (δx, δy) of the x and y components of the electric field vector. Hence, the polarization
state of a light beam is completely described by the complex amplitudes in Equation (A2). When a
polarized wave with field vector E is incident on a polarization-changing object, the emerging wave
has another polarization state E1 given by

(
E1x
E1y

)
=

(
j11 j12

j21 j22

)(
Ex

Ey

)
(A3)

where the 2 × 2 transformation matrix is called the Jones matrix. If the optical wave travels through
different optical components, the resulting Jones vector can be evaluated by multiplying a cascade of
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Jones matrices to the input vector, JNJN-1 . . . J2J1E, where Ji represents the polarization properties of
i-th element [78].

In the case of Stokes formalism, the polarization of light is described by four factors related to
intensity and polarization ellipse parameters as described in Figure A1 and in the following equations:

S0 = I
S1 = Ip cos 2ψ cos 2χ

S2 = Ip cos 2χ
S3 = Ip sin 2χ

(A4)

where Ip, 2ψ and 2χ are the spherical coordinates of the polarization state in the three-dimensional
space for the S1, S2 and S3 parameters, I is the total intensity of the beam, and p is the degree of

polarization given by

√
S2

1+S2
2+S2

3
S0

, constrained by 0 ≤ p ≤ 1. Generally, normalized Stokes vector,
obtained by normalizing to the total intensity S0, is used and the three significant Stokes parameters are
plotted on a spherical region. The parameter S1 describes the dominance of linear horizontal polarized
(LHP) light over linear vertical polarized (LVP) light; S2 describes the preponderance of linear +45◦
polarized (L + 45P) light over linear −45◦ polarized (L − 45P) light and S3 describes the dominance of
right circular polarized (RCP) light over left circular polarized (LCP) light [79]. For pure polarization
states, the normalized vector is situated on the Poincaré sphere with unity-radius, while in case of
partially polarized states the normalized vector will be placed inside the unity radius Poincaré sphere
at a distance of p from the origin.

Figure A1. (a) Polarization ellipse, showing the relationship to the Poincaré sphere parameters ψ
and χ. In particular, the orientation angle ψ is the angle between the major axis of the ellipse and the
x-axis along with the ellipticity ε = a/b, the ratio of the ellipse’s major to the minor axis (also known
as the axial ratio). The ellipticity parameter is an alternative parameterization of the ellipticity angle,
χ = arctan(b/a) = arctan(1/ε) [15,79]. (b) The Poincaré sphere is the parameterization of the last three
Stokes’ parameters in spherical coordinates.

The orientation and ellipticity angles, ψ and χ, associated with the polarization ellipse can be
related to the Stokes parameters associated with the Poincaré sphere as follows [80]:

ψ = 1
2 tan−1

(S2
S1

)
, 0 ≤ ψ ≤ π

χ = 1
2 sin−1

(S3
S0

)
, −π4 ≤ χ ≤ π

4
(A5)
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Following the Müeller formalism, the Stokes components at the output of a given optical sample
can be modelled as S′ =Msample S, where S and S′ are the input and output Stokes vectors, respectively,
and M is the 4 × 4 Müeller matrix of the sample,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S′0
S′1
S′2
S′3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

M11 M12

M21 M22

M13 M14

M23 M24

M31 M32

M41 M42

M33 M34

M43 M44

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S0

S1

S2

S3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(A6)

Similarly to the Jones calculus, when a polarized light wave passes through several optical objects,
the polarization of the outgoing beam can be evaluated by knowing the Stokes vector of the input wave
and applying Müeller calculus that needs a Müller matrix for each crossed optical object; the resulting
vector contains the Stokes parameters of the light outgoing the system [80].
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Featured Application: Stimulated Raman microscopy, based on two femtosecond pulsed lasers

and with a spectral resolution of about 56 cm−1, is demonstrated to be sufficient in order to

distinguish protein and lipid bands in the C-H region.

Abstract: In the last decade, stimulated Raman scattering (SRS) imaging has been demonstrated to
be a powerful method for label-free, non-invasive mapping of individual species distributions in
a multicomponent system. This is due to the chemical selectivity of SRS techniques and the linear
dependence of SRS signals on the individual species concentrations. However, even if significant
efforts have been made to improve spectroscopic coherent Raman imaging technology, what is the
best way to resolve overlapped Raman bands in biological samples is still an open question. In this
framework, spectral resolution, i.e., the ability to distinguish closely lying resonances, is the crucial
point. Therefore, in this paper, the interplay among pump and Stokes bandwidths, the degree of
chirp-matching and the spectral resolution of femtosecond stimulated Raman scattering microscopy
are experimentally investigated and the separation of protein and lipid bands in the C-H region,
which are of great interest in biochemical studies, is, in principle, demonstrated.

Keywords: stimulated Raman microscopy; pulsed source; laser pulse bandwidths; laser chirping;
spectral resolution

1. Introduction

Over the past ten years, stimulated Raman scattering (SRS) microscopy has been inves-
tigated in nanophotonics [1–4] as well as in biophotonics as an analytical, label-free, non-
invasive technique with unique cellular and tissue imaging capabilities [5–8]. As almost
all the biomolecules contain carbon and hydrogen, the CH-stretching (2800–3100 cm−1)
region of Raman spectra of biomolecules is the most used in SRS microscopy. The two
Raman bands typically investigated are CH2, near to 2845, and CH3, near to 2930 cm−1,
corresponding to lipids and proteins, respectively. Due to their large spectral shapes (about
100 cm−1) and the difference between peaks of 95 cm−1, the CH2 and CH3 are partially
overlapped. Moreover, in the C-H region, the SRS signal level is high because the density
of CH bonds is high, while the SRS molecular specificity is assumed to be low.

Typically, SRS microscopy is implemented by using two Fourier transform-limited
(FTL) tunable picosecond (ps) laser sources with a high spectral resolution (≈10 cm−1),
helpful in the region of interest (i.e., the fingerprint region: 800 ÷ 1800 cm−1), where
Raman peaks are narrow, nearly spaced, and could be packed [8]. However, when ps
laser pulses are used to implement an SRS microscope, an equally fruitful imaging in
carbon–hydrogen (C-H) stretching is achieved. The drawback is that ps pulses show a
low peak intensity, thus needing high laser power for imaging [5–8]. In the last decade, an
improvement of about one order of magnitude of the SRS signal has been demonstrated
when ps pulses are replaced with femtosecond (fs) pulses [9]. This improvement is due
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to a higher peak intensity; thus, higher signal-to-noise ratio (SNR) can be obtained when
temporally shorter pulses are used than narrowband, picosecond pulses with an unchanged
optical power. However, when ultra-fast sources are used, a low spectral selectivity is
obtained and multi-band excitation can occur, not allowing, in principle, the separation
of some bands of particular interest in biology, such as those of lipids and proteins as
discussed previously. To solve this issue, a number of methods for SRS multicolor imaging,
based on broadband femtosecond pulses, have been developed. Among them, frequency
tuning [10], multiplexing [11,12] and spectral focusing [13–16] implementations have been
studied and reported in the literature.

It is well known that the light pulse is considered transform-limited when the angular
frequency is constant and equals the central angular frequency ω(t) = ω0. On the other
hand, the chirp of an optical pulse is generally understood as the time dependence of its
instantaneous frequency; thus, a chirped pulse having a carrier frequency ω0 at time t
shows an instantaneous central frequency ω(t) that depends on the linear chirp parameter
β by the equation: ω(t) = ω0 + 2βt [17]. In detail, a down-chirp (up-chirp) means that
the instantaneous frequency decreases (increases) with time. A pulse can gain a chirp, for
example, through propagation in a transparent medium due to the effects of chromatic
dispersion and nonlinearities. Indeed, due to its wide spectral width and to group velocity
dispersion, optical pulse propagating in a transparent medium undergoes a phase distor-
tion inducing an increase in its duration with a different laser frequency distribution in time,
as reported in Figure 1. In particular, the time–bandwidth product Δω0·τ0 = 4 ln 2 ≈ 2.77
corresponds to the area of the ellipse on the left in Figure 1 and it is the bandwidth of an
FTL laser pulse. As a result of the chirp, laser pulses can undergo a temporal stretch and
the final pulse duration is τ = Fτ0, where τ0 is the FTL pulse duration and F is the stretching
factor; at the same time, the instantaneous spectral bandwidth becomes narrower than the
FTL spectral bandwidth by a factor of 1/F [18]. With the relation Δω·τ = 2.77 also being
applicable to the chirped pulse width τ and to the instantaneous bandwidth Δω of the
pulse, the duration broadening leads to a decrease in the instantaneous bandwidth by the
stretching factor, whereas the whole bandwidth Δω0 is left unchanged [19], as depicted in
Figure 1.

Figure 1. Time-bandwidth distribution for (a) Fourier-transform limited laser pulse and (b) the same
laser pulse that is linearly chirped.

In order to enhance spectral resolution in SRS microscopy based on fs laser pulses,
an option is to force a quadratic spectral phase variation. By equally chirping pump and
Stokes beams with an energy spacing corresponding to the Raman line, it is possible to
generate a constant instantaneous frequency difference (IFD, Ω = ωp − ωs) that spectrally
focuses the excitation energy into a single resonance. We note that the bandwidth δΩ,
which ultimately determines the SRS spectral resolution, in the limiting case can simulate
the ps SRS system. This method is known as spectral focusing (SF) [13–16]. Nevertheless,
the great disadvantage related to this approach is the large amount of parameters that
should be taken into account in the selection and alignment of the optics to obtain the
chirp-matching condition. Moreover, since the operative conditions can be altered by
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fluctuations in the pump and Stokes wavelengths together with the dispersion in the
microscope, perfect chirp-matching is difficult to maintain. For these reasons, the resulting
spectral resolution of SF-SRS setups is often worse than theoretically predicted [13–16].

The comparison among FTL, equally and differently chirped laser sources is shown in
Figure 2. In the spectral focusing, when the pump and Stokes pulses are “chirp-matched”,
the bandwidth of IFD is lower than the total bandwidths of the transform-limited pulses,
leading to an improvement of the spectral resolution, as reported in Figure 2b. On the other
hand, when the chirp-matching condition is not met, the bandwidth of the IFD signal is
broader, and, as a consequence, the spectral resolution is poorer with respect to the chirp
matched case (see Figure 2c). Interestingly, spectral resolution for differently chirped lasers
is better than FTL laser sources [19].

Figure 2. Coherent Raman excitation with (a) FTL laser pulses, (b) laser pulses with the same chirp,
(c) laser pulses with different chirps. Ω is the vibration frequency given by Ω = ωp − ωs.

For microscopy, both contrast imaging and spectral tuning are important to assess
the good quality of images. However, in coherent Raman scattering, there is a tradeoff
between the best spectral resolution, which is reached with ps sources, and the best ratio of
image contrast and signal intensity, which is obtained when the spectral resolution and the
width of the Raman lines under observation are almost the same [14]. This condition is
satisfied in the case of excitation with both ps pulses, since they match the linewidths in
the fingerprint region (5–20 cm−1), and in the case of broader bandwidth femtosecond (fs)
pulses, which are considered the ideal excitation for CH stretching vibrations.

We note that the SF approach usually takes advantage by static dispersive elements,
such as glass rods, placed into the optical path to stretch both the pump and the Stokes
frequencies in time and produce a constant IFD. However, the optical elements embedded
in an SRS optical circuitry microscope setup can also change the pulse width. In this paper,
taking advantage of the small chirping, introduced by simply propagating the beams
through dispersive materials already present in the SRS microscope setup, we examine the
spectral correlations and we demonstrate that its value is enough to distinguish protein
and lipid bands in the C-H region.

2. Experimental Setup and Methods

Our optical system, not commercially existing and schematically shown in Figure 3,
is obtained by integrating a femtosecond-SRS spectroscopy setup [20–22] with a C2 con-
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focal Nikon microscope, which consists of an inverted Nikon Ti-eclipse microscope and a
scan head. Experimental details of our setup have already been reported in our previous
papers [22–25]. Two femtosecond laser sources are involved in this setup: a Ti:Sapphire
(Ti:Sa—Chameleon Ultra II—pulse duration = 140 fs, repetition rate = 80 MHz, emission
wavelengths range = 680–1080 nm) and a femtosecond synchronized optical parametric oscil-
lator (OPO—Chameleon Compact OPO—pulse duration = 200 fs, repetition rate = 80 MHz,
emission wavelengths range = 1000–1600 nm).

Figure 3. Experimental setup for stimulated Raman scattering imaging. (Ti:Sa): Titanium-Sapphire pulsed laser source;
OPO: optical parameter oscillator; M: mirror; EOM: electro-optical modulator; GM: galvo-mirror; DM: dichroic mirror; OBJ:
objective lens; PD: photo-detector; FFFC: flip flop fiber coupler; S: multimode optical fiber; OSA: optical spectrum analyzer.

Typically, the temporal characterization of a signal is performed by measuring the
correlation between the signal and its duplication. In particular, optical autocorrelation
of the field intensity may be used to measure the second-order coherence degree and
to assess the duration of short pulses. With this aim, an additional flip-flop mirror has
been mounted in-between the mirror M4 and the input of the scan head in our optical
architecture to deflect the laser pulse beams directly toward an autocorrelator (pulseCheck
50–A.P.E., Berlin) (see Figure 3); therefore, auto- and cross-correlation of the pulse beam
were measured in the optical path just before the laser beam reaches the microscope.
In an autocorrelator, the input pulsed beam is divided into two arms of a Michelson
interferometer and a delay can be induced in the pulses in one arm with respect to the other
one. Both pulses are then overlapped in a non-linear crystal and the generated signal is
detected. The pulse duration can be evaluated from the measurement of the time delay and
the intensity of the generated signal [26]. The detectable pulse width range is fixed by the
delay range, whereas the measurable wavelength range is determined by the detector and
the non-linear material. Here, the nonlinear process is the two photons absorption (TPA)
and it is measured as a function of the time delay giving the beam autocorrelation function.
Auto-correlators based on TPA have some important advantages: (i) a higher sensitivity can
be obtained with respect to second harmonic generation (SHG) due to the involvement of
fields only at the original frequency, ω, owing to the TPA resonant second-order transition
nature; (ii) extremely short pulses can be characterized since TPA can operate in a wide
wavelength range not restricted by the narrow phase matching bandwidth; (iii) in TPA,
non-linear signal multiplication and detection are combined into one process, leading
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to a simplification and a higher efficiency with respect to a two-step process of optical
non-linearity followed by linear detection.

The used pulseCheck can be used in two measurement modes: collinear and non-
collinear. Collinear, also known as interferometric or fringe-resolved mode, provides
further qualitative information on the chirp and central wavelength of the pulse. Regarding
non-collinear mode, it allows high dynamic range measurements that are background
free [27].

The auto- correlator was used with a pulse width measurement range of (10 fs–12 ps)
and it was connected to the PC through USB and by using the APE’s Standardized Software
Interface, allowing either remote control or integration into automated setups. Therefore,
the deflected beam is tuned until the intensity is stabilized and maximized, and then, the
pulse is acquired and the data analysis is completed by using the Gaussian fitting curve
function cftool of MATLAB 2020.

To evaluate the spectral resolution, the exact estimation of the pulses’ duration is
required. Normally, the full width at half-maximum (FWHM) of the unknown pulse τp
is proportional to the FWHM of the measured fringe-resolved intensity autocorrelation
function τac:

τac = k·τp (1)

where k is the proportionality factor, also known as the deconvolution factor. k differs
significantly for different pulse shapes; therefore, to evaluate the pulse width from the
intensity autocorrelation requires some previous knowledge of the pulse shape. Typically,
the deconvolution factor can be calculated for analytical pulse shapes or computed numeri-
cally for complicated pulses; however, for some common pulse shapes, the deconvolution
factor is known (k = 1.414 for Gaussian shape, k = 1.543 for sech shape, k = 1 for square
shape) [28].

It is well known that the Fourier transformation correlates β, which defines the linear
slope of the central frequency, to the group delay dispersion (GDD) applied to the laser
pulse as reported in the following [19]:

β =
2GDD

τ4
0 + 4GDD2

≈ 1
2GDD

f or τ 
 τ0 (2)

The GDD leads to a stretch of the pulse width, which passes from τ0 in the case of the
FTL pulse to the chirped width τ:

τ = τ0

√√√√1 +

(
4 ln 2·GDD

τ2
0

)2

≈ 2.77
|GDD|

τ0
f or τ 
 τ0 (3)

From Equations (2) and (3), we found that τ·τ0 ≈ 4 ln 2|GDD| ≈ 2 ln 2/|β|; this
product is considered a direct measure of the chirp parameter β for τ 
 τ0 [19]. We note
that two chirped pulses have the same slope only if the resultant products τ·τ0 are equal.

Information obtained by autocorrelation measurements allows us to monitor the
pulse duration and chirp of the laser beam, which are very important parameters to
optimize the non-linear interaction in microscopy. Moreover, considering that SRS is a
two-pulse technique, its spectral resolution is not defined by the spectrum of the individual
exciting pulses but by the spectrum of their temporal interference. Consequently, cross-
correlation characterization is equally important for providing information about the entire
system; in particular, the FWHM of pump and probe beams’ cross-correlation allows us
to evaluate the experimental spectral bandwidth [29]. Typically, SF is obtained by equally
chirping the pump and the Stokes pulses by using glass elements of known group-velocity
dispersion without significant intensity losses [30]. As a general rule, the spectral resolution
is restricted both by the level to which the pulses are chirped and by the similarity of these
chirps. A better spectral resolution can be obtained when the pump and Stokes pulses with
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larger bandwidths are chirp-matched. In the case of transform limited laser pulses, the
spectral resolution can be calculated by the formula [19]:

Δν̃ =
2 ln 2

πc

√
2
(
τ−2

p + τ−2
S

)
= 20.8 ps·cm−1

√
τ−2

p + τ−2
S (4)

and in the case of our fs laser sources its evaluated value is of 181 cm−1. In order to carry
out cross-correlation between Ti:Sa and OPO, both sources are focused inside the TPA
detector, then by inserting an optical delay line (Newport MOD MILS200CC) between the
Ti:Sa and the microscope, we introduce an optical delay in the Ti:Sa beam; at each step of
the delay line, the signal is acquired.

Finally, to have a complete characterization of the pulsed sources used in our SRS
microscope, we have carried out laser spectra measurement by adding a flip flop fiber
coupler (FFFC in Figure 3) in the optical setup without disturbing it, and the deflected
beam is coupled in an optical spectrum analyzer (OSA—Ando AQ6317C) by a multimode
optical fiber S, which is mounted after the flip/flop mirror. In Figure 3, the setup used
integrated with the described system for complete characterization of the pulsed laser
sources is reported.

3. Results and Discussion

Autocorrelation characterizations of the pulsed laser beams were examined using the
aforementioned autocorrelator. The Ti:Sa and OPO laser emission wavelengths were fixed
at 811 nm and at 1074 nm, respectively. The collected autocorrelation function of the Ti:Sa
and OPO is reported in Figure 4a,b, respectively. As can be seen in these figures, the pulses
emitted by the lasers show a Gaussian-like distribution, as expected. Therefore, with the aim
to evaluate the pulse width value, both the autocorrelation traces were Gaussian-fitted as
displayed in Figure 4a,b, and the corresponding FWHM of the Gaussian curves was calculated
to be about 341 fs and 357 fs for Ti:Sa and OPO, respectively. Since the pulse follows a Gaussian
line shape and considering Equation (1), the factor of 1.414 was applied to our evaluation,
leading to an estimation of the pulses’ width duration at the input of the microscope of about
τ = 241 fs for Ti:Sa and τ = 253 fs for OPO, respectively. Thus, a small broadening of OPO
was observed, while a major one was retrieved for Ti:Sa. These broadenings are related to
the dispersion arising during propagation through several optical elements along the beams’
path; in particular, the higher widening observed for Ti:Sa can be explained considering that
in its optical path a Pockels cell is employed. In Table 1, the features of the two lasers and
results of their autocorrelation measurements are summarized.

Figure 4. Autocorrelation trace of the pulsed laser sources (a) Ti:Sa and (b) OPO, respectively. Results of the Gaussian fit are
also reported.
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Table 1. Pulsed laser sources properties.

Laser Source
Wavelength
Range [nm]

Pulse Duration
[fs]

Repetition Rate
[MHz]

Widened Pulse
Duration [fs]

Ti:Sa 740–880 140 80 241
OPO 1000–1600 200 80 253

The second order group velocity dispersion can be evaluated for each pulsed source by
applying Equations (2) and (3). The obtained values are GDD = 9905 fs2 and GDD = 11,177 fs2

for Ti:Sa and OPO, respectively. In our case, pulses were not equally chirped.
To complete the single beam characterization, the laser spectra were acquired by an

optical spectrum analyzer and results are shown in Figure 5, when Ti:Sa is tuned to 811 nm
and OPO to 1074 nm, respectively. The resultant bandwidths are approximately the same
for both pulsed laser sources and were of about 6.1 nm.

Figure 5. Optical spectra of the pulsed laser sources (a) Ti:Sa and (b) OPO, respectively. Results of the Gaussian fit are
also reported.

The measured FWHM of Ti:Sa and OPO cross-correlation was 371 fs; since the con-
volution of two Gaussian functions is another a Gaussian function [31], Equation (1) can
also be applied when cross-correlation measurements are performed, leading to a pulse
duration of 262 fs (see Figure 6). Thus, the obtained experimental spectral bandwidth,
which is given by the FWHM of cross-correlation in the frequency domain, was of 56 cm−1.

Figure 6. Cross-correlation measure and its Gaussian fit.
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The retrieved spectral resolution is very useful in biological sample imaging when both
lipid and protein bands need to be investigated by SRS microscopy by simply regulating the
frequency either of the pump or the Stokes beams in successive scans. The corresponding
two stretching signals are CH2 (2845 cm−1) and CH3 (2940 cm−1), respectively; thus, these
bands can be collected by choosing one Raman shift at a time, allowing the imaging of
the map distributions of the lipid and protein on the same field of the sample. Therefore,
since our experimental spectral bandwidth was of 56 cm−1, when we set the laser beams to
excite the 2845 cm−1 lipid band, we are exciting from (FWHM) 2817 to 2873 cm−1; in the
same way, when we set the laser beams to the protein band at 2940 cm−1, effectively we
excite the range 2912–2968 cm−1 (FWHM). In Figure 7, the spectral bandwidth derived by
the chirping of the pulses (56 cm−1—continuous lines) and two simulated Raman bands
with two peaks at a distance of 95 cm−1 with a width of about 100 cm−1 (red circles and
green diamonds) are illustrated.

Figure 7. Raman bands for CH2 (2845 cm−1, red circles) and CH3 (2940 cm−1, green diamonds). Continu-
ous lines are obtained considering the Ti:Sa and OPO cross-correlation reported in Figure 6 at the input of
the microscope (i.e., 262 fs). Blue lines highlight the overlap area between two excited bandwidths.

The overlap between two excited bandwidths is highlighted with blue lines; however,
the contribution to the Raman signal from this region can be neglected considering that
the intensities are lower than FWHM values and, therefore, they can be considered under
the threshold. Thus, we can conclude that, using 56 cm−1 chirped pulses, the 2845 cm−1

channel is essentially related to the lipid signal and the 2940 cm−1 channel is principally due
to protein content. Definitely, considering the retrieved experimental spectral resolution
(about 56 cm−1) that is lower than the Raman band of lipids and proteins (about 100 cm−1)
and since the overlap region, obtained when lipids and proteins are sequentially excited,
can be considered negligible, our SRS microscope is suitable to image molecular specificity
such as lipids (CH2) and proteins (CH3) in the C-H region, as already demonstrated in our
previous paper [23].

4. Conclusions

In SRS microscopy, the trade-off between high selectivity offered by picosecond pulses
and high SRS signal obtained by using femtosecond pulses is still an open question and it
is widely investigated. In particular, for biological application, there is interest in label-free
imaging both the lipid and protein distribution. Unfortunately, the Raman bands of these
two components are very close, thus ps pulses are required; however, the protein content
could be low, leading to very weak Raman signals, so fs pulses would be appropriate.
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In this paper, in order to overcome the drawback of spectral focusing, an alterna-
tive method is proposed. Its basic idea is to avoid adding optical elements in the SRS
microscopy optical setup and to take advantage of chirping, introduced by simply prop-
agating the beams through dispersive materials already present in the SRS microscope.
The pros are that no additional optical elements have to be introduced in the experimental
setup, giving the great advantage of a more simple and cheap setup; the cons are that the
spectral resolution is fixed. However, in our setup, an experimental value of 56 cm−1 for
spectral resolution is measured by cross-correlation techniques, and molecular specificity
is demonstrated for lipids and proteins in the C-H region.

Moreover, the spectral resolution was measured before the microscope, and this
means that a significant further chirping of laser pulses is expected due to the propaga-
tion of the pulsed beams inside the scan head and of the microscope objective, leading
to an additional improvement in spectral resolution. Definitely, our method has the
merit to maintain the benefits of femtosecond pulses, i.e., an improvement in sensitiv-
ity with respect to ps pulses, while preserving in the C-H region of Raman spectra of
biomolecules an adequate spectral resolution.
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Abstract: In the last three decades, the development and steady improvement of various optical
technologies at the near-infrared region of the electromagnetic spectrum has inspired a large number
of scientists around the world to design and develop functional near-infrared spectroscopy (fNIRS)
systems for various medical applications. This has been driven further by the availability of new
sources and detectors that support very compact and wearable system designs. In this article,
we review fNIRS systems from the instrumentation point of view, discussing the associated challenges
and state-of-the-art approaches. In the beginning, the fundamentals of fNIRS systems as well as
light-tissue interaction at NIR are briefly introduced. After that, we present the basics of NIR
systems instrumentation. Next, the recent development of continuous-wave, frequency-domain, and
time-domain fNIRS systems are discussed. Finally, we provide a summary of these three modalities
and an outlook into the future of fNIRS technology.

Keywords: NIRS technology; spectroscopy; imaging; bioinstrumentation; near-infrared

1. Introduction

The invention of near-infrared spectroscopy (NIRS) enabled many investigations and development
in various scientific fields ranging from pure research laboratory experiments to robust industrial
procedures for different purposes [1,2]. More interestingly, numerous biomedical studies have been
carried out using NIRS systems [3–5]. Among many applications, medical diagnostics, such as
functional neuroimaging, cancer diagnosis, rehabilitation, and neurology, have been a drive for
numerous investigations and development [3–6]. Starting in the 1990s, a new chapter of NIRS has
spawned numerous efforts to develop functional NIRS (fNIRS) systems for different applications [2,7–10].
These efforts followed naturally from the understanding that fNIRS allows functions that are not
available by using other techniques. fNIR imaging (fNIRI) and spectroscopy were just some primary
examples. More specifically, cerebral blood flow (CBF) and cerebral blood volume (CBV) are indirectly
connected with mental activity. Neural activity increases the cerebral metabolic rate of oxygen which
consumes glucose and oxygen and releases vasoactive neurotransmitters which lead to vasodilation of
arterioles and finally leads to a local increase in CBF and CBV [11]. Therefore, fNIRS is considered one
of the main emerging neuroimaging techniques. This allows physicians to view activity within the
human brain without the need for quite complicated invasive neurosurgery. The potential of such
techniques has been reviewed in several recent papers [6,12–15].

Studying light-tissue interaction at any frequency band is a quite complicated and interesting task
at the same time, because the materials of the biological tissues are multilayered, multicomponent,
and optically inhomogeneous. It includes reflection, refraction, absorption, and multiple scattering
of photons in the tissue as shown in Figure 1. The fact that the absorption by water molecules is
lower than oxyhemoglobin and deoxyhemoglobin in the light wavelength range between 650 and
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1000 nm enables us to easily estimate the concentration of oxyhemoglobin and deoxyhemoglobin.
Nevertheless, strong scattering of light is a characteristic feature of tissue in which near-infrared light
propagates in all directions and diffusely illuminates the tissue volume instead of following a narrow
path. The absorption and scattering effects at NIR will be discussed in more detail in Section 2.

Figure 1. Illustration of the light signal propagation via a biological tissue after it has been partially
absorbed and scattered.

In 1993, a NIRS measurement was performed by Hoshi and Tamura [16] by combining five
single-channel NIRS instruments. Since then, NIRS instrumentation has been continuously developing
and has established its place as a functional brain imaging modality in research use. For instance,
a system with 96 sources, 64 detectors, and 3072 measurement channels was recently built [17].
Depending on the area of interest, a number of emitters and detectors are used and separated by a
distance of few-to-several centimeters. The acquired raw data is then processed and analyzed using a
computer. The estimation of the oxygen saturation of the probed tissue can be evaluated by evaluating
the ratio of red-light intensity to the near-infrared light intensity that was re-emitted from the tissue.
Therefore, the fraction of oxyhemoglobin measured, for example, at a spot on the brain reflects the
local activity at that spot. Furthermore, this method uses a quite low fluence of non-ionizing light
radiation. Interestingly, the light wavelengths used have a penetration depth of few centimeters within
tissues. Increasing the source–detector separation distance provides a better penetration depth (higher
depth sensitivity profile), however, fewer photons will reach the detectors, which results in a low
signal-to-noise ratio (SNR). Clearly, there is a trade-off between the light penetration depth and the
SNR. A source–detector separation of 3 cm is a reasonable compromise between depth sensitivity and
SNR in the brain studies of adults population [18,19] while a source–detector separation of 2 to 2.5 cm
is reasonable for the brain of infants population [20,21].

fNIRS instrumentations continually improve, facilitated in part by the availability of compact
semiconductor optical photodiodes at the wavelength of interest. Nowadays, commercially compact
and wearable systems are also accessible for imaging and spectroscopy. Even with such advancements,
fNIRS systems continue to be a subject of practical developments to make them wearable and as
compact as possible. The pros and cons of fNIRS have been reviewed in a number of articles [10,22,23].
Ref. [23] specifically discusses the main features of the commercially available fNIRS systems. fNIRS
technology is experimentally flexible, silent, and can be easily integrated with positron emission
tomography (PET), functional magnetic resonance imaging (fMRI), or electroencephalography (EEG).
Nevertheless, fNIRS systems have two main limitations, namely a low spatial resolution of about 1 cm
and its ability to get the hemodynamic response at the outer cortex only [23].

Over the last few decades, fNIRS systems have been designed by utilizing different NIRS
techniques. These techniques can be categorized into three main types: (i) continuous wave (CW) by
measuring the light attenuation using a constant tissue illumination; (ii) frequency-domain (FD) by
utilizing the phase delay and attenuation of detected light; and (iii) time-domain (TD) by measuring
the shape of short pulses after propagation through tissues. The signal acquired by these techniques is
then post-processed using signal processing algorithms. Accordingly, various systems and techniques
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have been the subject of many informative articles and reviews. Table 1 represents a brief list of those
review papers that focused on the fNIRS systems and their applications.

Table 1. Most relevant review papers about CW-, FD-, and TD-fNIRS systems.

Technique Main Discussed Topics Year Ref.

CW-fNIRS

fNIRS major events 1977–2011
Simple point and multi-channel CW fNIRS

Main fields of fNIRS applications
2012 [1]

Technological design aspects (Sources and detectors)
Analysis of fNIRI signals 2014 [24]

Characteristics of key fNIRS and Diffuse Optical Tomography
(DOT) technologies 2017 [25]

fNIRS Most relevant references
fNIRS applications 2019 [13]

FD-fNIRS

Fundamental instrumentation design of FD-NIRS 1998 [26]

Solving the forward model for light propagation in tissue
Developments in reconstruction methods 2010 [27]

A tutorial of the development of Diffuse optical imaging and
its applications. 2012 [28]

Diffuse optical imaging instrumentation 2014 [29]

DOT image reconstruction algorithms and its
clinical applications 2016 [30]

Basics of FD-NIRS and its application to functional
brain studies 2020 [31]

Recent advances in acquisition and processing speed for
several Diffuse Optical Imaging (DOI) modalities. 2020 [32]

TD-fNIRS

Basic features of the TD approach and diffuse optics 2016 [33]

Theoretical background, instruments, advanced theories
and methods 2019 [14]

Brain monitoring clinical applications 2019 [15]

Time-gated detection modality 2020 [13]

However, most of the reviews have been focusing on the differences among these three techniques
and their applications rather than the instrumentation of such systems. Therefore, the main goal
of this paper is to remedy this gap by examining the main differences and similarities between the
CW, TD, and FD techniques in building the fNIRS system from an instrumentation point of view.
The manuscript is organized as follows: First, the light-tissue interaction at NIR represented by the
effects relevant to fNIRS namely the absorption and scattering, and the basics of NIR instrumentation
are presented in Section 2. In Sections 3–5, we discuss CW, FD, and TD fNIRS recently developed
instrumentations. Section 6 then presents a comparison across these three modalities and finally, the
paper is summarized in Section 7.

2. Near-Infrared Systems Instrumentation

As for any optical system at visible or NIR light ranges, instrumentation of NIRS system consists
of an (i) emitter device to illuminate a small area of tissue with light at two or more wavelengths,
namely red and infrared range, and (ii) a detector device to measure the back-scattered light emerging
from the tissue, and (iii) a diffraction grating to enable differentiation and recording the intensity of
different wavelengths [24]. Practically, several sources and detectors (that are called optodes) are
required and the collective effect is measured.

In order to choose the optimal wavelengths for sources, the effects relevant to fNIRS such as
absorption and scattering need to be carefully considered. At NIR wavelengths, the atoms or molecules
absorb a part of the light energy. The absorption level is determined based on the molecular composition

89



Appl. Sci. 2020, 10, 6522

of tissue, the wavelength of the emitted light, and the thickness of the tissue. Within the NIR window,
molecules such as water and lipids are minimal absorbers compared to the iron-containing hemoglobin
present within the blood. In this wavelength widow, deoxyhemoglobin (Hb) and oxyhemoglobin
(HbO2) absorb light strongly. Figure 2 illustrates these absorption properties of the deoxyhemoglobin
(Hb) and oxyhemoglobin (HbO2) as well as the so-called “diagnostic/therapeutic window” where water
absorption is at its minimum. Thus, light in this optical window can penetrate deeper in tissue [34–36].

Figure 2. The light absorption of the deoxyhemoglobin (Hb) and oxyhemoglobin (HbO2) of biological
tissue (re-drawn from the data taken from Ref. [37]). In the diagnostic window, the absorption level
between Hb and HbO2 is notable, and water absorption is at its minimum.

Unlike the absorption, a scattering interaction occurs when light strikes a particle and changes
direction. Numerous factors, such as wavelength, particle size, and refractive index of tissue, contribute
to the prevalence of scattering. There are two general types of scattering: elastic and inelastic.
With elastic scattering, no energy is lost; the light simply changes direction. With inelastic scattering,
some energy is lost from the incident light during the interaction, which would mean altered frequency
and wavelength. The scattering considered here is the former. Similar to absorption, the intensity
of light measured by the detector at a distance in the medium is less than the original intensity of
light incident on the tissue described by Beer-Lambert law. For the adult head, due to scattering and
absorption, only about one in 109 photons that enter the tissue will actually reach the position of a
detector located on the surface a few centimeters away from the source. Both absorption and scattering
reduce the signal and in actual tissues, they both are present simultaneously [34].

Considering the above effects of light-tissue interaction at NIR, there are a variety of NIR sources
currently exist. The incandescent light bulb has often been used in the past while light-emitting diodes
(LEDs) are increasingly becoming the main sources in use due to its reliability, low power consumption
and its long lifetimes [1,7,13]. At the NIR spectrum range, LEDs are available at different emission
wavelengths with output power in the range of mW. Commonly available wavelengths are 660 nm,
670 nm 700 nm, 850 nm, 870 nm and 940 nm. The spectral half-width of LEDs in the 600 nm region is
around 20 nm and the widths increase in longer-wavelength materials to around 40 nm for LEDs in the
900 nm region. Nevertheless, wavelength-scanned lasers and frequency combs are used whenever
high precision spectroscopy is required [38]. Laser diodes have the advantages of small size, low
energy consumption and high output coherent light with output power in the range of mW. At the
NIR spectrum range, the GaAs/AlGaAs material (850 nm) and vertical-cavity surface-emitting laser
(VCSEL) [39], which range from 750–980 nm, are commonly used.

For typical fNIRS optode separation distances, the intensity of light that penetrates the head
and reaches the detector is very small–on the order of only a few mW to pW [40], which is an
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extremely small value. Therefore, high-sensitivity detectors are crucial in this case. Hence, the choice
of detectors includes light-sensitive diodes, photomultiplier tubes (PMTs), semiconductor-based pin,
and charge-coupled device (CCD) cameras [41–43] as well as avalanche photodiodes (APDs) [44].
More recently, silicon photomultipliers (SiPMs) have been intensively utilized for fNIRS applications
as well [41,44,45]. SiPMs feature major advantages in terms of sensitivity, gain, and speed to acquire
the signal [46]. Moreover, they provide a much higher responsivity, three or more orders of magnitude
larger than PDs or APDs [41]. The choice of the photodetection devices depends mainly on the intended
application and the source emitted wavelengths. For instance, the silicon-based pin is a good choice
in the case of the shorter end of the NIR spectrum (400 nm to 1000 nm). In contrast, Germanium
and InGaAs based pin photodiodes are suitable for the long-range of the NIR. More specifically, the
wavelength of the Germanium pin photodiodes range is from 800 nm to 1600 nm while it is from
1100 nm to 1700 nm for the InGaAs ones. Nevertheless, the responsivity for the silicon-based pin
peaks in the range between 800 nm and 900 nm. For silicon and Germanium Avalanche Photodiodes
(APD) types, silicon APD has a higher and wider gain (20–400) with minimum dark noise (0.1–1 nA)
in comparison to Germanium APD, which has a gain range (50–200) with a dark noise range from
50–500 nA. This makes silicon-based pin a common choice for many fNIRS systems [47,48].

The question that arises here is how many sources and detectors should be used and even more
importantly where to locate them. In a recent paper [49], the translation of regions of interest (ROI) to
the placement of optodes on a measuring cap has been thoroughly investigated as shown in Figure 3.
The authors presented a toolbox in this paper to simplify selecting the right fNIRS optode positions
on the scalp. It is based on the overlapping between the simulated photon transport from optodes
positioned in 130 positions on the cap and the regions of interest within the brain.

Figure 3. fNIRS cap layout with corresponding color-coded channels. Reproduced from reference [49].

Figure 4 shows a simplistic example of a montage of one source (in orange color) and a total
of eight detectors. Hence, we can have up to eight channels to be measured. In case we have more
than one source, we need to consider the optical coupling between the light sources and detectors.
Actually, it is one of the most important factors affecting the quality of data. The poor coupling may
lead to several types of errors in the measurement. These include motion artifacts caused by contact
pressure variation, sliding of the probe along the skin, and light leaks. Motion artifacts can lead to
signals that are partly or wholly useless. Light leaks may lead to a signal that looks normal but has a
lower physiological contrast-to-noise ratio than a signal not affected by a light leakage [50]. Hence,
such systems should be checked before taking any measurements against the dark noise.
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Figure 4. Eight channels montage with one source and eight detectors.

The main property of NIR devices is the maximum possible number of channels. Conventionally,
a channel is defined as a possible path between an emitter and a detector. Therefore, the maximum
possible number of channels for 8 emitters and 8 detectors system is 8 × 8 = 64 channels. Practically,
it is unlikely that the detectors receive a measurable signal from distant emitters, for instance on the
other side of an adult head. Hence, detectors are placed within 3–4 cm distance from the corresponding
emitters. Depending on the optodes arrangement, a total number of 20–25 channels can be valid using
systems with eight emitters and eight detectors [24]. One of the important parameters to consider is the
movement artifact due to the mechanical instability of the optodes on the subject. Various designs of
optode holders that keep the optodes securely in place and retains a stable contact and pressure against
the skin have been proposed [13,25,51]. More importantly, lightweight and comfortable enough caps
have been developed to allow some movement for the subject [52].

Several types of systems are currently available for fNIRS measurement techniques:
continuous-wave, frequency domain, and time domain. Theoretical light penetration depths and
sensitivity profiles are extremely similar for a CW system, a 200 MHz modulated FD system, and
a 500 ps pulsed TD system [13]. However, the light signals from FD and TD systems can typically
penetrate deeper into the brain than CW systems. Besides, it is feasible with both FD and TD systems
to differentiate between the brain and extra-cerebral tissue in superficial regions. Some review papers
have already compared these techniques [53,54]. Nevertheless, our paper is concerned with the recent
advances of various instrumentation elements of these three systems that have been proposed in the
last few years.

3. Continuous Wave fNIRS Instrumentation

The simplest form of tissue spectroscopy methods is the continuous wave technique. It is based
on the steady light illumination of tissue and the detection of the transmitted light intensity through
the tissue as depicted in Figure 5. In turn, it gives an idea about the relative light attenuation without
differentiating the impacts of scattering and absorption. The strongest absorbers present in the blood
are the hemoglobin molecules. Hence, valuable information is accessible such as relative changes
in blood volume and oxygenation can be obtained. Hence, the relative concentration level can be
evaluated with high reliability and contrast from the background. So, it is not a surprise to know that
it is currently the most widely used fNIRS technique. The CW technique is very useful as it is very
sensitive. Moreover, the sampling rate of less than a second is doable. Furthermore, CW systems can
be made to be quite affordable for spectroscopy and imaging as well. In CW systems, the source emits
light at the same intensity and the changes in the intensity are measured then by a detector. The light
penetration depth increases as the source-detector separation increases, but the measured intensity is
less, which leads to a low SNR as illustrated in Figure 5.
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Figure 5. The source emits light at the same intensity and the changes in the intensity are measured
then by the detector. The figure illustrates two detected signals successively along with the possible
photon paths “banana shape” in different layers with various absorption coefficient and reduced
scattering coefficient.

fNIRS systems can be miniaturized quite easily by employing commercially available light sources
and detectors. However, achieving wearable fNIRS systems is quite challenging for the fact that
high requirements for signal quality and system reliability are required. Most fNIRS systems employ
two wavelengths where laser diodes are used as emitters and PMTs or APDs are used as detectors.
Figure 6 depicts a block diagram of such a multiwavelength system [55]. Digital gain control is
used to equalize all the channels over a 20 dB range. Next, a multiplexer can be used to sample one
wavelength at a time. Then, to avoid aliasing at 250 samples/s, the storage capacitor is oversampled by
an analog-to-digital converter (ADC) and this gives a temporal resolution of oxygenation measurement
of >0.3 s. A modified Beer-Lambert principle is used here and it should be noted that the scattering is
considered both homogenous and fixed [24,53,56].

Figure 6. The assembly of a multiwavelength, multisource, multidetector fNIRS system.

Utilizing all eight sources during data collection provides a sampling frequency of 6.25 Hz when
the sources are lit sequentially (standard mode). It can be increased by reducing the number of sources
used during data collection. Employing only half of the eight sources, for example, results in a sampling
frequency of 10.42 Hz-an increase of more than 4 Hz. Detectors are connected to the main unit by
optical fibers. Optical fibers consist of a core for transmitting light and a covering to both keep internal
light from escaping and external light from entering.

A multiwavelength approach has also been considered via selecting optimum wavelengths over
the complete NIR spectrum to find the concentration changes [57]. Although development is being
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made on devices and methods using this fNIRS multi-spectral approach, they have two drawbacks [58].
It features an increased computational complexity. Moreover, there is a need to reduce the incident
power as light with a multiwavelength has higher total power than light with a limited number of
wavelengths. Instead, one can sample at the two optimal wavelengths as many times as possible in
order to achieve a higher SNR.

In a pioneering work that started in 2015, Von Lühmann et al. suggested a wireless fNIRS for
mobile neuroergonomics and Brain-Computer Interface (BCI) Applications [59]. The system uses
Time-Division Multiplexing (TDM) of the fNIRS channels. Interestingly, they aimed to have such
a system as an open-source instrument. The suggested module offers four dual-wavelength fNIRS
channels using 750 and 850 nm with a quite broad emission of 30 to 35 nm. The incoherence and
uncollimated characteristics of these sources allow for (i) a stronger strength used for tissue examination,
(ii) the optodes to be in direct contact with the scalp as a result of almost no heating of the tissue, and it
is (iii) no harm for the eyes. When using TDM, various factors have to be taken into accounts such as
inter-channel crosstalk, heating, and battery consumption. More importantly, the SNR is restricted by
the width of the used time frames. Figure 7 shows this open-source fNIRS system.

Figure 7. Complete system with (a) single 4 channel fNIRS module and (b) Bluetooth module.
Reproduced from reference [59].

Following that, the original system has been significantly improved and called the ninjaNIRS
as shown in Figure 8 [60]. The new system has a very small footprint, scalable that supports up to
128 optodes. They are basically the core of this variable system. The optode itself digitizes the system,
the signal and therefore the interface is a purely digital bus. It has a Field Programmable Gate Arrays
(FPGA) onboard, at the side of the multi-wavelength led and photodetector. The long-term goal of
this study has been to build a high-density fNIRS-EEG-Eye-tracking system that has a long interval to
continuously monitor brain activity in real-time during movement, social interaction, and perception
whilst being portable, miniaturized, lightweight and wearable.
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Figure 8. ninjaNIRS optodes and controller. Reproduced from reference [60].

Another very interesting scheme has been proposed in 2017 by Wyser et al. to achieve a wearable
and modular fNIRS system with four wavelengths [40] as shown in Figure 9. The scheme features
three main characteristics: (i) the ability to measure short-separation (SS) and long-separation (LS)
channels, (ii) four wavelengths can be utilized, and (iii) modular optode design that can be put on
different brain regions. High modularity is obtained via a miniaturized hardware design of optode
modules. It is worth mentioning here that sources and detectors can be individually connected to a
central unit. For many fNIRS applications, in particular BCIs, the ability to measure the SS and LS
channels can help to detect the desired signal and compensate for unwanted signals. Also, to achieve
more robust estimates of concentration changes, four wavelengths are included.

 
Figure 9. A compact fNIRS instrument. (a) The PCB next to a 10-cent euro coin. (b) Picture of the
fNIRS system with two optode modules. (c) Conceptual sketch illustrating the arrangement of the
system. Reproduced from reference [40].

The following aspects have been carefully considered during the design process of this system
and are summarized in Table 2.

Table 2. Main CW required and achieved parameters [40].

Parameter Required Achieved

Signal quality (SNR) 40–60 dB 60 dB 64 dB

Sampling frequency Above 6 Hz NS source; ND detector
100 Hz/[NS× (1 + 0.06×ND)]

Safety Temperature should not exceed 42 ◦C ≤41 ◦C
Optical power below 10 mW 1 mW

Usability Small weight
Graphical user interface

Modularity The number of channels is scalable
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The third wearable CW-fNIRS system has been suggested by Chiarelli et al. [61]. It is based on
silicon photomultiplier detectors and lock-in amplification with fiber-less and multi-channels. Due to
the use of optical fibers in the fNIRS system, mechanical constraints will start being a problem to fNIRS
due to the difficulty of stabilizing the optodes onto the scalp to get the required coupling. In fact, to
avoid the use of optical fibers, the solution that was proposed in this study is by having direct contact
between the sources and detectors from one side and the skin from the other side. The detectors on the
scalp will not be allowed to be located as sensitive detectors, such as PMTs, are used. Since PMTs are
delicate, bulky, and operate at high voltages, they become impractical in real-life operations. Recently,
a solution was employed for fNIRS by using solid-state detectors such as single-photon avalanche
diode (SPADs) that feature high sensitivity, although this will make the detector area very small, which
is not a favorable solution. In fact, using photodiodes for light detection leads to low sensitivity and a
dynamic range of the wearable CW-fNIRS systems.

As illustrated in the block diagram in Figure 10, the designed fNIRS system, named DigiLock
consisted of three boards and an FPGA unit. All the necessary components for signal filtering and two
sigma-delta converters (TI ADS1298) were used on the ADC board. The LED board implemented 32
time-multiplexed outputs for 16 dual-wavelength LEDs and an adjustable current source. The SiPM
board contains an adjustable DC\DC converter for the SiPMs bias generation. Interestingly, during
the multiplexing cycle, each combination of LED current source and SiPM bias could be dynamically
adjusted for optimal signal acquisition. A single-board computer built around the Xilinx Zynq 7Z020
all programmable system-on-chip (SoC) was based on the FPGA board (MYIR Z-turn). Other useful
peripherals were added to the board such as RAM, flash memory, USB, Ethernet, and temperature
sensor. Using a tailored hardware description language (HDL) program, all the essential parts needed to
execute the lock-in algorithm were implemented within the FPGA. The FPGA handled the elaboration
chain implied by the lock-in algorithm and time-sharing synchronization among the LEDs and the
ADCs after reading the data from the ADC converters. Employing and using the algorithm, SiPM bias,
and automated calibration of each LED current were implemented.

 

Figure 10. Block diagram of the DigiLock system. Reproduced from reference [61].

The fourth system is a modular, fiberless, and features a flexible-circuit-based wearable fNIRS
as shown in Figure 11a,b [62]. It is called Advanced Optical Brain Imaging (AOBI) system. In order
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to facilitate efficient tessellation, it was designed as a diamond-like shape to cover a surface such
as the head surface. This system can be used for quite long time periods with high flexibility of
coverage. A single AOBI module has one long-separation channel of 30 mm, four channels with
medium-separation of 21.4 mm, and a one-short separation channel of 8 mm.

 
Figure 11. (a) The AOBI module (b) Top view of the flexible circuit board (c) A three-module
configuration emphasizing. Reproduced from reference [62].

Figure 11c shows a configuration of three flexible AOBI modules placed over an optical phantom.
It results in 54 dual-wavelength channels, 26 of which are below the 40 mm separation used in fNIRS
systems. The sampling frequency of all 54 dual-wavelength channels is 33.3 Hz, while a single AOBI
module samples at 100 Hz. An SNR of more than 50 dB has been achieved in all intra-module channels,
while inter-module channels show an SNR of more than 40 dB up to a 52 mm SD separation.

Thus, this system has features tailored towards full-head coverage and was made following a
fibreless, wearable, and modular approach. The flexible-circuit configuration enables the modules
to conform and bend to help in enhancing optode-scalp coupling. Moreover, the diamond module
shape is well-situated to cover head surfaces. Hence, the main present constraints of the bulky systems
with fiber optics can be replaced by much smaller and lighter electrical connections. In the near
future, these wearable and low-cost systems will considerably help in acquiring high-density fNIRS
measurements. For the preprocessing of the collected fNIRS signals and the filtration of the different
types of noise signals (instrumental noise, experimental error, and physiological noise), we refer the
reader to Refs. [63–65] for more information in this regard. For advanced postprocessing, feature
extractions and classification techniques, the reader is referred to Refs. [66–68].

4. Frequency-Domain fNIRS Instrumentation

Continuous Wave modality is useful to measure light intensity attenuation. However, there are
mainly two limitations to the use of CW fNIRS instruments. First, the CW instruments rely on the
modified Beer-Lambert principle which assumes a constant scattering degree from all sites of light.
The other limitation is the assumption to estimate the light traveled distance, the differential path length
(L), where this mode contains no direct information about the time of flight. Hence, it is very difficult
to separate the absorption from scattering in a heterogeneous medium using CW systems. Frequency
Domain (FD) instruments are the evolution of the CW NIRS instruments. Thirty years ago, FD modality
has been recognized as an alternative technique to measure the absorption and scattering coefficients.
In the 1990s, the work was about developing the theory and building some prototypes [26,69–73].
Nevertheless, those developments led to what is now the only available commercially FD based
instrument by ISS (Table 3). Since 2000, the main works focused on the applications mainly in the area
of breast and brain imaging and validating these applications in large clinical studies [74–79].

In FD fNIRS system, NIR light is modulated at a particular radio frequency (RF) usually in the
range of a few hundred MHz. The selection of these frequencies is based on the distinct sizes and
depths of the imaged object [76]. A high modulation frequency is suitable, for example, for imaging
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small breast lesions near the surface, while a low modulation frequency is suitable for imaging deeper
and larger lesions as illustrated in Figure 12. Ideally, however, all modulation frequencies should be
used to obtain the most accurate optical image reconstruction of the imaged object. On the other hand,
acquiring NIR measurements with all modulation frequencies is unfavorable in the clinical setting
to avoid patient motion. Therefore, one modulation frequency is usually selected for clinical studies
based on the depth of the targeted area.

Figure 12. Schematic representation of NIR light penetration for both low and high modulation
frequency. The figure illustrates two detected signals successively along with the possible photon paths
“banana shape” in different layers with various absorption coefficient and reduced scattering coefficient.

As photon propagates into deeper tissue, its phase shift measurements quantify the degree of the
scattered photon in tissue, therefore, tissue scattering parameter is no longer assumed. Both the phase
and the amplitude intensity of the attenuated NIRS light can be extracted from the measurements
of the FD system. Figure 13 illustrates the principle of dual-phase lock detection [80]. Primarily, the
system consists of two mixers, two low-pass filters, and 900 phase-shifter. The first mixer mixes the
signal and the reference, where the first lowpass filter ensures the output is a DC signal, S1 = 0.5 A
cos(φ). In the same manner, the 900 shifted reference signal is mixed with the original signal where
the second lowpass filter ensures the output is a DC signal, S2 = 0.5 A sin(φ). From S1 and S2, the
amplitude-phase unit extracts both the amplitude and phase based on:

A = 2
√

S2
1 + S2

2 (1)

φ = arctan
S2

S1
(2)

If the NIR probe consists of “N” number wavelengths sources, “S” number of sources, and “D”
number of detectors, and since both the amplitude and phase at each source-detector pair can be
extracted, the resulting total number of measurements for each set of measurements has a total of
M = 2 × (N × S × D). As stated earlier, when NIR light penetrates inside the human tissue, scattering
of NIR light within human tissue dominates the absorption of the light propagation in such tissue.
This imposes a significant challenge to FD-NIRS optical tomography with regard to its spatial resolution
and localization accuracy. In fact, the spatial resolution of the optical tomography is limited by the
signal-to-noise ratio in the order of 20% of the imaging depth [80].
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For breast imaging applications and to overcome the spatial resolution challenge, several
groups have studied the co-registration of FD-NIRS optical tomography with other high-resolution
imaging modalities such as MRI, ultrasound, and mammography [81–84]. In this approach, high
spatial resolution images are used to guide the optical functional imaging with high localization
accuracy. One research group has investigated the co-registration of mammographic x-ray images
and optical breast imaging. The functional information provided by FD-NIRS optical tomography
and the anatomical information provided by mammography imaging offers information that neither
mammography nor optical imaging is enough single-handedly [83].

Figure 13. Block diagram of a conventional dual-phase lock detection system.

Once the optical scanning is completed, the optical probe shown in Figure 14a is removed to
allow the breast to be compressed for the mammography scanning. The pressure pain associated with
mammography scanning is the main disadvantage of this approach. Alternatively, the MRI-guided
optical imaging has been investigated to image adipose and fibroglandular breast tissue by another
group [82]. In this approach, the optical probe is a circular geometry consists of six laser diodes emit
light at two wavelengths 660 and 850 nm modulated at 100 MHz as presented in Figure 14c. For each
source illumination, measurements are collected from 15 locations with photomultiplier tube (PMT)
detectors. Unlike the mammography and optical breast imaging approach, the MRI and NIR data
are acquired simultaneously. The bulk size and the high cost of MRI systems are real challenges for
this technique.

 

Figure 14. Co-registration of FD-NIRS optical tomography with (a) mammography (Reproduced
from reference [85]); (b) ultrasound (Reproduced from reference [84]); and (c) with MRI for breast
imaging [82]; Copyright (2006) National Academy of Sciences, U.S.A.
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The ultrasound (US)-guided optical imaging approach was also investigated [76,84]. In this
approach, the co-registration of the B-scan ultrasound images are utilized to improve the localization
of breast tumor, while the optical imaging provides optical absorption information of the tumor
vasculature. In the flat surface optical probe geometry illustrated in Figure 14b, the probe consists of 9
source locations and 14 PMT detectors. The NIR light is emitted by four laser diodes of wavelengths
730, 785, 808, and 830 nm modulated at 140 MHz. The B-scan ultrasound probe is located at the center
of the optical probe, where it is surrounded by NIR sources and detectors. The ultrasound is considered
safe for the patients, its cost is relatively low, and it is a movable system. Figure 14 depicts the three
different approaches aimed for breast imaging.

In the last five years, there has been renewed interest in improving the fNIRS technology itself
leading to new advantages associated with FD and potentially new applications. Roblyer and his
team have recently developed an ultrafast frequency-domain diffuse optics system with a deep neural
network (DNN) processing method to measure the optical properties [86]. The DNN is used to
replace the time-consuming Levenberg–Marquardt iterative algorithm which was adopted to fit the
calibrated amplitude and phase measurements to an analytical forward model. In contrast to the
iterative algorithm, the DNN is 3–5 orders of magnitude faster to estimate the optical properties
of measured tissue. Therefore, the developed system combined with DNN enables a robust tissue
oxygenation monitoring system that can be able to acquire, process, and display absolute concentrations
of hemoglobin at an adequate rate to catch the cardiac cycle at the higher speed [86].

In an effort to maximize the penetration depth, Sassaroli et al. has shown that with combinations
of sources and detectors using a dual-slope method, phase information can provide deeper
sensitivity [87,88]. In this theoretical work, the authors have presented a dual-slope (gradients
versus source-detectors separations) method with a requirement of at least two sources and two
detectors arranged symmetrically. In comparison to the conventional single-slope method, the
dual-slope method has achieved maximal depth sensitivity for all three data types in FD-NIRS (DC,
AC, and phase).

In their recent work, Doulgerakis et al. has systematically studied the reconstructed image quality
when phase shift measurements incorporated from an FD high-density measurement system [89]. It has
been shown that phase information provides not only deeper information sensitivity but also higher
effective resolutions than the CW method [89]. This could be potentially very important for fNIRS,
where gaining a distance as little as 1 mm or 2 mm means one can reach deeper in the cortex. Both works,
by Sassaroli et al. [87] and Doulgerakis et al. [89], showed experimentally that FD systems appear to be
sensitive to deeper optical layers. There are different approaches for image reconstruction to recover
the optical properties from the FD-NIRS measurements. For instance, a two-step image reconstruction
approach was investigated in Refs. [90–92]. Moreover, different regularization techniques such as
Tikhonov regularization and Levenberg Marquardt regularization were also studied and the reader is
referred to Refs. [93–95] for more information about that.

5. Time-Domain fNIRS Instrumentation

In time-domain fNIRS systems, the tissue is irradiated with picosecond short pulses. At the
detector side, detectors that feature very fast responses have to be used in order to record the amplitude
of the light pulse as it leaves the tissue as shown in Figure 15. Typically, the received signal is smeared
out compared with the original signal as a result of the randomly distributed lengths of photons
interacting with different diffusive layers of the tissue and induce various scattering events and
form the distribution of time-of-flight (DTOF) of the received photons. Hence, the absorption and
scattering properties of the tissue can be assessed using the pulse peak and its time, area, and width.
By integrating the temporal profiles, the intensity can be obtained.
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Figure 15. Mechanism of TD NIRS showing the incident light short pulse and two detected signals
successively along with the possible photon paths “banana shape” in different layers with various
absorption coefficient and reduced scattering coefficient.

Next, the modified Beer-Lambert law can be used to evaluate the absorption variations. Moreover,
the mean optical path lengths are calculated from the center of gravity of the temporal profile [96].
The computations of the mean path length and absorption variations are model-independent. Hence,
the values of scattering and absorption coefficients (μs and μa) can be obtained using the nonlinear
least-squares method after applying the diffusion equation in reflectance mode into all observed
temporal profiles [97]. In turn, absolute concentration levels can be obtained using this technique,
which enables time-resolved measurements with any given source-detector distance that in principle
can go down to zero. The intracerebral and extracerebral absorption variations are determined then
from moments (integral, mean time of flight and variance) of DTOFs [98].

One of the early fNIRS-TD systems is from Hamamatsu Photonics KK, Hamamatsu, Japan [99].
It utilizes three-wavelength with a generated light pulse width of 100 ps, a peak power of 60 mW,
an average power of 30 μW, and a pulse rate of 5 MHz as depicted in Figure 16. On the detection side,
a PMT was used in photon-counting mode. The received signals are then processed by a TRS circuit.
It consists mainly of a time-to-amplitude converter, an ADC, and a histogram memory. Optical fibers
are used to illuminate the tissues and to collect the diffuse light accordingly. Two transmitters and two
detectors are used and hence two spots can be illuminated at the same time.

Figure 16. Photograph and schematic diagram of a time-resolved spectroscopy system. Reproduced
from reference [14].
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There have been some other attempts from academia to build TD-fNIRS systems to assess
intracerebral and extracerebral absorption changes as shown in Figure 17 [100]. Indocyanine green
(ICG) bolus tracking was utilized for the clinical assessment of brain perfusion at the bedside.
Time-correlated single-photon counting (TCSPC) electronics [45] scheme has been utilized for this
purpose. A supercontinuum light was generated by fiber lasers with 40 MHz repetition frequency for
in-vivo measurements and 80 MHz for in phantom studies. Optical fibers (length = 2 m, NA = 0.22,
diameter 400 μm) with used to deliver light to the surface of the phantoms or tissue. A low power
level of 20 mW was used. A power density of no more than 2 mW/mm2 was used at the surface
of the skin. A fiber bundle (length 1.5 m, NA = 0.22) was utilized to transfer the photons to the
detection system. For in-vivo measurements, the source-detector separation was r = 3 cm and for
phantom studies, it was r = 1, 2, 3, and 4 cm. A detector module PML equipped with polychromator
(NA = 0.135 and uses 77,414 diffraction grating) and 16-channel PML. Additional losses of photons in
the photodetection system were due to the discrepancy between numerical apertures of the detection
bundles (0.22) and polychromator (0.135). Nevertheless, lower NA of the using fiber bundles would
cause photons losses at the tissue side. Absorption modifications were evaluated from the mean time
of flight and variance of its distributions of photons and analyzing the changes in the total number
of the received photons measured at 16 wavelengths from the range of 650–850 nm, which replaces
earlier technique of measuring at multiple distances with different separations. Phantom, as well as
in-vivo measurements, have been carried out for validation.

Figure 17. The setup for multiwavelength time-resolved diffuse reflectance measurements. Reprinted
with permission from [100]© The Optical Society.

The results of phantom and in-vivo measurements indicated that the optical signal detected at
r = 3 cm has a proper quality to assess blood flow in the brain cortex with high precision. The main
advantage of this design that it requires a single source-detector separation. A modified algorithm based
on the DTOFs acquisition for the single source-detector pair was utilized in this study. The algorithm
is based on the assessment of changes of moments of the DTOF’s measured at all the wavelengths.
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More recently, another TD-fNIRS was built based on four-wave mixing (FWM) laser and fast-gated
single-photon avalanche diode and as shown in Figure 18. The laser source was FWM laser delivering
light at two wavelengths, namely 710 and 820 nm. The temporal duration of about 25 ps FWHM
with a repetition rate of 40 MHz. A variable optical attenuator was used to attenuate the light beam
and then a collimator was used to collimate the light into a 400 μm fiber. The sample was then
illuminated with the collimated beams. The diffused light was detected using two 1 mm core fibers
(NA of 0.37). The separation between the source and the detector was 0.5 or 3 cm. In order to evaluate
the concentration of HbO2 and Hb hemoglobin in the in vivo measurements, a filter centered at
710 or 820 nm was utilized to distinguish the two wavelengths. Time-gated detectors (FG-SPAD)
modules were used. Another synchronization signal was taken from the laser and split into two
parts. The first part was used to feed the FG-SPAD modules in order to trigger the detector. A “stop”
signal for both acquiring boards was facilitated by the second part that was fed to the time-correlated
single-photon counting (TCSPC) circuit. Accordingly, the “start” signal for the TCSPC was delivered
by each FG-SPAD module.

Figure 18. Setup schematics for the in vivo experiment. Reproduced from reference [101].

Phantoms as well as in vivo testing were used for the system characterization. Using the fast-gating
technique with a small inter-fiber distance allowed a great increase of the early photons when the
space between the source and the detector was reduced. This was a big advantage compared with a
non-gated detector as this peak of “early photons” would cause a saturation of the dynamic range,
thus decreasing the capability to discriminate a perturbation in depth. This study showed that the
gating scheme can enhance the contrast-to-noise-ratio and contrast for the detection of absorption
perturbation, irrespective of source-detector distance.

6. CW, FD and TD Comparison and Commercial Systems

FD systems operate by emitting light continuously from a source. That light varies as a sinusoid
in intensity with frequencies on the order of megahertz. Detectors measure both the reduction in
intensity and the phase shift of the light after it passes through tissue. Combining this information
allows a direct measure of absorption and scattering coefficients by assuming that HbO2 and Hb are
the only absorbers that contribute significantly, which eliminates the necessity to define a pathlength
for the light. The two main advantages of FD systems are high temporal resolution and absolute
quantification of HbO2 and Hb concentrations. Disadvantages include a relatively large amount of
noise within scattering measurements as well as greater complexity and, therefore, cost more than some
other NIRS systems. Unlike FD systems, TD systems emit light in short, picosecond-order bursts–or
impulses– rather than continuously. These short impulses are broadened to a few nanoseconds, as well
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as reduced in amplitude, upon transversing biological tissue and the resultant signal is known as either
the temporal point spread function (TPSF) or the distribution time-of-flight (DTOF). The broadening of
the initial impulse is a consequence of the highly scattering biological tissue; not every photon will
follow the same path between source and detector.

By determining the photon’s time of flight, path-length can be directly calculated using the speed
of light. Like FD systems, TD systems are also able to determine absorption and scattering coefficients.
However, TD systems have an even greater overall cost than FD systems. They also require relatively
long acquisition times to obtain a reasonable SNR and possess somewhat large dimensions with the
need for physical stabilization. An advantage of TD systems over others, though, is the potential for
greater spatial resolution as Torricelli and colleagues demonstrated with zero-separation measurements.
Similar to FD systems, the light sources of CW systems emit light continuously, as their name implies.
Depending upon the specific hardware, the emitted light intensity either has a constant amplitude
or varies sinusoidally with frequencies at or below tens of kilohertz. Combining the detected signal
intensities with estimates of the differential path-length factor (DPF) allows for calculation–via the
MBLL–of relative hemoglobin concentration changes. Primary advantages of CW systems over others
include their simplicity, smaller size, and low cost. Hence, CW systems provide the best SNR at
sampling frequencies above 1 Hz as well as the potential for the highest sampling rate. However,
they also have several disadvantages. CW systems cannot determine absolute quantities of HbO2

and Hb [24] and cannot distinguish between absorption and scattering. It limits the accuracy as the
overall scattering coefficients of the investigated tissues is subject-dependent. Therefore, a single
point CW-NIRS only provides variations of hemoglobin concentration. However, measurement of the
light attenuation at a number of source/detector separations enables us to estimate the absolute μa of
the tissue by fitting the measured spatially resolved light attenuation to the solution of the diffusion
equation [102]. Last, any change in optode position or amount of pressure against the scalp could
significantly alter detected intensities. Finally, Table 3 gives an overview of the commercially available
fNIRS systems. Most of those systems are based on the CW technique. Nevertheless, those systems
differ when it comes to the number of sources and their types, detectors, and their types, number of
channels, the used wavelengths, and sampling rate.
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7. Conclusions and Future Perspective

In this paper, we have discussed the recently developed fNIRS systems from an instrumentation
point of view. More specifically, the main features, differences, and similarities between the
three different modalities (CW, FD, and TD) in building fNIRS systems have been reviewed and
discussed. It is evident that the FD modality provides more information than the CW counterpart.
Thus, better quantification of optical proprieties of tissue and higher depth sensitivity are possible
advantages of the FD technique. However, the complexity of the FD systems and their relatively high
cost are clear disadvantages. The recent renewed interest in improving FD fNIRS technology has
improved the FD technique to be faster with better resolution and could provide higher sensitivity for
imaging deeper tissues. This will pave the way for many potential applications. TD-NIRS systems,
on the other hand, have not been as popular as CW-NIRS systems due to their complexity. Nevertheless,
we have reviewed a few recent publications that reported TD systems and carried out measurements
using phantoms and in-vivo of hemoglobin concentration. Interestingly, with only one channel, it is
possible to estimate the optical properties of the tissue from the evaluation of the distribution of the
time of flight of photons. Unlike the TD and FD systems, the compact and the simplicity of building
CW systems notably allowed this modality to be commercially available for numerous applications.
The current development in size and sensitivity of the semiconductor optical detectors will further
allow the development of high-density fNIRS systems. With that, more channels could be used for
measurements, which ultimately will enhance the quantification of optical properties of tissues.
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Abstract: Optical communication using the 2 μm wavelength band is attracting growing attention
for the sake of mitigating the information ‘capacity crunch’ on the way, where on-chip nonlinear
waveguides can play vital roles. Here, silicon-rich nitride (SRN) ridge waveguides with different
widths and rib heights are fabricated and measured. Linear characterizations show a loss of ~2 dB/cm
of the SRN ridge waveguides and four-wave mixing (FWM) experiments with a continuous wave
(CW) pump reveal a nonlinear refractive index of ~1.13 × 10−18 m2/W of the SRN material around the
wavelength 1950 nm. With the extracted parameters, dimensions of the SRN ridge waveguides are
optimally designed for improved nonlinear performances for the 2 μm band, i.e., a maximal nonlinear
figure of merit (i.e., the ratio of nonlinearity to loss) of 0.0804 W−1 or a super-broad FWM bandwidth
of 518 nm. Our results and design method open up new possibilities for achieving high-performance
on-chip nonlinear waveguides for long-wavelength optical communications.

Keywords: four-wave mixing; nonlinear figure of merit; silicon-rich nitride; ridge waveguide;
conversion bandwidth

1. Introduction

The capacity of the current optical communication systems operating at the mainstream
wavelengths, i.e., around 1310 nm and 1550 nm is approaching a shortage due to the explosive growth
in information being transmitted. In order to exploit new frequency resources for telecommunications,
transmitting signals at mid-infrared (MIR) wavelengths has been put on the agenda [1–6], among
which the 2 μm wavelength band (1900 to 2100 nm) attracts special attention as signals in this
band can be significantly amplified by thulium-doped fiber amplifiers (TDFAs) [7] and glass fiber
in this band is still transparent [8]. Indeed, besides the amplifier, many other functional devices
necessary for the 2-μm-band optical communication system have been also commercially available
or laboratory developed including the laser [9,10], modulator [11], low-loss hollow-core fiber [12],
wavelength-division multiplexer [13,14], detector [15,16], etc. Meanwhile, nonlinear devices like the
wavelength converter are also indispensable and, in order to leverage the manufacturing scalability
for such devices, it is preferred to use the on-chip nonlinear waveguides with the fabrication
processes compatible with the mature silicon-based complementary metal-oxide-semiconductor
(CMOS) technology.
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As to the CMOS-compatible nonlinear waveguides, silicon (Si) waveguides and stoichiometric
silicon nitride (Si3N4) waveguides are currently the workhorses at the telecommunication
wavelengths [17–21]. However, Si still suffers from the two-photon absorption (TPA) below the
wavelength 2200 nm [22], despite that linear Si waveguides can possess a low loss in the 2 μm
band [23] and the Si nonlinear waveguides have been used for parametric conversion around 2 μm [24].
Indeed, key nonlinear devices like the parametric amplifier [25] or the frequency comb generator [26]
have been demonstrated using the Si nonlinear waveguides in the MIR wavelengths but just over
the wavelength 2200 nm. For Si3N4, its low linear refractive index (RI) inevitably gives a large
footprint of any Si3N4-based photonic device and the low nonlinear RI usually produces a poor energy
efficiency of devices based on the Si3N4 nonlinear waveguides. Moreover, in spite of demonstrations of
high-performance Si3N4 waveguides fabricated by using some advanced processes [27], strain issues
are still present in Si3N4 film, especially in the thick Si3N4 film, which are yet necessary for achieving
compact devices at long wavelengths like 2 μm and for waveguides with proper dispersion. Besides,
titanium dioxide (TiO2) waveguides [4] and silicon germanium (SiGe) waveguides [28] were also
demonstrated to transmit optical signals at 2 μm, but, up to now, no reports can be found for them
being used for nonlinear processes in this band.

Recently, silicon-rich nitride (SRN) has emerged as a promising candidate for the on-chip nonlinear
optics [29–39] since SRN possesses larger linear and nonlinear RIs from a Si excess compared to the
stoichiometric Si3N4 and, more importantly, the SRN film can have a substantially reduced stress [40].
While the SRN waveguides have been applied for many nonlinear processes like the octave-spanning
supercontinuum generation (SCG) [31] and the frequency comb generation (FCG) [32], they were almost
operating at the near infrared wavelengths. A SRN waveguide was very recently used to transmit
optical signals at 2 μm and the wavelength conversion was also demonstrated with a pulse pump in the
2 μm band, but the waveguide was quite thin (300 nm) and the dispersion was not optimized [39]. Here,
we design and fabricate SRN ridge waveguides and perform linear and nonlinear characterizations of
them, which show a propagation loss of ~2 dB/cm and a moderate nonlinearity of ~4.62 W−1 m−1 of
the fabricated SRN waveguides, corresponding to a nonlinear RI of ~1.13 × 10−18 m2/W of the SRN
material at the wavelength 1.95 μm. Then the SRN nonlinear ridge waveguides are optimized by
adjusting the width and the rib height to achieve the maximal nonlinear figure of merit (FOM) and to
achieve a broad four-wave mixing (FWM) bandwidth of 518 nm.

2. Structure and Fabrication

Figure 1a shows the schematic structure of the present SRN ridge waveguide with the total height,
rib height and width denoted as H, h, and w, respectively. A thick SRN layer was needed for tightly
confining light in the SRN core and obtaining a proper dispersion profile. Here, we used a low-pressure
chemical vapor deposition (LPCVD) machine to deposit an 810 nm SRN film on 2.5 μm thermal silicon
dioxide (SiO2). The SRN film was first deposited by a reaction between dichlorsilane (SiH2Cl2 at
80 sccm) and ammonia (NH3 at 20 sccm) at 830 ◦C and a pressure of 120 mTorr, and then annealed
for three hours at 1150 ◦C. After annealing, the Si excess was measured to be ~18.7% and the SRN
film was condensed to 800 nm. A thick resist (CSAR, ~1.1 μm) was then spun and patterned by the
electron beam lithography. The patterns were then transferred to the SRN film by using an inductive
coupled plasma machine at –10 ◦C with flows of the etching gases SF6/Ar/CF4/CH4 being 4/10/4/2 sccm.
SRN ridge waveguides with various widths and rib heights were fabricated with a fixed H of 800 nm.
After residual resist stripping, the ridge waveguides were finalized with air as the upper cladding
and the dimensions were measured, as shown by an exemplified scanning electron microscopy (SEM)
image in Figure 1b. RIs at near infrared wavelengths of the deposited and annealed SRN film were
measured by an ellipsometry method and fitted with the Sellmeier formula to extract the RIs around
2 μm wavelengths. Here, the RI was calculated to be 2.123 at 1950 nm. Figure 1c shows the simulated
mode profile of the fundamental transverse-electric (TE0) mode for a SRN ridge waveguide with
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w = 1.32 μm and h = 640 nm at the wavelength 1950 nm. The power confinement ratio in the SRN core
was calculated to be 89.2%, indicating strong confinement of the SRN ridge waveguide.

Figure 1. The fabricated silicon-rich nitride (SRN) ridge waveguide. (a) Schematic diagram of the
structure. (b) Scanning electron microscopy image. (c) Simulated fundamental transverse-electric (TE0)
mode profile at 1950 nm of the waveguide with a width of 1.32 μm and a rib height of 640 nm.

3. Linear and Nonlinear Characterizations

3.1. Linear Characterizations

Linear transmission spectra of the fabricated SRN ridge waveguides with lengths of 5.5 mm,
13 mm and 21 mm were measured from 1860 nm to 1980 nm. Then the cut-back method was used to
extract the propagation losses and the coupling losses to a tapered lensed fiber for waveguides with
different w and h. In order to reduce the accidental error, six identical waveguides were fabricated and
measured for each waveguide dimension configuration. To serve as an example, Figure 2a,b exhibits
the propagation and coupling losses with respect to the wavelength for the fabricated SRN ridge
waveguides with h = 380 nm and w = 950 nm, and h = 640 nm and w = 1320 nm, respectively. Due to the
Fabry–Perot interference effect between the two facets of a waveguide, the nonperfect uniformity of the
six identical waveguides and the measurement inaccuracy, there were statistical errors for the extracted
losses, as shown in the figures. Nevertheless, the propagation losses of the fabricated SRN ridge
waveguides were around 2 dB/cm in the investigated wavelength range. Meanwhile, the coupling
losses were around 4 dB/facet. Results on the other waveguide dimensions are summarized in Table 1
in the end of this section.

 
Figure 2. The measured propagation loss and coupling loss with respect to the wavelength for the
fabricated silicon-rich nitride ridge waveguides with (a) h = 380 nm and w = 950 nm and (b) h = 640 nm
and w = 1320.

The propagation loss α of the fabricated SRN ridge waveguide includes linear absorption loss α1

and scattering loss α2. α1 can be derived from the imaginary part of the effective RI, Neff,r of the SRN
ridge waveguide by considering the absorption of the SRN material and expressed as [41]

α1 =
2ω
c

Im(Ne f f ,r) (1)
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where ω is the optical angular frequency and c is the speed of light in vacuum. The scattering loss
α2 depends on the sidewall roughness, half the waveguide width w/2, RI steps from the SRN core
to the surroundings, and scaling factor of a ridge waveguide to a channel waveguide (i.e., h = H).
The sidewall roughness is characterized by the correlation length Lc and the mean squared error σ2

deviated from the sidewall surface. Thus, the scattering loss α2 can be expressed as Equation (2) [42]

α2 = 4.343
σ2

√
2k0(w/2)4Ne f f ,r

g · f · s (2)

where the unit of α2 is dB/m, k0 is the wave vector in vacuum, and function g is completely determined
by the dimensions of the SRN channel waveguide and f is relevant to Lc and RI steps. Details for
calculating g and f can be found in Payne and Lacey’s work for analyzing a planar waveguide’s
scattering loss using the exponential autocorrelation function [43]. The scaling factor s can be calculated
as [42]

s =
δNe f f ,r/δd

δNe f f ,c/δd
(3)

where Neff,c is the effective RI of the SRN channel waveguide and d is half the waveguide width w/2.
A larger h and a smaller w mean more SRN being etched and more light fields overlapping the

rough sidewalls and thus a larger scattering loss. In contrast, for the SRN ridge waveguide with a
small h and a large w, almost all the light is confined inside the SRN core and, thus, α is dominantly
determined by the absorption loss α1. Here, we reasonably assume α1 to be 1.7 dB/cm considering it is
the minimal propagation loss value we have extracted for the waveguides with different dimensions
and from the ridge waveguide with a very shallow etch, i.e., h = 230 nm and w = 840 nm. Thus,
with Equation (2), we can use the measured propagation losses of the SRN ridge waveguides with
different dimensions to fit Lc and σ2. The fitted values of (5, 11.3) nm for (σ, Lc) were found to be able
to provide nice fittings of the calculated losses using Equation (2) to the measured propagation losses,
as shown in Figure 3, and meanwhile consistent with the values (σ = 5 nm, Lc = 45 nm) reported in
other literature where the sidewall roughness of a fabricated SRN waveguide was characterized [30].
Thus, it is reasonable to use Equation (2) to predict propagation losses of the SRN ridge waveguide
with any w and h.

Figure 3. The measured and calculated propagation losses of the fabricated silicon-rich nitride ridge
waveguides with different dimensions.

116



Appl. Sci. 2020, 10, 8087

3.2. Nonlinear Characterizations

With the experimental setup shown in Figure 4, FWM experiments were implemented to
characterize the nonlinear parameter γ of the fabricated SRN ridge waveguides with different
dimensions. The pump signal was provided by a commercial continuous-wave (CW) laser (AdValue
Photonics AP-CW1) with a fixed wavelength of 1950.1 nm. The probe signal was generated by a
homemade CW laser having a thulium doped fiber as the gain media pumped at 793 nm. The wavelength
of our homemade CW laser was set at 1953 nm. High power isolators (HP-ISOs) were used to protect
the CW lasers and the pump and signal lights were combined by a 9:1 coupler. The combination
of a fiber polarization beam splitter (PBS) and a fiber polarization controller (PC) was implemented
to guarantee both the pump light and the signal light were TE-polarized when injected into the
waveguides by a tapered lensed fiber. The output light was collected by another lensed fiber and the
FWM spectra were recorded by an optical spectrum analyzer (OSA, Yokogawa AQ6375B).

Figure 4. The experimental setup for four-wave mixing (FWM) experiments in the fabricated
silicon-rich nitride (SRN) ridge waveguides. CW: continuous-wave; HP-ISO: high power isolator; PBS:
polarization beam splitter; PC: polarization controller; VOA: variable optical attenuator; OSA: optical
spectrum analyzer.

The idler signal with ωI = 2ωP − ωS can be generated in the SRN ridge waveguide via the
degenerate FWM, where ωI, ωP, ωS are the frequencies of the idler, pump and signal lights, respectively.
Since the deposited SRN possessing a moderate excess of Si, the TPA and free-carrier absorption (FCA)
can be neglected in the 2 μm band. Considering the linear loss, self-phase modulation, cross-phase
modulation and FWM, the interaction relationships among these three lights can be described by the
following full-vectorial coupling equations [41]

∂AP

∂z
= −1

2
αPAP + jγP

(
|AP|2 + 2|AS|2 + 2|AI |2

)
AP + 2 jγPASAIA∗P exp( jΔβz) (4)

∂AS
∂z

= −1
2
αSAS + jγS

(
|AS|2 + 2|AP|2 + 2|AI |2

)
AS + jγSA2

PA∗I exp(− jΔβz) (5)

∂AI

∂z
= −1

2
αIAS + jγI

(
|AI |2 + 2|AP|2 + 2|AS|2

)
AI + jγIA2

PA∗S exp(− jΔβz) (6)

where Am (m = P, S, I) is the field amplitude of the pump, signal, or idler, αm is the linear loss, Δβ is the
linear phase mismatch, and γm is the nonlinear parameter, respectively. When the interacting waves
are all in the same wavelength band, γm can be expressed as Equation (7) [44]

γm =
ωm

cAe f f (ωm)
n2(ωm) (7)
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where Aeff is the effective mode area and n2 is the effective nonlinear RI. They can be calculated as [45]

Ae f f (ωm) =

∣∣∣∣∣� Re
[→

e (x, y,ωm) ×
→
h
∗
(x, y,ωm)

]
· êzdxdy

∣∣∣∣∣
2

� {
Re
[→

e (x, y,ωm) ×
→
h
∗
(x, y,ωm)

]
· êz

}2
dxdy

(8)

n2(ωm) =
ε0

μ0

�
n2(x, y,ωm)n2(x, y,ωm)

∣∣∣∣→e (x, y,ωm)
∣∣∣∣2
∣∣∣∣→e ∗(x, y,ωm)

∣∣∣∣2dxdy

� {
Re
[→

e (x, y,ωm) ×
→
h
∗
(x, y,ωm)

]
· êz

}2
dxdy

(9)

where n(x, y,ωm) and n2(x, y,ωm) are the linear and nonlinear RIs of the material at position (x, y) at the

frequency ωm, respectively.
→
e (x, y,ωm) and

→
h (x, y,ωm) are the electric and magnetic field distributions

on the waveguide transverse plane. êz is the unit vector along the propagation direction. ε0 and μ0 are
the dielectric constant and the permeability constant, respectively. Finally, the conversion efficiency η
(in the unit of dB) is defined as the ratio of the output idler power to the output signal power, that is

η(dB) = −10lg

∣∣∣AI(L)
∣∣∣2∣∣∣AS(L)
∣∣∣2 (10)

where L is the physical length of the waveguide.
We have measured the output FWM spectra of 21-mm-long SRN ridge waveguides with different

waveguide dimensions under various coupled pump powers and extracted the conversion efficiencies
(CEs), when the signal wavelength and the incident signal power were fixed at 1953 nm and 10 mW,
respectively. For example, Figure 5a,b shows the measured FWM spectra of the waveguide with
h = 380 nm and w = 950 nm under a coupled pump power of 61.5 mW, and h = 640 nm and w = 1320
under a coupled pump power of 52.4 mW, respectively. CEs of -53.2 dB and -51.1 dB can be extracted
from the spectra. It should be noted that there was already some idler light generated in the incident
fiber. We have normalized the output idler powers to that coming from the fiber and found little
difference on the CEs between the normalizations before and after. Figure 5c,d shows the measured
and normalized CEs with respect to the coupled pump power for the waveguides with h = 380 nm and
w = 950 nm, and h = 640 nm and w = 1320 nm, respectively. By solving the equations from (4) to (10),
we can fit the measured CEs versus the coupled pump power and the nonlinear parameter γ can be
extracted to be 2.79 W−1 m−1 for the waveguide with h = 380 nm and w = 950 nm and 4.62 W−1 m−1 for
the waveguide with h = 640 nm and w = 1320, respectively. With the extracted γ value, the nonlinear
index n2 of the SRN material can also be calculated by using Equation (7). Here, we assume the whole
nonlinear effect was contributed by the SRN material since the silica surroundings have a nonlinear RI
orders lower than that of the SRN material [45].

We have summarized the linear and nonlinear properties of the fabricated SRN ridge waveguides
with different waveguide dimensions in Table 1. While there were variations for these measured
or extracted values, the fabricated waveguides generally exhibited a linear loss of ~ 2 dB/cm and a
nonlinear index of ~1.13 × 10−18 m2/W. These values are indeed consistent with that from literatures
where the SRN material and waveguide were measured at 1550 nm [30].
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Figure 5. Measured output four-wave mixing spectra (a,b) and the wavelength conversion efficiencies
with respect to the coupled pump powers (c,d) of the fabricated silicon-rich nitride ridge waveguides
with a length of 21 mm. (a) and (c) are for the waveguide with h =380 nm and w = 950 nm. (b) and (d)
are for the waveguide with h = 640 nm and w = 1320 nm.

Table 1. Summary of the linear and nonlinear properties of the fabricated silicon-rich nitride ridge
waveguides with various rib heights (h) and widths (w) at 1950 nm.

Measured α
(dB/cm)

Calculated α
(dB/cm)

γ
(W−1 m−1)

n2

(m2/W)

h = 230 nm, w = 840 nm 1.7 ± 1.6 1.8 3.74 1.77 × 10−18

h = 230 nm, w = 1360 nm 2.1 ± 1.0 1.9 2.90 1.30 × 10−18

h = 380 nm, w = 950 nm 1.7 ± 1.0 2.1 2.79 0.87 × 10−18

h = 380 nm, w = 1350 nm 2.3 ± 1.0 2.1 2.49 0.80 × 10−18

h = 640 nm, w = 800 nm 3.3 ± 1.4 3.3 5.98 1.24 × 10−18

h = 640 nm, w = 1320 nm 2.7 ± 0.9 2.6 4.62 1.13 × 10−18

4. Optimal Design for the Maximal Nonlinear Energy Efficiency

For waveguides without nonlinear losses, we can use a figure of merit (FOM) to evaluate the
nonlinear energy efficiency of the waveguide, this is the ratio of the waveguide nonlinear parameter to
the linear loss, expressed as [46]

FOM =
γ

α
(11)

For the proposed SRN ridge waveguide, both γ and α are dependent on the width and rib height.
While a deeper etching and a moderately smaller width can give a stronger confinement and hence a
larger nonlinearity, this also leaves more light overlapping the rough sidewalls and therefore gives
a larger linear propagation loss. Thus, the FOM can be used to fairly evaluate the overall nonlinear
efficiency of the SRN ridge waveguide with different dimensions. We have calculated the nonlinear
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parameter, linear loss and FOM of the SRN ridge waveguides for many combinations of w and h by
knowing the linear and nonlinear RIs of SRN and the fabrication quality (i.e., Lc and σ) and shown
them in Figure 6a–c, respectively. As expectations, γ and α generally have the similar varying trend
as the waveguide width or etch depth changes. This finally yielded a maximal value of 0.0804 W−1

of the FOM at the rib height h = 700 nm and width w = 1100 nm. Here, γ an α were calculated to be
5.50 W−1 m−1 and 2.97 dB/cm, respectively.

Figure 6. The calculated waveguide nonlinear parameter γ (a), linear loss α (b) and figure of merit
(FOM) (c) of a silicon-rich nitride ridge waveguide with respect to the width w and rib height h. Here,
the total height H is fixed at 800 nm.

We have also calculated the nonlinear performances of the FWM wavelength conversion for
the designed SRN ridge waveguide with the maximal FOM (h = 700 nm, w = 1100 nm). Figure 7a
shows the CEs as the waveguide length increases, when the input pump wavelength/power and input
signal wavelength/power were set to be 1950 nm/500 mW and 1951 nm/1 mW, respectively. Here, CE
is defined as the ratio of the output idler power to the input signal power. The nonlinear effect for
generating new idler photons dominated the power of the idler for a short waveguide while for a
long waveguide, the linear loss took charge. Thus, there was an optimal length for maximal CE and,
here in Figure 7a, a length of 14.6 mm was obtained for a maximal CE of –36.2 dB. It is worth noting
that, to obtain a higher CE, one can further increase the pump power or use a resonating structure to
enhance the nonlinear interactions between light and the SRN ridge waveguide. Figure 7b shows the
calculated wavelength dependence of the CE for the optimized waveguide with a length of 14.6 mm
at a fixed pump wavelength of 1950 nm and an adjusted signal wavelength. The 3 dB conversion
bandwidth was found to be 94 nm.
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Figure 7. The calculated four-wave mixing conversion efficiency for the designed silicon-rich nitride
ridge waveguide (h = 700 nm, w = 1100 nm) with a maximal figure of merit (FOM). (a) Dependence on
the waveguide length. Here, difference of the pump and signal wavelengths is 1 nm. (b) Dependence
on the signal wavelength. Here, the waveguide length is 14.6 mm and the pump wavelength is 1950 nm.

5. Optimal Design for a Superbroad FWM Conversion Bandwidth

Although the optimally designed waveguide above exhibits a maximal nonlinear efficiency,
the bandwidth is still very limited due to a dispersion which is not small enough (164.3 ps/nm/km) at
1950 nm as shown by the calculated wavelength dependence of the dispersion in Figure 8a (green solid
line). Figure 8a also shows the calculated wavelength-dependent dispersion curves for the SRN ridge
waveguides with some other dimensions. The dispersion was found to be close to 0 (−6.0 ps/nm/km)
at 1950 nm for the waveguide with h = 625 nm and w = 1050 nm. Such a low dispersion is expected
to give a broad nonlinear bandwidth. For such an SRN ridge waveguide, the waveguide nonlinear
parameter and the linear loss were calculated to be 5.24 W−1m−1 and 2.88 dB/cm, respectively, thus
producing a FOM of 0.0790 W−1. This FOM is only a little compromised compared with the maximal
one (0.0804 W−1). Furthermore, the calculated FWM CE was calculated to exhibit a maximal value of
–36.22 dB for a waveguide length of 15 mm, when the input pump wavelength/power and input signal
wavelength/power were set to be 1950 nm/500 mW and 1951 nm/1 mW, respectively. Figure 8b shows
the calculated wavelength dependence of the FWM CE for the designed SRN ridge waveguide and
the 3 dB conversion bandwidth was found to be as broad as 518 nm thanks to the small waveguide
dispersion around 2 μm. Besides, one can also find that it may be not a good idea to etch the SRN layer
through, i.e., h = 800 nm, see the solid brown curve in Figure 8a, for a low dispersion in the 2 μm band,
which is nevertheless mostly implemented in the 1550 nm band.

Figure 8. (a) Calculated wavelength dependence of the dispersion for the silicon-rich nitride ridge
waveguides with various waveguide dimensions. (b) Calculated four-wave mixing conversion
efficiency with respect to the signal wavelength for a SRN ridge waveguide (h = 625 nm, w = 1050 nm)
with the zero-dispersion wavelength at 1950 nm.

121



Appl. Sci. 2020, 10, 8087

6. Discussion and Conclusions

We have proposed and fabricated the silicon-rich nitride ridge waveguides and characterized
their linear and nonlinear performances at 2 μm wavelengths. SRN ridge waveguides with different
rib heights and widths were fabricated, exhibiting a linear loss around 2 dB/cm. Four-wave mixing
experiments with a CW pump at 1950 nm were performed in the fabricated SRN ridge waveguides
and revealed a waveguide nonlinear parameter of ~3-6 W−1m−1 around 2 μm. With the measured and
extracted parameters which characterize the fabrication quality and the material property, optimal
design of the SRN ridge waveguides was carried out and a maximal FOM of 0.0804 W−1 was found
among ridge waveguides with various dimension configurations at 1950 nm. Meanwhile, the ridge
waveguide could also be designed to achieve the FWM conversion with a superbroad bandwidth
(518 nm) and little compromise of the nonlinear FOM. First, these results show that a stripe silicon
nitride waveguide may not be the best choice under some fabrication quality and material properties
when moving the operating wavelengths from the conventional telecommunication band to longer
wavelengths like the 2 μm band. Second, although the nonlinear conversion efficiency (–51.1 dB)
achieved in our fabricated SRN ridge waveguide was much smaller than that of a silicon waveguide
(–10 dB [24]) and an SRN waveguide (–18 dB [39]) pumped with pulses, it is indeed the first time,
to the best of our knowledge, the nonlinear properties of a silicon nitride waveguide in the 2 μm
spectral window have been revealed using a CW pump. Last, the proposed design method for optimal
nonlinear performances, in terms of either FOM or the bandwidth, is expected to open new avenues
for achieving better on-chip nonlinear waveguides for applications involving longer wavelengths like
the 2 μm band.
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Abstract: Recently, the study of analog optical computing raised renewed interest due to its natural
advantages of parallel, high speed and low energy consumption over conventional digital counter-
part, particularly in applications of big data and high-throughput image processing. The emergence
of metamaterials or metasurfaces in the last decades offered unprecedented opportunities to arbitrar-
ily manipulate the light waves within subwavelength scale. Metamaterials and metasurfaces with
freely controlled optical properties have accelerated the progress of wave-based analog computing
and are emerging as a practical, easy-integration platform for optical analog computing. In this
review, the recent progress of metamaterial-based spatial analog optical computing is briefly re-
viewed. We first survey the implementation of classical mathematical operations followed by two
fundamental approaches (metasurface approach and Green’s function approach). Then, we discuss
recent developments based on different physical mechanisms and the classical optical simulating
of quantum algorithms are investigated, which may lead to a new way for high-efficiency signal
processing by exploiting quantum behaviors. The challenges and future opportunities in the booming
research field are discussed.

Keywords: analog optical computing; metamaterials; metasurfaces; quantum algorithm; edge detection

1. Introduction

Exploring novel approaches to improve the computational capacity and efficiency is
a goal that humans have been continuously pursuing. Early computers are constructed
mechanically [1] or electronically [2–4] on the principle of analog, aiming to perform math-
ematical operations. Despite the impressive success achieved in the fields of weather
prediction, aerospace and nuclear industry, these machines faced significant obstacles of
slow response and large size [5]. In the 20th century, digital computing emerged with a
rapid development of semiconductor technology and large-scale integrated circuits. It began
to gradually substitute for their conventional analogue counterparts on the strength of easy
programmability, high speed and flexibility. However, in solving specialized computational
tasks, such as imaging-processing and edge detection, digital computers are often inefficient
and hindered by high-power consumptions. As Moore’s law is approaching its physical
limitations, the long-abandoned analog approach as an alternative paradigm has attracted
renewed attention for its potential abilities to overcome these shortcomings [6–8].
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Analog optical computing offers unique advantages of real-time, power-efficient, high-
throughput imaging processing abilities originating from the wave-based nature [7,9–11].
Compared with standard digital processes, all-optical analog approaches do not refer to
photoelectric converters but directly manipulate optical signals both temporally and spa-
tially [12]. In the temporal domain, high-speed pulse waveform modulation enables numer-
ous applications, including analog computing [13–19], differential equations solving [19–23],
optical memory [24,25], photonic neural networks [26,27] and complex nonlinear system
simulation [28–30]. In the spatial domain, the input functions are indicated by the spatial
wavefronts which will be mathematically transformed with pre-designed optical systems.
Therefore, this computing platform has intrinsic parallel characteristic, showing great po-
tential for accelerating the processing of megalo-capacity datasets and images [31–33].

In addition to classical mathematical operations, researchers have also extended
the concept of analog computing to quantum algorithms that promise an exponential
speedup that is far beyond classical ones in solving problems of large integer factoriza-
tion (Shor’s algorithm) [34] and combinatorial optimization (Grover’s algorithm) [35,36].
Some fundamental properties of quantum computing, including superposition principle
and interference phenomena, are the essence of wave nature, which are not exclusive to
quantum mechanical but are common to classical waves. By encoding quantum bit (qubits)
into different degrees of freedom for the electromagnetic field (e.g., frequency, polarization,
orbital angular momentum, space and time bins), many quantum computations can be
efficiently simulated in optics [37–68].

However, traditional analog optical computing requires bulky optical components,
such as diffractive lenses and spatial filters, which are inconvenient for miniaturization and
integration of modern ultracompact optics. Empowered by recent development of nanofab-
rication technologies, metamaterial [69–79] or its two-dimensional counterpart, metasur-
face [80–99], is able to tailor subwavelength building blocks on the scales of micro- or
nanometers, providing unprecedented flexibility to arbitrarily control the electromagnetic
waves that are unattainable in the nature. Owning to their powerful wave manipulation
abilities and deeply subwavelength characteristics, those meta-structures can significantly
reduce the complexity and shrink the size of computing systems, making it possible to
realize chip-level all-optical information processing systems [100,101].

In this review, we will focus on recent developments in both the physics and applica-
tions of the spatial analog optical computing. The paper is organized in four parts as de-
scribed below. In Section 2 we overview the basic concept of computational metamaterials
and the general principles for design and implementation for classical mathematical opera-
tions including integration, differentiation and integration equation solution. In Section 3
we introduce a type of wave-based signal processors that can mimic quantum mechanism
with classical optical waves. These studies show that the quantum algorithms like Grover’s
search algorithm and Deutsch-Jozsa algorithm can be simulated by cascading metamaterial
functional blocks. In the last section, we conclude with an overview of computational
metamaterials based on different mechanisms, the main challenges and the opportunities
in the field for future research.

2. Computational Metamaterials

In 2014, Silva et al. [102] proposed a concept of “computational metamaterials” by
locally tailoring the electromagnetic parameters of the metamaterials, the elaborately
designed meta-structures can reshape the spatial profile of the input signal to perform
mathematical operations including spatial differentiation, integration and convolution.
The basic idea of computational metamaterials is schematically illustrated in Figure 1a as
an example. The stacked multi-layered structure is functional as a first-order differentiator,
for arbitrary input wavefronts f 1(y) and f 2(y), the corresponding output profiles are propor-
tional to df 1(y)/dy and df 2(y)/dy, respectively. Compared with conventional analog signal
processors and Fourier optics system, metamaterial-based approach provides more flexible
mechanism for manipulation, more integrable volume and subwavelength thickness.
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Figure 1. (a) The conceptual sketch of computational metamaterials; schematic of the general protocol for (b) MS approach;
and (c) GF approach; adapted with permission from [102], AAAS, 2014.

In general, there are two major protocols to realize metamaterial-based analog com-
puting: metasurface (MS) approach and Green’s function (GF) approach. Similar to the
classical 4f systems, the MS approach is based on spatial Fourier transformation, with a
single-layered metasurface or multi-layered meta-transmit(reflect)-array to realize the de-
sired transfer function, sandwiched between two subblocks performing the Fourier and
inverse Fourier transform (see Figure 1b). In the GF approach, by optimizing the transmit-
ted (reflected) response of the metamaterial slabs it can also act as certain mathematical
operations without involving additional Fourier lenses. The former has the advantage
of implementation simplicity and the latter has a more compact size. In the following
sections, we will briefly review the design principle and recent progress pioneered by these
two approaches.

2.1. Metasurface Approach

Initially, let us consider a pure mathematical transformation of convolution operation
in Fourier domain. For an given input function f (x, y), the corresponding output function
g(x, y) is the result of a desired mathematical operator which is indicated by the Green’s
function h(x, y), x and y denote the spatial coordinates on the two-dimensional (2D) plane.
By applying the linear convolution operation, g(x, y) can be described by

g(x, y) =
�

f (x′, y′)h(x − x′, y − y′)dx′dy′ (1)

Based on convolution theorem, the Fourier transform of g(x, y) is equivalent to the
multiplication of functions f and h in the Fourier domain:

g(x, y) = F−1{H(kx, ky)F [ f (x, y)]
}

(2)

where (F−1{·})F{·} represents the (inverse) Fourier transform, abbreviated (I)FT. kx and
ky are frequency variables in the spatial Fourier space, H(kx, ky) is spatial FT of the transfer
function h(x, y). It is actually easy to implement Equation (2) in the practical systems by
simulating the input (output) function with a classical electric field Ein(x, y) (Eout(x, y)),
in this case, the spatial variables (x, y) can play the role of (kx, ky). In wave-based computing
system, Equation (2) can be rewritten as:

Eout(x, y) = F−1{H(x, y)F [Ein(x, y)]} (3)
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According to Equation (3), the optical computing system should comprise of three
cascade metamaterial functional subblocks which are designed to accomplish FT, H(x, y)
and IFT sequentially. In order to realize the FT subblock, an analog of traditional lenses is
employed since the converging lenses can achieve 2D Fourier transform in the focal plane.
In [102], a graded-index (GRIN) dielectric slab with a parabolic variation of permittivity is
introduced to realize FT operator [103,104]. Besides of GRIN medium, meta-lens can also
be applied to perform FT operator [105–110]. It worth nothing that, although we can define
a GRIN(−) subblock to perform IFT in which the effective constitutive parameters should
satisfy ε(μ)GRIN(−)(x, y) = −ε(μ)GRIN(+)(x, y), it is not feasible for natural materials or
practical for metamaterials to realize simultaneously negative permeability and permittivity.
Therefore, as an alternative method, we can use additional FT subblock to approximate
output profile according to the relation:

F{F{Eout(x, y)}} ∝ Eout(−x,−y) (4)

In this way, the electric field distribution is proportionate to the mirror image of
the desired output function. Based on above discussion, the fundamental components
of MS approach are represented in Figure 1b. Next, we will go to the details of how to
design transfer functions when implementing different mathematical operations, such as
differentiation, integration and convolution.

Firstly, for simplicity, we discuss the cases of one-dimensional nth derivation operators.
Based on derivative property of the Fourier transform, dn f (y)/dyn = F−1{(iky)

nF [ f (y)]
}

,
according to Equation (3), the expression

(
iky

)n is the required transfer function, where
H(y) ∝

(
iky

)n or H(y) ∝ (iy)n. It means that the amplitude and phase of impinging
optical wave will be modulated by eikΔ ∝ (iy)n when propagating through the trans-
fer function subblock (suppose the thickness of transfer function subblock is Δ), where
k = (2π/λ0)

√
εΔ(y)μΔ(y), with free space wavelength λ0, εΔ and μΔ are relative permit-

tivity and permeability of transfer function subblock. For the cases of integration and con-
volution operations, the transfer functions become to H(y) ∝ (iy)−1 and H(y) ∝ sin c(y),
respectively. In addition, considering the limitation of lateral dimension, the transfer func-
tion H(y) has to be normalized to ensure the energy conservation (without gain materials)
and keep the reflection (transmission) coefficient blow unity. Now, the question is, how to
find a proper spatially-variant meta-structure that fulfills the required electromagnetic
response. Here, we divide recent achievements of the MS approach into two categories
according to the construction type.

2.1.1. Reflective Configurations of MS Approach

Plasmonic metasurfaces [83,111–119] promise the abilities to tailor the local phase
and amplitude by exploiting the strong light-matter interactions due to the plasmonic
resonances. In 2015, an inhomogeneous plasmonic metasurface approach, which consists
of three-layer sandwich structure was introduced to optical analog computing for the first
time by Anders Pors et al. [120]. A periodic arrangement of gold nanobrick arrays is on the
top layer, an optically thick gold ground and subwavelength dielectric spacer is used to
excite gap-surface plasmon (see Figure 2a). By properly designing the position and size
of each nanobrick, this metal-insulator-metal structure can perform integration at visible
wavelength with high efficiency. Similar to this work, in 2017, Chen et al. [121] used a
dendritic structure instead of nanobrick to implement first-order differential operation.
By varying the geometrical shapes, the desired reflection coefficients could be achieved
(see Figure 2c). A different approach for reflectarray configuration is dielectric metasur-
face, which is composed of high refractive index dielectric nanoparticles supporting both
magnetic and electric dipole-like resonances based on Mie theory. This approach can
significantly reduce the ohmic losses caused by metallic structures in the optical spectrum.
Motivate by this, Ata Chizari et al. [122] propose a dielectric meta-reflect-array where
silicon nanobricks are placed on the silica spacer and silver substrate to manipulate am-
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plitude and phase of reflected cross-polarized field by varying the lengths of nanobricks
(see Figure 2b).

Figure 2. (a) The unit cell of plasmonic metasurfaces consist of gold nanobrick atop a dielectric spacer
and thick metal ground; adapted with permission from [120], ACS Publications, 2015. (b) Schematic
representation of dielectric meta-reflect-array for the first-order derivation; adapted with permission
from [122] © The Optical Society. (c) Top: eleven silver dendritic structure units with different
parameters; left: the unit cell of plasmonic metasurfaces with dendritic structure instead of nanobrick;
right: comparison of the theoretical and simulated results of the position-dependent reflection
coefficient. Adapted with permission from [121] © The Optical Society.

2.1.2. Transmittive Configurations of MS Approach

Compared with reflective configurations, the optical computing systems with trans-
mission mode are easily applied to optical devices, however most of them are facing the
challenges of low transmission efficiency. In 2015, Amin Khavasi et al. [32] proposed
a concept of “metalines” in which three symmetrically stacked graphene-based build-
ing blocks were utilized to perform differentiation and integration in the transmitted
way (see Figure 3a). By manipulating plasmons surface wave via surface conductivity
variation of the graphene, the amplitudes and phases of the transmitted wave could be
controlled completely. While it was a proof-of-principle study, it opened up an avenue
of the graphene-based structure which are designed to implement the mathematical op-
erators with advantages of dynamic tunable and high-compact characteristics. Then, in
2016, Zhang et al. [123] introduced a more practical and flexible computing metamaterial
system based on effective medium theory by drilling sub-wavelength hole-arrays with
different radiuses, the desired effective permittivity distribution can be obtained to realized
functional subblocks (see Figure 3b). To further improve the parallel processing abilities,
a multi-way analog computing device combined with additional transformation optical
subblock is investigated [124]. Two identical signals on the same input port propagate
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along opposite directions and perform first- and second-order differentiators simultane-
ously. Very recently, a one-dimensional high-contrast transmitarray (HCTA) metasurface
was experimentally demonstrated by Zhang et al. [100] to realize Fourier transform and
spatial differentiation with feature size of 140 nm. The on-chip meta-system provides low
insertion loss and broad operating bands by tailoring widths and lengths of the rectangular
slot arrays (see Figure 3c,d). Inspired by radial Hilbert transform filter, Huo et al. [125] pro-
posed a spin-dependent dielectric metasurface, which can perform a spiral phase filtering
operation in which a spiral phase profile is imprinted to the input wave. The tricky part in
this proposal is to utilize the π phase difference in opposite azimuth leading to a destructive
interference when processing convolution transformation. The authors demonstrate that
spiral phase filtering operation is equivalent to the 2D spatial differentiation of incident
light field (see Figure 3e).

Figure 3. (a) The sketch of graphene-based metaline; adapted with permission from [32] © The Optical
Society. (b) Dielectric metamaterial with drilling hole arrays to solving second-order differential
equation; adapted with permission from [123], IOP Publishing, 2016. (c) Schematic of on-chip 1D
high-contrast transmitarray, the rectangular slot arrays are etched on the silicon-on-insulator (SOI)
substrate with the period of 500 nm. (d) Comparison of the input (top) and output (bottom) intensity
profile of an on-chip differentiator; adapted with permission from [100], Springer Nature, 2019.
(e) Left: schematic of the concept for spin-dependent function control; middle: schematic of the
dielectric metasurface spatial filter; right: photograph of the fabricated metasurface. Scale bar:
500 μm. Insets: scanning electron micrographs showing the top and oblique view of TiO2 nanopillar
array. Scale bar: 1 μm. Adapted with permission from [125], ACS Publications, 2020.

2.2. Green’s Function Approach

In the original GF approach proposed by Silva et al. [102], the transmission or reflection
coefficient of multi-layered stacked slabs with transversely homogenous and longitudi-
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nally inhomogeneous are engineered to approximate the desired transfer function without
getting into the Fourier domain. Since additional Fourier lenses are not required, the GF
approach has advantages over the MS approach with a more compact size and an easier
fabrication process. The basic idea of the GF approach is to find the proper transmit-
tance coefficient T̃(ky) of the multi-layered slab to fit the desired GF kernel G̃(ky) within
0 < ky < k0, in which ky is the transverse wavevector, and k0 is the free space wavevector.
A fast synthesis algorithm is adopted to minimize the difference between T̃(ky) and G̃(ky),
which can be expressed as:

err =
M

∑
i=1

(
wr

(
Re

[
G̃(ky,i)− T̃(ky,i)

])2
+ wi

(
Im

[
G̃(ky,i)− T̃(ky,i)

])2
)

(5)

where M is the number of layers, wr and wi are weight coefficients for real and imaginary
parts. The optimized transmission spectrum is in good agreement with the desired GF
which correspond to 2th spatial derivative provided that M = 10, wr = 2, wi = 1, and relative
permeability of each layer keep at unity.

In recent years, extensive studies with resonant or non-resonant structures were
proposed with the GF approach, such as multi-layered slabs [126,127], photonic crys-
tal [128], diffraction gratings [15,31,129–134], surface plasmon-based devices [130,135–137],
dielectric metasurfaces [138–143], nonlocal metasurfaces [144,145], random medium [146]
and inverse-designed meta-structures [147]. Moreover, various physical mechanisms
including Brewster effect [148], Goos-Hänchen effect [149] and spin hall effect [150] can
also be applied to perform optical analog computing. Therefore, the GF approach can be
generalized to a fundamental protocol for designing the particular transfer function (de-
fined as H(kx, ky) = Ẽout

y (kx, ky)/Ẽin
y (kx, ky)) which should be approximately proportional

to the desired mathematical operations.

2.2.1. Diffraction Gratings

Diffraction gratings have been widely used in processing optical signals with in-
tegration or differentiation operations, most of them are based on Fano resonance or
guided-mode resonance in which the reflection or transmission coefficient can approxi-
mate the transfer function in the vicinity of the resonance. In [131], Victor A. Soifer et al.
experimentally demonstrate that a guided-mode resonant grating with period TiO2 slab
waveguide on a quartz substrate can perform spatial differentiation with an obliquely
incident beam. As shown in Figure 4a, the transverse profile of the incident wave Pinc(x, y)
is formed by zeroth order diffraction to the transmitted profile of ptr(x, y). Figure 4b is
the scanning electron microscopy image of the designed diffraction grating. A similar
strategy is to adopt high-contrast grating, as illustrated in Figure 4c [132]. By observing
the amplitude and phase (indicated by red dot and blue line in Figure 4d) of the spatial
spectral transfer function evolving with different incident angle, it is found that the transfer
function has a phase variation of π around a certain angle θ0. Within slight deviation
of θ0, the transfer function satisfies first-order differentiation. In a recent work, Alexios
Parthenopoulos et al. [134] propose a novel dielectric subwavelength grating by employing
high quality suspended Si3N4 films, where the first- and second-order spatial differentia-
tion can be implemented at oblique and normal incidence, respectively. The even guided
mode is excited with normal incident wavefront, and change dramatically to the odd
guided mode as increasing the incidence angle. In addition to these dielectric gratings,
metallic gratings are also investigated and experimentally demonstrated to realize analogue
spatial differentiators. It is well-known that when a metallic grating is illuminated by an
incident wave, at certain incident angle, the surface plasmon resonance will be excited.
Yang et al. [133] found that by adjusting the geometric parameters of the subwavelength
gratings, in the vicinity of surface plasmon resonance, the transfer function can be tailored
to a linear function which satisfies the requirements of first-order differentiation.
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Figure 4. (a) Schematic and (b) photograph of guided-mode resonant diffraction grating for first-
order differentiation; adapted with permission from [131] © The Optical Society. (c) The schematic
and (d) spatial spectral transfer function of the optical spatial differentiator based on subwavelength
high-contrast gratings. Adapted with permission from [132], AIP Publishing, 2018. (e) Schematic of
the first-order differentiator based on subwavelength metallic gratings. (f) The experimental results
for the incident and transmitted images (left) and the normalized field profiles at the position of
white dashed line. Adapted with permission from [133] © The Optical Society.

2.2.2. Plasmonic Structure

By exploiting the critical coupling condition of the surface plasmon polaritons (SPPs),
many plasmonic analog computing devices have been realized. In 2017, Zhu et al. [135]
introduced a classical Kretschmann prism configuration to realize the plasmonic spatial
differentiation where the oblique incident wave (transverse profile of Sin(kx)) with TM-
polarized are used to excite the surface plasmon between glass substrate and silver film,
kx is the transverse component of the wavevector (see Figure 5a). In this case, the amplitude
of reflected wave (transverse profile of Sout(kx)) is the result of the interference between
the direct reflection and the leakage of SPPs. The spatial spectral transfer function around
kx = 0 can be expressed as:

H(kx) = eiϕ ikx + A
ikx + B

(6)

where ϕ is the phase change related to the process of the direct reflection at the glass–metal
interface. A = (αspp − α1)/ cos θ0 and B = (αspp + α1)/ cos θ0, where α1 and αspp are the
radiative leakage rate of the SPP and the intrinsic material loss rate, respectively. When the
critical coupling condition is satisfied (α1 = αspp), Equation (6) can be simplified and
approximated as H(kx) ∝ (eiϕ/B)ikx, which corresponds to the first-order differentiation.
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Figure 5. (a) Top: schematic of the surface-plasmon-based scheme to perform spatial differentiation
with the Kretschmann configuration. Bottom: photograph of the three samples with different
thicknesses; adapted with permission from [135], Springer Nature, 2017. (b) Top: schematic of the
backscattering-immune first-order spatial differentiator based on nonreciprocal plasmonic platform.
Bottom: the simulated results of real and imaginary parts of the eigenvector with different external
magnetic fields. Adapted with permission from [137], APS, 2019.

However, the SPPs is sensitive to the defect of the interface. As such, to further improve
its robustness, Zhang et al. [137] proposed a unidirectional SPPs-based spatial differentiator
which can avoid backscattering by applying an external static magnetic field (shown in
Figure 5b). The magnetic field breaks the time-reversal symmetry and makes the system
have a nonreciprocal property, which is critical to the unidirectional SPPs leaky mode.
As shown in the bottom of Figure 5b, when applying external magnetic field, the SPPs
surface mode changes from bidirectional to unidirectional. To verify the practicability when
facing real-time image processing, the impact of plasmonic spatial differentiation under
time-variant optical signals is analyzed by Zhang et al. [136]. By adopting similar setup
described in [135], the reflected field profile with central frequency ω0 in the spatiotemporal
coordinate can be expressed as:

sout(x, t) = cs
dsin(x, t)

dx
+ ct

dsin(x, t)
dt

(7)

where cs and ct are two constants where cs = eiφ cos θ0
2a1

and ct = eiφ(2a1)
−1

(
1
vg

− sin θ0
vgls

)
, φ is

phase change of direct reflection without excitation of SPP, θ0, a1, vg, vgls are the incident
angle, the leakage rate, the group velocity of the SPP, and the speed of light in the prism
at central frequency ω0, respectively. The second term of Equation (7) indicates that the
output field profile should consider the change rate of input time-modulated signals. As a
conclusion, the authors estimate that the processing speed of plasmonic differentiator is
up to the maximum of 1013 frame/s which is restricted by the time of establishing the SPP
leaky radiation.

2.2.3. Two-Dimensional Dielectric Metasurfaces

The above discussions are mainly focused on 1D mathematical operations. However,
anisotropic edge detection is not sufficient for real-time, high-throughput 2D image process-
ing since multiple measurements are required. In this part, metasurfaces with symmetrically
distributed dielectric nano-resonators are briefly reviewed to illustrate their capacity to
reveal all information from the boundaries of objects. The basic physical mechanism of
these 2D dielectric metasurfaces originates from the modal evolution where a bound state
resonance mode with normal incident plane wave will change to a leaky waveguide mode
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at oblique incidence. The transmitted amplitudes encoded with information of spatial
variation are sensitive to the transmission when increasing the incidence angle [151].

A type configuration is illustrated in Figure 6a [143], silicon nitride patch-arrays
are embedded in a homogeneous medium of silicon dioxide. By tuning the height of
patch-arrays, the spatial bandwidth and resolution of the edge detection can be modulated.
The transmission coefficient of TE incident wave can be expressed as TTE(ϕ, kr) ≈ α(ϕ)k2

r ,

where ϕ is the azimuthal angle, α(ϕ) is the gain of the system, and kr =
√

k2
x + k2

y. From
Figure 6b, it can be seen that the transmission coefficient on the xoy plane formed the
symmetric parabolic distribution due to the geometric symmetric, thereby it can be used
to perform the second-order derivative with the quadratic approximation (see Figure 6c).
In [142], a similar strategy is adopted to realize a 2D Laplace operator which can be
combined with traditional imaging systems with a numerical aperture (NA) up to 0.32.
However, since the quasi-guided leaky modes can only couple with p-polarized incident
waves due to the modal symmetry, this scheme can only operate for one polarization.
To overcome this limitation, Wan et al. [141] introduce a spatial differentiator can be
performed for arbitrary polarized (unpolarized) wave by tailoring the spatial dispersion of
electric dipole resonance supported by silicon nanodisks (see Figure 6d). Figure 6e shows
that for both s- or p-polarized incident waves, the transfer function have similar parabolic
shape which indicate the functionality of spatial differentiation for arbitrary polarization.
The corresponding experiments verify the performance of this scheme (see Figure 6f).

Figure 6. (a) Schematic of the square patch-arrays metasurface for 2D edge detection; (b) 2D spatial
transfer function spectrum; (c) edge detection of square-shaped input beams; adapted with per-
mission from [143], IEEE, 2018. (d) Schematic of the basic configuration of dielectric metasurface
for 2D spatial differentiation; (e) the transfer functions for or both linearly polarized light fields;
(f) the output image of 2D edge detection for x polarization light waves. Adapted with permission
from [141] © The Optical Society.

3. Other Emerging Approaches

3.1. Nonlocal Metasurface

Kwon et al. [144] introduce a new mechanism with increasing the nonlocal response
of metasurfaces, which is generally considered to be undesirable and detrimental, by si-
nusoidally modulating the permittivity of each split-ring resonator (SRR) (Figure 7a).
Within the modulation, the transmission formed a Fano response where a sharp variation
of transmission coefficient emerges on the resonance frequency accompanied with the
incident angle (see Figure 7b). By adding a horizontally misplaced metallic wire-arrays,
the requirements of breaking both vertical and horizontal mirror symmetry are fulfilled to
perform first-order derivative operation (see Figure 7c). Furthermore, 2D edge detection
is demonstrated with combining the 1D computing metasurface and its 90◦ rotational
symmetric structure (see Figure 7d–f).
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Figure 7. (a) Schematic of sinusoidally modulated of split-ring resonators; (b) transmission spectrum
with different incident angle; (c) schematic of asymmetric metasurface with a horizontally misplaced
array of metallic wires for the first-derivative operation; (d) rotated metasurface for 2D second-
derivative operation. (e) Input image and (f) output image of 2D edge detection for linear polarized
wave. Adapted with permission from [144], APS, 2018.

3.2. Random Medium

Another counterintuitive approach is by employing random medium rather than
deliberately designed structures with certain scattering properties to perform wave-based
analog computing. In the study of Hougne et al. [146], it consists of two subsystems:
a chaotic cavity as the random medium and a reflect-array metasurface playing the role
of wavefront shaping device. As shown in Figure 8a, a plane impinging wave with input
vector X is modulated by a wave front shaping device and subsequently propagating
through a random medium to obtain the desired output wave front. For controlling
spatial degree of freedom, the incident wave front is divided into four segments, marked
by A to D (see Figure 8b). Here, an indoor cavity of irregular geometry is used as the
random environment characterized with the Green’s function, which plays the key role of
analog computing by enabling each segment of wave front to contribute to each output
point. The reconfigurable metasurface contains 88 units whose reflection coefficient can be
tuned from −1 to 1. Figure 8c shows the experimental configuration in which microwave
absorbers are installed to limit the reverberation of the cavity.

Figure 8. (a) Schematic the random medium scheme for wave-based analog computation; (b) tamed
contribution of segment D to observation points; (c) experimental setup in a metallic cavity of
irregular geometry. Adapted with permission from [146], APS, 2018.
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3.3. Inverse Design

Estakhri et al. [147] implement the discrete numerical method of solving integral equa-
tion in an optical way by using a recursive approach with a metamaterial block, feedback
waveguides and coupling elements (see Figure 9a). The Fredholm integral equation of the
second kind is expressed as: g(u) = Iin(u) +

∫ b
a K(u, v)g(v)dv, where g(u) is the function

to be solved, K(u,v) and Iin(u) are integral kernel and input signal. By sampling the complex
values of electric fields on the input and output plane (with N points), the corresponding
N × N matrix equation can be established. To obtain the function g(u) is equivalent to
calculate the inverse N × N matrix (A), which can be realized by an inhomogeneous per-
mittivity distributed metamaterial block. In the study, the authors adopt the objective-first
optimization technique to approach the desired relative permittivity in each iteration con-
strained by criterion of transfer function I-A, where I is the identity matrix (the simulation
results is shown in Figure 9b). The experiment of reflective configuration verifies that it is
feasible to apply the inverse-designed metamaterial platform in solve integral equation
(see Figure 9c,d).

Figure 9. (a) The conceptual sketch of the inverse-designed metamaterial platform in solve integral
equation; (b) time snapshot of the simulation results for the transmissive configuration with external
feedback network; (c) the reflective configuration of the internal feedback metamaterial system.
(d) Left: the photograph of the constructed metamaterial system. Right: time snapshot of the
simulation results for the reflective configuration with internal feedback network. Adapted with
permission from [147], AAAS, 2019.

3.4. Brewster Effect

As mentioned above, the transversely homogenous multilayer slabs with even sym-
metry in the spatial Fourier domain cannot be applied to perform first-order derivative or
integration operators since the odd symmetry is needed for these operations. In the study
of Youssefi et al. [148], a rotated configuration is theoretically demonstrated to overcome
this constraint by breaking the refection symmetry. The schematic of the rotated structure is
shown in Figure 10a, when the oblique incident wave illuminating on the boundary of two
dielectric medium (in this study, they are air and a dielectric substrate with different refrac-
tive indices of 1 and 2.1) at the Brewster angle, the GF around ky = 0 can be approximated
with a linear function which is used to implement first-order derivative (see Figure 10b).
The proposed simple structure enables effective implementation of the mathematical op-
erations, however, there are some drawbacks in this configuration. The approximation
requires the reflection spectrum of the interface to become equal to zero, which means only
the signals around the Brewster angle can perform the derivation, leading to a relatively
narrow spatial spectrum and small reflected energy.
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Figure 10. (a) The schematic of the rotated structure for realizing an even or odd Green’s function;
(b) the exact GF distribution and its approximation around ky = 0 based on the Taylor series. Adapted
with permission from [148] © The Optical Society.

3.5. Goos-Hänchen Effect

Motivated by the high sensitivity of Goos-Hänchen (GH) effect for the interface of
total internal reflection, Xu et al. [149] propose a GH-based approach where the kernel
transfer function is acting on the air–glass interface to perform first-order derivative.
After the total internal reflection, the reflected angular spectrum contains two linearly
polarized components which are converted by a quarter-wave plate into two opposite
circular-polarized components. The destructive interference of the reflected waves leads
to the functionality of edge detection. The experimental setup is illustrated in Figure 11a,
the phase distribution and spatial spectral transfer function are shown in Figure 11b.
the results of edge detection for different images are shown in Figure 11c.

Figure 11. (a) The experimental setup for measurement of the spatial spectral transfer function of the first order spatial
differentiator based on GH effect; (b) top: the phase distribution for the spatial spectral transfer function. Bottom: the
comparison of theoretical and experimental results for the spatial spectral transfer function for kx = 0; (c) output image of
edge detection with different rotating angles. Adapted with permission from [149], AIP Publishing, 2020.
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3.6. Spin Hall Effect

In the study of Zhu et al. [150], the authors demonstrate that realizing spatial differ-
entiation is a natural effect of spin Hall effect (SHE) for the reflected or refracted wave
at any planar interface. In this proposal, spin-dependent transverse shifts of −δ and +δ
corresponding to parallel and antiparallel spin states, the destructive interference of the
opposite shifts by selecting an orthogonally polarized reflected wave lead to the final out-
put wave function, which can be expressed as: |ϕout〉 = i

2

∫
dy[ϕin(y + δ)− ϕin(y − δ)]|y〉,

where |ϕin〉 and |ϕout〉 denote the input and output wave functions. The limit of |ϕout〉 is
approximately proportional to the first-order spatial differentiation when δ is much smaller
than the initial wavefunction profile. As an example, Figure 12a shows that an obliquely
incident paraxial beam illuminates on the interface of two isotropic media, two orthogonal
polarizers are installed between the incident and reflected waves. The transfer function
around ky = 0 is depicted in Figure 12b. the experimental results for 1D edge detection are
shown in Figure 12c.

Figure 12. (a) Schematic of spatial differentiation from the SHE of light on an optical planar interface between two isotropic
materials; (b) the comparison of theoretical and experimental results for the spatial spectral transfer function for kx = 0; (c)
the results of edge detection with different target images stored in Einx and Einy, respectively. Adapted with permission
from [150], APS, 2019.

3.7. Quantum Computing with Metamaterials

Quantum computation [38], by employing the principles of quantum mechanics,
such as superposition and entanglement, provides the basis for quantum algorithms that
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enable tremendous improvements over classical computing technology for certain complex
tasks. For example, the large integer factorization problems are considered practically
impossible for classical algorithms as the numbers get larger than 2048 bits. Therefore, it is
essential for modern RSA encryption because the codes are virtually unbreakable. However,
this cryptosystem is facing a daunting challenge by Shor’s algorithm [34], which promises
the abilities of factoring integers in polynomial time. Another famous example is Grover’s
search algorithm [35,36] in which searching an unsorted database only takes O

(√
N
)

time compared with classical algorithm of O(N), where N is the number of entries in the
database. Although the quadratic speedup is slightly less impressive than other quantum
algorithms with exponential acceleration capacities, the time saved is significant when N
is considerably large. In fact, the extraordinary power of quantum computation comes
from the smallest information carrier named quantum bits (or “qubits”). The quantum
superposition phenomenon allows a single qubit to hold 0 and 1 states at the same time, as
multiple qubits is coherently controlled, they process inherent parallel computing abilities
that are far beyond the fastest classical computers.

However, despite these advantages over classical computers, up to now, to realize
large-scale universal quantum computer is extreme difficult. Until 2016, a proof-of-principle
demonstration of Shor’s algorithm can only be achieved to factor the number 15 [152]. Appar-
ently, quantum computation still has a long way to go before it becomes practical. The biggest
challenges that we faced were preparing, control and measurement of qubits, actions on
qubits should be very carefully handled that even the slightest interaction with surrounding
environments may leading to decoherence and destroy the quantum information. Among
enormous numbers of experimental realizations of quantum algorithms in different physical
systems (including nuclear magnetic resonance, quantum dots, trapped ions or QED cavities),
the optical implementation is a promising way since the photons are more robust to external
perturbation and thus corresponds to long decoherence times. In addition, the quantum
optical system do not need extremely cold temperatures to function. The central idea of
quantum optical computing is that quantum information can be encoded by different degrees
of freedom of photons (e.g., polarization, orbital angular momentum, spatial and temporal
modes), by utilizing the common properties shared by both classical optics and quantum
mechanics, such as superposition and interference, it is possible to simulate certain quantum
behaviors with classical light [37,39,40,42,43,45,48–53,55–59,62,67,153].

As a new platform for arbitrarily manipulating wavefront of light, metamaterials or
metasurfaces can also be applied in simulating quantum algorithms with classical wave-
based optics. In 2017, Zhang et al. [154] proposed a metamaterial-based quantum algorithm
analog to perform Grover’s search algorithm. The designed metamaterial consisted of four
cascade subblocks (an oracle subblock Um, two Fourier transform subblocks F, a phase
plate subblock I − 2|0〉〈0|) corresponding to the operators of oracle, Walsh–Hadamard
transform and inversion-about-average (IAA) operation in Grover’s search algorithm
(see Figure 13a). In this scheme, the quantum states are directly mapped onto classical
optical fields. For instance, the incident electric field amplitude “E(y)” is the analogue of
quantum probability amplitude, transversal coordinate “y” is used to label the item of the
database and the maximum number of the database is depending on the full width at half-
maximum of the beam “D” (listed in Table 1). When light occurs on the metamaterial, each
functional subblock it passed is equivalent to performing a quantum operation; therefore,
each roundtrip represents one iteration of the search algorithm. After multiple iterations
in the metamaterial, the marked item is found by measuring the field distribution on the
output plane (see Figure 13b). Recently, Cheng et al. [155] verified that Deutsch-Jozsa (DJ)
algorithm could be simulated by using a similar strategy (see Figure 13c,d).
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Figure 13. (a) Schematic of the general protocol of simulating quantum search algorithm with metamaterials. (b) Experi-
mental results of the time traces (top) and the field intensity (bottom) of the output with different iterations. Adapted with
permission from [154], Wiley, 2017. (c) Simulation results of metamaterial-based DJ algorithm analogy with constant, simple
balance and complex balance functions, respectively. (d) The photograph (top) and experimental results of three samples
for simulating DJ algorithm. Adapted with permission from [155] © The Optical Society.

Table 1. The general protocol of performing Grover’s search algorithm with metamaterial in quantum
and classical realm.

Quantum Classical

Items in the database |i〉
Probability amplitude of the equivalent quantum state

“y”
“E(y)”

The maximum number of the database N “D”

Um I − 2|s〉〈s| exp(i2π
√

εm(y)dm/λ0)

IAA
H⊗n F

I − 2|0〉〈0| exp(i2π
√

ε0(y)d0/λ0)
H⊗n F

In Table 1, we compare the general protocol of performing Grover’s search algorithm
in quantum and classical realm to clarify the differences between the two strategies. As the
spatial freedom of the optical field (cbit) is adopted to simulate the qubit, the classical wave-
based architecture shows a simple and enlightening way to the field of signal processing.
It should be mentioned that despite that it has been proved that entanglement is not
necessary for the efficiency of some quantum algorithms [156], a lack of entanglement
will essentially limit the physical resources for these classical analogies, leading to an
exponential growth of the width of the beam as the numbers of qubits increase. In addition,
the size of the database is also limited by the spatial resolution, diffraction effect and
paraxial approximation of the optical system. With the rapid development of the field
of artificial electromagnetism, we can expect more novel functionalities on simulating
quantum behaviors, such as three-dimensional all-optical search and data classification.
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4. Conclusions and Outlook

In this review, we have presented some of the most exciting developments in the
field of analogous optical computing taking advantage of metamaterials, offering an inte-
grated and miniaturized platform for image processing and edge detection to overcome
the limitations of digital electronic computers. With continuous exploitation, tremendous
novel approaches have been proposed based on different physical mechanisms, includ-
ing Brewster effect, surface plasmonic, photonic spin Hall effect, local/excitation mode
coupling to implement mathematical operations. Despite the promising unprecedent ad-
vances of meta-structures over traditional optical system for analog computing, to date,
it is still extremely challenging to further improve the performance which is limited by
spatial resolution, efficiency, operating bandwidth, strong polarization/angle/symmetry
dependence. In general, computational metamaterials can be divided into two major cate-
gories: plasmonics and dielectrics. Leveraging highly confined surface plasmonic modes,
plasmonic spatial differentiators process advantages of simplicity and ultracompact size.
However, they suffer from some fundamental limitations, for instance, the critical coupling
condition limits the incident angles, the presence of higher-order Taylor coefficients lead to
a narrow spatial bandwidth and further effect the resolution of the computational system.
In addition, the conversion efficiency is restricted by intrinsic material loss. To improve
the efficiency and achieve high-resolution edge detection, all-dielectric metasurface is
emerging as an alternative platform, which is a promising candidate for further broadening
of the operational spatial bandwidth and reducing the absorption losses. It should be
mentioned that dielectric metasurfaces also have some drawbacks—some of them only
work for one polarization while the energy of other polarized waves is completely wasted,
which may lead to relatively low signal-to-noise ratio. Moreover, determining how to
balance the features of numerical aperture, efficiency and spatial resolution requires an
elaborate design [157].

Although some limitations exist in this emerging field, we are pleased to see that
many achievements have been proposed and demonstrated to overcome these drawbacks.
Wang et al. [158] proposed a photonic crystal differentiator with improved robustness
with incoherent light. Kwon et al. [145] designed a nonlocal metasurface by engineering
nonlocality in momentum space that can perform both even- and odd-order differenti-
ations. This study provides a high-quality, efficient and polarization-insensitive image
processing platform for 2D edge detection. We believe that as it continuously evolves, the
metamaterial-based analogous optical computing will be extensively applied in signal and
image processing.
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