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A New Sustainable Warehouse Management Approach for Workforce and Activities Scheduling
Reprinted from: Sustainability 2021, 13, 2021, doi:10.3390/su13042021 . . . . . . . . . . . . . . . . 173
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Will Ending the One-Child Policy and Raising the Retirement Age Enhance the Sustainability
of China’s Basic Pension System?
Reprinted from: Sustainability 2020, 12, 8172, doi:10.3390/su12198172 . . . . . . . . . . . . . . . . 267
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Marinković
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Preface to ”Operational Research Tools for Solving
Sustainable Engineering Problems”

The need for operational research (OR) tools and techniques is manifested in its ability to balance

conflicting objectives (goals or interests) where there are many alternative courses of action available

to the decision-maker when resources, time, and funds are limited. Therefore, beyond the domain

of theoretical knowledge and model-building activities, OR has all of the pervasive applications in

decision making regarding problems in sustainable engineering, sustainable society, and business.

OR tools and techniques find applications in all aspects of sustainability operations, such as

sustainable supply chain planning, sustainable distribution, sustainable traffic flow optimization,

industrial waste reduction, energy conservation, sustainable city planning, etc. Over the years, the

applications of OR have been extended to solving the problems of communication of information

and socioeconomic fields. In this context, the academic community needs to take the lead in the

design, development, and demonstration of sustainable operational research models, endowed and

supported by organizations.

Engineering is the application of scientific principles for practical objectives such as the

processes, manufacture, design, and operation of products while accounting for constraints invoked

by sustainable factors. There are various factors that need to be considered in order to address

engineering sustainability, which is critical for the overall sustainability of human development and

activity.

This Special Issue publishes high-quality papers that develop OR optimization models in the

field of sustainable engineering.

Dragan Pamucar, Željko Stević

Editors
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Abstract: To run a business successfully, quality determination and customer relations are very
important factors. Therefore, it is necessary to measure quality and identify critical points of business.
In this paper, an original integrated model for measuring the service quality of reverse logistics (RL)
was developed for the company Komunalac Teslić, which was used as an example. The Delphi
and Full Consistency Method (FUCOM) was applied to determine the significance of the quality
dimensions, while a modified SERVQUAL (SQ) model was used to measure the service quality
of the logistics. An original SQ questionnaire was formed with a total of 21 statements that were
arranged in five standard dimensions. Examining the reliability of the questionnaire for quality
dimensions using the Cronbach Alpha coefficient, it was found that the measurement scales for
dimensions are appropriate in terms of user expectations, while in terms of quality perception there
is no measurement scale for the empathy dimension. An extensive statistical analysis was then
performed to verify the results. A Signum test was applied to identify the relationship between the
responses in terms of expectations and perceptions, i.e., to examine their differences. The findings
obtained by this research show that the expectations were higher than the perceived quality of the
services and that there was a significant statistical difference for 12 of the SQ statements. For two
statements, there was a significant statistical difference in favor of perceived quality compared to
expectations. Based on the results obtained, the company must improve its services in order for
service quality to be at a satisfactory level.

Keywords: quality; reverse logistics; sustainability; SERVQUAL model; waste management;
Signum test; FUCOM

1. Introduction

The globalization of business together with information technology development has
influenced the changes that are happening in the market. The world market is available
to all organizations and they can participate in it, which leads to increased competition
in the market. Hoping to improve market competitiveness and ensure better long-term
development, companies are devoting more and more attention to logistics. Strong, healthy,
and well-operated logistics can be an efficient means to reduce costs and increase profit mar-
gins [1]. Social pressures, environmental legislation, and economic opportunities have put
pressure on companies to increasingly advocate for sustainable development policies [2].
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All of this has influenced companies to increasingly address the issue of how they affect the
environment. This has motivated companies to establish the concepts of circular and green
economies, as well as sustainable and environmentally friendly logistics development,
with reverse logistics (RL) emerging as a means of strengthening their competitive position
in the market and mitigating their environmental impact [3]. RL includes recycling and
the reuse of materials and goods [4]. RL is part of logistics and its main task is to enable
the return of products from the customer to the manufacturer in order to fully recycle
the product or to separate the components that could be reused. The remanufacturing
process is widely used in RL [5]. The main applications of remanufacturing are forecasting
problems, production scheduling, capacity planning, production planning, and inventory
management [2]. The focus of RL is to maximize the value of end-of-life products through
reuse, refabrication, remanufacturing, recycling, and energy recovery of the products [6].
RL represents an important segment of sustainability due to aspects of the recycling process
and green supply chain issues [7]. The proper application of RL not only creates a cleaner
environment and allows for proper waste management, but it can also have a significant
impact on a country’s economic development [8].

Adequate waste management, including the implementation of RL, is one of the
main challenges facing all countries. It is characteristic of Balkan countries to only recycle
a small percentage of waste and to use RL rarely [9]. In addition, there is a generally
negative perception of quality among consumers regarding the application of RL, and it is
necessary to enhance efforts to raise awareness among consumers in the Balkans [10]. It is
necessary to strengthen the citizens’ awareness of recycling and introduce RL in Bosnia
and Herzegovina (B&H) wherever possible in order to manage waste.

This research aims to determine the quality of services in RL for the utility company
Komunalac Teslić by its service users using an original integrated SERVQUAL–MCDM
model. The research, conducted at the company Komunalac Teslić, aims to identify and
possibly eliminate certain shortcomings. Using the SERVQUAL model and its five dimen-
sions: responsiveness, empathy, assurance, reliability, and tangibles, the service quality of
the utility company Komunalac Teslić will be determined. The most important issues, i.e.,
goals, that this study addresses relate to the following:

Forming an original SERVQUAL questionnaire of 21 statements used for the first time
in the literature of reverse logistics.

Forming an integrated model for determining the quality of service, using Delphi and
FUCOM methods to identify the significance of dimensions.

Identifying where the biggest gap is in terms of expectations and perceptions of the
quality of RL services in this company.

The application of this approach will enable the company Komunalac Teslić to improve
the quality of RL services. In this way, the amount of waste in the city of Teslić will be
reduced and the environment will be protected. Therefore, it is necessary to obtain feedback
from users in order for RL to have better results in waste management.

Apart from the clear motivation and significance of this field of research, in this paper
the literature related to RL is reviewed and the use of the SERVQUAL model in measuring
the quality of services in logistics as support to create a good model is also reviewed. The
main parts of the paper are research methodology, case study, and results. In Section 3,
the research process is clarified, while the part related to the case study explains how
the survey data were collected using the original SERVQUAL–MCDM model. Section 5
summarizes and explains the research findings with extensive statistical analysis, while
the next part of the paper provides a discussion of the results obtained. Moreover, the
most important conclusions reached by this research and the limitations and guidelines for
future research are presented.

2. Literature Review

Reverse logistics is a term commonly used to describe the management of end-of-life
products, and mostly refers to the terms reduce, reuse, remanufacture, and recycle [11].
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Reduce is a term that refers to waste reduction in manufacturing and the packaging of
products. The term reuse refers to the return of an unused product to the manufacturer
in order to put the product back into use. The term remanufacture refers to a process of
repairing, restoring, or overhauling products to extend their lifespan. Recycle refers to a
process in which any component of a product that contains a certain value is returned to
the manufacturer. RL should be designed outside the company and should not be limited
by waste collection and recycling actions [12], but other activities should also be included
to preserve the value and usefulness of materials for the longest possible period, which
would make significant gains for the company’s value chain [13]. Implementing RL helps
reduce production waste and helps companies make a profit [14].

There are many reasons why business professionals and scientists turn their atten-
tion to RL, including the following: growing concern for the environment, competitive
advantage, financial potential, legal reasons, and social responsibility [15]. RL is closely
related to the elements of sustainability within supply chains [7]. Creating a sustainable
supply chain and sustainability in business itself are the main conditions for competing in
the global world market [16]. RL plays a significant role in many traditional efforts related
to the sustainability of enterprises [17]. However, RL is not always required for a supply
chain to be sustainable or environmentally friendly, but it is linked to the environmental
awareness of enterprises [7]. Therefore, it is necessary to observe RL separately from a
sustainable supply chain, since it is not an element of sustainability but plays a significant
role in reducing the negative effects that a company has on ecology and the environment.

In contrast to the supply chain, i.e., logistics, RL starts from the final destination
(customers) and ends at the place of origin (suppliers) [18]. Based on that, it can be
stated that the user is a key participant in RL. Therefore, it is necessary to develop RL
based on user expectations or increase existing customer satisfaction [19]. Increasing
customer satisfaction is achieved by improving services. The improvement of RL services
is achieved by improving the system of quality in companies. Quality management does
not directly affect competitiveness, but it does affect certain dimensions, such as increasing
customer satisfaction, attracting new customers, improving the image of companies and
various other factors that lead to an improved competitiveness within companies and their
market survival in times of crisis [20]. Quality management seeks not only to meet or
exceed customer expectations but also to meet the expectations of other interested parties
important to the company, e.g., the public, regulatory bodies, and suppliers [21].

In order to manage quality in RL, it is necessary to examine customer satisfaction,
as this is key to RL. To achieve this, different models are used, and the most prominent
is SERVQUAL. Wang et al. [22] showed that the SERVQUAL model was used the most
and cited by researchers, and thanks to that the model significantly contributed to service
quality research. Apart from that, many organizations have improved their quality after
the application of the SERVQUAL model after obtaining poor results in the initial stage.
In addition, SERVQUAL is a very useful tool for recognizing customer requirements [23].
The SERVQUAL model was known as the Gap Model, and it is used to measure quality in
relation to expectations and the evaluation of performance [24]. The difference between
expectations and the evaluation of performance is quality. If expectations are higher than
the evaluation of performance, then the level of quality is low and vice versa.

Meidutė-Kavaliauskienė et al. [25] have proved that the SERVQUAL method is suit-
able for identifying sectoral value gaps in logistics and its application ensures competitive
advantages. Prentkovskis et al. [26] proved the applicability of the SQ model in combi-
nation with a MCDM method using the example of a logistics service in an express post
company. In their research applying SERVQUAL, Kilibarda et al. [27] proved that the
quality of logistics services was not at a satisfactory level in Serbia. Using SERVQUAL,
Knop [28] showed that the quality of the service provided by transport and logistics opera-
tors in the pharmaceutical industry was such that the expectations regarding the quality of
services provided by these operators were higher than the actual quality level obtained for
all dimensions of the service quality being evaluated. Limbourg et al. [29] examined the

3
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quality of logistics services using SERVQUAL on a sample of 200 logistics service users
in the city of Da Nang and showed that the customer support programs needed to be
improved. Using the SERVQUAL model, Memić et al. [30] showed that the users were
not satisfied with the logistics services of a passenger transport company since all the
dimensions had negative values regarding the difference between the observations and
the expectations. Czajkowska and Stasiak-Betlejewska [31] used the SERVQUAL method
to measure the expectations and the perceptions of the quality of logistics services in
companies operating in Eastern Europe and showed that the quality of the services in the
areas of “Empathy” and “Materiality” should be improved. Roslan et al. [32] proposed a
SERVQUAL-based model to measure the differences between customer satisfaction and
desire in terms of the quality of logistics services provided by manufacturers in Iskandar,
Malaysia. Parmata et al. [33] used SERVQUAL to measure the quality of the service of
three major pharmaceutical distributors in India and to show how service quality affects
service satisfaction. These studies have shown the effectiveness of the SERVQUAL model
in testing the quality of services in logistics. Therefore, in this research, it was decided to
use the SERVQUAL model to measure the quality of RL services using the example of the
company Komunalac Teslić.

3. Methodology

In order to determine the service quality of Komunalac Teslić in terms of the applica-
tion of RL, a methodology consisting of three phases (Table 1) was used. Phase 1 of this
research was data collection. When measuring the quality of RL at the company Komunalac
Teslić, the users of these services were surveyed. First, the SERVQUAL questionnaire was
adapted to measure the quality of RL. Then, this questionnaire was set up online using a
template of Google forms. After the survey was completed, the data were further processed
and prepared for analysis.

Table 1. Research methodology.

Phase Steps

Phase 1. Data collection
Forming an original SERVQUAL questionnaire
Sending the SERVQUAL questionnaire to users

Data processing and preparation for analysis

Phase 2. Determining
dimension weights

Surveying users about the dimension importance percentages they have for them
Synthesis of dimension weight ratings obtained by users

Implementing the Delphi method
Collecting data from decision-makers

Calculating the weights of quality dimensions using the FUCOM method

Phase 3. Research results

Descriptive analysis of results
Comparison of expectations and perceptions in respondents’ answers

Determining insignificant and significant differences in expectations and quality perception
Conducting a Signum test

Phase 4. Discussion of results
Analysis of the results obtained

Comparison of results in terms of expectations and quality perception
Proposed guidelines for quality improvement

Phase 2 of the research was applied by determining the weights of the quality dimen-
sions. This weight determination was performed in two ways. The first way collected
users’ opinions about the importance that a certain dimension had for them, by applying
the Delphi method [34]. The second way applied the FUCOM method [35–37], where five
decision-makers were selected for the evaluation of the quality dimensions.

Phase 3 included the results of the research. After the data were processed and
prepared for analysis, the distribution of the obtained results was presented. Then, the
obtained results were compared in terms of the service users’ expectations and perceptions,
thus comparing their agreement or disagreement with the given statements in terms of
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expected and perceived quality. After that, the insignificant and significant differences
were determined, first for the users’ expectations, and then for the users’ quality perception.
The last part of the analysis of the research results was the implementation of a Signum
test where the significance between responses for expectations and perceptions were
determined. Because the collected results had non-parametric characteristics that deviated
from expected binomial distributions, a Signum test was used [23].

Phase 4 of the research involved conducting a discussion of the results obtained. First,
an analysis of the obtained results was completed, and it was determined where there
was the biggest difference, i.e., for which statements the expectations were higher than the
perceptions and vice versa. Based on the comparison of the results, it was identified why
such results were obtained. Then, the guidelines on how the company Komunalac Teslić
will improve the quality in the implementation of RL were provided.

4. Case Study

At the very beginning of its business, the enterprise for utility services consisted of a
utility company and a water supply system in the municipality of Teslić, and it was not
until 2001 that these two businesses separated. Since 2001, the utility company has been
operating independently under the name Komunalac Teslić. So far, the company has about
7000 registered users; 6500 are natural persons and 500 are legal entities. In the beginning,
waste collection and transport were only undertaken in urban and suburban areas, while
in the last few years the business has changed and expanded into the rural areas of the
municipality of Teslić, thus increasing the number of users. Waste collection charges
are fixed and are taken on a monthly basis. The basic function of the utility company
Komunalac Teslić is waste management in the territory of the municipality of Teslić. Waste
collection in the urban zone is carried out twice a day, except on weekends when waste
collection is carried out once a day. Waste collection in rural areas is carried out once a
week. Each rural settlement has a particular day when waste is collected. In this case, waste
management includes waste collection and its disposal at a landfill under the supervision
of the utility company. In the last few years, the company Komunalac Teslić has initiated
activities to open a recycling center. In 2020, the company started collecting waste that
will be recycled. The company Komunalac Teslić decided to set up containers for sorting
waste intended for recycling. The containers are at accessible locations, so that users can
dispose of waste in a very easy and fast way. The number of containers and their volume at
a location depends on the number of users in that area. Service users have been informed
by the media about the provision of a new service to collect waste that will be recycled.
The aim of this company is to increase the percentage of waste for recycling. In order to
improve the quality of this service, users were surveyed about their expectations before
setting up the containers, and their quality perceptions after setting up the containers. In
this way, the company Komunalac Teslić will receive the necessary information on how to
improve its RL services through waste recycling.

Users were surveyed through the application of the SERVQUAL model. The cus-
tomized questionnaire consisted of 21 questions related to expectations and 21 questions
related to quality perception. The questions in the questionnaire were divided into five
dimensions: reliability, assurance, empathy, responsiveness, and tangibles (Table 2). Users
were offered answers for the rating of expectations and quality perceptions in the form of
linguistic values, which ranged from “I completely disagree with this statement” assigned
grade one, and “I completely agree with it” assigned grade five. A Likert scale of five
levels of disagreement or agreement with given statements was used. At the end of the
questionnaire, users had to rate each quality dimension in the form of percentages and
thus needed to determine which of the dimensions was the most important to them. The
total sum of the evaluated dimensions should be 100%. During the evaluation, the users
were guided by which of the given dimensions they thought had the greatest impact on the
quality of the provided service of the utility company. The questionnaire was posted online
using Google forms. The questionnaire was active from March to May 2020. The links
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were forwarded by social networks and the e-mail services of the company Komunalac
Teslić. The questionnaire was accessed by 170 service users, and it was correctly filled in by
112 users.

Table 2. SERVQUAL questionnaire.

Dimensions Statements Grades

Reliability
Q1 Services will be provided at the expected time 1 2 3 4 5
Q2 Waste will be collected regularly 1 2 3 4 5
Q3 Waste collection will be performed without difficulties 1 2 3 4 5

Assurance
Q4 Workers will be careful when performing work tasks 1 2 3 4 5
Q5 The user will be informed in a timely manner 1 2 3 4 5
Q6 The cost of the waste collection service will be fixed 1 2 3 4 5

Tangibles

Q7 The cost of the service will be acceptable 1 2 3 4 5
Q8 No noise will be generated during waste collection 1 2 3 4 5
Q9 Invoices will be clear and delivered to home addresses 1 2 3 4 5

Q10 The streets will be clean and tidy 1 2 3 4 5
Q11 The containers will be placed close to the household 1 2 3 4 5
Q12 There will be no unpleasant odors at waste disposal sites 1 2 3 4 5
Q13 Waste collection vehicles will be modern 1 2 3 4 5

Empathy
Q14 Services will be flexible and customized 1 2 3 4 5
Q15 The time of waste collection and transport will be appropriate 1 2 3 4 5
Q16 When charging, population categories will be taken into account 1 2 3 4 5

Responsiveness

Q17 Workers will be professional during the waste collection process 1 2 3 4 5
Q18 Novelties will be accepted quickly 1 2 3 4 5
Q19 Users’ needs will be adequately responded to 1 2 3 4 5
Q20 Waste collection will be fast and adequate 1 2 3 4 5
Q21 Traffic will not be disturbed 1 2 3 4 5

As we mentioned in the introduction, the original SERVQUAL questionnaire contained
21 statements that were used for the first time in the literature. The questionnaire was
formed based on the experiences of managers from the field of reverse logistics and the
need of the utility company Komunalac Teslić, for which this research was performed. It
is important to note that this questionnaire contained statements mostly related to waste
collection management. Bosnia and Herzegovina is a very poor country from the aspect of
the full application of reverse logistics (reduce, reuse, recycle), so we were forced to only
consider waste disposal as one of the channels of reverse logistics.

In addition to user surveys, the FUCOM method was applied to determine the weights
of the quality dimensions by decision-makers. Five decision-makers who are regional
experts in the field were selected. They are informed on a daily basis and they make
decisions related to waste management activities in reverse logistics. Decision-makers
based their preferences on the results of the Delphi method, i.e., the initial ranking for the
FUCOM method.

5. Results

Before showing the results collected from the users in terms of expectations and quality
perceptions, the findings related to the weights of the quality dimensions are presented first.
At the end of the questionnaire, each service user evaluated individual quality dimensions
with a percentage of how important a certain dimension was to them. Each dimension
was summed up and divided by the total rating, i.e., the sum of the percentage values
of one dimension was divided by the sum of the percentage values for all dimensions.
In this way, the results of the weights of the quality dimensions were obtained (Table 3).
Based on the results obtained, it can be concluded that the most important dimension for
users was responsiveness (w = 0.216), followed by the reliability dimension (w = 0.204)
which was slightly smaller than the responsiveness dimension. The assurance dimension
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(w = 0.199) and the tangibles dimension (0.191) had approximately the same results, while
the empathy dimension (0.190) was in the last position.

Table 3. The weight values of the quality dimensions obtained by users applying the Delphi method.

Weight Coefficients Values

Reliability 0.204
Assurance 0.199
Tangibles 0.191
Empathy 0.190

Responsiveness 0.216

Total 1.000

Final weight values were determined using the FUCOM method by five decision-
makers. Based on the ranking defined by users applying the Delphi method, the decision-
makers compared the criteria. After applying the other steps of the FUCOM method, their
final values were calculated by the Lingo 17 software, as shown in Table 4. The same
procedure was applied for all decision-makers and the weights were calculated for each
decision-maker. The final weight values, related to the decision-makers’ opinions, were
obtained by applying the average value for the quality dimensions. The highest value was
given to the responsiveness dimension (w = 0.231), followed by the reliability dimension
(w = 0.211), assurance (w = 0.197), tangibles (w = 0.189), while the empathy dimension
gained the least weight (w = 0.172).

Table 4. Final weight values of the quality dimensions obtained by the decision-makers using the
FUCOM method.

Reliability Assurance Tangibles Empathy Responsiveness

DM1 0.203 0.203 0.194 0.167 0.233
DM2 0.214 0.196 0.181 0.174 0.235
DM3 0.214 0.195 0.195 0.172 0.224
DM4 0.217 0.198 0.192 0.175 0.217
DM5 0.207 0.194 0.182 0.172 0.244

Wj 0.211 0.197 0.189 0.172 0.231

After the final weights of the quality dimensions were determined by users and
decision-makers, descriptive statistics of the data received from the users were performed
(Table 5). The highest value for user expectations was given to the assurance dimension
(mean = 3.915), while the lowest value was given to the empathy dimension (mean = 3.342).
When observing the results obtained for quality perception, the highest value was given
to the reliability dimension (mean = 3.783), while the lowest evaluated dimension was
empathy (mean = 3.247). When determining the dispersion of the service users’ responses,
it was identified that the tangibles dimension (ST = 1.348) had the largest dispersion in
responses in terms of user expectations, while the reliability dimension had the lowest
dispersion (ST = 1.230).

When observing the results for quality perception, the dimension tangibles (ST = 1.321)
had the largest dispersion in users’ responses, while the dimension reliability (ST = 1.189)
had the smallest dispersion. The internal consistency of the measurement scales was
measured using the Cronbach Alpha (CA) coefficient. The results obtained using the CA
coefficient are such that there was an internal consistency in the dimensions for measuring
user expectations, as all CA values are higher than 0.6 [38]. However, in the responses re-
lated to perception in the empathy dimension there was no consistency of the measurement
scales, and certain segments of the SQ questionnaire have been deleted.
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Table 5. Descriptive analysis of quality dimensions, Cranbanch alpha indicator and quality identified.

Dimension
Expectations Perception

SQ Gap
AV ST CA AV ST CA

Reliability 3.848 1.230 0.845 3.783 1.189 0.813 −0.014
Assurance 3.915 1.234 0.746 3.385 1.269 0.600 −0.009
Tangibles 3.712 1.348 0.822 3.655 1.321 0.618 −0.017
Empathy 3.342 1.281 0.942 3.247 1.229 0.338 −0.018

Responsiveness 3.833 1.287 0.810 3.699 1.242 0.600 −0.029

SERVQUAL 3.730 1.276 0.833 3.554 1.250 0.600 −0.017

When filling out the questionnaire, the respondents filled in their expectations and
perceptions regarding the RL service quality of the company Komunalac Teslić. The
distribution of ratings in terms of expectations and quality perception are shown in Table 6.
These results show that the highest expectations of service users were related to statement
Q9 (Invoices will be clear and delivered to home addresses) where there is the highest
rating by all users (mean = 4.1786), while the lowest expectations were for statement Q12
(There will be no unpleasant odors at waste disposal sites), which received the lowest
rating by users (mean = 3.3750). The ratings of RL service quality perception are such that
the highest rating was given to statement Q5 (The user is informed in a timely manner)
(mean = 3.9107), while the lowest rating was given to statement Q16 (When charging,
population categories are taken into account) (mean = 3.2411).

Table 6. Distribution of ratings in terms of expectations and perceptions.

Ordinals
Expectation Ratings

Mean
Perception Ratings

Mean
E(1) E(2) E(3) E(4) E(5) P(1) P(2) P(3) P(4) P(5)

Q1 11 11 9 36 45 3.8304 11 15 7 43 36 3.6964
Q2 10 12 10 40 40 3.7857 7 17 7 40 41 3.8125
Q3 6 9 13 43 41 3.9286 5 15 12 41 39 3.8393
Q4 7 15 8 39 43 3.8571 8 16 6 43 39 3.7946
Q5 5 14 10 33 50 3.9732 5 12 12 42 41 3.9107
Q6 6 13 12 32 49 3.9375 11 11 11 44 35 3.7232
Q7 6 18 8 38 42 3.8214 7 12 9 45 39 3.8661
Q8 9 13 10 41 39 3.7857 9 15 17 39 32 3.6250
Q9 6 5 15 23 63 4.1786 13 13 8 40 38 3.6875

Q10 14 14 9 35 40 3.6518 9 20 12 35 36 3.6161
Q11 9 14 9 40 40 3.7857 18 13 15 29 37 3.4821
Q12 21 16 8 34 33 3.3750 9 18 12 40 33 3.6250
Q13 15 24 11 27 35 3.3839 11 14 27 33 27 3.4554
Q14 9 16 18 42 27 3.5536 5 16 12 39 40 3.8304
Q15 10 12 15 30 45 3.7857 11 14 27 33 27 3.4554
Q16 8 15 4 38 47 3.9107 18 23 15 26 30 3.2411
Q17 11 13 11 34 43 3.7589 8 13 13 45 33 3.7321
Q18 6 14 10 46 36 3.8214 12 14 24 33 29 3.4732
Q19 6 16 21 38 31 3.6429 5 14 30 34 29 3.6071
Q20 10 13 14 31 44 3.7679 6 20 12 46 28 3.6250
Q21 4 14 11 35 48 3.9732 7 19 9 38 39 3.7411

sum 189 291 236 755 881 195 324 297 808 728

Considering the rating of expectations and quality perceptions, it is obvious that the
number of ratings received increased: for grade one, from 189 to 195 (+6); for grade two,
from 291 to 324 (+33); for grade three from 236 to 297 (+61); and for grade four, from 755 to
808 (+53), while the number of grades five given by the users in terms of quality perception
decreased from 881 to 728 (−153). In this way, it was shown that expectations were higher
than the perceived RL quality.
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This fluctuation in ratings indicates the exclusive disappointment of the respondents
who had the highest expectations (Figure 1). However, the presentation of expectations
and perceptions of 112 respondents (Figure 2) by expectation and perception indicates
uncharacteristic fluctuations. This fluctuation has a dominant tendency to decrease ratings
for user perceptions, but in some cases, it also has a tendency to increase ratings for
user perceptions. Therefore, it is necessary to consider this relationship through a linear
correlation between the same ratings of expectations and perceptions.
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The results of the correlation coefficient show that there is a small correlation between
the ratings observed (Table 7). Only observing the same ratings shows that a small number
of respondents in their perception rating repeated their rating from expectations. At grade
four, there was a negative correlation between these responses (r = −0.149). However, the
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weak correlation between the ratings does not allow a relevant conclusion to be drawn
about the relation between expectations and responses, but at the same time they point to
analytical dynamics resulting from the obvious consistent cooperation and interest of users
in participating in the survey.

Table 7. Results of a linear correlation between the ratings of expectations and perception.

E(1) E(2) E(3) E(4) E(5)

P(1) +0.109 +0.293 +0.090 −0.075 −0.318
P(2) −0.056 +0.051 +0.404 −0.237 −0.307
P(3) −0.465 −0.296 +0.396 +0.102 −0.138
P(4) −0.119 +0.110 −0.014 −0.149 +0.214
P(5) +0.284 −0.109 −0.421 +0.207 +0.223

Research into the nonparametric characteristics of the distribution of expectations
in responses has not established a specific type of distribution in any case. Binomial
distribution, established in some previous research [23] was potentially the closest, but
did not meet the verification requirements with a given significance threshold of p > 0.05
in the case of expectation and perception. Therefore, the basis for further analysis is a
nonparametric Signum test.

In accordance with the Signum test results, insignificant and significant differences
in the values of each of the expectations Em(n) n∈[1,21], m∈[1,112] are given in Table A1,
while the Signum test results of insignificant and significant differences in the values of
each of the answers Pm(n) n∈[1,21], m∈[1,112] are given in Table A2.

We can conclude that the tests of expectations are dominantly different from each other
and that they represent a reference basis for the estimation of expectations. Expectation
E12 had the strongest logical differentiation, and expectation E18 had the weakest logical
differentiation. In accordance with the Signum test results, it should be noted that expecta-
tions E01 were absolutely in compliance with E07 (p = 1.0000) and that expectations E01
were absolutely in compliance with E18 (p = 1.0000). The relationship between expectations
E07 and E18 is significantly consistent, but not absolute (p = 0.7728). Moreover, we can
conclude that the results of the response tests are mostly different from each other and that
they represent a reference basis for estimating expectations.

Perception P16 to expectation E16 had the strongest logical differentiation, and per-
ception P09 to expectation E09 had the weakest logical differentiation. In accordance with
the Signum test results, P10 had the highest number of four absolute compliances with
the following: P08, P12, P19, and P20. It should be emphasized that expectations E10 and
E19 were absolutely in compliance. The coefficients of linear correlation between these
expectations and answers are as follows:

• Between E10 and E19 r = +0.792
• Between P10 and P19 r = +0.654
• Between E10 and P10 r = +0.945
• Between E19 and P19 r = +0.915

The high compliance of the rating distribution of expectations between E10 and E19
was based on two subgroups of respondents that were not in compliance and therefore the
results were such that there was a moderate correlation (r = 0.7921), and their compliance
differentiation was also expressed in perceptions P10 and P19 (r = 0.6538). However, the
consistency of the relationship between their expectations and responses was evident in
the correlations for E10 and P10 (r = 0.9450) and E19 with P19 (r = 0.9145), so we conclude
that there are no significant quantitative differences between E10/E19 expectations and
P10/P19 perceptions, but there are significant qualitative differences in the relationship
between E10/P10 and E19/P19 expectations due to the inversion of the groups with
opposite attitudes to expectations and perceptions.
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In accordance with the Signum test results, absolute compliance was also established
between the following perceptions: P01/P09, P03/P14, P06/P17, P11/P18, P13/P15, and
P17/P21. The specific determination of differences between individual expectations and
responses is given in Table A3, and based on the results it can be noted that:

• A total of 12 responses had significantly lower ratings than expected, such as: E01/P01,
E03/P03, E04/P04, E06/P06, E08/P08, E09/P09, E11/P11, E15/P15, E16/P16, E18/P18,
E20/P20, E21/P21;

• A total of 7 responses remained at the level of expectations: E02/P02, E05/P05,
E07/P07, E10/P10, E13/P13, E17/P17, E19/P19;

• A total of 2 responses had significantly higher ratings than expected: E12/P12,
E14/P14.

The largest drop in ratings was found for expectation E16 to perception P16, which
is extremely significant (p = 0.0000) and in absolute value is ∆(16) = −0.6696, and in
relative terms it represents a loss of 17.12% of the expectation. The E16/P16 relation is
specific because the perception is absolutely heterogeneous (there is no compliance by the
Signum test with another perception). The second drop in the ratings value was found for
expectation E09 to perceptions P09, which is also absolutely significant (p = 0.0000) and in
absolute value is ∆(09) = −0.4910, and in relative terms it represents a loss of 11.75% of the
expectation.

6. Discussion

When assessing the quality of RL services at the company Komunalac Teslić, the
original SERVQUAL–MCDM model was used. Using this model, users’ opinions about
the quality of services were examined. A total of 21 statements were used and were
divided into five dimensions: reliability, assurance, empathy, responsiveness, and tangibles.
RL is specific because the initiation of activities is by the customer, ending them at the
supplier [18], which distinguishes it from classical logistics.

The questionnaire containing these statements was completed by 170 users, and 112
of them completed it correctly. First, the correlation between ratings for expectations and
perceptions was examined. The results have shown that there is a weak correlation between
the ratings, which has proved that the collected results have non-parametric characteristics
that deviate from the expected binomial distributions.

By comparing the results obtained by measuring expectations and perceptions, it
was shown that user expectations differ significantly from the perception of quality in 14
statements. The results obtained using this model showed that in statements Q16 (When
charging, population categories will be taken into account) and Q9 (Invoices will be clear
and delivered to home addresses) there is the highest degree of discrepancy between
expectations and perceptions by users. As can be seen, both of these statements are not
related to RL services but to invoices and charging. The company Komunalac Teslić should
first work on improving the service of distributing invoices, and when charging, take into
account the categories of the population and adjust the cost of services to the categories.
However, the results showed that there was also a significant statistical difference in
responses for the other 12 statements. Based on that, the company Komunalac Teslić
must first introduce novelties in its business, then harmonize the time of waste collection
and transport with the requirements of households and set up containers close to the
households. This is only a part of the service that the company Komunalac Teslić must
improve in order to improve the quality of RL services. The reason for this is that the
service users had high expectations regarding the introduction of the new RL service.

What is particularly significant for the results obtained is that there is a higher rating
of quality perception than user expectation for two statements, and those statements are
Q12 and Q14. There is also a significant statistical difference between these statements.
Based on that, it can be concluded that the company Komunalac Teslić has additionally
adjusted its services to the users’ needs, improving flexibility and reducing unpleasant
odors at waste disposal sites. In addition, there is a higher rating of perceived quality for

11



Sustainability 2021, 13, 5734

three other statements than of expected quality, and those statements are Q2, Q7 and Q13.
However, there is no significant statistical difference between expectations and perceptions
of quality for these statements.

In order for Komunalac Teslić to advance its RL services, it is necessary to improve
the services aiming to improve the perceived quality of services. This needs to be carried
out particularly for those services where there is a significant statistical difference between
user expectations and their perception. It is necessary to re-examine the perception of users
after a certain time in order to determine whether the quality has improved. Only in this
way is it possible to constantly improve the quality of the services since there is feedback
from service users.

7. Conclusions

Every company strives to improve the quality of its services and products in order
to be more competitive in the market. When a new service is introduced, it is necessary
to determine how the service has been accepted by users. In this paper, the quality of RL
services was examined using the example of the company Komunalac Teslić, using the
original SERVQUAL–MCDM model for measuring the quality of services. It was used
to measure the expectations and the perceptions of the quality of the user services when
introducing RL services. The research findings have shown that there are higher user
expectations than quality perceptions for most of the statements. This especially refers
to statements Q9 and Q16. However, the results have shown that there is a significant
statistical difference between the perception of quality and user expectations for statements
Q12 and Q14. In order to improve the quality of its services, the company Komunalac
Teslić must continuously examine the user perception of the quality of the services. Only
in this way will timely information will be obtained.

The main disadvantage of this research can be seen through the fact that many users
of the services of the company Komunalac Teslić were not included. However, not all
customers use RL services because they are not familiar with the importance of RL for
preserving the environment. Therefore, it is necessary to increase people’s awareness of the
importance of RL in order for more of them to use these services. The research methodology
has shown great flexibility in work and can be used in measurement and other services
that occur in logistics.

Author Contributions: Conceptualization, Ž.S. and A.P.; methodology, Ž.S., D.L. and G.J.; formal
analysis, I.T. and J.V.; investigation, Ž.S.; writing—original draft preparation, Ž.S., A.P. and D.L.;
writing—review and editing, I.T. and G.J.; supervision, I.T.; project administration, J.V. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

12



Su
st

ai
na

bi
lit

y
20

21
,1

3,
57

34

A
pp

en
di

x
A

.S
ta

ti
st

ic
al

A
na

ly
si

s

Ta
bl

e
A

1.
Si

gn
um

te
st

re
su

lt
s

of
in

si
gn

ifi
ca

nt
an

d
si

gn
ifi

ca
nt

di
ff

er
en

ce
s

in
th

e
va

lu
es

of
st

at
em

en
ts

in
ex

pe
ct

at
io

ns
.

E0
1

E0
2

E0
3

E0
4

E0
5

E0
6

E0
7

E0
8

E0
9

E1
0

E1
1

E1
2

E1
3

E1
4

E1
5

E1
6

E1
7

E1
8

E1
9

E2
0

E2
1

E0
1

0.
13

1
0.

02
2

0.
45

0
0.

00
0

0.
00

2
1.

00
0

0.
18

2
0.

00
0

0.
00

0
0.

18
2

0.
00

0
0.

00
0

0.
00

0
0.

13
1

0.
00

8
0.

01
3

1.
00

0
0.

00
0

0.
04

6
0.

00
0

E0
2

0.
13

1
0.

00
0

0.
01

3
0.

00
0

0.
00

0
0.

28
9

0.
48

0
0.

00
0

0.
00

0
0.

48
0

0.
00

0
0.

00
0

0.
00

0
0.

75
2

0.
00

1
0.

50
5

0.
38

7
0.

00
2

0.
75

2
0.

00
0

E0
3

0.
02

2
0.

00
0

0.
04

3
0.

30
2

1.
00

0
0.

00
3

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
2

0.
80

3
0.

00
0

0.
00

2
0.

00
0

0.
00

1
0.

26
7

E0
4

0.
45

0
0.

01
3

0.
04

3
0.

00
1

0.
01

6
0.

22
1

0.
01

3
0.

00
0

0.
00

0
0.

01
3

0.
00

0
0.

00
0

0.
00

0
0.

04
3

0.
07

7
0.

00
3

0.
34

3
0.

00
0

0.
00

9
0.

00
1

E0
5

0.
00

0
0.

00
0

0.
30

2
0.

00
1

0.
13

4
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
07

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

61
7

E0
6

0.
00

2
0.

00
0

1.
00

0
0.

01
6

0.
13

4
0.

00
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
54

7
0.

00
0

0.
00

2
0.

00
0

0.
00

0
0.

22
1

E0
7

1.
00

0
0.

28
9

0.
00

3
0.

22
1

0.
00

0
0.

00
1

0.
28

9
0.

00
0

0.
00

0
0.

22
1

0.
00

0
0.

00
0

0.
00

0
0.

42
1

0.
01

6
0.

04
6

0.
77

3
0.

00
0

0.
14

5
0.

00
0

E0
8

0.
18

2
0.

48
0

0.
00

0
0.

01
3

0.
00

0
0.

00
0

0.
28

9
0.

00
0

0.
00

1
0.

48
0

0.
00

0
0.

00
0

0.
00

0
0.

77
3

0.
00

1
0.

54
7

0.
34

3
0.

00
1

0.
77

3
0.

00
0

E0
9

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

E1
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
05

4
0.

00
0

0.
00

0
0.

00
2

0.
00

1
1.

00
0

0.
00

1
0.

00
0

E1
1

0.
18

2
0.

48
0

0.
00

0
0.

01
3

0.
00

0
0.

00
0

0.
22

1
0.

48
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

77
3

0.
00

1
0.

50
5

0.
38

7
0.

00
2

0.
75

2
0.

00
0

E1
2

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
1.

00
0

0.
00

1
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

E1
3

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
1.

00
0

0.
00

2
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

E1
4

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

05
4

0.
00

0
0.

00
1

0.
00

2
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
4

0.
00

0
0.

00
0

E1
5

0.
13

1
0.

75
2

0.
00

2
0.

04
3

0.
00

0
0.

00
0

0.
42

3
0.

77
3

0.
00

0
0.

00
0

0.
77

3
0.

00
0

0.
00

0
0.

00
0

0.
00

1
0.

45
0

0.
52

2
0.

00
2

0.
48

0
0.

00
0

E1
6

0.
00

8
0.

00
1

0.
80

3
0.

07
7

0.
07

0
0.

54
7

0.
01

6
0.

00
1

0.
00

0
0.

00
0

0.
00

1
0.

00
0

0.
00

0
0.

00
0

0.
00

1
0.

00
0

0.
03

4
0.

00
0

0.
00

0
0.

07
0

E1
7

0.
01

3
0.

50
5

0.
00

0
0.

00
3

0.
00

0
0.

00
0

0.
04

6
0.

54
7

0.
00

0
0.

00
2

0.
50

5
0.

00
0

0.
00

0
0.

00
0

0.
45

0
0.

00
0

0.
19

0
0.

02
1

1.
00

0
0.

00
0

E1
8

1.
00

0
0.

38
7

0.
00

2
0.

34
3

0.
00

0
0.

00
2

0.
77

3
0.

34
3

0.
00

0
0.

00
1

0.
38

7
0.

00
0

0.
00

0
0.

00
0

0.
52

2
0.

03
4

0.
19

0
0.

00
0

0.
28

6
0.

00
0

E1
9

0.
00

0
0.

00
2

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

0.
00

0
1.

00
0

0.
00

2
0.

00
0

0.
00

0
0.

00
4

0.
00

2
0.

00
0

0.
02

1
0.

00
0

0.
00

8
0.

00
0

E2
0

0.
04

6
0.

75
2

0.
00

1
0.

00
9

0.
00

0
0.

00
0

0.
14

9
0.

77
3

0.
00

0
0.

00
1

0.
75

2
0.

00
0

0.
00

0
0.

00
0

0.
48

0
0.

00
0

1.
00

0
0.

28
6

0.
00

8
0.

00
0

E2
1

0.
00

0
0.

00
0

0.
26

7
0.

00
1

0.
61

7
0.

22
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

07
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0



Su
st

ai
na

bi
lit

y
20

21
,1

3,
57

34

Ta
bl

e
A

2.
Si

gn
um

te
st

re
su

lt
s

of
in

si
gn

ifi
ca

nt
an

d
si

gn
ifi

ca
nt

di
ff

er
en

ce
s

in
th

e
va

lu
es

of
st

at
em

en
ts

in
pe

rc
ep

ti
on

.

P0
1

P0
2

P0
3

P0
4

P0
5

P0
6

P0
7

P0
8

P0
9

P1
0

P1
1

P1
2

P1
3

P1
4

P1
5

P1
6

P1
7

P1
8

P1
9

P2
0

P2
1

P0
1

0.
00

1
0.

00
0

0.
00

3
0.

00
0

0.
37

1
0.

00
0

0.
08

0
1.

00
0

0.
02

7
0.

00
0

0.
04

3
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

38
7

0.
00

0
0.

13
4

0.
09

9
0.

18
2

P0
2

0.
00

1
0.

50
5

0.
61

7
0.

00
3

0.
01

6
0.

11
4

0.
00

0
0.

00
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
72

4
0.

00
0

0.
00

0
0.

03
9

0.
00

0
0.

00
0

0.
00

0
0.

01
3

P0
3

0.
00

0
0.

50
5

0.
18

2
0.

01
3

0.
00

1
0.

45
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

1.
00

0
0.

00
0

0.
00

0
0.

00
2

0.
00

0
0.

00
0

0.
00

0
0.

00
3

P0
4

0.
00

3
0.

61
7

0.
18

2
0.

00
1

0.
04

3
0.

01
3

0.
00

0
0.

00
2

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
34

3
0.

00
0

0.
00

0
0.

09
6

0.
00

0
0.

00
1

0.
00

0
0.

07
7

P0
5

0.
00

0
0.

00
3

0.
01

3
0.

00
1

0.
00

0
0.

13
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

8
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

P0
6

0.
37

1
0.

01
6

0.
00

1
0.

04
3

0.
00

0
0.

00
0

0.
01

0
0.

34
3

0.
01

0
0.

00
0

0.
01

0
0.

00
0

0.
00

2
0.

00
0

0.
00

0
1.

00
0

0.
00

0
0.

03
1

0.
02

9
0.

78
9

P0
7

0.
00

0
0.

11
4

0.
45

0
0.

01
3

0.
13

1
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
34

3
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

P0
8

0.
08

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

01
0

0.
00

0
0.

16
9

1.
00

0
0.

00
3

0.
68

3
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
2

0.
00

0
0.

82
3

0.
77

3
0.

00
4

P0
9

1.
00

0
0.

00
1

0.
00

0
0.

00
2

0.
00

0
0.

34
3

0.
00

0
0.

16
9

0.
08

0
0.

00
0

0.
12

1
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

30
2

0.
00

0
0.

20
0

0.
19

0
0.

07
7

P1
0

0.
02

7
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

01
0

0.
00

0
1.

00
0

0.
08

0
0.

00
1

1.
00

0
0.

00
1

0.
00

0
0.

00
1

0.
00

0
0.

00
6

0.
00

1
1.

00
0

1.
00

0
0.

00
1

P1
1

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
3

0.
00

0
0.

00
1

0.
00

2
0.

71
0

0.
00

0
0.

71
0

0.
00

0
0.

00
0

1.
00

0
0.

03
0

0.
01

0
0.

00
0

P1
2

0.
04

3
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

01
0

0.
00

0
0.

68
3

0.
12

1
1.

00
0

0.
00

2
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
2

0.
00

0
0.

84
5

0.
75

2
0.

00
1

P1
3

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

0.
71

0
0.

00
0

0.
00

0
1.

00
0

0.
00

0
0.

00
0

0.
68

3
0.

00
0

0.
00

0
0.

00
0

P1
4

0.
00

0
0.

72
4

1.
00

0
0.

34
3

0.
00

8
0.

00
2

0.
34

3
0.

00
0

0.
00

2
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
3

0.
00

0
0.

00
0

0.
00

0
0.

00
4

P1
5

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

0.
71

3
0.

00
2

1.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
68

1
0.

00
0

0.
00

1
0.

00
0

P1
6

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

P1
7

0.
38

5
0.

03
9

0.
00

2
0.

09
1

0.
00

0
1.

00
0

0.
00

3
0.

00
2

0.
30

2
0.

00
6

0.
00

0
0.

00
2

0.
00

0
0.

00
3

0.
00

0
0.

00
0

0.
00

0
0.

00
8

0.
00

6
1.

00
0

P1
8

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
1

1.
00

0
0.

00
0

0.
68

3
0.

00
0

0.
68

3
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

P1
9

0.
13

4
0.

00
0

0.
00

0
0.

00
1

0.
00

0
0.

03
1

0.
00

0
0.

82
3

0.
20

0
1.

00
0

0.
03

0
0.

84
5

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

8
0.

00
0

0.
82

3
0.

01
5

P2
0

0.
09

9
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

02
9

0.
00

0
0.

77
3

0.
19

0
1.

00
0

0.
01

0
0.

75
2

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

6
0.

00
0

0.
82

3
0.

00
2

P2
1

0.
18

2
0.

01
3

0.
00

3
0.

07
7

0.
00

0
0.

78
9

0.
00

1
0.

00
4

0.
07

7
0.

00
1

0.
00

0
0.

00
1

0.
00

0
0.

00
4

0.
00

0
0.

00
0

1.
00

0
0.

00
0

0.
01

5
0.

00
2



Su
st

ai
na

bi
lit

y
20

21
,1

3,
57

34

Ta
bl

e
A

3.
Si

gn
um

te
st

re
su

lt
s.

M
ea

n
Ex

pe
ct

at
io

ns
R

el
at

io
n

M
ea

n
Pe

rc
ep

ti
on

D
if

fe
re

nc
e

∆
Z

et
a

(f
ro

m
Si

gn
um

)
p

Q
1

3.
83

03
57

>
3.

69
64

29
−

0.
13

39
28

3.
61

47
84

0.
00

03
01

Q
2

3.
78

57
14

≈
3.

81
25

00
+0

.0
26

78
6

0.
75

59
29

0.
44

96
92

Q
3

3.
92

85
71

>
3.

83
92

86
−

0.
08

92
85

2.
59

80
76

0.
00

93
75

Q
4

3.
85

71
43

>
3.

79
46

43
−

0.
06

25
00

2.
26

77
87

0.
02

33
42

Q
5

3.
97

32
14

≈
3.

91
07

14
−

0.
06

25
00

1.
80

90
68

0.
07

04
40

Q
6

3.
93

75
00

>
3.

72
32

14
−

0.
21

42
86

4.
69

48
55

0.
00

00
03

Q
7

3.
82

14
29

≈
3.

86
60

71
+0

.0
44

64
2

1.
10

94
00

0.
26

72
58

Q
8

3.
78

57
14

>
3.

62
50

00
−

0.
16

07
14

4.
00

69
38

0.
00

00
62

Q
9

4.
17

85
71

>
3.

68
75

00
−

0.
49

10
71

7.
14

27
49

0.
00

00
00

Q
10

3.
65

17
86

≈
3.

61
60

71
−

0.
03

57
15

0.
80

17
84

0.
42

26
78

Q
11

3.
78

57
14

>
3.

48
21

43
−

0.
30

35
71

5.
65

94
53

0.
00

00
00

Q
12

3.
37

50
00

<
3.

62
50

00
+0

.2
50

00
0

5.
10

25
20

0.
00

00
00

Q
13

3.
38

39
29

≈
3.

45
53

57
+0

.0
71

42
8

1.
32

28
76

0.
18

58
77

Q
14

3.
55

35
71

<
3.

83
03

57
+0

.2
76

78
6

5.
38

81
59

0.
00

00
00

Q
15

3.
78

57
14

>
3.

45
53

57
−

0.
33

03
57

5.
91

83
64

0.
00

00
00

Q
16

3.
91

07
14

>
3.

24
10

71
−

0.
66

96
43

7.
68

22
13

0.
00

00
00

Q
17

3.
75

89
29

≈
3.

73
21

43
−

0.
02

67
86

0.
48

50
71

0.
62

76
26

Q
18

3.
82

14
29

>
3.

47
32

14
−

0.
34

82
15

6.
08

48
70

0.
00

00
00

Q
19

3.
64

28
57

≈
3.

60
71

43
−

0.
03

57
14

0.
86

60
25

0.
38

64
76

Q
20

3.
76

78
57

>
3.

62
50

00
−

0.
14

28
57

3.
06

18
62

0.
00

22
00

Q
21

3.
97

32
14

>
3.

74
10

71
−

0.
23

21
43

4.
90

29
03

0.
00

00
01



Sustainability 2021, 13, 5734

References
1. Chen, Z.-S.; Zhang, X.; Govindan, K.; Wang, X.-J.; Chin, K.-S. Third-party reverse logistics provider selection: A computational

semantic analysis-based multi-perspective multi-attribute decision-making approach. Expert Syst. Appl. 2021, 166, 114051.
[CrossRef]

2. Tighazoui, A.; Turki, S.; Sauvey, C.; Sauer, N. Optimal design of a manufacturing-remanufacturing-transport system within a
reverse logistics chain. Int. J. Adv. Manuf. Technol. 2019, 101, 1773–1791. [CrossRef]

3. Govindan, K.; Bouzon, M. From a literature review to a multi-perspective framework for reverse logistics barriers and drivers. J.
Clean. Prod. 2018, 187, 318–337. [CrossRef]

4. Awan, M.A.; Ali, Y. Sustainable modeling in reverse logistics strategies using fuzzy MCDM: Ase of China Pakistan Economic
Corridor. Manag. Environ. Qual. Int. J. 2019, 30, 1132–1151. [CrossRef]

5. Ardeshirilajimi, A.; Azadivar, F. Reverse supply chain plan for remanufacturing commercial returns. Int. J. Adv. Manuf. Technol.
2014, 77, 1767–1779. [CrossRef]

6. Yu, H.; Sun, X.; Solvang, W.D.; Zhao, X. Reverse Logistics Network Design for Effective Management of Medical Waste in
Epidemic Outbreaks: Insights from the Coronavirus Disease 2019 (COVID-19) Outbreak in Wuhan (China). Int. J. Environ. Res.
Public Health 2020, 17, 1770. [CrossRef]

7. Morgan, T.R.; Tokman, M.; Richey, R.G.; Defee, C. Resource commitment and sustainability: A reverse logistics performance
process model. Int. J. Phys. Distrib. Logist. Manag. 2018, 48, 164–182. [CrossRef]

8. Ayilara, M.S.; Olanrewaju, O.S.; Babalola, O.O.; Odeyemi, O. Waste Management through Composting: Challenges and Potentials.
Sustainability 2020, 12, 4456. [CrossRef]
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Abstract: It is generally accepted that China’s Employees Basic Pension System (CEBPS) cannot cover
its expenses. The government needs to fill the gap in income and expenditure with fiscal revenue
to ensure sustainability of the system, which may cause it to take fiscal risk caused by the volatility
of the fund gap. In this article, through the establishment of a prediction model for the income
and expenditure of CEBPS with dynamic mortality, we aimed to measure the fiscal risk caused by
longevity risk and provide policy basis for the government. We found that longevity risk leads to
serious fiscal risk. The income and expenditure gap of CEBPS fluctuates greatly, and the 2.5% and
97.5% quantiles of fund balance in 2067 are 1.52 and 0.44 times the expected value, respectively. The
knock-on effect of fiscal risk, measured by value-at-risk (VaR), is 1.15 times gross domestic product
and 4.75 times state fiscal expenditure in 2020. In this article, we not only calculate the expected value
like the other literatures but also discuss the volatility of the CEBPS fund gap.

Keywords: China’s Employees Basic Pension System; dynamic stochastic model; the fund gap; fiscal
risk; longevity risk

1. Introduction

With the advancement of medical technology and improvement in living standards,
the life expectancy of the population continues to increase. The resulting longevity risk
threatens the sustainable operation of public pension systems in various countries [1–5]. In
China, according to “World Health Statistics 2014” and “World Health Statistics 2018”, the
average life expectancy of the population increased by 6 years from 1990 to 2012 and by
1.4 years from 2012 to 2016. Life expectancy increases rapidly. At the same time, the family
planning policy of the 1980s caused a sharp drop in the proportion of the current working
population aged 15 to 65 years. The proportion of the working population reached 73.05% in
2009 and dropped to 71.02% in 2018, a decrease of 2.03 percentage points in the past decade.
With the increase in life expectancy and the overlapping effect of China’s family planning
policy, the dependency ratio of the elderly has increased sharply. According to the National
Bureau of Statistics, China’s old-age dependency ratio was 11.6% in 2009 but increased to
16.8% in 2018. The number of people over 65 years of age has increased by 53.51 million
from 2009 to 2018. The Development Research Center of the State Council predicts that
the proportion of people over 60 years will exceed 20% of the total population by 2025.
The sharp increase in the old-age dependency ratio has placed tremendous pressure on
the income and expenditures of China’s basic pension insurance fund. By 2018, the fund
income of China’s Employees Basic Pension System (CEBPS) had increased 3.08 times, and
fund expenditure increased 3.83 times, in the previous decade. The rapid increase in the
old-age dependency ratio caused the growth rate of fund expenditure to exceed that of
fund income, resulting in a fund gap. Without considering central fiscal subsidies, the
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current fund gap in 2018 reached RMB 414.74 billion. According to the “China Pension
Actuarial Report 2019–2050”, with the change from nearly two payers supporting a retiree
in 2019 to almost one payer supporting a retiree in 2050, the sustainability of the CEBPS
fund will be greatly impacted.

Because of its public attribute, it is inherently reasonable for public finance to subsidize
the fund gap of CEBPS. The government’s social security responsibility is the product of
historical changes and social progress. The basic pension insurance system aims to share
the risks of the whole population and guarantee a basic living standard for the people; the
government has an inescapable responsibility for this. A. C. Pigou, the founder of welfare
economics, believed that socio-economic welfare depends not only on the total national
income, but also on the distribution of social income. The more equal the distribution of
social income, the greater the socio-economic welfare. A basic pension insurance system is
one means of government redistribution. The government’s intervention in the operation
and investments of the basic pension insurance fund, including the use of state revenue
to subsidize the fund gap, can give full play to the redistribution function of pension
insurance and increase socio-economic welfare. Therefore, the consensus of researchers is
that the state should subsidize the pension insurance fund with fiscal revenue [6–8]. In fact,
the National Development and Reform Commission (NDRC) (2000) No. 8 document issued
specific instructions on the timely and full payment of basic pension and fiscal subsidies
for retired employees. In action, according to “Statistical Bulletin on the Development of
Human Resources and Social Security”, local governments subsidized the fund of CEBPS
by RMB 164.6 billion in 2009; in 2017, the figure reached RMB 800.4 billion, an average
annual increase of 54%.

“Fiscal risk” is defined as a source of financial stress that could face a government
in the future [9]. As an important means of macro-control, changes in fiscal revenue and
expenditure and their risks are important issues for the government to consider when
it regulates the economy and formulates policies. If the income and expenditure gap of
China’s basic pension insurance fund can be accurately predicted and measured, then the
annual fiscal subsidy can be determined, so the government can prepare in advance and
avoid fiscal risk. However, many risks lead to fluctuations in the income and expenditure
gap. Many researchers have used the absolute index and scenario analysis methods to
analyze the fiscal risk of CEBPS in China, but these methods do not consider the adverse
impact of risk factors and the probability of adverse changes. Risk factors (for example,
longevity risk) lead to the fluctuation of the fund gap. If the government withdraws only
the expected gap, when the worst situation occurs within a given confidence level, it will
lead to a financial crisis due to insufficient provision to resist fund imbalance. That is,
fiscal risk results when the actual gap is greater than the expected gap. Therefore, in this
paper, we focus on the most important longevity risk and discuss the fiscal risk of the basic
pension insurance system under longevity risk.

With regard to the fiscal risk of the basic pension insurance system, there are two
frequently used indicators: the income and expenditure gap of the pension insurance
fund and implicit debt. From the perspective of financial balance, it is more important to
calculate the flow-based annual pension gap. The cash-flow model based on demographics,
economics, and pension systems is commonly used in quantitative measurement. Accord-
ing to the different assignment methods of input variables, cash-flow models are generally
divided into three types: deterministic models, stochastic models, and micro-simulation
models [10]. It is widely known that the United States is at the forefront of the world in the
use of stochastic models in projecting the balance of social security funds. The Office of the
Chief Actuary (OCA) has introduced a stochastic prediction model (the OCA Stochastic
Model, OSM for short). Meanwhile, the Congressional Budget Office has built a long-
term micro-simulation model of social security funds based on individual longitudinal
historical data since 2002 [11]. Most studies in other countries have adopted deterministic
prediction cash-flow models, while some have begun to establish stochastic forecasting
models. Blake and Mayhew [1] focused on the sustainability of the UK state pension

20



Sustainability 2021, 13, 5526

system in light of population ageing and declining fertility by using a simple model and
assessed the consequences of six scenarios involving different possible assumptions about
productivity growth, activity rates, and different policy responses. Metzger [12] analyzed
the medium-term sustainability of the Swiss old-age pension scheme (AHV) by estimating
a “Swedish” actuarial balance sheet, which compared pension liabilities with the explicit
and implicit assets of the pension scheme. Belolipetskii and Lepskaya [13] considered
the probability of ruin of a pension fund on a finite time interval based on the standard
Cramer–Lundberg model, which was modified by specifying enrolment and contribution
parameters in the form of random variables. Sonsbeek [3] used a dynamic micro-simulation
model for calculating the financial and economic implications of the ageing problem and
the policy measures considered based on micro-datasets of all Dutch pensions and pension
entitlements in the Netherlands. With population ageing becoming a world-wide trend,
longevity risk has been a concern. Mortality models play a basic role in the evaluation of
longevity risk. The classic model is the Lee–Carter model [14,15], which is very influential
because of its simplicity and high accuracy. In addition, the age-period-cohort model
(APC model) and the Cairns–Blake–Dowd model (CBD model) are often used in related
research [16,17]. Their performance strongly depends on the different patterns shown by
mortality data in different countries [18].

Regarding the pension gap of the Chinese system, most researchers have adopted
deterministic prediction cash-flow models. For example, Jing et al. [19] constructed an
actuarial model to analyze the financial imbalance risk of contribution rate reduction in
several scenarios and to investigate the possibility of further reducing the contribution rate.
Many studies have used actuarial models to evaluate the financial sustainability of CEBPS
under the existing policy scenario and several sets of hypothetical policy scenarios [20–22].
Very few studies have built stochastic prediction models. Tian and Zhao [23] adopted time
series modeling techniques to estimate the mortality rate and the fertility rate, focused
on the stochastic forecast of the financial sustainability of basic pension. The results
showed that an imbalance of the basic pension will occur in 2026. Chen and Yang [24]
explored the financial self-balancing ability of the individual accounts of CEBPS. In the
particularly serious scenario that the individual accounts’ previous accumulated funds
are zero, the bookkeeping rate and the investment return rate are considered as stochastic
variables. Some studies have considered the impact of longevity risk. Xie et al. [25] aimed
to investigate the impact of China’s new fertility policy on the actuarial balance of its CEBPS
fund, with a stochastic mortality model included to address longevity risk. Zhao et al. [26]
built a comprehensive risk assessment system to evaluate the solvency sustainability of
CEBPS by integrating the Lee-Carter model into their population projection.

The existing literature includes a considerable amount of research on the operation and
fiscal risk of CEBPS in China, but there is room for improvement. First, when considering
the fiscal risk of CEBPS, the existing literature does not describe all cash flows according
to the social security system. For example, when calculating the expenditure of the basic
pension insurance fund, in addition to the basic pension, funeral expenses and individual
account balances should also be considered. The payment and distribution methods of the
insured have policy provisions, and cash flow should be calculated according to the policy.
Moreover, the income and expenditure model does not take a person as the basic unit for
more accurate calculation. Second, most researchers still use the income and expenditure
gap to measure and analyze the fiscal risk of China’s basic pension insurance system.
To introduce more general risk measurement methods (e.g., the unconditional variance
method or the value-at-risk (VaR) method) into the research, it is important to put forward
more precise and targeted measures to prevent fiscal risk in the pension insurance system.

Based on the existing problems, in this paper, we first predicted the dynamic mortality
rate by age and gender based on the Lee–Carter model and the data from the “China
Statistical Yearbook”. Second, we established a model for the income and expenditure of
CEBPS according to the actuarial balance principle in combination with the actual payment
and distribution method in China. Then we predicted the dynamic and random future
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changes in the income and expenditure gap of CEBPS by using actual data from China and
analyzed the sustainability of the pension insurance. Finally, we used risk measurement
methods (including the unconditional variance method, the value-at-risk (VaR) method,
and others) to discuss fiscal risk and conduct a sensitivity analysis.

The paper is organized as follows: Section 2 describes an actuarial model of basic
pension insurance; Section 3 includes the dynamic mortality prediction and parameter
calibration; Section 4 provides a fiscal risk assessment of CEBPS under longevity risk; and
Section 5 summarizes the research.

2. Actuarial Model of Basic Pension Insurance

We established a prediction model for the income and expenditure of CEBPS with
dynamic mortality to measure the fiscal risk caused by longevity risk and provide policy
basis for the government.

2.1. Dynamic Mortality Model

By introducing time and age factors and a random disturbance term into the Lee–
Carter model [14,15], it has been shown possible to achieve high goodness-of-fit for mortal-
ity prediction in many countries. Although the prediction effect of the model on limited
data needs to be improved, considering the complexity of the improved Lee–Carter model
and the sufficient data in our study, and after comparing multiple dynamic mortality
models, we considered the Lee–Carter model to be effective for fitting the data of China’s
population mortality. Therefore, we used the classic Lee–Carter model to build a dynamic
model of China’s mortality by gender and age. The expression of the Lee–Carter model
based on single-age mortality data is as follows:

ln(mx,t) = αx + βxkt + εx,t (1)

where mx,t is the central mortality rate at x years old in year t; αx is the average level of
logarithmic central mortality rate at x years old, βx is the age factor (these two parameters
are only related to age); kt is the time factor, which indicates the change in mortality rate
with time; and εx,t is the random error term of normal distribution. The least square
method and weighted least square method were used to estimate the parameters. First, the
ordinary least squares method (OLS) was used to obtain the following results:

min
N

∑
x=0

T

∑
t=1

( ln(mx,t)− αx − βxkt)
2 (2)

Under the boundary condition
N
∑

x=0
βx = 1,

T
∑

t=1
kt= 0, we obtained the unique solution

of the parameter αx:

∧
αx =

T
∑

t=1
ln(mx,t)

T
, x = 0, 1, 2, . . . . . . , N (3)

The estimation methods for Lee–Carter model parameters include matrix singular
value decomposition (SVD), OLS, and weighted least square (WLS). The SVD and OLS
methods give the same weight to the mortality of different age groups. Many researchers
have shown that different age groups have large differences in population size and numbers
of deaths [27], so the WLS method was better than the SVD and OLS methods. The WLS
method estimates the parameters kt and βx of the Lee–Carter model through the following
two steps.
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The first step is to sum the left and right sides of Equation (1) for all x under condition
N
∑

x=0
εx,t= 0:

∧
kt =

N

∑
x=0

(ln(mx,t)−
∧
αx) (4)

In the second step, the variance proved by Wilmoth [28] is approximately equal to
the reciprocal of the death toll, so it can be used as the weight of the sum of squares of the
residuals. By minimizing the sum of the squares of the weighted residuals, the following
results are obtained:

min
N

∑
x=0

T

∑
t=1

dx,t(ln(mx,t)−
∧
αx − βx

∧
kt)

2

(5)

Taking the derivative and setting the derivative to zero, we have

∧
βx =

T

∑
t=1

dx,tkt(ln(mx,t)−
∧
αx)/

T

∑
t=1

dx,tk2
t (6)

To predict the dynamic change of mortality, it was necessary to predict the time
factor kt. It could be estimated using the differential autoregressive moving average
model ARIMA (p, d, q). Generally, establishing the ARIMA (p, d, q) model requires
several steps, including data stabilization, ARIMA model parameter selection, parameter
estimation, model applicability test and optimization, and sequence prediction, to predict

the future kT+t. Central mortality can be calculated according to mT+t = exp(
∧
αx +

∧
βx
∧
kt +

εx,T+t). Assuming that the mortality rate follows an exponential distribution, we have
mx,T+t = µx,T+t = − ln(1− qx,T+t), where qx,T+t = 1− exp(−mx,T+t). The disturbance
term εx,T+t follows a normal distribution with a mean value of zero and variance of σ2.
The estimated variance value can be estimated by the sample variance. The confidence
interval of mortality can be obtained by Monte Carlo simulation.

2.2. Income Model

Referring to Liao [29], and taking the current moment as the zero moment, the income
cash flow of the public account SA and individual account PA of CEBPS in period t(t ≥ 1) are

SAt =
x

∑
x=x

ηBt
x+t·LWx · t px · gt

x+t +
t

∑
s=1

ηBt
c+t−s·NLWc(s) · t−s pc · gt

c+t−s (7)

PAt =
x

∑
x=x

τBt
x+t·LWx · t px · gt

x+t +
t

∑
s=1

τBt
c+t−s·NLWc(s) · t−s pc · gt

c+t−s (8)

where x and x, respectively, indicate the minimum age and maximum age of employees
participating in CEBPS; Bt

x+t represents the payment wage base of employees aged x + t
in period t; LWx is the number of employees aged x at zero moment; NLWc(s) is the
number of new insured persons aged c in period s; η and τ, respectively, represent the
enterprise contribution rate and the individual contribution rate; and gt

x+t is the payment
persistence rate of employees aged x + t in period t. The survival probability t px and t−s pc
are determined using Formula (1).

2.3. Expenditure Model

The fund expenditure of CEBPS is divided into three parts: expenditure of retired
staff, expenditure of on-the-job employees, and expenditure of the newly insured among
on-the-job employees. The survival probability and death probability used in the three
parts of the expenditure were determined by Formula (1).
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2.3.1. Expenditure Model of Retired Staff

At zero moment, the expenditures of the public account BPR and individual account
PPR of CEBPS to retired staff in period t(t ≥ 1) are, respectively,

BPRt =
y

∑
y=y

LRy{t py·BPy·
t

∏
k=1

(1 + αk) + t−1 py·qy+t−1·D·
t

∏
k=1

(1 + βk) + t py·PPy I(t+y−tr≥h)} (9)

PPRt =
y

∑
y=y

LRy{t py·PPy[1− I(t+y−tr≥h)] + t−1 py·qy+t−1·PPymax[h− (t + y− tr), 0]} (10)

where y and y represent the minimum and maximum age of the employees in the retirement
pool, respectively; LRy is the number of insured retirees aged y at zero moment; h is the
divisor factor of the retirees aged tr (the divisor factor is defined as the number of planned
payment months during the payment period of pension insurance benefits, and is measured
in years here); BPy is the average basic pension level of retirees aged y at zero moment; αt
is the average growth rate of basic pension in year t; D is the funeral expenses in period 0;
βt is the average growth rate of funeral expenses in year t; and PPy is the average pension
level of the personal account of (y) at zero moment. When the number of receiving months
of pension in individual account exceeds the number of planned payment months, the
value of the indicative function I(t+y−tr≥h) is 1; otherwise, it is 0.

2.3.2. Expenditure Model of On-the-Job Employees

Taking the current moment as the zero moment, we have

BPWt =
x

∑
x=x

LWx·{t px · [1− I(t<tr−x)]BPWt
x + t−1 pxqx+t−1 · D

t

∏
k=1

(1 + βk)} (11)

PPWt =
x

∑
x=x

LWx{t px · [1− I(t<tr−x)] · PPWt
x + t−1 pxqx+t−1 · [1− I(t<tr−x)] · PASt

x + t−1 pxqx+t−1 · I(t<tr−x) · PAt
x} (12)

BPWt
x = BPtr

x

t

∏
k=tr−x

(1 + αk) + PPtr

x I(t−tr+x≥h) (13)

BPtr

x = Wtr−x−1 · Zequ
x · Nequ

x · 1.2% + 0.005T′
(

Wtr−x−1
+ Wtr−x−1 · IX

)
(14)

PPWt
x = PPtr

x · [1− I(t−tr+x≥h)] (15)

PPtr

x =

tr−x
∑

k=0
ηBk

x+k · (1 + r)tr−k−x + PAYx · (1 + r)tr−k−x

h
(16)

PASt
x = PPWt

xmax{h− (t + x− tr), 0} (17)

PAt
x =

t

∑
k=0

ηBk
x+k(1 + r)t−k + PAYx(1 + r)t (18)

where BPWt and PPWt are, respectively, the expenditures of the public account and the
individual account of CEBPS to on-the-job employees in period t(t ≥ 1); BPWt

x and PPWt
x

are, respectively, the pension level of the public account and the pension level of the
individual account of on-the-job employees aged x at the time t; tr is the retirement age
of on-the-job employees; BPtr

x is the initial basic pension level of x-year-old employees
after retirement at tr years old; Zequ

x and Nequ
x are the deemed contribution index and the

deemed contribution period corresponding to the transitional pension; IX is the average
contribution index of on-the-job employees; PASt

x is the balance of individual account of
on-the-job employees aged x at the time t; PAYx is the existing accumulated amount of
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individual account of on-the-job employees aged x at zero moment; and PAt
x is the existing

accumulated amount of individual account of on-the-job employees aged x at the time t.

2.3.3. Expenditure Model of New Insured On-the-Job Employees

Taking the current moment as the zero moment, the expenditures of the public account
and individual account of CEBPS to new insured on-the-job employees in period t(t ≥ 1)
are, respectively,

BPNt =
t

∑
s=1

NLWc(s){t−s pc · [1− I(t<r)]BPWt
c(s) + t−s−1 pcqc+t−s−1 ·D

t

∏
k=1

(1 + βk)} (19)

PPNt =
t

∑
s=1

NLWc(s)·{t−s pc · [1− I(t<r)] · PPWt
c(s) + t−s−1 pcqc+t−s−1 · [1− I(t<r)] · PASt

c(s)

+t−s−1 pcqc+t−s−1 · I(t<r) · PAt
c(s)}

(20)

BPWt
c(s) = BPWr

c (s)
t

∏
k=r

(1 + αk) + PPWr
c (s)I(t≥r+h)) (21)

BPWr
c =

1
2
(Wr−1

+ Wr−1 · EZr
c(s)) · ENr

c (s) · 1% (22)

PPWt
c(s) = PPWr

c (s) · [1− I(t≥r+h)] (23)

PPWr
c =

r
∑

k=s
τBk

c+k · (1 + r)r−k

h
(24)

PASt
c(s) = PPWt

c(s)max{h− (t− r), 0} (25)

where s(0 ≤ s ≤ t) and c are the time and age of the new insured employees entering
the insurance system for the first time; the corresponding retirement time of this group is
r = s + tr − c; EZr

c(s) is the expected contribution index of c participating in insurance at
time s and retiring at time r; and ENr

c(s) is the expected payment period of c participating
in insurance at time s and retiring at time r.

3. Mortality Prediction and Parameter Calibration
3.1. Mortality Prediction
3.1.1. Revision and Supplement of Mortality Data

In the “China Population and Employment Statistical Yearbook”, except for the data
obtained from the census in 1990, 2000, and 2010, all data is sampling data. The sampling
data for each year is not fixed, and sampling frequency is random. In 1995, 2005, and
2015, about 1% of the population was sampled, whereas sampling data in other years was
about 0.1% of the total population. To facilitate estimation and analysis, we adopted 1%
sampling. The small sampling base can result in a lack of death population in some age
groups, which is inconsistent with reality. For this type of abnormal data, we can use the
linear interpolation method to correct the data. The formula is as follows:

ln(mx,t) =
1

T2 − T1
× [(T2 − t) ln(mx,T1) + (t− T1) ln(mx,T2)] (26)

where T1 and T2 are relatively reliable adjacent statistical years. For example, the data for
1996 are missing, but we can use data of 1995 and 2000 for linear interpolation.

In addition to the problem of abnormal data, the data provided by the “China Popula-
tion and Employment Statistical Yearbook” also has the problem of deletion of high-age
mortality data, so it is necessary to extrapolate the mortality of the elderly population.
Because there are few elderly people over 100 years old, the mortality rate used in this
paper is accurate to 100 years old. For the different lengths of statistical data and the lack of
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high age population data, we used the Coale–Kisker (C–K) model to expand the mortality
rate. The expression of the improved C–K model is as follows:

ln(mx) = a + bx + cx2 + ε (27)

The values of parameters a, b, and c are estimated by the least squares method.
According to the above formula, we can expand the mortality rates of men and women
aged 90 to 99 from 1994 to 2017. The results are shown in Figures 1 and 2, where it can be
seen that mortality at the same age is decreasing year by year, and the greater the age, the
higher the mortality, which is in line with the actual situation.
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Figure 1. Expanded chart of mortality rates of men aged 90 to 99 from 1994 to 2017 by using the
improved Coale–Kisker model.
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Figure 2. Expanded chart of mortality rates of women aged 90 to 99 from 1994 to 2017 by using the
improved Coale–Kisker model.

3.1.2. The Lee–Carter Model and Prediction of Mortality

Based on mortality of the elderly and the correction of abnormal data obtained in
the previous section, we obtained relatively complete mortality data for all age groups

26
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from 1994 to 2017. Using these data, and with the help of the OLS and WLS methods, we
estimated the parameters αx, βx, and kt. The estimated values of parameters αx and βx are
given in Appendix A, and the estimated value of time factor kt from 1994 to 2017 is given
in Appendix B.

Using the estimated data, we needed to predict parameter kt, which was the key to
using the Lee–Carter model to fit and predict mortality. We used the ARIMA (p, d, q)
model to fit and created a trend chart of male and female time factors kt based on the
estimated data. In Figure 3, we can see that both male and female time factors kt show an
obvious downward trend with the passage of time, and that values turn from positive to
negative. Reasonable values of the ARIMA model parameters p, d, and q can be obtained
through several steps, such as stationary processing, ARMA model selection, parameter
estimation, model applicability test and optimization, or sequence prediction.
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Figure 3. Trend chart of male (solid line) and female (dashed line) time factors kt from 1994 to 2017.

Because of space limitations, the steps of parameter estimation and applicability test
of the ARIMA (p, d, q) model are given in Appendix C. But through the applicability test,
we believe that the male sequence kt belongs to the ARIMA (0, 1, 1) model, which extracts
sufficient information. The specific form of the ARIMA (0, 1, 1) model in accordance with
the male sequence kt is as follows:

kt = kt−1 − 3.8891− 0.9643εt−1 + εt (28)

The female sequence kt also belongs to the ARIMA (0, 1, 1) model. The specific form
of ARIMA (0, 1, 1) model in accordance with female sequence kt is as follows:

kt = kt−1 − 4.9166− 0.9997εt−1 + εt (29)

According to the specific formulas of the ARIMA model, we can predict future values
of male and female time factors kt. The predicted values for the next 50 years are given in
Appendix D.

3.1.3. Validity Test of the Lee–Carter Model

We selected the latest available data in 2017 to compare the mortality rates of men
and women in all age groups with those predicted by the Lee–Carter model, as shown in
Figures 4 and 5. Figure 4 indicates that the curves of actual and predicted values of male
mortality in 2017 almost coincide, indicating that the fitting of the Lee–Carter model to
predict male mortality in China is close to ideal. Figure 5 indicates that the fitting effect
of actual and predicted values of female mortality is very good until the age of 88. After

27



Sustainability 2021, 13, 5526

this point, the predicted value of mortality is slightly higher than the real value, but the
difference is small and within the acceptable range.
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Figure 4. Comparison of actual (solid line) and predicted (dashed line) male mortality in 2017.
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Figure 5. Comparison of actual (solid line) and predicted (dashed line) female mortality in 2017.

3.2. Parameter Setting and Basis
3.2.1. Future Population Structure

The future population structure can be determined by the existing population struc-
ture, future mortality, and future birth rate.

• Existing population structure. The proportion of the population of each age was
obtained from “China Population and Employment Statistical Yearbook 2010” and
was used as the initial population structure of the model.

• Future mortality. According to the Lee–Carter model, we obtained 10,000 samples
of mortality in each age every year and used the expected value of the sample to
represent mortality at each age.

• Future birth rate. Many researchers believed that implementation of the two-child
policy would result in a short-term increase in China’s birth rate. However, due to
the lag of policy and contemporary youth’s fear of marriage and childbirth, China’s
fertility rate has not increased significantly in recent years. The National Bureau of
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Statistics announced that the fertility rate in 2018 was only 1.094, the lowest value on
record. In this paper, we assumed that the effect of the two-child policy is not obvious
and took the average fertility rate of women of childbearing age in 2014 and 2015 as
the corresponding fertility rate (the National Bureau of Statistics has only published
the fertility rate of women of childbearing age in 2015 and before) to calculate the
birth rate.

3.2.2. Employment and Wage System

• Human capital parameters. In this paper, we took the average value of human
capital parameters calculated by the average wages at every age of Beijing employees
participating in CEBPS in 2008 and 2009 as the value of human capital level at every
age.

• Wage growth rate. We assumed that the future wage growth rate of enterprise em-
ployees was 7.7% in 2018–2020, 6.6% in 2021–2025, and 5.7% in 2026–2068.

• Unemployment rate (the introduction of unemployment rate was due to the inter-
ruption of contributions caused by unemployment, which affects pension income).
According to the data released by the National Bureau of Statistics, the unemploy-
ment rate in China has been relatively stable since the beginning of this century. It
has fluctuated between 3.8% and 4.3% from 2002 to 2018. The average value of the
unemployment rate over 17 years is about 4.09%. We assumed that the unemployment
rate would remain unchanged at 4.09% in the future.

• Urbanization rate (the reason for the introduction of urbanization rate is that China’s
urbanization rate has not yet reached saturation and is growing, which will affect the
number of new insured people of CEBPS). According to “National Population Devel-
opment Plan (2016–2030)”, the urbanization rate of China’s permanent population
will reach 70% in 2030, whereas it was 58.52% in 2018. Therefore, we predicted that
China’s urbanization rate would increase by 1% per year from 2019 to 2030 and would
remain unchanged after 2030.

3.2.3. Basic Pension Insurance System

• Age parameters. We assumed that urban residents begin work at the age of 21, male
employees retire at the age of 60, and female employees retire at the age of 55.

• Contribution rate and divisor factor. According to the “Decision of the State Council
on Improving the Basic Pension Insurance System for Enterprise Employees” (NDRC
(2005) No. 38), the contribution rate of the individual account is set at 8%, the con-
tribution rate of the public account is set at 20%, the divisor factor (defined as the
number of planned payment months during the payment period of pension insurance
benefits, here measured in years) of male retirees is 12 years, and the divisor factor
of female retirees is 14 years. In 2019, the State Council promulgated “Notice of the
General Office of the State Council on Printing and Distributing Comprehensive Plans
for Reducing Social Insurance Rates”, which indicated that the contribution rate of
the public account of CEBPS would be reduced to 16% from May 1, 2019. Based on
the actual situation, the public account contribution rate was calculated as 20% before
May 2019 and 16% after May 2019.

• Return on investment. Referring to “The Annual Report of the National Social Security
Fund Council Fund (2013)”, the annual return on investment of the national social
security fund since its establishment is 8.13%. Therefore, we assumed that the return
on investment of both the pension insurance fund and the personal account would be
8.13% after 2017.

• Basic pension growth rate. According to urban basic pension insurance data released
by the National Bureau of Statistics, the annual growth rate of the per capita basic
pension was 10% from 2006 to 2015. In 2016, the government work report set the
growth rate of the basic pension at 6.5%. It was 5.5% in 2017 and 5% in 2018 and 2019.
Therefore, the basic pension growth rate was set at 5%.
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• Funeral allowance. Because of the different calculation methods of funeral subsidies
in different regions, referring to Liao [29], we assumed that the one-time payment of
funeral expenses and pension was 60% of the average social wage at the time of death.

3.2.4. Insurance Status

• Composition of existing insured persons. The “China Labor Statistics Yearbook 2018”
shows the number of urban on-the-job employees participating in CEBPS and the
number of urban retired employees participating in CEBPS in 2017. Assuming that
the proportion of insured people at every age in 2017 is the same as the proportion of
the insured people at every age in Beijing in 2008, we calculated the number of the
insured people of every age of both on-the-job and retired urban employees in 2017.

• Composition of new insured persons. In 2017, the 21-year-old population as a propor-
tion of the total population was 1.22%. Assuming that it will remain unchanged in
future, the size of the 21-year-old population in the future can be calculated, and the
product of 21-year-old population, urbanization rate, and labor participation rate can
represent the number of new insured people.

4. Fiscal Risk Assessment of CEBPS under Longevity Risk
4.1. Model Validation

Using actual data from China and the model in this paper, we calculated the average
values of income and expenditure of CEBPS from 2009 to 2018 and compared it with actual
income and expenditure. The results are shown in Table 1.

Table 1. Income and expenditure of CEBPS from 2009 to 2018 (unit: RMB 100 million) 1.

Year Actual Income Estimated
Income

Absolute
Percentage Error of

Income

Actual
Expenditure

Estimated
Expenditure

Absolute
Percentage Error of

Expenditure

2009 9534 10,068.66 5.61% 8894.4 9735.32 9.45%
2010 11,110 11,765.67 5.90% 10,554.9 10,167.91 3.67%
2011 13,956 13,945.07 0.08% 12,765.0 11,174.73 12.46%
2012 16,467 15,740.66 4.41% 15,561.8 15,622.41 0.39%
2013 18,634 17,547.78 5.83% 18,470.4 19,588.41 6.05%
2014 20,434 22,947.38 12.30% 21,754.7 20,762.44 4.56%
2015 23,016 24,922.45 8.28% 25,812.7 26,352.53 2.09%
2016 26,768 28,013.43 4.65% 31,853.8 31,583.61 0.85%
2017 33,403 30,992.80 7.22% 38,051.5 37,338.04 1.87%
2018 38,813 37,198.93 4.16% 42,960.8 41,928.16 2.40%

1 The data came from “China Labor Statistics Yearbook 2018” and the budget and final accounts of the Ministry of Finance in 2018.

From the perspective of quantitative analysis, we can use the mean absolute percentage
error (MAPE) to analyze the effectiveness of the basic pension. The smaller the value of
MAPE, the better the fitting effect of income and expenditure. The expression of MAPE is
as follows:

MAPE(
∧
x) =

1
N

N

∑
i=1

∣∣∣xi −
∧
xi

∣∣∣
xi

(30)

where N is sample size, xi is the actual value, and
∧
xi is the predicted value. The actual

income of the pension insurance fund refers to the actual income collected by the pension
insurance fund without the central adjustment fund. According to data in Table 1, the
MAPE values of income and expenditure of CEBPS from 2009 to 2018 were 6.03% and
4.60%, respectively. Referring to a goodness-of-fit measurement standard table, we can see
that the actuarial model of basic pension had a good fitting effect.
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4.2. Fiscal Risk Assessment of CEBPS under Longevity Risk
4.2.1. Fluctuation of the Fund Gap under Longevity Risk

Taking 2017 as the starting year, we calculated the fund operation of CEBPS from 2018
to 2067. Without fiscal subsidies, the results of the average fund gap of CEBPS and its
confidence interval are shown in Figure 6.
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Figure 6. Calculation of the current fund balance of CEBPS (the solid line indicates the current
fund balance floor, the dashed line indicates the expected value of the current fund balance, and the
dashed-dotted line indicates the current fund balance cap; unit = RMB 100 trillion).

If there is no external financing, there will be a fund gap of CEBPS under longevity
risk. According to the budget and final accounts of the pension insurance fund of the
Ministry of Finance in 2018, the current balance of the CEBPS fund was negative, and
the amount of the fund gap was as high as RMB 414.74 billion, accounting for 2.26% of
fiscal revenue in 2018. There is no doubt that the fund gap will increase fiscal pressure. As
can be seen in Figure 6, without changing the existing basic pension insurance policy for
urban employees, the 95% confidence interval value of the current fund balance has been
and continues to be negative, and the fund gap extends outward in a trumpet shape. The
expected value of the current fund balance tends toward the lower limit of the fund balance
year by year, and the curve shows a negative exponential decline. In 2067, the 2.5% and
97.5% quantiles of fund balance are 1.52 and 0.44 times the expected value, respectively,
which indicates a strong likelihood of fiscal risk.

Many researchers have used the absolute index and scenario analysis methods to
analyze the fiscal risk of CEBPS, but these methods do not consider the adverse impact of
risk factors and the probability of adverse changes. We used more general risk measurement
methods to provide a new perspective for evaluating and managing the fiscal risk of
CEBPS. Table 2 shows the fiscal risk assessment of CEBPS in the future using various risk
measurement methods.

Table 2. Risk measurement results of fund gap (unit: RMB 100 million).

Year Mean Standard Deviation Coefficient of Variation VaR ES TVaR

2027 22,883.7 140,641.7 6.1 35,313.3 34,361.0 722,533.1
2037 66,945.3 755,578.2 11.3 99,814.3 96,610.3 2,032,019.4
2047 240,002.1 6,249,071.7 26.0 350,758.4 337,653.3 7,103,824.8
2057 686,336.9 40,403,533.2 58.9 992,681.7 952,773.2 20,048,146.2
2067 1,464,021.7 196,744,166.8 134.4 2,124,397.7 2,038,943.3 42,903,264.3

Note: VaR, value-at-risk; ES, expected shortfall; TVaR, tail value-at-risk.
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From Table 2, it can be seen that the mean value of the fund gap increases in multiples,
and the coefficient of variation changes from 6.1 in 2027 to 134.4 in 2067. This volatility in the
fund gap increases the possibility that the actual fund gap is higher than the expected fund
gap. Under the given 95% confidence level, the maximum risk value of the fund gap in 2067
is RMB 212,439.77 billion; that is, the government must prepare RMB 212,439.77 billion
to guard against fiscal risk of CEBPS in 2067. If the government withdraws only RMB
146,402.17 billion and the worst situation occurs within a given confidence level, it will
lead to a financial crisis due to insufficient provision to resist fund imbalance. The tail risk
cannot be ignored. The ES (expected shortfall) and TVaR (tail value-at-risk) values of the
fund gap also increase rapidly. On the premise of maintaining the existing CEBPS, the
fiscal risk borne by the government is increasing.

In the calculation of the fund gap of CEBPS, various results are presented based on
different model settings and different assumptions of demographic, economic and policy
parameters [10,19,21], as shown in Table 3. But the basic conclusions are similar: the
gap will inevitably exist and remain huge in the long term without policy adjustment
and systematic reform. Moreover, we have tested the validity of the model, but previous
studies have not, and our results are relatively more reliable. Our results show that the
fund gap extends outward in a trumpet shape, which is similar to other studies that also
use the Lee–Carter model [26].

Table 3. Comparisons to the results of the previous studies (unit: RMB 100 million).

Year This Article
Mean Fund Gap

Median Pension Gap under
Low Mortality Rates [10]

Current Deficits under the
Baseline Scenario [19]

Annual Deficit in
Baseline Scenario [21]

2027 22,883.7 54,544.6 86,100
2037 66,945.3 131,313.3 214,400
2047 240,002.1 15,510 249,426.2 420,200
2057 686,336.9 367,640.5 578,900
2067 1,464,021.7 33,820 742,300

Note: The data in the previous studies are for 2030, 2040, 2050, 2060, 2070.

4.2.2. The Knock-On Effect of the Fund Gap under Longevity Risk

The knock-on effect of the fund gap reflects the fiscal pressure faced by the government
in the future and the risk of insufficient preparation for fiscal subsidy. Figure 7 shows the
knock-on effect of the fund gap of CEBPS from 2018 to 2067 (with the help of the idea of
international financial institutions’ solvency capital demand VaR, the knock-on effect of
fund gap of CEBPS under longevity risk is defined as the difference between the maximum
risk value and the expected value of the fund gap in a given confidence interval. The
solvency capital demand VaR refers to the maximum loss that an asset or portfolio may
suffer under a given level of confidence interval. The expression is VaR(x; p) = F−1

x (p),
where F−1

X (p) = inf{x ∈ R/FX(x) ≥ p}.)
In Figure 7, we can see that the knock-on effect of the current fund gap of CEBPS

increases rapidly over time. The knock-on effect of the current fund gap in 2018 is only
RMB 223.57 billion, but with the increased life expectancy of the population and the lack of
potential energy released by the second-child policy, the knock-on effect of the current fund
gap will increase to RMB 64,067.13 billion in 2067, with an annual growth rate of 12.68%.
To more directly reflect the systematic impact caused by the knock-on effect of the fund
gap in the next 50 years, we discounted the total knock-on effect to 2020 with the present
value of RMB 116.73 trillion, which is equivalent to 1.15 times GDP and 4.75 times the state
fiscal expenditure in 2020. This indicates that the gap of public fiscal subsidy fund is facing
great payment pressure in the future, which is likely to lead to fiscal and political risk. It
should be dealt with through corresponding policies.
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Figure 7. Knock-on effect of current fund gap from 2018 to 2067 (unit: RMB 100 million).

4.2.3. Sensitivity Analysis of Fiscal Risk of CEBPS

Measurement of the benchmark situation was based on reasonable assumptions of
actual policy and economic factors, but future institutional and economic factors are
uncertain, and changes in these factors will affect the measurement result and fiscal risk.
Because the fiscal risk of CEBPS is positively related to the knock-on effect of the fund
gap, we took the enterprise contribution rate, wage growth rate, urbanization rate, pension
growth rate, and age of receiving pension as sensitive factors to analyze their impact on
the present value of the total knock-on effect of CEBPS. In a high-speed change scheme, we
increased the enterprise contribution rate, wage growth rate, urbanization rate, and basic
pension growth rate by 1% and increased the age of receiving pension by five years. In a
low-speed change scheme, we decreased the enterprise contribution rate, wage growth
rate, urbanization rate, and basic pension growth rate by 1% and decreased the age of
receiving pension by five years. The results of the sensitivity analysis are shown in Table 4.

Table 4. Sensitivity analysis on the knock-on effect of the fund gap (unit: trillion yuan) 1.

Sensitive Factor Reference
Value

High-Speed
Value

High Rate
of Change Elasticity Low-Speed

Value
Low Rate of

Change Elasticity

Enterprise contribution rate 116.730 111.554 −0.044 −0.709 120.081 0.029 −0.459
Wage growth rate 116.730 104.758 −0.103 −0.599 148.919 0.276 −1.611
Urbanization rate 116.730 116.325 −0.003 −0.237 117.225 0.004 −0.289

Pension growth rate 116.730 143.236 0.227 1.135 99.059 −0.151 0.757
Age of receiving pension 106.884 95.485 −0.107 −2.091 152.683 0.428 −3.539

1 Rate of change = (variable value − reference value)/reference value.

The results of the sensitivity analysis in Table 4 show that the fiscal risk of CEBPS
under longevity risk is inversely related to the enterprise contribution rate, wage growth
rate, urbanization rate, and age of receiving pension, and is positively related to the pension
growth rate. Compared with the benchmark case, the elasticity of the wage growth rate is
−0.599 under the high-speed scheme and −1.611 under the low-speed scheme, and the
reduction of wage growth rate has a more significant impact on financial risk. The elasticity
of the basic pension growth rate is 1.135 under the high-speed scheme and 0.757 under
the low-speed scheme, and an increase in pension growth rate significantly increases
fiscal risk. The elasticity of the age of receiving pension is −2.091 under the high-speed
scheme and −3.539 under the low-speed scheme. Thus, the age of receiving pension has
the most significant impact on fiscal risk. Therefore, the age growth rate, basic pension
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growth rate, and age of receiving pension have significant impacts on fiscal risk, whereas
the urbanization rate has a relatively limited effect. Increasing the wage growth rate,
reducing the basic pension growth rate, and delaying retirement could reduce the fiscal
risk of CEBPS.

5. Conclusions

Considering the mortality data of all age groups in China from 1994 to 2017 as his-
torical data and taking into account the lack of static mortality, we used the Lee–Carter
model to predict dynamic mortality of all age groups in China from 2018 to 2067 under
longevity risk. We then established an income and expenditure prediction model of CEBPS
in combination with the actual payment and distribution methods in China. Using relevant
actual data of China, we predicted the fund income and expenditure of CEBPS and the
confidence interval of the fund balance in the next 50 years, and analyzed the impact of
longevity risk on the income and expenditure of the fund and the fund gap. At the same
time, we used a more general risk measurement method to analyze the fiscal risk of CEBPS
under longevity risk and to analyze the knock-on effect of fiscal risk.

Our results lead to the following conclusions. (1) The dependency ratio of the elderly
in China is increasing year by year, the remaining life of retirees is increasing, and some
employees are retiring. Women’s desire for childbirth is low in China. In this background,
fund income and expenditure increase exponentially, the rate of increase of fund expendi-
ture is much greater than that of fund income, the fund gap continues to exist and expand
rapidly, the fund gap in later stages is tens or hundreds of times that of the current fund
gap, and the sustainability of the pension insurance fund is low under existing policies.
(2) Under longevity risk, the income and expenditure gap of CEBPS fluctuates greatly,
which is likely to cause fiscal risk. The 2.5% and 97.5% quantiles of fund balance in 2067 are
1.52 and 0.44 times the expected value. The knock-on effect of fiscal risk measured by VaR
is 1.15 times GDP and 4.75 times the state fiscal expenditure in 2020. (3) Under longevity
risk, the fiscal risk of CEBPS is inversely related to the enterprise contribution rate, wage
growth rate, urbanization rate, and age of receiving pension, and is positively related to
the pension growth rate. (4) According to the above conclusions, the Chinese government
should pay attention to the fiscal risk caused by longevity risk and consider not only the
expected value but also the volatility of the CEBPS fund gap. The government can try to
take the following three measures to reduce the fiscal risk of CEBPS: increasing the wage
growth rate, decreasing the basic pension growth rate, and delaying retirement.

With population ageing becoming a world-wide trend, the fiscal risk of the basic
pension insurance system under longevity risk has occurred or is about to occur in most
countries. In this article, we attempted to measure the fiscal risk caused by longevity
risk and provide policy basis for the government. We took a person as the basic unit
for more accurate calculations in the income and expenditure model and introduced
more general risk measurement methods into the research, which was important to put
forward more precise and targeted measures to prevent fiscal risk in the pension insurance
system. Our research has a strong reference significance for researchers facing the same
problem. Because this article makes some assumptions about the parameters and does
not consider policy changes, subsequent studies can attempt to change some parameter
settings or consider policy changes to enrich the research on the fiscal risk of the basic
pension insurance system under longevity risk.
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Appendix A. Estimated Values of Parameters αx and βx of Male and Female

Gender Male Female
Age\Parameters αx βx αx βx

0 −4.62156 0.03271 −4.38418 0.02688
1 −6.57001 0.02045 −6.69297 0.02041
2 −7.00203 0.02498 −7.01375 0.02014
3 −7.20135 0.02155 −7.30388 0.01379
4 −7.36729 0.02054 −7.68324 0.01845
5 −7.52433 0.02074 −7.95896 0.02046
6 −7.72190 0.01231 −8.12368 0.01075
7 −7.62413 0.01199 −8.18860 0.01375
8 −7.65736 0.01433 −8.17953 0.01186
9 −7.76815 0.00256 −8.23297 0.00833

10 −7.81154 0.01327 −8.05884 0.00919
11 −8.09005 0.01938 −7.96781 0.00664
12 −8.03120 0.00917 −8.19955 0.01490
13 −7.76556 0.00978 −8.22248 0.02053
14 −7.72090 0.01125 −8.16831 0.01040
15 −7.64872 0.01023 −7.99545 0.01770
16 −7.55858 0.01105 −8.05549 0.00548
17 −7.43028 0.02019 −7.99888 0.01434
18 −7.27804 0.01939 −7.67284 0.01495
19 −7.12622 0.01435 −7.61026 0.01545
20 −7.09375 0.01772 −7.84089 0.01710
21 −6.85488 0.01066 −7.84289 0.01658
22 −6.95970 0.01249 −7.70703 0.02261
23 −7.04901 0.01194 −7.48115 0.02173
24 −6.99608 0.01458 −7.69706 0.02197
25 −7.00353 0.01483 −7.57436 0.02047
26 −6.93059 0.01595 −7.52795 0.01453
27 −6.94696 0.01032 −7.63655 0.02301
28 −6.85357 0.01518 −7.50668 0.01774
29 −6.78187 0.01044 −7.50092 0.02005
30 −6.69146 0.01362 −7.31876 0.01801
31 −6.60542 0.01285 −7.47704 0.01452
32 −6.60853 0.00635 −7.36607 0.01439
33 −6.60972 0.01400 −7.19650 0.01105
34 −6.46795 0.00980 −7.24633 0.01135
35 −6.33917 0.00811 −7.30183 0.01783
36 −6.42502 0.00989 −7.23281 0.01244
37 −6.40468 0.00844 −7.04852 0.00960
38 −6.22751 0.00639 −7.02321 0.01133
39 −6.14788 0.00515 −6.75124 0.01060
40 −6.04110 0.00769 −6.80048 0.00792
41 −6.08234 0.00677 −6.66756 0.01047
42 −5.96965 0.00471 −6.63577 0.00521
43 −5.90425 0.00671 −6.55378 0.00840
44 −5.89315 0.00712 −6.49435 0.00855
45 −5.75320 0.00450 −6.43030 0.00979
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Gender Male Female
Age\Parameters αx βx αx βx

46 −5.64048 0.00633 −6.28376 0.00640
47 −5.61615 0.00852 −6.22656 0.00627
48 −5.45081 0.00626 −6.17575 0.01115
49 −5.39686 0.00629 −5.98499 0.00895
50 −5.31300 0.00450 −5.94701 0.00760
51 −5.20185 0.00620 −5.81607 0.00893
52 −5.18605 0.00417 −5.74637 0.00870
53 −5.09421 0.00531 −5.72730 0.01126
54 −5.00930 0.00517 −5.56433 0.00628
55 −4.88421 0.00757 −5.50715 0.00825
56 −4.79198 0.00561 −5.41774 0.00657
57 −4.75442 0.00600 −5.26577 0.00683
58 −4.59815 0.00754 −5.13659 0.01009
59 −4.48090 0.00847 −5.06904 0.00748
60 −4.37499 0.00657 −4.93217 0.00864
61 −4.30909 0.00854 −4.94986 0.00941
62 −4.15282 0.00951 −4.72151 0.00921
63 −4.10731 0.00923 −4.59292 0.00770
64 −4.02560 0.00934 −4.55246 0.00917
65 −3.93652 0.00719 −4.41630 0.00979
66 −3.79845 0.00881 −4.31074 0.00807
67 −3.71748 0.00815 −4.24819 0.00725
68 −3.62275 0.00895 −4.06680 0.00784
69 −3.50980 0.00932 −3.91371 0.00726
70 −3.37198 0.00975 −3.83106 0.00877
71 −3.25782 0.00906 −3.73532 0.00711
72 −3.18089 0.00824 −3.60911 0.00818
73 −3.07531 0.00733 −3.55004 0.00815
74 −3.03662 0.00715 −3.44068 0.00845
75 −2.90625 0.00678 −3.28499 0.00804
76 −2.79576 0.00780 −3.23901 0.00723
77 −2.67531 0.00853 −3.05641 0.00601
78 −2.61787 0.00868 −2.97738 0.00606
79 −2.51028 0.00728 −2.88624 0.00527
80 −2.42028 0.00726 −2.71385 0.00549
81 −2.25320 0.00894 −2.62181 0.00672
82 −2.22365 0.00676 −2.55495 0.00591
83 −2.11842 0.00828 −2.40772 0.00719
84 −2.03546 0.00918 −2.35070 0.00550
85 −2.00357 0.00768 −2.25595 0.00512
86 −1.88175 0.00552 −2.16679 0.00494
87 −1.75388 0.00791 −2.12763 0.00396
88 −1.69046 0.00788 −1.99767 0.00314
89 −1.58424 0.00835 −1.86394 0.00400
90 −1.53899 0.00797 −1.81861 0.00483
91 −1.49201 0.00656 −1.73445 0.00494
92 −1.39869 0.00752 −1.64709 0.00482
93 −1.33766 0.00773 −1.55747 0.00417
94 −1.26771 0.00698 −1.49454 0.00462
95 −1.20362 0.00788 −1.42283 0.00418
96 −1.13022 0.00670 −1.34921 0.00406
97 −1.06942 0.00684 −1.29018 0.00369
98 −0.99529 0.00915 −1.19799 0.00382
99 −0.93120 0.00941 −1.17475 0.00095
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Appendix B. Estimated Values of Parameter kt of Male and Female

Time\Gender Male Female

1994 33.2084 51.3184
1995 39.4429 49.1193
1996 33.5458 40.9681
1997 31.7851 38.0873
1998 32.5188 32.8505
1999 19.4786 34.7427
2000 21.4609 32.5212
2001 21.6200 18.2203
2002 13.7045 18.4637
2003 10.2823 21.4180
2004 10.0631 12.6208
2005 10.3486 4.6885
2006 −10.6914 −9.2847
2007 −11.5040 −10.1855
2008 −0.5283 −12.6329
2009 −27.0173 −20.4423
2010 −16.1270 −19.2904
2011 −18.8028 −23.2862
2012 −16.2574 −24.9482
2013 −20.6983 −30.0364
2014 −21.4034 −38.9570
2015 −46.0050 −58.1271
2016 −45.7643 −51.0063
2017 −47.0511 −56.8212

Appendix C. Stationary Processing, ARMA Model Selection, Parameter Estimation,
and Model Applicability Test of the ARIMA (p, d, q) Model

Table A1. ADF test of male kt.

Original Hypothesis There Is a Unit Root in K1 Sequence

Model Form
Lag Order Intercept Term 2 (Based on SiC Test, the Maximum Lag Order Is 5)

t Value p Value

ADF test statistics 0.6178 0.9867

Significance level
1% −3.7880
5% −3.0124

10% −2.6461

Table A2. ADF test of female kt.

Original Hypothesis There Is a Unit Root in K2 Sequence

Model Form
Lag Order Intercept Term 0 (Based on SiC Test, the Maximum Lag Order Is 5)

t Value p Value

ADF test statistics −0.0954 0.9389

Significance level
1% −3.7529
5% −2.9981

10% −2.6388
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Table A3. Unit root test of first order difference of male kt.

Original Hypothesis The First Order Difference Sequence of K1 has a Unit Root

Model Form
Lag Order Intercept Term 1 (Based on SiC Test, the Maximum Lag Order Is 5)

t Value p Value
ADF test statistics −5.5445 0.0002

Significance level
1% −3.7880
5% −3.0124

10% −2.6461

Table A4. Unit root test of first order difference of female kt.

Original Hypothesis The First Order Difference Sequence of K2 has a Unit Root

Model Form
Lag Order Intercept Term 0 (Based on SiC Test, the Maximum Lag Order Is 5)

T Value p Value
ADF test statistics −5.7388 0.0001

Significance level
1% −3.7696
5% −3.0049

10% −2.6422

Table A5. Autocorrelation and partial correlation of first order difference of male kt.

Sample Years 1994–2017
Sample Size 23

Autocorrelation
Graph

Partial
Autocorrelation

Graph
Lag Phase Autocorrelation

Value

Partial
Autocorrelation

Value
Q Statistic p Value
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Table A7. Regression results of male ARIMA model.

Model AIC AC Log Maximum Likelihood Estimation Are the Parameters Significant?

ARIMA (0, 1, 0) 6.580521 6.7297 −66.09547 No
ARIMA (0, 1, 1) 6.21557 6.3143 −69.479 Yes
ARIMA (0, 1, 2) 6.198652 6.34676 −68.28449 No
ARIMA (1, 1, 0) 6.546365 6.64555 −70.01001 No
ARIMA (1, 1, 1) 5.58491 5.73368 −58.43401 No
ARIMA (1, 1, 2) 5.53601 5.73439 −56.89617 No
ARIMA (2, 1, 0) 6.58021 6.72934 −66.09547 No
ARIMA (2, 1, 1) 6.35593 6.55489 −62.73731 No
ARIMA (2, 1, 2) 6.435176 6.683872 −62.56935 No

Table A8. Regression results of female ARIMA model.

Model AIC AC Log Maximum Likelihood Estimation Are the Parameters Significant?

ARIMA (0, 1, 0) 7.4249 7.4743 −83.3867 No
ARIMA (0, 1, 1) 6.8043 6.9030 −72.2491 Yes
ARIMA (0, 1, 2) 6.8909 7.0390 −76.2458 No
ARIMA (1, 1, 0) 7.2607 7.3599 −77.8679 Yes
ARIMA (1, 1, 1) 6.1173 6.2660 −64.2899 No
ARIMA (1, 1, 2) 6.9346 7.1330 −72.2808 No
ARIMA (2, 1, 0) 7.2375 7.38670 −72.9941 No
ARIMA (2, 1, 1) 6.1509 6.3498 −60.5841 No
ARIMA (2, 1, 2) 7.0318 7.2805 −68.8342 No

Table A9. White noise test of male residual sequence.

Sample Years 1994–2017
Sample Size 23

Autocorrelation
Graph

Partial Autocorrelation
Graph Lag Phase Autocorrelation

Value
Partial Autocorrelation

Value
Q

Statistic p Value
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Appendix D. Predicted Values of Parameter tk . 

Time Predicted Values of Male Predicted Values of Female 
2018 −50.2707 −61.7373 
2019 −54.1598 −66.6538 
2020 −58.0489 −71.5704 
2021 −61.9380 −76.4869 
2022 −65.8271 −81.4035 
2023 −69.7162 −86.3201 
2024 −73.6053 −91.2366 
2025 −77.4944 −96.1532 
2026 −81.3835 −101.0697 
2027 −85.2726 −105.9863 
2028 −89.1618 −110.9029 
2029 −93.0509 −115.8194 
2030 −96.9400 −120.7360 
2031 −100.8291 −125.6525 
2032 −104.7182 −130.5691 
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2042 −143.6092 −179.7347 
2043 −147.4984 −184.6513 
2044 −151.3875 −189.5678 
2045 −155.2766 −194.4844 
2046 −159.1657 −199.4009 
2047 −163.0548 −204.3175 
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Statistic 

p 
Value 

  

1 0.284 0.284 2.1038  
2 −0.12 −0.218 2.4987 0.114 
3 −0.206 −0.117 3.7214 0.156 
4 −0.215 −0.159 5.123 0.163 
5 −0.161 −0.12 5.9498 0.203 
6 −0.199 −0.24 7.2929 0.200 
7 −0.206 −0.247 8.8191 0.184 
8 0.127 0.1 9.4399 0.223 
9 0.3 0.072 13.142 0.107 

10 0.171 −0.046 14.429 0.108 
11 0.049 0 14.544 0.150 

12 −0.122 −0.126 15.325 0.168 

Appendix D. Predicted Values of Parameter tk . 

Time Predicted Values of Male Predicted Values of Female 
2018 −50.2707 −61.7373 
2019 −54.1598 −66.6538 
2020 −58.0489 −71.5704 
2021 −61.9380 −76.4869 
2022 −65.8271 −81.4035 
2023 −69.7162 −86.3201 
2024 −73.6053 −91.2366 
2025 −77.4944 −96.1532 
2026 −81.3835 −101.0697 
2027 −85.2726 −105.9863 
2028 −89.1618 −110.9029 
2029 −93.0509 −115.8194 
2030 −96.9400 −120.7360 
2031 −100.8291 −125.6525 
2032 −104.7182 −130.5691 
2033 −108.6073 −135.4857 
2034 −112.4964 −140.4022 
2035 −116.3855 −145.3188 
2036 −120.2746 −150.2353 
2037 −124.1637 −155.1519 
2038 −128.0528 −160.0685 
2039 −131.9419 −164.9850 
2040 −135.8310 −169.9016 
2041 −139.7201 −174.8181 
2042 −143.6092 −179.7347 
2043 −147.4984 −184.6513 
2044 −151.3875 −189.5678 
2045 −155.2766 −194.4844 
2046 −159.1657 −199.4009 
2047 −163.0548 −204.3175 
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8 0.127 0.1 9.4399 0.223
9 0.3 0.072 13.142 0.107
10 0.171 −0.046 14.429 0.108
11 0.049 0 14.544 0.150
12 −0.122 −0.126 15.325 0.168
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Appendix D. Predicted Values of Parameter kt

Time Predicted Values of Male Predicted Values of Female

2018 −50.2707 −61.7373
2019 −54.1598 −66.6538
2020 −58.0489 −71.5704
2021 −61.9380 −76.4869
2022 −65.8271 −81.4035
2023 −69.7162 −86.3201
2024 −73.6053 −91.2366
2025 −77.4944 −96.1532
2026 −81.3835 −101.0697
2027 −85.2726 −105.9863
2028 −89.1618 −110.9029
2029 −93.0509 −115.8194
2030 −96.9400 −120.7360
2031 −100.8291 −125.6525
2032 −104.7182 −130.5691
2033 −108.6073 −135.4857
2034 −112.4964 −140.4022
2035 −116.3855 −145.3188
2036 −120.2746 −150.2353
2037 −124.1637 −155.1519
2038 −128.0528 −160.0685
2039 −131.9419 −164.9850
2040 −135.8310 −169.9016
2041 −139.7201 −174.8181
2042 −143.6092 −179.7347
2043 −147.4984 −184.6513
2044 −151.3875 −189.5678
2045 −155.2766 −194.4844
2046 −159.1657 −199.4009
2047 −163.0548 −204.3175
2048 −166.9439 −209.2341
2049 −170.8330 −214.1506
2050 −174.7221 −219.0672
2051 −178.6112 −223.9837
2052 −182.5003 −228.9003
2053 −186.3894 −233.8169
2054 −190.2785 −238.7334
2055 −194.1676 −243.6500
2056 −198.0567 −248.5665
2057 −201.9459 −253.4831
2058 −205.8350 −258.3997
2059 −209.7241 −263.3162
2060 −213.6132 −268.2328
2061 −217.5023 −273.1493
2062 −221.3914 −278.0659
2063 −225.2805 −282.9825
2064 −229.1696 −287.8990
2065 −233.0587 −292.8156
2066 −236.9478 −297.7321
2067 −240.8369 −302.6487
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Abstract: The purpose of this paper is to help decision-makers choose the location of a logistics
platform with sustainability perspectives. This study presents a compensatory and partially compen-
satory approach to build composite indicators, using mainly fuzzy multi-criteria decision-making
methods. In the first instance, the fuzzy full consistency method (F-FUCOM) was used to calculate the
weight of the criteria and sub-criteria. In the second instance, two aggregation methods, namely the
fuzzy multi-attribute ideal-real comparative analysis (F-MAIRCA) and the fuzzy preference ranking
organization method for enrichment evaluation (F-PROMETHEE), were used to rank the location of
a logistics platform. The novelty of the work lays in studying the impact of limited sustainability and
weak sustainability on the location of a logistics platform. In this respect, the aggregation of various
sustainability criterion in fuzzy compensatory and partially compensatory composite indicators is
an innovative and interesting approach used to locate a logistics platform. The obtained results
show that economic sustainability is the most important criterion for the selection of a logistics
platform, followed by the environmental criterion. Obviously, the F-MAIRCA and F-PROMETHEE
methods provided the same ranking orders. Finally, sensitivity analyses were performed to validate
the robustness of the proposed approach.

Keywords: logistics platform; facility location selection; composite indicators; multi-criteria decision-
making; F-FUCOM; F-PROMETHEE; F-MAIRCA; sustainability

1. Introduction

In an increasingly competitive environment, the freight transport system is undeniably
necessary to ensure the proper functioning of the city economy through its presence in the
upstream and downstream of the supply chain [1,2]. Despite its importance, this system
has not been given great attention by the local, regional and national authorities. Thus, to
make the movement of goods more fluid, it is essential to know the characteristics of the
urban space, its stakes and its constraints [3,4]. To this end, the establishment of a logistics
platform, located a few kilometers from the city center, can certainly alleviate the severity
of the impact of freight transport on the city, and in terms of sustainable development, by
making deliveries more fluid.

The logistics platform is an infrastructure that affects sustainable development by
reducing traffic congestion, minimizing carbon emissions and ensuring efficient land use.
The main mission of this platform is to pool resources and to decrease the concentration
of flows to the city or, more precisely, to the city center [5]. It also reduces transport costs,
delays and nuisances, and facilitates the flow of goods and the transition from one mode of
transport to another, using technologically advanced and efficient equipment to handle
containers. These activities accompanied by storage operations require large, equipped
warehouses.

However, the implications of building infrastructure and operating logistics facilities
are far-reaching and often almost imperceptible. The operation of a logistics platform
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negatively and positively affects the environment of the zone where it is implemented. On
the other hand, there are vertical and horizontal relationships between the interests of the
actors associated with the implementation of a logistics platform [6].

In this context, the next section presents the existing work addressing the problem of
facility location. Our study of the literature shows that no general or systematic method of
localizing a logistics platform, specifically related to the sustainability perspectives, has
been proposed until now. In fact, this issue depends on a set of locations (alternatives) as-
sessed against a set of weighted criteria that are independent of each other. In this research
work, an innovative and interesting approach of locating a logistics platform, based on
fuzzy compensatory and partially compensatory composite indicators, is introduced as a
support tool for decision-makers to locate a logistics platform with sustainability perspec-
tives. The following research questions are answered in this paper: What are the important
criteria that should be applied to select a logistics platform in order to increase the level of
sustainability? What are the most commonly used multi-criteria decision-making (MCDM)
methods for weighting and aggregation as reported in the literature? How can they be
utilized well in fuzzy compensatory and partially compensatory composite indicators’
development? Is the selection of a logistics platform under sustainability perspectives
affected by the compensation phenomenon?

To answer these research questions, this study aims to:

• Identify the sustainable evaluation criteria and sub-criteria for logistics platform
location;

• Select the most suitable weighting and aggregation methods;
• Propose a composite indicator based on compensatory and partially compensatory

multi-criteria decision support methods to identify the location of a logistics platform,
responding more adequately to the requirements of sustainability;

• Study the impact of a compensation phenomenon on the decision-making process.

This manuscript is organized as follows. The next section reviews the relevant existing
approaches for locating a logistics platform and developing composite indicators. Section 3
presents the proposed approach. Then, Section 4 illustrates the results of analyzing the case
study applied in the city of Sfax. The implications of this study are presented in Section 5.
Finally, the conclusion and future research directions are provided in Section 6.

2. Literature Review

The choice of a location is one of the problems discussed in the literature. We present,
in the first subsection, an overview of the existing approaches to locating logistics platforms.
The second subsection describes the steps of the construction of the composite indicators
because it is useful tool that is increasingly demanded by policy-makers.

2.1. Existing Approaches of Locating Logistics Platform

Many methods, such as multi-criteria decision-making (MCDM) methods, meta-
heuristics for multi-objective decision-making methods and multi-objective combinatorial
optimization methods, have been applied to solve localization problems [7]. However,
the proposed studies based on combinatorial optimization and meta-heuristics are more
complex and do not always represent reality. In this regard, the authors of this study
focused on multi-criteria decision support methods because they can provide insight about
reality by integrating expert’s opinions.

In fact, the facility location problem is one of the major problems discussed in the
literature. This section describes the theoretical aspects of the suggested approach. It also
presents some approaches proposed to solve the problem of localizing infrastructures using
multi-criteria decision support methods. Table 1 describes the existing localization MCDM
approaches.

Agrebi et al. [8] proposed a decision support system to select the location of distri-
bution centers. The introduced multi-attribute and multi-actor decision-making method
based on the Elimination and Choice Expressing Reality method (ELECTRE-I). Given the
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inherent uncertainty and imprecision of human decision-making, a fuzzy multi-attribute
and multi-actor decision-making method was also applied. To check the sensitivity of
the chosen solution to variations in the criteria weights, a sensitivity analysis was carried
out. The obtained results prove that the two suggested methods met the desired objective
of the selection of the best location in a certain/uncertain context of multi-attribute and
multi-actor variables.

Kumar et Anbanandam [9] presented a framework to select the location of the multi-
modal freight terminal under sustainability perspectives. The authors used the intuitive
fuzzy (IF) set to incorporate the importance of the expert’s group decision-making process
and calculated the priority weight of the criteria and its sub-criteria using the hierarchical
analysis process (IF-AHP). Then, they evaluated the performance of location by incorporat-
ing the technique for order of preference by similarity to ideal solution (IF-TOPSIS).

Yazdani et al. [10] developed a two-step decision-making model to find the most
preferred area for establishing logistics centers. In the first step, to identify the efficient
and inefficient alternatives, the authors compared the considered communities through
data envelopment analysis (DEA). However, in the second step, an evaluation model
was designed to assess the performance of effective communities. Researchers employed
the rough full consistency method (R-FUCOM), to obtain the optimal weights of the
criteria, and the rough combined compromise solution (R-CoCoSo) method to rank efficient
communities. The adopted model allowed for capturing the uncertainty and vagueness
in the judgments of decision-makers by applying the rough set theory (RST). In addition,
sensitivity analyses were performed to validate the robustness of the obtained results.

Cheng et Zhou [11] proposed a method to evaluate the location of the logistics dis-
tribution center. To improve the efficiency of decision-making, they developed a fuzzy
approach based on the AHP method. Through a case study of four potential locations, the
results prove that the adopted method is effective in selecting the best location with both
qualitative and quantitative factors.

Table 1. The existing localization multi-criteria decision-making (MCDM) approaches.

Authors Weighting Aggregation Technical Country Extension

[9] FI-AHP FI-TOPSIS Compensatory India Intuitionistic fuzzy sets
[10] DEA, R-FUCOM R-CoCoSo Compensatory - Rough set theory
[8] ELECTRE I Non-compensatory - Fuzzy sets
[12] DEMATEL MAIRCA Compensatory China Fuzzy sets
[13] DEMATEL MAIRCA Compensatory China -
[14] GIS, Fuzzy SWARA COCOSO Compensatory Turkey Fuzzy sets
[15] EW- Fuzzy AHP Fuzzy TOPSIS Compensatory China Fuzzy sets
[16] Fuzzy AHP PROMETHEE Non-compensatory Turkey Fuzzy sets
[17] DEMATEL, ANP TOPSIS Compensatory Turkey Intuitionistic fuzzy sets

Pamucar et al. [12] applied a hybrid MCDM approach for the sustainable selection of
a site to develop a multimodal logistics center. The decision-making trial and evaluation
laboratory (DEMATEL) method was also used to determine the weight coefficients of the
criteria. Then, a multi-attributive ideal-real comparative analysis (MAIRCA) was carried
out to select a location by comparing the theoretical and empirical alternative assessments.

Muravev et al. [13] introduced a new approach based on DEMATEL-MAIRCA to
determine the optimal locations of the China Railway Express international logistics centers
and to minimize the number of rail routes. This approach found the best solution, closest
to the ideal one. In the first instance, the value of the best alternative was identified in line
with the observed criterion. In the second instance, the distances of the other alternatives
were measured as a function of the observed criterion of the ideal value. The preliminary
results showed that, because of the increase in the container turnover between China and
the European Union, the determination of the optimal locations for the logistics centers
should be done in a dynamic manner.
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Ulutaş et al. [14] suggested a new approach combining the geographic information
systems (GIS) with the fuzzy step-wise weight assessment ratio analysis (SWARA) method
and the CoCoSo method to select the location of the logistics center in Turkey. In ad-
dition, sensitivity analyses were performed to validate the robustness of the suggested
approach by varying criteria weights and comparing the ranking of the CoCoSo method
with other MCDM techniques (complex proportional assessment of alternatives (COPRAS),
VIseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR), additive ratio assess-
ment (ARAS), multi-objective optimization on the basis of ratio analysis (MOORA) and
multi-attributive border approximation area comparison (MABAC)).

He et al. [15] developed a new hybrid fuzzy multi-criteria decision-making method
to select the location of a joint distribution center by taking sustainability into account.
First, the weights of the subjective criteria were calculated with a fuzzy AHP method,
while the objective criteria were weighted using a fuzzy entropy method. Subsequently,
the authors ranked the alternatives with the improved fuzzy TOPSIS method utilizing
weighted criterion distances. Finally, a sensitivity analysis was carried out to illustrate
the effectiveness and robustness of the proposed method and its ability to promote the
sustainability of companies in China.

Kazançoğlu et al. [16] presented a hybrid multi-criteria decision-making approach
to locate the logistics center in terms of benchmarks based on the sustainability concerns.
This approach uses the fuzzy AHP method to obtain the weights of the criteria and the
preference ranking organization method for enrichment evaluations (PROMETHEE) to
select the best alternative. It was applied in Turkey, for the location of a sustainable logistics
center in Izmir.

Karaşan et al. [17] adopted a new integrated fuzzy decision-making model to select the
location of freight villages. In this model, the DEMATEL method was used to determine the
most efficient criteria and their internal and external dependencies. The weight coefficients
of the criteria were obtained using the analytic network process (ANP) method. Then, the
TOPSIS method was employed to find the best alternative location. It was applied to a case
study for the city of Istanbul in Turkey.

2.2. Composite Indicators

The literature of the existing works that proposed to solve the localization problem
shows that, until now, no general or systematic method has been introduced to locate the
logistics platform, and no methods have been specifically dedicated to the sustainability
issue. Indeed, it is quite difficult to evaluate the choice of the platform location with
several sustainable criteria. In this respect, the aggregation of these criteria in a composite
indicator is an innovative and interesting approach that should be applied to localize
logistics platforms. In this section, we present an overview of the composite indicators
built, according to the literature, using MCDM methods.

The main procedures of building composite indicators include identifying sustainable
criteria, weighting the identified criteria and aggregating these criteria into composite
indicators [18–20]. Undoubtedly, the application of the weighting and aggregation methods
is a key step in developing the composite indicators [18,19,21]. Controversial issues can
arise at any stage of constructing the composite indicators. For this reason, the main
challenge faced by the decision-maker is to choose the right weighting and aggregation
methods that allow for the constructing of composite indicators [22,23].

In the literature, various weighting and aggregating MCDM methods were intro-
duced to assess sustainability [20,23]. They are rather considered as a means of assisting
decision-makers in developing composite indicators [23]. Weighting methods can be ap-
plied using several techniques such as AHP, ANP, the strengths, weaknesses, opportunities,
threats (SWOT) method, SWARA, the best-worst method (BWM), the method of criterion
impact loss (CILOS), the integrated determination of objective criteria weights (IDOCRIW),
FUCOM, etc. As instances of aggregation methods, we can cite TOPSIS, VIKOR, DE-
MATEL, weighted aggregated sum product assessment (WASPAS), MAIRCA, CoCoSo,
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PROMETHEE, ELECTRE, etc. Nonetheless, each method has specific characteristics and
none of the MCDM methods can be applied to solve all types of problems of localizing in-
frastructures [24,25]. We present below an overview about the widely used weighting and
aggregation methods. Then, we focus on three methods applied in the proposed approach.

2.2.1. Weighting Methods

One of the most important steps of constructing a composite indicator for the location
of infrastructure is the weight of each criterion (called also indicator) [26]. More precisely,
all the criteria may not have the same level of importance [27]. Thus, the weights can
significantly affect the results of the overall composite indicators [28]. In fact, determining
the weight of the criteria is one of the key problems that complicate the decision-making
process. Weighting methods can be categorized into:

• Equal weighting methods [18];
• Objective data-based methods such as the principal component analysis (PCA) [29]

and the data envelopment analysis (DEA) [18];
• Subjective participatory methods where the subjective opinions of experts and/or

stakeholders are taken into account, such as the budget allocation (BAL) [19], AHP,
FUCOM, etc.

Although there are several weighting methods, the AHP is the most intensively used
together with recently-proposed methods such as BMW and FUCOM. Table 2 represents
the most cited weighting methods.

Table 2. Analysis of the widely applied weighting methods.

Methods Characteristic Simplicity Comparison

AHP [30]

It defines the relationships between the
different levels formed by a framework
considered as an objective to be achieved.
With AHP, it is almost impossible to make
perfectly coherent pairwise comparisons
with more than nine criteria.

Very critical n (n − 1)/2

BWM [31]

It is based on a non-linear model used to
determine the weights of the
decision-making criteria by identifying the
most preferable and least preferable criteria
for making pairwise comparisons.

Average 2n − 3

FUCOM [32]

It allows for calculating weights and
comparing criteria in pairs using integer,
decimal or predefined scale values for the
pairwise comparison of criteria.

Simple n − 1

The FUCOM Method

The full consistency method (FUCOM) was recently developed by Pamucar et al. [32].
Thanks to its high stability, robustness and reliability, this method has quickly been applied
in several works [33–43].

In a review done by Stojčić et al., the authors noticed that the AHP weighting method
is the most implicated in solving problems related to transport and logistics [44]. However,
Pamučar et al. [32] stated that the FUCOM is more consistent and preferable than the
AHP method. The application of AHP method is somewhat complicated as it requires
n (n − 1)/2 pairwise comparisons of the criteria. On the other hand, FUCOM uses far
fewer comparisons, which is one of its most important advantages. In addition, it provides
the same results as those obtained by the BWM and AHP methods applying an integer
or decimal scale. This method allows decision-makers to prioritize criteria utilizing a
simple algorithm and applying an acceptable scale. Moreover, it makes it possible to obtain
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the optimal weight coefficients with the possibility of validating them by showing the
consistency of the results.

2.2.2. Aggregation Methods

Aggregation determines the mathematical operation of combining weighted criterion
values [45]. In other words, in order to combine the different sustainability criteria, certain
aggregation methods are needed [46]. When aggregating, data quality is of primary
importance. Methods used to calculate the composite indicators can be classified into the
following aggregation techniques [27,28,47]:

• Compensatory technique: It operationalizes the weak sustainability and allows for a
high level of substitutability between criteria, which means that a poor performance in
a criterion can be compensated by a good performance in another criterion. Otherwise,
the weakness of one criterion could be hidden behind the strength of another criterion;

• Partially compensatory technique: This technique operationalizes the limited sustain-
ability. It relies on geometric mean-based methods. In this case, a mutually preferential
independence condition of indicators is required, with certain limits;

• Non-compensatory technique: It operationalizes the strong sustainability paradigm
that partially or completely prevents the substitutability of criteria. Thus, an unfavor-
able result of one criterion cannot be compensated for by a favorable result of another
criterion.

In the literature, several studies, such as those by the authors of [28,29,48] developed com-
posite indicators with different levels of compensation. Moreover, other authors introduced
non-compensatory composite indicators [49,50] and partial composite indicators [21,24,51].
Many studies [28,52] have picked up on this problem by discussing the compensatory issue.
In this case, identifying dealt with this problem by discussing the compensatory issue. As
such, identifying the appropriate aggregation technique to rank the alternatives is critical. The
selection of aggregation techniques is one of the most contestable and scientifically relevant
questions in the construction of the composite indicators [49]. After studying different MCDM
methods used to aggregate the criteria, a comparative study of some aggregation methods
was undertaken and the results are presented in Table 3. After that, the PROMETHEE and
MAIRCA methods were chosen for various reasons:

• From a theoretical point of view, these methods use two different aggregation tech-
niques. PROMETHEE and MAIRCA are based on compensatory aggregation and
partially compensatory aggregation, respectively. Their objective is to study the impact
of two sustainability perspectives: limited sustainability with the partially compen-
satory technique and weak sustainability with the compensatory technique utilized to
choose a sustainable logistics platform;

• From a more practical point of view, these methods are known for their stability and
robustness. The PROMETHEE and MAIRCA methods offer consistent solutions that
do not change with the variation of the scale of values;

• Finally, because of their popularity [12,34,53–55], they were chosen to locate the
logistics platform.

Table 3. Comparison between the MCDM methods.

Methods Type of Information Stability Simplicity Technical

ELECTRE Mixed Medium Moderately critical Non-compensatory
PROMETHEE Mixed Stable Moderately critical Partially compensatory

MAIRCA Mixed Stable Simple Compensatory
TOPSIS Quantitative Medium Moderately critical Compensatory
VIKOR Quantitative Medium Medium Compensatory

In the remainder of this section, we first define the two methods applied in this study.
Then, we cite the advantages of each one while showing the reasons behind the choice
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of these two methods. The objective of the joint use of both techniques is not to compare
the two methods or to study the technical difference, but to help decision-makers deal
with the main challenges of the sustainability perspectives when building the composite
indicators. In other words, it aims to understand the location problem, which ultimately
depends on the degree of inter-criteria compensation the decision-maker is willing to
accept. The main challenge here is: how can the decision be made if different rankings were
produced? In this case, it does not mean that one specific method is better than another.
The decision-maker should deeply analyze the impact of sustainability on the location of
the logistics platform. The objective of this study is to choose the location from the two-fold
point of view of sustainability. The choice of one particular method depends on the type
of solution expected by the decision-makers. More generally, the limited sustainability
perspective is recommended when certain logistics platform localization projects have
a good performance with limited compensatory aggregation that makes the rankings
of alternatives robust. Consequently, F-PROMETHEE should be used. Furthermore,
compensatory methods, such as F-MAIRCA, may be applied to select a second location if
the decision-maker accepts changes in the sustainability strength.

Compensatory Aggregation Method: The MAIRCA Method

Multi Attributive Ideal-Real Comparative Analysis (MAIRCA) was developed in 2014
by the Center for Logistics Research of the University of Defense in Belgrade [56]. The
MAIRCA has shown more stability, compared to other popular MCDM methods such as
TOPSIS, ELECTRE, MOORA and COPRAS [12]. In fact, it is based on linear aggregation
methods, which makes it a compensatory method. The MAIRCA was chosen because
of its simple mathematical calculations, the stability of the solution and the possibility
of combining this method with others [12]. The MAIRCA model is generally applied to
assess the gap between the ideal and empirical assessments. The summation of the gaps
in each criterion allows determining the total gap for each alternative. The ranking of the
alternatives occurs at the end of the process where the highest ranked alternative is the one
with the smallest gap value. The alternative with the lowest total gap value represents the
alternative having values closer to the ideal scores (the ideal criteria values) [55].

Partially Compensatory Aggregation Method: The PROMETHEE Method

The PROMETHEE (preference ranking organization method for enrichment eval-
uations) method was developed to overcome the difficulties encountered in the imple-
mentation of the existing prioritization methods by Jean-Pierre Brans in the 1980s [57].
PROMETHEE has some limits in terms of compensation, particularly the absence of
indifference and/or preference thresholds [28,54,58]. In this case, we used the usual
function, characterized by a limited compensation degree and sustainability [53]. Thus,
PROMETHEE is a partially compensatory technique. The PROMETHEE method is one of
the most well-known and widely used upgrading methods. It can be extended to multi-
decision-maker problems. This method is a potential tool to aid in-conflict resolution in a
cooperative problem-solving environment. It is often chosen by decision-makers thanks to
its easy implementation. It has the ability to imitate the human mind by making preferences
among the alternatives in front of different contradictory criteria. Indeed, this method
provides the decision-maker with a comprehensible representation and interpretation of
the results.

3. Method

This article proposes composite indicators based on compensatory and partially
compensatory multi-criteria decision support methods to identify the location of a logistics
platform. The objective of formulating this composite indicator based on individual
sustainability criteria and alternatives is to choose the best location by taking into account
various sustainability considerations.

49



Sustainability 2021, 13, 3891

The human decision-making process is marked by imprecision and the inherent
uncertainty associated with the lack of exact data of the criteria [59]. Indeed, with un-
certainty, experts are generally unable to evaluate potential locations and to define the
criteria weights, which underline the importance of fuzzy set theory in calculating the
composite indicators [60]. Experts’ uncertainty can also result when their preferences are
often ambiguous and uncertain, which impacts the quality of the data resulting from their
observations [8,61]. As decision-makers are unlikely to have full knowledge about all issues
related to the choice of the location of a logistics platform, uncertainties need to be taken
into account. For this reason, the current paper includes triangular fuzzy numbers given
their ability to treat uncertainty about data in the decision-making process and reduce
its complexity [61,62]. This form of fuzzy numbers is the most common one due to the
simplicity and the rapidity of resolution [60,61].

The aim of this study is not to create a new fuzzy MCDM method, but to propose
a methodological approach that allows decision-makers to face the main challenges of
choosing the right MCDM method. Thus, it was necessary to study the impact of a
compensation phenomenon to make solid decisions and ensure that the best localization
alternative was selected. In order to solve this problem, a schematic representation of the
suggested approach is presented in Figure 1. It consists of five main phases of calculating
the composite indicator.
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3.1. Phase 1: Definition of Criteria and Alternatives

The first phase consists of identifying the criteria and alternatives. Indeed, the choice
of location depends on several sustainability criteria such as social, territorial, economic
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and environmental criterion, among others. To this regard, it seems important to select the
most appropriate criteria.

In the literature, some studies [15,16,63] dealt with the problem of location from
the sustainability point of view based on the three traditional criteria, namely, economic,
environmental and social. In this context, this paper [15] integrates the economic, environ-
mental and social criteria using 13 sub-criteria. The choice of these criteria was based on
the literature and the experts’ opinion about their project (City Joint Distribution for Online
Shopping) in China. Kumar et Anbanandam [9] examined the choice of the multimodal
freight terminal according to five criteria of sustainability: technical, economic, social,
environmental and political. Thirteen sub-criteria implied by the authors of [11] were clas-
sified according to four criteria (economic, traffic, environmental and government policy).
However, Muravev et al. [13] categorized the criteria used to locate the China Railway
Express international logistics centers according to three types: social and economic criteria,
geographical and infrastructure criteria and transport works criteria. Other researchers,
such as the authors of [10,12,14,17], defined the criteria without classifying them according
to sustainability criteria.

After analyzing the sustainability criteria discussed in the works presented above,
the following section presents the criteria chosen to evaluate the location platform crite-
ria, constructed under the traditional criteria of sustainability (economic, environmental
and social) and emerging criteria (political and spatial). A fourth political criterion was
introduced, given the interest of political criteria. This criterion represents the awareness
and the required impact of local authorities on transport sustainability. A fifth territorial
criterion was also suggested in order to choose the location of a logistics platform. Thus,
the inclusion of this last criterion and its relationship with the traditional components of
sustainability introduces the territorial cohesion perspective of sustainable development,
i.e., a spatially equitable, efficient and consistent territory. Table 4 represents the different
criteria assessed in this study.

3.1.1. Economic Criteria

Multimodal transport connectivity: Connectivity from the logistics platform to the
city center is an important criterion [63]. A logistics platform should connect its location
with other transport modes (motorways, rail, seaport, airport, etc.) to facilitate transit. Its
proximity to other transport modes helps transport activities operate more efficiently [14].

Cost of land acquisition and construction: This cost must be properly controlled and
minimized [64]. The selected location of the logistics platform varies depending on the
land price [9], which is an important component of the total cost of the project [14,15].
Obviously, a higher land price will certainly increase the investment costs of building a
logistic platform [63]. This cost is an essential component in the selection of the logistics
platform [65].

Fiscal policy: Government fiscal support for the development of multimodal transport
plays an essential role in stability in policy-making [9]. To attract investors and promote
regional development, local and national authorities can offer fiscal advantages to in-
vestors [15]. Fiscal policy should be general for the city, imposing no spatial restrictions.
In other words, the policy that favors a particular area of the city over other regions in-
fluences the chosen location. Fiscal policy should be general without the restriction of
certain areas in the city that may influence the chosen location. Besides, governments
should facilitate new platform developments via the implementation of new policies and
by deregulation [66].

Transport cost: The terminal location must be close to the economic activities and
industrial areas, which reduces the cost of short-distance transport and offers a competitive
transport cost per ton-kilometer to ensure the easy flow of goods. The right choice of
location may minimize the transport costs.
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Table 4. The different criteria assessed in this study.

Criteria [9] [10] [11] [12] [13] [14] [15] [16] [17] [63] [62] This Study

Economic

Multimodal transport
connectivity * * * * * *

Cost of land acquisition
and construction * * * * * * * * * *

Fiscal policy * * *
Transport costs * * * *

Environmental

Conformity with
environmental emissions

regulations
* * * *

Effect on the natural
landscape * * * * *

Social

Safety and security * * * * * * *
Noise * * *

Impact on nearby
residents * * *

Impact on traffic
congestion * * * * * *

Political

Current policy * * * *
Support role for industry * * * *

Territorial

Accessibility to
multimodal transport * * * * * * *

Proximity to the
industrial zone * * * * * * *

Possibility of extending
the freight platform * * * * * * * *

Abbreviation: * Sustainability criteria used in an existing study.

3.1.2. Environmental Criteria

Conformity with the environmental emissions regulations: The compliance of the
logistics platform location with environmental laws and regulations is paramount. The
protection of the natural environment and the reduction of urban pollution must also be
considered [15]. The selected location should be in line with the spatial structure of the city
and land-use planning [63]. Moreover, this platform should reduce the urban air pollution
due to the movement of delivery vehicles. However, a bad choice of a location can create
several problems of air pollution. This choice can generate transport flows and movement
in the wrong place. Such criterion remarkably affects the environment because of its
proximity to urban areas. Although the objective of setting up the platform is to encourage
multimodality, efforts should nonetheless be directed toward making multimodal transport
more sustainable by controlling air pollution and noise [66].

Effect on the natural landscape: The land chosen for the platform must promote
harmony with the surrounding landscape. It must also maintain or enhance the original
landscape without destroying vegetation and soil [15].
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3.1.3. Social/Societal Criteria

Safety and security: the logistics platform has to protect persons against accidents,
theft and vandalism [62,63], hence, the importance of the political reform efforts to promote
platform security [9].

Noise: The noise generated by the movement of vehicles has a negative impact on the
environment. A proposed location should use low-noise equipment to mitigate the noise
impact of freight movement on the surrounding area [9]. The noise in a platform and in its
surroundings varies from one location to another, where special attention should be paid
to reduce noise pollution.

Impact on nearby residents: The choice of location must integrate the social environ-
ment. It should not only reduce disruption to urban life, but also relieve pressure on urban
congestion and promote healthy development [63]. A location should also be far from
densely-populated places to prevent accident occurrence [14].

Impact on traffic congestion: It is important to anticipate the influence of the selected
infrastructure on traffic. For this reason, choosing the wrong location of the logistics
platform can deteriorate local traffic conditions. To ensure the proper functioning of the
logistics platforms, the surrounding traffic environment must be organized [63].

3.1.4. Political Criteria

Current policy: Current policy is included as it is an essential requisite to locate a
logistics platform for a solid and sustainable base. A stable government system develops
coherent policies for the development of a multimodal system in the whole nation. In fact,
political stability plays a crucial role in providing the stability of policy-making [9]. The
impact of localization on the city should be examined as part of the current transport policy.
In the case where current policy criterion give particular importance to the specific location,
regardless of the whole city, this criterion depends on the location compared to another
one. Moreover, strong and stable policy is one of the important factors that needs to be
considered in locating a logistics platform [66].

Support role for industry: The local government should establish appropriate policies
to promote the development of its industry in logistics centers by taking sustainability
into account [8,14,15]. Indeed, giving more support to one location by authorities, without
considering the stakeholders’ views, can influence the choice of location. A fundamental
part of sustainable decision-making at the policy level concerns the degree of participation
in the locating of a logistics platform [67]. More precisely, the support and the inclusion of
relevant stakeholder groups (such as shippers, logistics service providers, receivers, etc.) is
important for choosing the best location. Both coordination and cooperation between the
government and industry are indispensable to avoid conflicts of interest in selecting the
appropriate location [15,66].

3.1.5. Territorial Criteria

Accessibility to multimodal transport: Reduced accessibility weighs on the devel-
opment of economic centers. Therefore, the location of the logistics platform should be
connected to all modes of transport [15,16,63,68].

Proximity to the industrial zone: Proximity to the freight market, to the production
area and to freight shippers is considered as the most critical criterion that, in turn, reduces
the costs of transportation. A platform should be at the service of companies operating
in different sectors. Therefore, an infrastructure location should be close to the industrial
area [14,68].

Possibility of extending the freight platform: The availability of suitable land for the
development of infrastructure is essential. It requires more land to ensure the possibility
of extending the freight platform. The platform size should increase by building a new
container yard, warehouses, a parking lot, etc. [62,68].

The sustainability criteria chosen to evaluate the location of the logistics platform are
shown in Table 5. They can be classified into cost (C) or benefit (B) criteria. More precisely,
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cost criteria should be minimized, i.e., the lower the value of the criterion is, the better the
alternative will be. However, profit criteria must be maximized, that is to say, the higher
the criterion value is, the better the alternative will be.

Table 5. Evaluation criteria and sub-criteria.

Unit Criteria Definition Type

C1 Economic

C1.1 Multimodal transport connectivity Connectivity of the location to other modes of transport,
e.g., highways, railways, seaport, airport, etc. Benefit

C1.2 Cost of land acquisition and construction
The location of a logistics platform to be selected depends
on these costs, which must be properly controlled
and minimized.

Cost

C1.3 Fiscal policy The fiscal advantages offered by the authorities to attract
investors and promote the development of transport. Cost

C1.4 Transport cost The location should be close to the source of freight to
reduce the cost of transportation. Cost

C2 Environmental

C2.1
Conformity with environmental emissions
regulations

Choosing the right location can reduce the impact of air
pollution on human health and the environment. Benefit

C2.2 Effect on the natural landscape To promote harmony with the surrounding landscape
without destroying the original landscape. Cost

C3 Social

C3.1 Safety and security The platform is protected against accidents, theft and
vandalism. Benefit

C3.2 Noise The noise generated by the movement of vehicles has a
negative impact on environments. Cost

C3.3 Impact on nearby residents A location should promote healthy development for
urban residents. Cost

C3.4 Impact on traffic congestion Traffic environment planning to relieve pressure on
urban congestion. Cost

C4 Political

C4.1 Current policy Political stability plays a crucial role in the stability of the
development of a multimodal system. Benefit

C4.2 Support role for industry
The local government should establish appropriate
policies to promote the development of its industry
in platforms.

Benefit

C5 Territorial

C5.1 Accessibility to multimodal transport A location should be connected and accessible to all
modes of transport. Benefit

C5.2 Proximity to the industrial zone A platform should be at the service of companies
operating at different sectors. Benefit

C5.3 Possibility of extending the freight platform The infrastructure must have the capacity to increase the
size of the platform, to meet the growing freight demands. Benefit

3.2. Phase 2: Weighting of Criteria Using FUCOM

The second phase was necessary to calculate the weight of the criteria and sub-criteria
using the fuzzy FUCOM method (F-FUCOM). In the following section, we present the
F-FUCOM algorithm whose application consists in the following five steps.

Step 1: Ranking the criteria according to their level of importance. In the first
step, the ranking was evaluated according to the importance of the evaluation criteria
C = {C1, C2, . . . , Cn}. This means the first rank was assigned to the criterion that was
expected to have the highest weight coefficient. The last place was occupied by the criterion
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for which we expected the lowest value of the weight coefficient. The criteria classified
according to the expected values of weight coefficients are presented as follows:

Cj(1) � Cj(2) � . . . � Cj(n) (1)

where Cj(1) and Cj(n) respectively stand for the most and the least important criterion
among the predefined set of n elements. Notably, if two or more criteria have equal
importance, the equality sign “=” is placed between the criteria instead of “>”.

Step 2: Determining the comparative priority of the criteria. The mutual comparison
of the criteria was carried out using fuzzy linguistic expressions from the defined scale.
Mutual comparisons were made by each expert individually {E1, E2, . . . , Et} according
to his/her preferences. The comparison was performed using the first-ranked (most
important) criterion. Thus, for each expert, the fuzzy criteria significance was obtained for
all the criteria ranked in Step 1. Based on the defined significances of the criteria and using
Equation (2), the fuzzy comparative significance ϕj/(j+1) was determined.

ϕj/(j+1) =
$Cj

$C(j+1)
=

(
wl

j

wu
j+1

,
wm

j

wm
j+1

,
wu

j

wl
j+1

)
(2)

The fuzzy vectors of the comparative significance of the criteria for each individual
expert {E1, E2, . . . , Et} were obtained applying Equation (3), where e = (1, 2, . . . , t).

Φe =
(
ϕ1/2,ϕ2/3, . . . ,ϕ(n−1)/n

)
(3)

Step 3: Defining the limits of the fuzzy model. The final values of weight coefficients
should satisfy two constraints:

• Constraint 1: the ratio of the weights of the criteria should be the same as their
comparative signification between the observed criteria.

ϕj/(j+1) =
wj

wj+1
(4)

• Constraint 2: The final values of weight coefficients should satisfy the transitivity
condition, respectively ϕ j

j+1
⊗ ϕ j+1

j+2
= ϕ j

j+2
, i.e.,

wj
wj+1
⊗ wj+1

wj+2
=

wj
wj+2

. This second

condition must fulfill the final values of weight coefficients.

wj

wj+2
= ϕj/(j+1) ⊗ϕ(j+1)/(j+2) (5)

Step 4: Designing a fuzzy model to calculate the optimal values of the weights of
the criteria. In this step, the final values of the fuzzy weight coefficients of the criteria
were computed for each expert: (w1, w2, . . . , wn)

e. The conditions defined in the third step
should be met with the minimal deviation from the maximal consistency. In other words,
the conditions must be met

wj
wj+1
− ϕj/(j+1) = 0 and

wj
wj+2
− ϕj/(j+1) ⊗ ϕ(j+1)/(j+2) = 0.

Under these conditions, the maximum coherence amounts to χ = 0.
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In order to satisfy the previously presented conditions, the non-linear model was
applied to determine the optimal fuzzy values of the weight coefficients for the evaluation
criteria, which can be formulated as follows:

min χ
s.t.




∣∣∣ wj
wj+1
−ϕj/(j+1)

∣∣∣ ≤ χ , ∀j∣∣∣ wj
wj+2
−ϕj/(j+1) ⊗ϕ(j+1)/(j+2)

∣∣∣ ≤ χ , ∀j
n
∑

j=1
wj = 1, ∀j
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j ≤ wu
j

wl
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j = 1, 2, . . . , n

(6)
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Considering that the maximum consistency requires fulfilling the condition where
wj

wj+1
−ϕj/(j+1) = 0 and

wj
wj+2
−ϕj/(j+1) ⊗ϕ(j+1)/(j+2) = 0, model (6) can be transformed

into a fuzzy linear model (7) and, by solving it, the optimal fuzzy values of the weight
coefficients were obtained.

min χ
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Step 5: Calculating the final optimal values of the criteria weights. Solving model (6)
or (7) allowed us to obtain the weight coefficients of criteria by the experts.

3.3. Phase 3: Ranking of Alternatives

The third phase aims at ranking the different alternatives. We used fuzzy MAIRCA
(F-MAIRCA) and fuzzy PROMETHEE (F-PROMETHEE) to evaluate the performance of the
location considering a compensatory and partially compensatory reasoning, respectively.
The PROMETHEE method is based on the partially compensatory aggregation technique
(an unfavorable result of one criterion can be limited, compensated by a favorable result
of another). However, the MAIRCA method relies on the compensatory aggregation
technique (the weakness of one criterion could be hidden behind the strength of another).
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3.3.1. Compensatory Approach: The F-MAIRCA Method

Step 1: Building the initial decision matrix , D̃
t
. On the basis of the linguistic evalu-

ation of alternatives with respect to the considered criteria, the matrix D̃
t
=
[
Ã
(t)
ij

]
∀ i =

1, 2, . . . , m and j = 1, 2, . . . , n was constructed as shown in Equation (8).

D̃
t
=




Ã
(t)
11 · · · Ã

(t)
1n

...
. . .

...

Ã
(t)
m1 · · · Ã

(t)
mn


 (8)

where Ã
(t)
mn demonstrates that the m-th alternative was evaluated linguistically with respect

to the n-th criterion by the t-th expert.
Step 2: Building the fuzzy aggregate decision matrix. The fuzzy aggregated decision

matrix was constructed using the arithmetic operator, as represented in Equation (9).

D̃ =




Ã11 · · · Ã1n
...

. . .
...

Ãm1 · · · Ãmn


 where Ã11 =

Ã
(1)
11 + Ã

(2)
11 + · · ·+ Ã

(t)
11

t
(9)

Step 3: Determining the preferences of the alternatives. In the third step, we defined
preferences in relation to the selection of alternatives. The decision-maker was neutral, i.e.,
he/she had no preference towards any of the suggested alternatives. Since there was an
equal probability between the alternatives, the preferences for each of them can be defined
as follows:

PAi =
1
m ;

∑m
i=1 PAi = 1; i = 1, 2, . . . , m

(10)

where m is the number of alternatives.
Step 4: Determining the fuzzy matrix of the theoretical ponder , T̃PA. This matrix was

obtained by multiplying the preferences of alternatives and fuzzy criteria weights provided
by FUCOM. The fuzzy matrix of theoretical ponder was calculated as demonstrated in
Equation (11).

T̃PA =




PAiw̃1 · · · PAiw̃n
...

. . .
...

PAiw̃1 · · · PAiw̃n


 =




t̃P11 · · · t̃P1n
...

. . .
...

t̃Pm1 · · · t̃Pmn


 (11)

Step 5: Constructing the normalized fuzzy aggregated decision matrix. This step
consisted of normalizing the fuzzy aggregated decision matrix, as defined in Step 2. This
matrix can be expressed as follows: X =

[
Xij
]

m,n∀i = 1, 2, . . . , m and j = 1, 2, . . . , n [69].
If C and B represent the cost and benefit criteria, respectively, then the normalization
procedure is as presented in Equations (12) and (13).

Xij =
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Xij =

(
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,
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ij

aN+
j

)
, j ∈ B, aN+

j = maxiaN
ij (13)
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Step 6: Calculating the matrix of fuzzy actual ponder , T̃RA. This matrix was obtained
by multiplying the fuzzy normalized decision matrix, as shown in Step 5, and the fuzzy of
theoretical ponders, as revealed in Step 4.

T̃RA =




t̃R11 · · · t̃R1n
...

. . .
...

t̃Rm1 · · · t̃Rmn


 =




ñ11 × t̃P11 · · · ñ1n × t̃P1n
...

. . .
...

ñm1 × t̃Pm1 · · · ñmn × t̃Pmn


 (14)

Step 7: Calculating the total gap matrix. In this step, the Euclidian distance between
the matrix of fuzzy theoretical ponder and the actual ponder of each alternative with
respect to each criterion was calculated. In other works [13,70,71], the authors suggested
subtracting TPA and obtaining the total gap matrix G. It is preferable that the highest rank
alternative should have a minimum gap value from each criterion. The calculation was
done as shown in Equation (15).

gij =

√
1
3

[(
tl
Pij
− tl

Rij

)2
+
(

tm
Pij
− tm

Rij

)2
+
(

tu
Pij
− tu

Rij

)2
]

(15)

Step 8: Summating the gap values and ranking the alternatives. The gap values
gij were summed for each alternative with respect to each criterion by using Equation
(16). The final values were then arranged in ascending order, and finally, the preferences
were ranked.

Qi =
n

∑
j=1

gij, i = 1, 2, . . . , m (16)

3.3.2. Partially Compensatory Approach: The F-PROMETHEE Method

Step 1: Creating a decision matrix. Each decision-maker evaluated n criteria according
to m alternatives (or actions). Where j = 1,2, . . . ,n and i = 1,2, . . . ,m.

Step 2: Constructing the standard fuzzy performance matrix. The normalization of
the comparison values of the decision matrix was obtained by deploying the expressions
given in Equations (12) and (13) to construct a normalized fuzzy performance matrix.

Step 3: Determining the preferred function. The preference function between the
two alternatives (a) and (b) was defined by the indifference and preference thresholds.
The latter, denoted (p), is the lowest value of dj(a, b), below which there is indifference
between selecting (a or b). The indifference threshold (q) is the lowest of dj(a, b), and there
is strict preference of (a over b). Six different types of preference functions were proposed,
namely, Usual (Type I), quasi-criterion (Type II), linear preference criterion (Type III), level
criterion (Type IV), linear preference criterion and zone of indifference (Type V), as well as
the Gaussian criterion (Type VI) [57]. A preference function was defined for each criterion
using Equation (17), where (a) and (b) are two alternatives of the set of (m) alternatives.

dj(a, b) = laj − ubj; maj −mbj; uaj − lbj (17)

It is preferable that experts define the preference function. However, this step makes
the application of the method more cumbersome and complex. To deal with this limitation,
we used the first assumption of the strict preference function because it is the most widely
used in the literature [69,72,73]. The choice of the usual preference function is based on the
need to use an assessment model that can be easily understood by decision-makers. On
the other hand, this function does not include any threshold values, which is typically a
complex and time-consuming exercise for decision-makers [53]. Regardless of the difference
between the alternatives, with this strict preference function, the best evaluated alternative
is always the most preferred. However, the effect of the types of preference functions of
PROMETHEE on the final preferences is not known. The choice of the usual function could
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be a limitation of this study. The usual function is without an indifference threshold. With
this function, Fj

[
dj(a, b)

]
= 0 when dj(a, b) ≤ 0 and Fj

[
dj(a, b)

]
= 1 when dj(a, b) > 0.

Step 4: Calculating the preference index for each criterion. The preference index,
Pj(a, b), which denotes the preference of (a) over (b) for criterion j, was calculated as a
function of dj(a, b) by applying Equation (18). The value of Pj(a, b) varies from 0 to 1 such
that [47]:

• P(a, b) = 0 means an indifference between (
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• P(a, b) ∼ 0 means a weak preference of (
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) over (b).

Pj(a, b) =
(

Fj(laj − ubj

)
; Fj(maj −mbj); Fj

(
uaj − lbj

)
)Pj(a, b) = (ljab, mj

ab, uj
ab) (18)

Step 5: Calculating the overall preference index. A multi-criteria degree of preference
was then calculated to globally compare each pair of shares. The global preference index
represents the degree of preference of alternatives (a) over (b), considering all the criteria
simultaneously [57]. The fuzzy global preference index π (a,b) was calculated by applying
Equation (19) with the assumption that the relative weights of the criteria were also
triangular fuzzy numbers, Wj = (l′′j , m′′

j , u′′j ).

π(a, b) =
n

∑
j=1

wj ⊗ Pj(a, b)π(a, b) = ∑
(

l′′j , m′′
j , u′′j

)
⊗ (ljab, mj

ab, uj
ab

)
π(a, b) = (lπab, mπab, uπab) (19)

where π(a, b) ≈ 0 denotes a low preference of (a) over (b) and π(a, b) ≈ 1 denotes a
strong preference of (a) over (b).

Step 6: Determining the positive outranking flow (Φ +) and negative outranking
flow (Φ−). The outgoing and incoming flows for each alternative were calculated using
the respective Equations (20) and (21) [74]. The leaving flow represents the dominance of
one action (a) over the other actions. Thus, the entering flow represents the weakness of an
action (a) compared to other actions.

Φ+(a) =
1

n− 1 ∑π(a, x) , x ∈ (i = 1 . . . m) (20)

Φ−(a) =
1

n− 1 ∑π(x, a), x ∈ (i = 1 . . . m) (21)

Step 7: Determining the partially priorities using PROMETHEE I. The partial prior-
ities include three possible outcomes: the preference of one decision point over another,
indifference between the decision points and inability to compare the decision points with
each other. 




aPb





Φ+(a) > Φ+(b)andΦ−(a) < Φ−(b)or
Φ+(a) = Φ+(b)andΦ−(a) < Φ−(b)or
Φ+(a) > Φ+(B)andΦ−(a) = Φ−(b)

aIb
{

Φ+(a) = Φ+(b)andΦ−(a) = Φ−(b)

aRb

{
Φ+(a) > Φ+(b)andΦ−(a) > Φ−(b)or
Φ+(a) < Φ+(b)andΦ−(a) < Φ−(b)

(22)

where (P, I, R) respectively denote preference, indifference and incomparability in PROMETHEE.
Step 8: Determining all priorities applying PROMETHEE II. The PROMETHEE II

method provides a total pre-order (excludes incomparability and considerably reduces
indifference). The net flow is the subtraction of Φ−(a) and Φ+(a) (Equation (23)). At this
step, all the alternatives become comparable, as no incomparability remains. They could
thus be classified by full ranking them. The best alternative is the one with the highest net
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flow. At the end of the calculations, the fuzzy net flow values obtained could be defuzzified
to facilitate the comparisons of alternatives.

Φ(a) = Φ+(a)−Φ−(a)
{

aPb if Φ(a) > Φ(b)
aIb if Φ(a) = Φ(b)

(23)

3.4. Phase 4: Sensitivity Analysis

In the fourth phase, a sensitivity analysis was performed to rigorously test the robust-
ness and the feasibility of the proposed approach. This analysis allows the decision-maker
to check whether the final ranking is sensitive, and depends on the approach adopted to
aggregate the scores of the criteria.

3.4.1. Assessment of the Independence of the Aggregation Technique

The objective of this analysis is to evaluate the stability of a solution by changing the
applied aggregation technique. Three different methods (F-PROMETHEE, F-MAIRCA and
F-TOPSIS) based on compensation techniques were used. Moreover, three sustainability
perspectives were considered: limited sustainability with the use of the partial compen-
sation technique, weak sustainability with the use of the compensation technique and
strong sustainability with the use of the non-compensation technique. The authors of [21]
mentioned that the use of the three aggregation techniques is strongly recommended to
adequately assess the obtained results. The type of sustainability is directly related to the
aggregation approach and the level of compensability. For this reason, F-TOPSIS was ap-
plied using the non-compensation technique (an unfavorable result of one criterion cannot
be compensated by a favorable result of another) (Garcia-Bernabeu et al.’s method [21]).

3.4.2. Variation of Criteria Weights

Sensitivity analysis is generally performed to assess the influence of the weights as-
signed by experts on the ranking of alternatives. The experts’ preferences are different. In
fact, some give more importance to one criterion over another. In addition, the same crite-
rion may be given different weights by the same expert in different situations. Therefore,
the authors of [70] suggested checking the final ranking of the alternatives with a small
variation of criteria weights. The sensitivity analysis was carried out in the experiments
through 90 scenarios divided into three phases. In phase 1, the weight coefficients of the
criteria in 30 scenarios increased or decreased by 45%. In each of the 30 scenarios, one
weight coefficient increased by 45%, and it was favored. In the same scenario, the weight
coefficients of the remaining criteria decreased by 45%. In phase 2 a similar procedure was
applied in the next 30 scenarios, with weight coefficients that increased or decreased by
65%. Finally, in phase 3, the weight coefficients increased or decreased by 85%.

3.5. Phase 5: Decision-Making Process

In the last phase, the potential alternatives were ranked to select the most sustainable
location of the logistics platform. In this phase, decision-makers can also identify the
impact of criteria on the selection of the platform.

4. Results
4.1. Problem Definition and Alternatives Selection

In the following section, the proposed approach, applied to locate the logistics plat-
form, is described taking sustainability into account. This study was carried out in the
city of Sfax. In Tunisia, road transport is the main means of the routing of goods. Accord-
ing to the Ministry of Transport, it concentrates 85% of overland flows of goods. More
precisely, freight transport is at the heart of economic and social development. Despite
its preponderant place, freight transport generates various problems, especially in cities
where the flow of distribution is important. In this study, we chose the city of Sfax because
it is known by its significant economic dynamism and rich industrial fabric. In fact, it is
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the second largest Tunisian city after the capital Tunis, in terms of both its demographic
weight and industrial activities. It is located in the center-east of the Republic of Tunisia.
Its privileged geographical position, its wide opening to the sea and its port make it a
national and international commercial and trading center. In other words, it constitutes
a natural corridor for the transport of goods. However, it includes a set of elements and
issues that directly or indirectly influence the efficiency of the transport system. The city of
Sfax, despite its economic and industrial dynamism, has suffered for decades from serious
problems in the transport and circulation system, which affect sustainable development.
During peak hours (morning, noon and evening) on the eve of the holidays, the difficulty
of transport becomes even more difficult. These congestion and traffic problems are due
to the spatial concentration of economic activities and administrative services. They are
aggravated by the increase of heavy goods vehicles traffic and the architecture of the road
infrastructure. Moreover, there is a strong embarrassment occasioned by flows freight
transport that have an origin or destination at the commercial port or in the industrial
zones, which are predominantly located in the coastal wings.

For years, this city has suffered greatly from this system, which is unsuited to the coun-
try’s economic, demographic and urban growth. Further, transport and traffic conditions
in Sfax have deteriorated significantly in recent years. Thus, with the intensification of the
national and international containerized exchanges, the implementation of a multimodal
infrastructure can contribute to the sustainable development of the city and remedy the
problems mentioned below. As a solution, a better location of the logistics platform would
ensure the interconnection of the available transport infrastructure to improve its perfor-
mance. Moreover, this infrastructure plays a fundamental role in the development of the
regional and extra-regional economic activities by affecting both the prices of production
and the sale of goods.

The location of the logistics platform in the city of Sfax has been given great interest
for several years. However, the identification of locations depends on the preferences of
the decision-makers and the conditions of freight transport. After interviewing several
decision-makers, seven potential locations were considered. These locations were defined
as alternatives that meet the interests of all the stakeholders in the city. The different
alternatives, chosen in Sfax, are as follows (Figure 2): (A1) GARGROUR, (A2) NAKATA,
(A3): ELGONNA, (A4) ELHAJEB1, (A5) ELHAJEB2, (A6) LA SIAPE and (A7) SKHIRA.
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4.2. Weighting of Criteria
4.2.1. Obtaining Linguistic Judgments

In this step, we interviewed seven experts {E1, E2 . . . E7} involved in the decision-
making process. These experts all had at least 10 years of experience. Table 6 shows the
characteristics of the consulted experts. They participated in the process of determining
the weights for the criteria and evaluating the alternatives. A given 5-point scale was used
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in the survey to establish the experts’ fuzzy language ratings. Data were collected in the
city of Sfax between July and August 2020.

Table 6. Characteristics of the experts.

Age Level of Education Experience Profession Organization Name

E1 55 years PhD degree in electrical
engineering 25 years Regional Director of

Transport in Sfax Ministry of transport

E2 35 years Industrial engineer 10 years Logistics Director SOCOMENIN

E3 49 years Civil engineer 23 years Port Director Office merchant marine
and Ports of Sfax

E4 43 years Master’s degree in
international trade 18 years Logistics Director,

contractual teacher Pastry MASMOUDI

E5 58 years PhD in urban planning 28 years Municipal civil servant Municipality of Sfax

E6 49 years Master in business strategy 23 years Port Technical Director,
temporary teacher

Office merchant marine
and Ports of Sfax

E7 36 years Master’s degree in logistics 11 years Administrator Governorate of Sfax

4.2.2. The F-FUCOM Results

The C1–C5 criteria constitute the first hierarchical level, while the second hierarchical
level consists of the sub-criteria, classified into the five criteria presented in Table 5. Using
fuzzy FUCOM, the values of the local weights of the sub-criteria were calculated. After
defining the local weights of the sub-criteria, the weights of the criteria were multiplied by
the group of weights of the sub-criteria. We obtained the global values, used subsequently
in this analysis, to evaluate alternatives with MAIRCA and PROMETHEE. In order to solve
this problem, six fuzzy FUCOM models were defined:

• Model 1: Calculation of the values of the weight coefficients of the criteria C1, C2, C3,
C4 and C5;

• Model 2: Calculation of the local values of the weight coefficients of the sub-criteria
C1.1, C1.2, C1.3 and C1.4;

• Model 3: Calculation of the local values of the weight coefficients of the sub-criteria
C2.1 and C2.2;

• Model 4: Calculation of the local values of the weight coefficients of the sub-criteria
C3.1, C3.2; C3.3 and C3.4;

• Model 5: Calculation of the local values of the weight coefficients of the sub-criteria
C4.1 and C4.2;

• Model 6: Calculation of the local values of the weight coefficients of the sub-criteria
C5.1, C5.2 and C5.3.

Step 1: The ranking of the criteria and the sub-criteria was carried out according
to the preferences of the experts (E1–E7). The defined ranks are shown in Table 7 using
Expression (1).

Step 2: The comparative significance of the criteria and the sub-criteria was deter-
mined as shown in Table 7 using Expression (2) (as defined below). This significance was
measured by applying triangular fuzzy numbers. At this stage, fuzzy comparisons by pairs
of criteria were made according to the preferences of the experts via five linguistic terms,
as shown in Table 8 [75].
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Table 7. Linguistic evaluations of the criteria and the sub-criteria.

C1–C5 C1.1–C1.4 C2.1–C2.2 C3.1–C3.4 C4.1–C4.2 C5.1–C5.3

E1
R C4 > C3 = C2 > C1 > C5 C1.1 > C1.3 >

C1.4 > C1.2 C2.1 > C2.2 C3.1 > C3.4 >
C3.2 > C3.3 C4.2 > C4.1 C5.1 > C5.2 > C5.3

C EI, AI, EI, VI, FI EI, AI, FI, VI EI, VI EI, VI, EI, EI EI, VI EI, WI, AI

E2
R C1 > C5 > C3 > C2 > C4 C1.4 > C1.1 >

C1.2 > C1.3 C2.1 > C2.2 C3.4 > C3.1 >
C3.3 > C3.2 C4.2 > C4.1 C5.2 > C5.1 > C5.3

C EI, AI, FI, WI, WI EI, FI, FI, WI EI, WI EI, AI, FI, WI EI, WI EI, VI, FI

E3
R C2 > C1 > C3 > C4 > C5 C1.1 > C1.3 >

C1.4 > C1.2 C2.1 > C2.2 C3.1 > C3.3 >
C3.4 > C3.2 C4.2 > C4.1 C5.1 > C5.3 > C5.2

C EI, EI, WI, FI, VI EI, WI, EI, FI EI, WI EI, WI, WI, FI EI, WI EI, EI, WI

E4
R C1 > C5 > C4 > C3 > C2 C1.1 > C1.4 >

C1.2 > C1.3 C2.2 > C2.1 C3.1 > C3.3 >
C3.2 > C3.4 C4.2 > C4.1 C5.1 > C5.2 = C5.3

C EI, AI, VI, EI, VI EI, AI, VI, WI EI, EI EI, AI, EI, WI EI, AI EI, AI, FI

E5
R C1 > C4 > C5 > C2 = C3 C1.1 > C1.4 >

C1.2 > C1.3 C2.1 > C2.2 C3.1 > C3.4 >
C3.2 > C3.3 C4.2 > C4.1 C5.1 > C5.2 > C5.3

C EI, VI, VI, WI, EI EI, FI, VI, AI EI, WI EI, VI, WI, VI EI, WI EI, FI, AI

E6
R C4 > C1 > C3 > C2 > C5 C1.1 > C1.4 >

C1.3 > C1.2 C2.1 > C2.2 C3.1 > C3.4 >
C3.2 > C3.3 C4.1 > C4.2 C5.1 > C5.3 > C5.2

C EI, WI, FI, WI, FI EI, WI, EI, WI EI, FI EI, WI, FI, EI EI, WI EI, FI, WI

E7
R C1 > C2 > C5 > C3 > C4 C1.3 > C1.2 >

C1.1 > C1.4 C2.1 > C2.2 C3.1 > C3.3 >
C3.4 > C3.2 C4.1 > C4.2 C5.3 > C5.2 > C5.1

C EI, VI, WI, WI, WI EI, FI, FI, WI EI, WI EI, VI, WI, WI EI, VI EI, WI, EI

R: Rank; C: Comparisons.

Table 8. Fuzzy language scale for criteria assessment [75].

Linguistic Terms Abbreviation Fuzzy Number in a
Triangular Style

Equally important (EI) (1, 1, 1)
Weakly important (WI) (2/3, 1, 3/2)
Fairly Important (FI) (3/2, 2, 5/2)
Very important (VI) (5/2, 3, 7/2)

Absolutely important (AI) (7/2, 4, 9/2)

The vectors of the comparative significance were defined by calculating the com-
parative significance of the criteria and the sub-criteria (Appendix A). For example, the
comparative significance of the criteria C1–C5, for expert E1, was obtained by applying
Expression (2) as follows:

• ϕC4/C3 =
$C4
$C3

= AI
EI = (3.5; 4; 4.5);

• ϕC3/C2 =
$C3
$C2

= EI
AI = (0.22; 0.25; 0.29);

• ϕC2/C1 =
$C2
$C1

= VI
EI = (2.5; 3; 3.5);

• ϕC1/C5 =
$C1
$C5

= FI
VI = (0.43; 0.67; 1).

Thus, the vector of comparative significance was obtained by applying Expression (3):

Φ1 = ((3.5, 4, 4.5); (0.22, 0.25, 0.29); (2.5, 3, 3.5); (0.43, 0.67, 1)).

Step 3: In this step, the constraints of the fuzzy model were defined by applying
Expression (4) and Expression (5).

The first group of the constraints of criteria C1–C5, for expert E1, was defined
as follows: $C4

$C3
= (3.5; 4; 4.5), $C3

$C2
= (0.22; 0.25; 0.29), $C2

$C1
= (2.5; 3; 3.5) and $C1

$C5
=

(0.43; 0.67; 1). The second group of the constraints resulting from the condition of tran-
sitivity of relations was defined as follows: w4

w2
= (3.5; 4.00; 4.5) ∗ (0.1; 0.25; 0.28) =
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(0.35; 1.00; 1.26); w3
w1

= (0.10; 0.25; 0.28) ∗ (2.50; 3.00; 3.50) = (0.25; 0.75; 0.98) and w2
w5

=

(2.50; 3.00; 3.50)∗ (0.43; 0.67; 1.00). The constraints of the other models were defined in
the same way.

Step 4: On the basis of the constraints defined in the previous step, Model (6) was
formed to determine the optimal fuzzy values of the weight coefficients of the criteria and
the sub-criteria (Appendix B). It was used to specify the weight coefficients of the criteria
and the sub-criteria, presented below.
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Step 5: After solving the model, we obtained the optimal local values of the expert 
weight coefficients (Appendix C). The global sub-criteria values for each expert were 
obtained, as shown in Table 9, by multiplying the local sub-criteria values by the criteria 
weight coefficients. Lingo 17.0 software was utilized to solve the non-linear fuzzy mod-
els, which allowed for obtaining the mean value χ ≈ 0.0, showing the high consistency of 
the provided values of the criteria weights. 

Table 9. Global values of the fuzzy weight coefficients of the sub-criteria. 

Criteria  Weight Sub-Criteria Local Weight  Global Weight 

C1 (0.2, 0.27, 0.27) 

C1.1 (0.2, 0.33, 0.35) (0.04, 0.09, 0.1) 
C1.2 (0.1, 0.18, 0.19) 0.02, 0.05, 0.05) 
C1.3 (0.15, 0.29, 0.34) (0.03, 0.08, 0.09) 
C1.4 (0.17, 0.25, 0.27) (0.03, 0.07, 0.07) 

C2 (0.16, 0.22, 0.23) C2.1 (0.051, 0.53, 0.73) (0.08, 0.12, 0.17) 
C2.2 (0.41, 0.41, 0.58) 0.07, 0.09, 0.13) 

C3 (0.13, 0.21, 0.23) 

C3.1 (0.18, 0.26, 0.37) (0.02, 0.05, 0.08) 
C3.2 (0.17, 0.28, 0.33) (0.02, 0.06, 0.08) 
C3.3 (0.16, 0.22, 0.23) (0.02, 0.05, 0.05) 
C3.4 (0.17, 0.25, 0.28) (0.02, 0.05, 0.06) 

C4 (0.11, 0.21, 0.26) 
C4.1 (0.43, 0.43, 0.59) (0.05, 0.09, 0.15) 
C4.2 (0.52, 0.52, 0.67) (0.06, 0.11, 0.18) 

C5 (0.08, 0.14, 0.17) 
C5.1 (0.35,0.4, 0.51) (0.03, 0.05, 0.08) 
C5.2 (0.28, 0.31, 0.5) (0.02, 0.04, 0.08) 

Step 5: After solving the model, we obtained the optimal local values of the expert
weight coefficients (Appendix C). The global sub-criteria values for each expert were
obtained, as shown in Table 9, by multiplying the local sub-criteria values by the criteria
weight coefficients. Lingo 17.0 software was utilized to solve the non-linear fuzzy models,
which allowed for obtaining the mean value χ ≈ 0.0, showing the high consistency of the
provided values of the criteria weights.

Table 9. Global values of the fuzzy weight coefficients of the sub-criteria.

Criteria Weight Sub-Criteria Local Weight Global Weight

C1 (0.2, 0.27, 0.27)

C1.1 (0.2, 0.33, 0.35) (0.04, 0.09, 0.1)
C1.2 (0.1, 0.18, 0.19) 0.02, 0.05, 0.05)
C1.3 (0.15, 0.29, 0.34) (0.03, 0.08, 0.09)
C1.4 (0.17, 0.25, 0.27) (0.03, 0.07, 0.07)

C2 (0.16, 0.22, 0.23)
C2.1 (0.051, 0.53, 0.73) (0.08, 0.12, 0.17)
C2.2 (0.41, 0.41, 0.58) 0.07, 0.09, 0.13)

C3 (0.13, 0.21, 0.23)

C3.1 (0.18, 0.26, 0.37) (0.02, 0.05, 0.08)
C3.2 (0.17, 0.28, 0.33) (0.02, 0.06, 0.08)
C3.3 (0.16, 0.22, 0.23) (0.02, 0.05, 0.05)
C3.4 (0.17, 0.25, 0.28) (0.02, 0.05, 0.06)

C4 (0.11, 0.21, 0.26)
C4.1 (0.43, 0.43, 0.59) (0.05, 0.09, 0.15)
C4.2 (0.52, 0.52, 0.67) (0.06, 0.11, 0.18)

C5 (0.08, 0.14, 0.17)
C5.1 (0.35,0.4, 0.51) (0.03, 0.05, 0.08)
C5.2 (0.28, 0.31, 0.5) (0.02, 0.04, 0.08)
C5.3 (0.2, 0.24, 0.34) (0.02, 0.03, 0.06)
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4.3. Ranking of Alternatives

After determining the weight of the criteria, compensatory (F-MAIRCA) and partially
compensatory (F-PROMETHEE) approaches were used to select the best location of the
logistics platform.

4.3.1. The F-MAIRCA Results

Alternatives were ranked using Equations (8)–(16). The different steps of F-MAIRCA
are described below.

Step 1: Individual evaluations of the alternatives were performed by experts (E1,
E2, E3, E4, E5, E6 and E7) using the linguistic terms presented in Table 10 [76]. These
evaluations are shown in Appendix D using Equation (8).

Table 10. Alternative language scale [76].

Linguistic Term Abbreviation Fuzzy Number in a
Triangular Style

Very Low (VL) (0, 1, 2)
Low (L) (1, 2, 3)

Medium (M) (2, 3, 4)
High (H) (3, 4, 5)

Very High (VH) (4, 5, 6)

Step 2: the aggregated decision values of the triangular fuzzy numbers were calculated
by Equation (9) to construct the fuzzy aggregated decision matrix, as shown in Table 11.

Table 11. Fuzzy aggregated decision matrix.

A1 A2 A6 A7

C1.1 (3.43, 4.43,
5.43)

(3.14, 4.14,
5.14) · · · · · · (2.43, 3.43,

4.43)
(1.71, 2.71,

3.71)

C1.2 (2.14, 3.00,
3.86)

(2.57, 3.57,
4.57) · · · · · · (3.57, 4.57,

5.57)
(2.86, 3.86,

4.86)
...

...
. . .

. . .
...

...

C5.2 (3.57, 4.57,
5.57)

(2.00, 3.00,
4.00) · · · · · · (2.00, 3.00,

4.00)
(2.43, 3.43,

4.43)

C5.3 (2.00,
3.00,4.00)

(2.14, 3.14,
4.14) · · · · · · (1.29, 2.29,

3.29)
(2.00, 3.00,

4.00)

Step 3: In this step, each alternative received equal preferences. In this study, we had
seven alternatives. Thus, the preferences PAi were calculated as follows: PAi = 1/7 = 0.143
by applying Equation (10).

Step 4: Using Equation (11), the fuzzy matrix of theoretical ponder T̃PA was obtained
as demonstrated in Table 12. Each row of this table indicates the theoretical evaluation of
the alternatives for this particular criterion.

Table 12. Fuzzy matrix of theoretical ponder.

A1 A2 A6 A7

C1.1 (0.01, 0.01, 0.01) (0.01, 0.01, 0.01) · · · · · · (0.01, 0.01, 0.01) (0.01, 0.01, 0.01)
C1.2 (0.00, 0.01, 0.01) (0.00, 0.01, 0.01) · · · · · · (0.00, 0.01, 0.01) (0.00, 0.01, 0.01)

...
...

. . .
. . .

...
...

C5.2 (0.00 0.01, 0.01) (0.00 0.01, 0.01) · · · · · · (0.00 0.01, 0.01) (0.00 0.01, 0.01)
C5.3 (0.00, 0.00 0.01) (0.00, 0.00 0.01) · · · · · · (0.00, 0.00 0.01) (0.00, 0.00 0.01)
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Step 5: To make the fuzzy aggregated decision matrix dimensionless, Equation (12)
and Equation (13) were used. We then obtained the fuzzy normalized decision matrix, as
shown in Table 13.

Table 13. Fuzzy Normalized Decision Matrix.

A1 A2 A6 A7

C1.1 (0.63, 0.82, 1.00) (0.58, 0.76, 0.95) · · · · · · (0.45, 0.63, 0.82) (0.32, 0.50, 0.68)
C1.2 (0.13, 0.38, 0.52) (0.28, 0.48, 0.59) · · · · · · (0.48, 0.59, 0.67) (0.35, 0.52, 0.62)

...
...

. . .
. . .

...
...

C5.2 (0.64, 0.82, 1.00) (0.36, 0.54, 0.72) · · · · · · (0.36, 0.54, 0.72) (0.44, 0.62, 0.79)
C5.3 (0.34, 0.59, 0.83) (0.52, 0.76, 1.00) · · · · · · (0.31, 0.55, 0.79) (0.48, 0.72, 0.97)

Step 6: Using Equation (14), the matrix of fuzzy actual ponder, also known as the real
evaluation matrix, was provided, as shown in Table 14.

Table 14. Matrix of fuzzy actual ponder.

A1 A2 A6 A7

C1.1 (0.004, 0.010, 0.01) (0.00, 0.010, 0.013) · · · · · · (0.003, 0.008, 0.011) (0.002, 0.006, 0.009)
C1.2 (0.00, 0.004, 0.004) (0.00, 0.003, 0.003) · · · · · · (0.002, 0.003, 0.002) (0.002, 0.003, 0.003)

...
...

. . .
. . .

...
...

C5.2 (0.002, 0.005, 0.01) (0.00, 0.003, 0.009) · · · · · · (0.001, 0.003, 0.009) (0.001, 0.004, 0.009)
C5.3 (0.00, 0.003, 0.007) (0.00, 0.004, 0.008) · · · · · · (0.001, 0.003, 0.006) (0.001, 0.003, 0.008)

Step 7: In this step, the total gap matrix was calculated using Equation (15), as shown
in Table 15.

Table 15. Total gap matrix.

A1 A2 A3 A4 A5 A6 A7

C1.1 0.002 0.002 0.002 0.004 0.004 0.004 0.005
C1.2 0.003 0.003 0.003 0.003 0.003 0.004 0.003
C1.3 0.004 0.005 0.005 0.004 0.005 0.005 0.005
C1.4 0.006 0.008 0.008 0.007 0.007 0.007 0.008
C2.1 0.003 0.004 0.004 0.004 0.004 0.005 0.003
C2.2 0.006 0.006 0.006 0.007 0.007 0.007 0.008
C3.1 0.001 0.001 0.001 0.002 0.002 0.002 0.001
C3.2 0.004 0.005 0.005 0.005 0.005 0.006 0.005
C3.3 0.004 0.004 0.004 0.004 0.004 0.004 0.004
C3.4 0.006 0.006 0.006 0.007 0.007 0.007 0.007
C4.1 0.003 0.005 0.005 0.005 0.006 0.006 0.005
C4.2 0.003 0.007 0.007 0.007 0.007 0.007 0.005
C5.1 0.001 0.003 0.003 0.003 0.003 0.003 0.006
C5.2 0.001 0.003 0.003 0.003 0.003 0.003 0.002
C5.3 0.002 0.001 0.001 0.002 0.002 0.002 0.001

Step 8: Table 16 presents the gap values as given in Equation (16). The aim of the
decision-makers is to maintain the smallest possible value between the theoretical and actual
evaluation for the best alternative, according to the FMAIRCA method. The final ranking of
the gap values in ascending order is as follows: A1 > A3 > A2 > A6 > A4 > A7 > A5.
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Table 16. Ranking of alternatives.

Alternatives

A1 A2 A3 A4 A5 A6 A7
Gap values 0.048 0.064 0.063 0.068 0.067 0.070 0.068

Rank 1 3 2 6 4 7 5

4.3.2. The F-PROMETHEE Results

Steps 1 and 2: The individual evaluations of the alternatives according to different
criteria and the aggregated decision matrix are shown in Tables 11 and 12.

Steps 3, 4 and 5: The distances between the two alternatives with respect to each criterion
were calculated by applying Equation (17). After that, the distances were expressed as a
preference function for every pair of alternatives. In this step, the usual criterion preference
function was used, and the results were summarized, as shown in Appendix E. The preference
index for each pair of alternatives was determined using Equation (18). For example, the
preference of alternative A1 over A2 was represented by the index PC1.1 (A1, A2) = (0.2, 0.33,
0.35). The fuzzy preferences index was obtained, as shown in Appendix E, using the value
preference index for each criterion and the weights of the criteria. For simplicity, Appendix E
presents only the results corresponding to the values of the usual criterion preference function
and the overall preference index.

Steps 6, 7 and 8: The defuzzified values of leaving flows, entering flows and net flows
were respectively calculated, as shown in Table 17. The ranking results indicated that
alternative A1 was the most durable location (with scores of 0.981, 1.30 and 0.317 for Ø net,
Ø + and Ø, respectively), while alternative A3 was the second-best sustainable location
and alternative A6 was the least sustainable location.

Table 17. Defuzzified upgrading flows.

A1 A2 A3 A4 A5 A6 A7

Φ+ 1.30 1.30 1.75 0.91 1.37 0.60 1.22
Φ− 0.317 0.792 0.899 1.55 1.385 2.074 1.43

Φnet 0.981 0.506 0.851 −0.64 −0.01 −1.47 −0.21
Rank 1 3 2 6 4 7 5

4.4. Stability of the Obtained Results
4.4.1. Assessment of the Independence of the Aggregation Technique

In Figure 3, the ranking of alternatives was sorted by the F-PROMETHEE, F-MAIRCA
and F-TOPSIS methods with the partial compensation technique, compensation technique
and non-compensation technique, respectively. The obtained results prove that the use
of the non-compensation technique produced a different ranking. As proposed in this
paper, the compensatory and partially compensatory composite indicators can be used by
decision-makers to locate the logistics platforms.
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4.4.2. Variation of Criteria Weights

The illustrative ranking of F-MAIRCA and F-PROMETHEE changed by varying the
applied scenarios of weight sensitivity analysis, as shown in Figure 4. Obviously, the
variation of the weights of the criteria through the scenarios changed the ranking of the
alternatives in both methods. Despite these changes, a logical ranking was obtained. The
best and worse alternative’s positions were almost identical to the initial ranking. The
obtained results prove that the proposed approach is slightly sensitive to the variations in
the criteria weights.
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4.5. Results and Decision-Making Process

The F-FUCOM results revealed the following order: economic criteria > environmental
criteria > political criteria > social criteria > territorial criteria. From this order, we noticed
that economic sustainability was the most important aspect to be taken into account to
evaluate the logistics platform. The next two most important aspects were environmental
sustainability and political sustainability.

Figure 5 represents the ranking of the sustainability sub-criteria (indicator) of each
criterion (dimension). This figure shows that the conformity with the environmental
emissions regulations is ranked one, and were respectively followed by (C4.2) the role of
support to the industry and (4.1) the current policy. The effect on the natural landscape,
connectivity to multimodal transport and fiscal policies were the most important sub-
criteria to locate the logistics platform in the fourth, fifth and sixth place, respectively.
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• The ranking of the economic criteria was as follows: C1.1 > C1.3 > C1.4 > C1.2.
The above results show that a location should ensure connectivity to multimodal
transport and offer fiscal policies to attract investors and promote the development of
multimodal transport.

• The ranking of the environmental criteria was in the following order: C2.1> C2.2. The
conformity with environmental emissions regulations was at the top of the list, which
was expected because the improvement of environmental criteria is important in the
process of the logistics platform localization.

• The ranking of the social criteria was as follows: C3.1 > C3.2 > C3.4 > C3.3. The
results presented above reveal that the logistics platform should ensure the safety and
security of the site and the workers, while minimizing the generated noise.

• The results of ranking the political criteria showed the following order: C4.2 > C4.1,
which proves the vital role of support and cooperation between both government and
industry in choosing the platform location, as locations are often not finalized due to
government instability.

• The ranking of the territorial criteria was as follows: C5.1 > C5.2 > C5.3. The above
ranking order demonstrates the importance of a location being connected to and
accessible by all transport modes. Second, a logistics platform should be close to all
industrial areas.

The objective of this study was to develop a multi-criteria approach based on compen-
sation phenomenon to locate the logistics platform by taking sustainability into account.
The developed approach was applied to evaluate the influence of both aggregation tech-
niques (compensatory and partially compensatory) on the final results. The findings of this
case study showed that the two fuzzy MCDM (F-PROMETHEE and F-MAIRCA) methods
provided similar location ranking results (A1 > A3 > A2 > A6 > A4 > A7 > A5) (Figure 6).
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The authors can thus conclude that the choice of one of these methods seems appro-
priate for the selection of the most sustainable location. The purpose of this case study was
not to compare the F-PROMETHEE and F-MAIRCA methods, but to highlight the capacity
of the proposed approach to allow for the use of both aggregation techniques.

5. Implications

This study provides fuzzy compensatory and partially compensatory composite
indicators to locate a logistics platform under sustainability perspectives. In this context,
the main contributions of this study can be summed up in four points:

• First, in contrast to the existing localization approaches, in addition to the classic
dimensions of sustainability (economic, environmental and social), this study included
two other dimensions (political and territorial) identified in the literature as being
relevant to urban logistics;

• Second, the proposed approach is characterized by the choice of methods that are
most suitable to our study context. Although several MCDM methods were proposed,
the decision-maker faces many the challenges when selecting the appropriate method
to use to avoid the subjective choice. Thus, this study was carried out to manage
the complexity of the decision-making process in situations of uncertainty. From a
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methodological point of view, the present work integrates the set of fuzzy numbers
with FUCOM, MAIRCA and PROMETHEE to locate the logistics platform. These
methods were chosen because of their popularity and stability;

• Third, in the literature, there is no general or systematic localization method specif-
ically related to the sustainability perspectives. This study proposes an innovative
and interesting approach as a support tool for decision-makers with sustainability
perspectives. The novelty of this approach lays in developing fuzzy compensatory
and partially compensatory composite indicators by considering weak sustainability
and limited sustainability;

• Fourth, to validate the robustness of the proposed approach, a sensitivity analysis
was performed. In the first phase, the independence of the aggregation technique was
assessed. However, in the second phase, the effect of sensitivity on the variation of the
criteria weight was evaluated.

From a practical perspective, this research provides several results for sustainable
facility location problems. The obtained findings provide valuable insights for decision-
makers to select a logistic platform from the calculated composite indicators.

6. Conclusions

An approach for locating the logistics platforms with sustainability perspectives was
introduced in this paper. It uses an integrated MCDM method with the set of fuzzy
numbers. A composite indicator based on compensatory and partially compensatory
multi-criteria decision-making methods was also proposed. The composite indicator
computation model involves two stages. Firstly, important weights of sustainability criteria
were computed using the F-FUCOM method, relying on the experts’ linguistic responses.
Secondly, alternatives were classified by two aggregation methods: F-MAIRCA and F-
PROMETHEE. The suggested approach was applied in the city of Sfax, where it is necessary
to construct a logistics platform to reduce the impact of freight transport in the city.

The experimental results reveal that the economic and environmental criteria con-
siderably affect the selection of the logistics platform location. A good connection and
accessibility to multimodal transport is essential for a platform’s success. The chosen loca-
tion must ensure conformity with the environmental emissions regulations. Furthermore,
the logistics platform should ensure the safety and security of the site and the workers,
while minimizing the generated noise. A vital role of support and cooperation between
both the government and industry is needed to choose the adequate platform location.

From a practical perspective, this research proposed a solution to sustainable facility
location problems. In fact, one of our main contributions is to present a comprehensive list
of sustainable evaluation sub-criteria, involving economic, environmental, social, political
and territorial criterion, to assess the sustainability of the logistics platform location. The
novelty of this approach lays in developing fuzzy compensatory and partially compen-
satory composite indicators to solve the facility location problem. Then, the stability and
the robustness of the proposed approach were demonstrated.

However, this approach has some limitations. Firstly, it used only a limited number of
experts. Secondly, the MCDM methods applied in this research work rely on the experts’
opinions, which can deteriorate their performances. Finally, this study only considers
uncertainty with the fuzzy set theory. Limited efforts were made to simultaneously relate
two types of uncertainty with MCDMs to solve decision-making problems [77].

The authors suggest several future research directions. In further research, it is
recommended to integrate fuzzy theory with other types of uncertainty (such as stochastic).
We expect to build ontologies from the sustainability criteria and the stakeholders of the
logistics platform to support the proposed approach. Furthermore, we will try to improve
our sensitivity analysis by using other models, methods and tools.
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Appendix A

Table A1. Vectors of comparative meanings of criteria and sub-criteria.

Expert 1 (E1) Expert 2 (E2)

C1–C5 (3.5, 4, 4.5) (0.22, 0.25, 0.29) (2.5, 3, 3.5) (0.43, 0.67, 1) (3.5, 4, 4.5) (0.33, 0.5, 0.71) (0.27, 0.5, 1) (0.45, 1, 2.24)
C1.1–C1.4 (3.5, 4, 4.5) (0.33, 0.5, 0.71) (1, 1.5, 2.33) (1.5, 2, 2.5) (0.6, 1, 1.67) (0.27, 0.5, 1)
C2.1–C2.2 (0.67, 1, 1.5) (0.67, 1, 1.5)
C3.1–C3.4 (2.5, 3, 3.5) (0.29, 0.33, 0.4) (1, 1, 1) (3.5, 4, 4.5) (0.33, 0.5, 0.71) (0.27, 0.5, 1)
C4.1–C4.2 (2.5, 3, 3.5) (0.67, 1, 1.5)
C5.1–C5.3 (0.67, 1, 1.5) (2.33, 4, 6.72) (2.5, 3, 3.5) (0.43, 0.67, 1)

Expert 5 (E5) Expert 6 (E6)

C1–C5 (1, 1, 1) (0.67, 1, 1.5) (1, 2, 3.73) (1, 1.5, 2.33) (3.5, 4, 4.5) (0.56, 0.75, 1) (0.29, 0.33, 0.4) (2.5, 3, 3.5)
C1.1–C1.4 (0.67, 1, 1.5) (0.67, 1, 1.49) (1.5, 2, 2.5) (3.5, 4, 4.5) (0.56, 0.75, 1) (0.19, 0.33, 0.6)
C2.1–C2.2 (0.67, 1, 1.5) (1, 1, 1)
C3.1–C3.4 (0.67, 1, 1.5) (0.45, 1, 2.24) (1, 2, 3.73) (3.5, 4, 4.5) (0.22, 0.25, 0.29) (0.67, 1, 1.5)
C4.1–C4.2 (0.67, 1, 1.5) (3.5, 4, 4.5)
C5.1–C5.3 (1, 1, 1) (0.67, 1, 1.5) (3.5, 4, 4.5) (0.33, 0.5, 0.71)

Expert 5 (E5) Expert 6 (E6)

C1–C5 (2.5, 3, 3.5) (0.71, 1, 1.4) (0.19, 0.33, 0.6) (0.67, 1, 1.49) (0.67, 1, 1.5) (1, 2, 3.73) (0.27, 0.5, 1) (1, 2, 3.73)
C1.1–C1.4 (1.5, 2, 2.5) (1, 1.5, 2.33) (1, 1.33, 1.8) (0.67, 1, 1.5) (0.67, 1, 1.49) (0.67, 1, 1.5)
C2.1–C2.2 (0.67, 1, 1.5) (1.5, 2, 2.5)
C3.1–C3.4 (2.5, 3, 3.5) (0.19, 0.33, 0.6) (1.67, 3, 5.22) (0.67, 1, 1.5) (1, 2, 3.73) (0.4, 0.5 0.67)
C4.1–C4.2 (0.67, 1, 1.5) (0.67, 1, 1.5)
C5.1–C5.3 (1.5, 2, 2.5) (1.4, 2, 3) (1.5, 2, 2.5) (0.27, 0.5, 1)

Expert 7 (E7)

C1–C5 (2.5, 3, 3.5) (0.19, 0.33, 0.6) (0.45, 1, 2.24) (0.45, 1, 2.24)
C1.1–C1.4 (1.5, 2, 2.5) (0.6, 1, 1.67) (0.27, 0.5, 1)
C2.1–C2.2 (0.67, 1, 1.5)
C3.1–C3.4 (2.5, 3, 3.5) (0.19, 0.33, 0.6) (0.45, 1, 2.24)
C4.1–C4.2 (2.5, 3, 3.5)
C5.1–C5.3 (0.67, 1, 1.5) (0.67, 1, 1.49)
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Appendix C

Table A2. Local values of the fuzzy weight coefficients of the sub-criteria.

E1-C1-C5 E2-C1-C5 E3-C1-C5 E4-C1-C5 E5-C1-C5 E6-C1-C5 E7-C1-C5 Sum

C1 0.10 0.12 0.13 0.29 0.29 0.29 0.16 0.28 0.28 0.26 0.35 0.39 0.26 0.27 0.27 0.14 0.26 0.26 0.19 0.28 0.28 0.20 0.27 0.27
C2 0.28 0.33 0.38 0.19 0.22 0.22 0.22 0.22 0.22 0.10 0.11 0.11 0.17 0.29 0.29 0.09 0.27 0.27 0.07 0.09 0.09 0.16 0.22 0.23
C3 0.07 0.07 0.07 0.10 0.15 0.22 0.18 0.28 0.29 0.26 0.36 0.39 0.17 0.29 0.29 0.06 0.15 0.15 0.11 0.20 0.20 0.13 0.21 0.23
C4 0.26 0.30 0.33 0.08 0.25 0.50 0.06 0.15 0.15 0.09 0.12 0.13 0.07 0.10 0.11 0.16 0.27 0.27 0.07 0.25 0.34 0.11 0.21 0.26
C5 0.12 0.18 0.29 0.06 0.08 0.09 0.04 0.12 0.12 0.08 0.08 0.08 0.06 0.10 0.13 0.06 0.15 0.15 0.12 0.25 0.29 0.08 0.14 0.17

E1-C1.1-
C1.4

E2-C1.1-
C1.4

E3-C1.1-
C1.4

E4-C1.1-
C1.4

E5-C1.1-
C1.4

E6-C1.1-
C1.4

E7-C1.1-
C1.4

C11 0.34 0.48 0.53 0.08 0.16 0.20 0.18 0.33 0.34 0.27 0.37 0.41 0.30 0.52 0.54 0.15 0.29 0.29 0.10 0.16 0.16 0.20 0.33 0.35
C12 0.09 0.20 0.22 0.08 0.16 0.22 0.09 0.15 0.15 0.10 0.12 0.12 0.10 0.17 0.17 0.14 0.28 0.28 0.13 0.16 0.16 0.10 0.18 0.19
C13 0.11 0.11 0.11 0.16 0.46 0.53 0.20 0.31 0.31 0.19 0.45 0.65 0.07 0.14 0.15 0.15 0.24 0.24 0.19 0.35 0.36 0.15 0.29 0.34
C14 0.18 0.25 0.25 0.26 0.26 0.26 0.17 0.28 0.28 0.08 0.08 0.08 0.20 0.23 0.23 0.17 0.26 0.26 0.12 0.40 0.52 0.17 0.25 0.27

E1-C2.1-
C2.2

E2-C2.1-
C2.2

E3-C2.1-
C2.2

E4-C2.1-
C2.2

E5-C2.1-
C2.2

E6-C2.1-
C2.2

E7-C2.1-
C2.2

C21 0.73 0.73 0.85 0.46 0.46 0.69 0.46 0.46 0.69 0.46 0.46 0.69 0.46 0.46 0.69 0.50 0.67 0.83 0.46 0.46 0.69 0.51 0.53 0.73
C22 0.24 0.24 0.29 0.46 0.46 0.69 0.46 0.46 0.69 0.46 0.46 0.69 0.46 0.46 0.69 0.33 0.33 0.33 0.46 0.46 0.69 0.41 0.41 0.58

E1-C3.1-
C3.4

E2-C3.1-
C3.4

E3-C3.1-
C3.4

E4-C3.1-
C3.4

E5-C3.1-
C3.4

E6-C3.1-
C3.4

E7-C3.1-
C3.4

C31 0.18 0.18 0.50 0.08 0.08 0.08 0.16 0.32 0.32 0.25 0.31 0.35 0.25 0.41 0.63 0.16 0.32 0.32 0.18 0.18 0.37 0.18 0.26 0.37
C32 0.25 0.25 0.25 0.15 0.43 0.59 0.05 0.17 0.20 0.28 0.31 0.31 0.29 0.29 0.29 0.07 0.15 0.15 0.10 0.33 0.55 0.17 0.28 0.33
C33 0.40 0.40 0.40 0.13 0.18 0.18 0.16 0.34 0.34 0.07 0.07 0.07 0.08 0.14 0.24 0.15 0.30 0.30 0.09 0.09 0.09 0.16 0.22 0.23
C34 0.11 0.11 0.13 0.25 0.35 0.39 0.12 0.26 0.26 0.20 0.32 0.43 0.15 0.15 0.15 0.18 0.32 0.32 0.20 0.28 0.28 0.17 0.25 0.28

E1-C4.1-
C4.2

E2-C4.1-
C4.2

E3-C4.1-
C4.2

E4-C4.1-
C4.2

E5-C4.1-
C4.2

E6-C4.1-
C4.2

E7-C4.1-
C4.2

C41 0.24 0.24 0.29 0.46 0.46 0.69 0.46 0.46 0.69 0.18 0.20 0.23 0.46 0.46 0.69 0.46 0.46 0.69 0.73 0.73 0.85 0.43 0.43 0.59
C42 0.73 0.73 0.85 0.46 0.46 0.69 0.46 0.46 0.69 0.80 0.80 0.80 0.46 0.46 0.69 0.46 0.46 0.69 0.24 0.24 0.29 0.52 0.52 0.67

E1-C5.1-
C5.3

E2-C5.1-
C5.3

E3-C5.1-
C5.3

E4-C5.1-
C5.3

E5-C5.1-
C5.3

E6-C5.1-
C5.3

E7-C5.1-
C5.3

C51 0.29 0.44 0.65 0.18 0.18 0.18 0.33 0.33 0.33 0.50 0.57 0.63 0.43 0.57 0.71 0.49 0.49 0.49 0.23 0.23 0.56 0.35 0.40 0.51
C52 0.44 0.44 0.44 0.45 0.54 0.63 0.22 0.33 0.49 0.14 0.14 0.14 0.29 0.29 0.29 0.15 0.15 1.11 0.30 0.30 0.41 0.28 0.31 0.50
C53 0.06 0.11 0.19 0.18 0.27 0.42 0.33 0.33 0.33 0.20 0.28 0.42 0.10 0.14 0.20 0.19 0.19 0.26 0.33 0.38 0.53 0.20 0.24 0.34

74



Sustainability 2021, 13, 3891

Appendix D

Table A3. Linguistic assessments of potential alternatives against the criteria.

C1.1 C1.2 C1.3 C1.4 C2.1 C2.2 C3.1 C3.2 C3.3 C3.4 C4.1 C4.2 C5.1 C5.2 C5.3

A1 E1 TH M M TH H M H M H M H H TH H M
E2 TF TH F TH M TH TH TH TH TH TF TH TH TH TH
E3 TH M M TH TH M H TF TH TH F M TH TH TF
E4 TH M M TH TH M TH H H TH H F TH TH F
E5 TH M F TH H M TH H H TH M TF TH H F
E6 TH TH TH TH TH TH TH TH TH TH TH TH TH TH TH
E7 TH H TH M TH H TH M M TH H H H H M

A2 E1 H M F H H M H M H H F TF M M M
E2 H H F H M H TH TH M M TF TF M F TH
E3 TH M F TH TH M H TF H M TF F TH M M
E4 H H F M M H TH H M TH H F H H M
E5 TH M H TH H M H H F H TF M H M F
E6 F F F F M F M M M M M M F F F
E7 TH H TH TH TH H TH M M TH H M H H H

A3 E1 F M F M H M H M M M F H M M H
E2 M M F M M M TH TH TH H TF H M F F
E3 H M F H TH M H TF H TH TF F H M H
E4 TH TF M F H TF TH H TH H M F H H TH
E5 H M TF H H M M TH M H F TF H M TH
E6 TH TH TH TH TH TH TH TH TH TH TH TH TH TH TH
E7 TH H TH TH TH H TH M M TH H M H H TH

A4 E1 F H M M M H M M TF F F M M M M
E2 M M F TH M M TH TF TF TF TF TF M F H
E3 H H F M TH H TH TF H M TF F M M M
E4 TH F M M H F TH H M M M F M M H
E5 H M M TH H M M H M H F TF M F H
E6 TH F F F M F M M M M M M F F F
E7 TH H TH TH TH H TH M M TH H M H H TH

A5 E1 F H M M M H M M F F F M M M M
E2 M M F TH M M TH TF TF TF TF TF M F H
E3 H H F F TH H TH TF H M TF F F M M
E4 TH TH F M H TH TH H F M M F M M F
E5 H F TF M H F F F M H TF F M H TF
E6 TH F F F M F M M M M M M F F F
E7 TH TH TH M TH TH TH M M M H M M M M

A6 E1 TH F TF TH H F H M H F F F H F F
E2 M H F TH TF H TH TF TF TF TF TF TH M F
E3 F F F F TH F TH TF H M TF F F F TF
E4 H M F F H M TH H M F M F M M M
E5 H TF TF TH M TF H F M H TF F M H TF
E6 F F F F F F F F F F F F F F F
E7 H TH TH M TH TH TH M M M H H M TH H

A7 E1 TF F M TF TH F H M H F F F TF F M
E2 H H F TF M H TH TH H M TF TF TH TH M
E3 TH F F TH TH F TH TF TH TH TF F TH TH TH
E4 TF H F TF TH H TH H H F M F TF TF H
E5 F F TF TF M F M F F H TF F H TF TF
E6 TH TH TH TH TH TH TH TH TH TH TH TH TH TH TH
E7 TF H TH TH TH H TH M M TH H H TH TH M
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Appendix E

Table A4. Preference function of alternatives over criteria.

C1.1 C1.2 C1.3 C1.4 C2.1 C2.2 C3.1 C3.2 C3.3 C3.4 C4.1 C4.2 C5.1 C5.2 C5.3 π(a,b)

A1

A2 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 0.45 0.90 1.26
A3 1 0 1 1 0 1 1 1 0 1 1 1 1 1 0 0.40 0.78 1.12
A4 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0.51 0.98 1.39
A5 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0.49 0.93 1.34
A6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.53 1.03 1.44
A7 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0.44 0.88 1.22

A2

A1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0.02 0.03 0.06
A3 1 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0.14 0.27 0.36
A4 1 0 0 0 0 1 1 1 1 1 0 0 1 1 1 0.26 0.52 0.73
A5 1 0 0 0 0 1 1 1 0 1 1 0 0 1 1 0.26 0.51 0.75
A6 1 1 1 0 1 1 1 1 1 1 1 0 1 0 1 0.42 0.81 1.11
A7 1 1 1 1 0 1 0 0 1 1 0 0 1 0 1 0.28 0.56 0.70

A3

A1 0 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0.16 0.31 0.37
A2 0 1 0 1 1 0 0 0 1 1 0 1 1 1 0 0.29 0.54 0.75
A4 1 0 0 1 1 0 1 0 1 1 0 1 1 1 1 0.34 0.66 0.94
A5 1 0 0 1 1 0 1 0 1 1 1 0 1 1 1 0.33 0.65 0.92
A6 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0.47 0.92 1.27
A7 1 1 1 1 0 1 0 0 1 1 0 0 1 1 0 0.28 0.57 0.73

A4

A1 0 1 1 0 0 1 0 0 1 0 0 0 0 0 0 0.14 0.26 0.33
A2 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0.08 0.19 0.22
A3 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0.05 0.14 0.17
A5 1 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0.14 0.31 0.43
A6 0 1 1 0 1 1 0 1 1 1 1 0 0 0 0 0.31 0.58 0.79
A7 1 1 1 1 0 1 0 0 0 1 0 0 1 0 0 0.24 0.48 0.59

A5

A1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.05 0.05
A2 0 1 0 1 0 0 0 0 1 0 0 1 0 0 0 0.13 0.27 0.35
A3 0 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0.45 0.85 1.23
A4 0 1 0 1 0 1 0 1 1 1 0 1 1 1 0 0.29 0.57 0.79
A6 0 1 1 1 1 1 0 1 1 1 0 0 1 0 0 0.32 0.61 0.79
A7 1 1 1 1 0 1 0 0 1 1 0 0 1 0 0 0.26 0.53 0.65

A6

A1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.00 0.00 0.00
A2 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0.09 0.17 0.25
A3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.00 0.00 0.00
A4 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0.16 0.32 0.49
A6 1 0 0 0 0 0 1 0 0 0 1 0 0 1 1 0.15 0.31 0.47
A7 1 0 1 1 0 1 0 0 0 1 0 0 1 0 0 0.22 0.43 0.54

A7

A1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0.02 0.03 0.06
A2 0 0 0 0 1 0 1 0 0 0 1 1 0 1 0 0.23 0.41 0.66
A3 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0.15 0.31 0.49
A4 0 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0.29 0.55 0.85
A5 0 0 0 0 1 0 1 1 0 0 1 1 0 1 1 0.27 0.50 0.80
A7 0 1 0 0 1 0 1 1 0 0 1 1 0 1 1 0.29 0.55 0.85
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16. Kazançoğlu, Y.; Özbiltekin, M.; Özkan-Özen, Y.D. Sustainability benchmarking for logistics center location decision. Manag.
Environ. Qual. Int. J. 2019, 31, 1239–1260. [CrossRef]
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42. Bozanic, D.; Tešić, D.; Milić, A. Multicriteria decision making model with Z-numbers based on FUCOM and MABAC model.
Decis. Mak. Appl. Manag. Eng. 2020, 3, 19–36. [CrossRef]
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Abstract: The Airport ground handling services (AGHS) equipment supplier provider selection
requires a safety guarantee in terms of the daily operations AGHS provider. AGHS providers seek
to avoid aircraft damage and airline delays and ensure the provision of reliable and high-quality
services. The primary objective of this paper was to develop purchasing decision model of the
analytic hierarchy process (AHP), AHP-fuzzy linear programming (FLP), and AHP-Taguchi loss
function (TLF) multi-choice goal programming (MCGP) purchase decision models to help the AGHS
purchasing managers in selecting the best AGHS equipment supplier provider. The constructed
models were assessed, and results obtained for the AHP-FLP and AHP-TLF-MCGP models were
compared. We conducted a real-world example of supplier selection by an AGHS company by using
the proposed models. The proposed model provides useful information and has practical value for
AGHS providers.

Keywords: equipment purchase decision; analytic hierarchy process; Taguchi loss function; fuzzy
linear programming; multi-choice goal programming

1. Introduction

The Airport ground handling service (AGHS) companies are responsible for varied
ground handling service activities. Ground handling operations can be categorized as
either terminal or airside operations. In this study, we focused on decision models for
identifying the best suppliers of equipment for airside operations. Ramp handling, a major
task performed by AGHS companies [1], involves aircraft loading and unloading operations
as well as passenger, crew, baggage, and freight (e.g., mail) transport between aircraft and
terminal buildings [2]. Ramp handling classified as a logistics service, and it be offered by
a third-party service provider ground handler service company (i.e., the AGHS company),
an airline company (self-handling), or a ramp handling company within an airport [3,4].

AGHS duties are difficult for ground handlers whose work safety relies on technolog-
ically advanced equipment. Furthermore, AGHS companies experience anxieties with the
ground handler service performance and quality of equipment. In addition, purchasing man-
agers at AGHS companies select equipment suppliers with favorable reputations, and they
have two reasons for doing so. First, the use of high-quality AGHS equipment can increase
the safety of ground handling operations. Second, such supplier performs quality assur-
ance, indicating that their equipment is of a high quality, and this can inspire confidence in
AGHS providers and the airlines that pay for such services. AGHS equipment supplier
selection (AGHSESS) problem has a marked effect on AGHS quality, and it is influenced
by several factors. Such factors include a supplier’s manufacturing performance, the sup-
plier’s industry reputation, and the supplier’s produce quality and price [5]. In general,
multiple-criteria decision-making (MCDM) methods assistance decision-makers (DMs)
make estimations related to a list of options. Depending on the purchasing conditions,
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certain criteria have different levels of importance, thus necessitating criteria weight-
ing [6,7]. Optimal AGHSESS is an MCDM problem [8]. AGHSESS problem participate a
vital role in the decision-making process of an AGHS provider; however, optimal AGHSESS
is a time wasting and difficult procedure that requires relevant experience and an under-
standing of the industry, and this task can be difficult for AGHS purchasing managers [9].
This study motivation has proposed an effective decision model for AGHSESS in order to
enable DMs make decisions in scenarios that involve the consideration of numerous factors
and the assessment of a substantial body of information and records [10]. The subsequently
section presents a review of the related value of literature.

2. Literature Review

Supplier selection (SC) is extensively discussed in the literature. For example,
Monczka et al. [11] suggested the use of factor analysis for assessing the value of suppliers.
Vonderembse and Tracey [12] conducted a study involving 268 purchasing managers to deter-
mine their supplier selection criteria when suppliers constantly endeavored to improve their
products. Suppliers can obtain information on buyer requirements, traditions, and decision-
making patterns, and this can help them alter and better apply their resources. Such infor-
mation is advantageous to suppliers [12], because it enables them to clearly understand
customer needs. Bhutta and Huq [13] highlighted two main approaches that managers can
use to construct decision criteria while considering supplier choices; one of the approaches
involves considering the total cost of ownership, and the other is based on a hierarchical
procedure. Sarkis and Talluri [14] used an analytic network process (ANP) decision model
to perform a strategic supplier selection.

Although the AGHSESS is an important consideration among AGHS providers,
publications on this topic are limited. Some studies have provided useful information
pertaining to equipment supplier evaluations. For example, Sevkli et al. [5] applied a
mixed technique (e.g., AHP-fuzzy linear programming (FLP) model to resolve the ven-
dor choice problems. When the conventional AHP is used, AGHSESS is based on only
price and reputation. Specifically, a buyer company must implement optimal supplier
selection to increase their efficiency in response to uncertainty and resource constraints.
Accordingly, the AHP-FLP technique is more useful than the conventional AHP tech-
niques [7]. Goztepe and Kahraman [15] considered the military DM processes for battle-
field operations and operations planning. Ordoobadi [16] combined the AHP and Taguchi
loss function (TLF) to rank potential suppliers for outsourcing purposes. Furthermore,
Liao and Kao [17] integrated AHP, TLF, and multi-choice goal programming (MCGP)
models to resolve provider choice problems. Magdalena [18] combined the TLF and
FLP to identify the optimal supplier in a given situation. By combing the TLF and AHP,
Ordoobadi [19] provided an approach for ranking technology choices for achievement in-
tentions. However, few investigations of AGHSESS and related techniques in practice have
been published. To block this gap in the past literature, this paper applied an AHP-FLP
and AHP-TLF-MGCP model in the context of a Taiwanese AGHS provider. Our main goal
was to help the purchasing managers of such companies’ use straightforward techniques
to identify the most suitable equipment suppliers. For the sake of reducing the AHP and
AHP-FLP model approaches drawbacks and reach precise results, we are using the AHP-
TLF-MCGP model to validate of the AGHSESS problem. Our AHP-TLF-MGCP model
can provide a valuable reference that allows DMs to set various desire levels for related
equipment suppliers and buyers.

The rest of this manuscript is organized as follows: Section 2 summarizes the proposed
methods; Section 3 details the proposed model for AGHSESS problems. In Section 4,
presents findings related how to the use of the AHP-FLP and AHP-TLF-MGCP approaches
to solve AGHSESS problems. We also explain the practical value of this approach in a
real-world case. Lastly, conclusions and implications are presented in Section 5.
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3. Methods

In this methods section, we explain how the AHP, AHP-FLP, and AHP-TLF-MGCP
purchase decision models can be used to solve the aforementioned AGHSESS problem.

3.1. AHP Technique

The AHP technique is a judgment-based technique established by Saaty [20] for
dealing with composite, and MDCM problems. The AHP is founded on three concepts:
The formation of the model, a relative decision based on certain criteria, and a combination
of the precedence. The AHP has been used to solve diverse MCDM problems [21–24].

Saaty [25] stated that in many real-world cases, the pair-wise decisions of DMs have
several levels of ambiguity. Generally, the executive team tasked with AGHSESS is confi-
dent about the ranking of the assessment elements but unsure of whether the mathematical
assessments related to such decisions are accurate. The traditional AHP-based approach to
overcoming this issue is to introduce a distinct linguistic assessment of decisions. In prefer-
ence to straight allocating numerical values to the comparison ratios, the AGHS equipment
executive team selects a suitable linguistic expression that corresponds most to the deci-
sion options.

3.2. TLF Method

The TLF method for assessing loss as an outcome of a product does not meet any
regulatory terms [26]. Loss calculation is conducted to quantitatively evaluate the loss
of quality caused by inconsistencies between the specified quality and actual quality of
a product.

In general, three styles of loss function are used to calculate Taguchi loss [27–29].
First, a two-sided loss function is used; in this function, a supposed value is the goal and
deviation from either side of the goal is permitted provided that it remains within the
speciation limits. In this study, quality loss functions were used to quantify the effect of
AGHSESS tasks.

3.3. Fuzzy FLP Method

Bellman and Zadeh [30] proposed a fuzzy programming model for DM in the context of
a fuzzy situation. Their method was used by Zimmermann [31] to solve FLP problems [10].

We used an AHP-weighted FLP model (hereafter referred to as AHP-FLP model) in
our study to solve AGHSESS problems of practical importance to an AGHS provider in
Taiwan. This work represents an attempt to overcome real-world obstacles encountered in
the use of an AHP-FLP technique.

3.4. MCGP Approach

Scholars have devised many modified goal programming methods using MCGP. To re-
cover the utility of goal programming (GP) methods, Chang [32] developed a model for
resolve the multi-objective decision-making (MODM) problems using multi-choice aspira-
tion levels (MCALs). Chang’s proposal to solve MODM problems using MCALs differs
considerably from a fuzzy goal programming approach in that their model incorporates
membership functions (MFs) to address MODM problems with imprecise goal aspiration
levels. The following equations address this issue based on a typical MCGP problem:

Minimize
n

∑
i=1

[
(d+i + d−i ) + (e+i + e−i )

]
(1)

Subject to
fi(X)bi − d+i + d−i = biyi i = 1, 2, . . . , n, (2)

yi − e+i + e−i = gi,min i = 1, 2, . . . , n, (3)

gi,min ≤ yi ≤ gi,max i = 1, 2, . . . , n, (4)
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d+i , d−i , e+i , e−i ≥ 0, i = 1, 2, . . . , n (5)

X ∈ F where F is an achievable set and X has no symbol constraints.
Refer to the case regarding the managerial implications of constraints in [32].

4. Proposed Model

The proposed model is on the foundation of AHP-FLP methodology for solving
AGHSESS problems. The model procedure is described as follows.

4.1. Format of the AHP-FLP Purchase Decision Model Process Based on AHP-FLP

The model for the AGHSESS problem and the AHP-FLP model involves three essential
phases: (1) Identifying the criteria chosen in the purchase decision model, (2) conducting
AHP calculations, (3) and making optimal decisions using the AHP-FLP approach this will
help the AGHS provider. The entire AHP process is detailed in [5].

In this proposed model section, the general multi-purpose fuzzy model for AGHSESS
is current in the tracking method [5,7,33,34]. The fuzzy multi-objective formulation for the
aforementioned selection problems is derived as follows:

Obtain a vector X, where X is [x1, x2, x3, . . . xn] that exploits the AGHSESS goal utility
function zk with a number of m criteria [5]:

Max z̃k =
n

∑
i=1

(cki × xi) ≥ ∼ z0
k k = 1, 2, 3, . . . , n (6)

The following tracking constraints are applied:

n

∑
i=1

ari×xi ≤ br (7)

where cki, ari, and br are crisp values.
In this proposed model, ~ signifies the fuzzy situation. The symbol ≥ ~ denotes the

fuzzified (i.e., unclear or fuzzy) edition of ≥ and indicate adequately equipped or better.
Z0

k is the rank that the DM desires to achieve.

All goal purpose values,
∼
z k, are adjusted linearly from zmin

k to zmax
k . Such values may

be treated similar to fuzzy numerals in relation to the linear membership function (LMF)
as presented in Figure 1.
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As described in the aforementioned LMF, maximization aspirations (z̃k) are given
as follows:

µz1(x) =





1(
zmax

k − zk(x)
)

0
/
(

zmax
k − zmin

k

)
for

forzk ≥ zmax
k

zmin
k <zk<zmax

k
forzk ≤ zmin

k

(8)

The decision model presented in Equations (6) and (7) be present constructed using the
weighted additive model, which is broadly used to address vector optimization problems;
the essential idea is to use a single efficacy purpose to precise the general preferences of the
DM to elucidate the significance of certain criteria [5,35]. In this methodology, all fuzzy
MFs must be derived in terms of their relative weights, and subsequently, the derivation
results must be added to obtain a linear weighted function.

max
m

∑
k=1

(wk × λk) (9)

subject to:
λk ≤ µzk(x) (10)

λk ∈ [0, 1] and k = 1, 2, 3, . . . n (11)
m

∑
k=1

wk = 1, wk ≥ 0 (12)

xi ≥ 0, i = 1, 2, 3, . . . m (13)

where wk and µzk(x) denote the resolution of the MF and the weighted coefficients that
have a crucial relationship with the fuzzy objectives and membership functions.

In the third phased of the proposed approach, the AHP-FLP decision model helps
the AGHS provider make optimal purchase decisions. The operating procedures of this
AHP-FLP decision model are as follows:

Step 1:An AGHSESS criterion is selected for determining the hierarchical construction for
the choice of the finest supplier.

Step 2:The team of experts and researchers conduct weight computation for the criteria
at various hierarchical levels to determine the general achievements for each AGHS
equipment supplier by conducting pairwise comparisons of the major decision criteria.

Step 3:According to the criteria identified for related equipment selection, the AGHSESS
purchase decision model is constructed.

Step 4:Define the lower bound (zmin
k ) and upper bound (zmax

k ) multi-objective purchase
decision problem is similar to a single-objective linear programming model.

Step 5: zmin
k and zmax

k assessments are used to obtain the LMF for the criterion in Equation (8).
Step 6:On the basis of the weighted additive model, we create the corresponding crispy

typical of the fuzzy optimization problem using Equations (6)–(13).
Step 7:We identify the best result vector X, which represents the expert decision on the

unique purchase decision problem.
Step 8:We compare the AHP and AHP-FLP models.
Step 9:On the basis of the results of the AHP-FLP model, we construct the AHP-TLF-

MCGP model to solve the AGHSESS problem according to Equations (1)–(5). The loss
function, weighted Taguchi values, and normalized values derived in the calculation
are summarized in Tables 1–12 (further details on the procedure are provided in [19]).

Step 10:The results obtained using the AHP-FLP model and AHP-TLF-MCGP models
are compared.
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Table 1. Equipment supplier decision criteria.

Equipment Supplier
Decision Criteria Quality Guarantee Definition

Quality
management

system (ISO/TS 16 Quality guarantee system(ISO/TS
16949/QS-9000/ISO 14001) policy and domestic
quality inspections.

Production capacity and
maintenance

Producing ability contain high-quality utilize of statistical
process control (SPC), lean manufacturing and a “kanban”
system. Supplier novelty abilities comprise hardware,
software (CAD/CAE/CAM), information, works and skill.
The fix and preservation examine sustains
customer agreement.

Product warranty
Suppliers trail assurances and include an assessment
procedure to define what forces enhancements in assurance
expenses and buyer agreement

Provide technical transfer The scientific compatibility of the overhaul, the substantial or
the parts that are affording to the retail corporation is vital.

Good cooperative relationship
and reputation

A durable and flouring buyer/supplier association needs
shared reliance and consideration
The provider has a fine financial situation in
the manufacturing

Reasonable parts price The supplier provides reasonable parts prices.

Table 2. Criteria matrix.

Quality Maintenance Warranty Technical Reputation Price

Quality 1 2 3 1/2 4 1/3
Maintenance 1/2 1 1/2 1/4 2 1/7
Warranty 1/3 2 1 1/3 2 1/6
Technical 2 4 3 1 6 1/2

Reputation 1/4 1/2 1/2 1/6 1 1/9
Price 3 7 6 2 9 1

Table 3. Pair-wise comparision template criteria.

Supplier Criteria Weights (w) λmax,CI,RI CR

SC1 (Quality) 0.151 λmax = 6.521
SC2 (Maintenance) 0.062

CI = 0.104
RI = 1.24

0.084
SC3 (Warranty) 0.079
SC4 (Technical) 0.241

SC5 (Reputation) 0.039
SC6 (Price) 0.428

Table 4. Adjusted template [37].

Quality Maintenance Warranty Technical Reputation Price (Weights Row Average)

Quality 0.141 0.121 0.214 0.120 0.167 0.148 0.152
Maintenance 0.071 0.061 0.036 0.060 0.083 0.063 0.062

Warranty 0.047 0.121 0.071 0.060 0.083 0.074 0.079
Technical 0.282 0.242 0.214 0.240 0.250 0.222 0.241

Reputation 0.035 0.030 0.036 0.040 0.042 0.049 0.039
Price 0.424 0.424 0.429 0.480 0.375 0.444 0.428
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Table 5. Pair-wise evaluate assessment of suppliers with regard to all evaluation criteria. [38].

DMU Supplier1 Supplier2 Supplier3 AHP Weights

Quality
Supplier1 1 3 5 0.633
Supplier2 1/3 1 3 0.260
Supplier3 1/5 1/3 1 0.106

Consistency ratio 0.033

Maintenance
Supplier1 1 1/3 1/9 0.077
Supplier2 3 1 1/3 0.231
Supplier3 1/9 3 1 0.692

Consistency ratio 0.000

Warranty
Supplier1 1 1/5 1/9 0.064
Supplier2 5 1 1/3 0.267
Supplier3 9 3 1 0.669

Consistency ratio 0.025

Technical
Supplier1 1 1/9 1/7 0.057
Supplier2 9 1 3 0.649
Supplier3 7 1/3 1 0.295

Consistency ratio 0.070

Reputation
Supplier1 1 1/5 1/4 0.096
Supplier2 5 1 3 0.619
Supplier3 4 1/3 1 0.284

Consistency ratio 0.0923

Price
Supplier1 1 3 5 0.633
Supplier2 1/3 1 3 0.260
Supplier3 1/5 1/3 1 0.106

Consistency ratio 0.0419

Table 6. Overall score calculation.

Quality Maintenance Warranty Technical Reputation Price Score

Supplier A1 0.096 +0.005 +0.005 +0.014 +0.004 +0.271 =0.395*
Supplier A2 0.039 +0.014 +0.021 +0.156 +0.024 +0.111 =0.365
Supplier A3 0.016 +0.043 +0.053 +0.071 +0.011 +0.045 =0.239

Rrow 0.151** 0.062 0.079 0.241 0.039 0.428
Average

Notes: 1. 0.395* = 0.633 × 0.151 = 0.096 + 0.077 × 0.062 = 0.005 + 0.064 × 0.079 = 0.005 + 0.057 × 0.241 = 0.014 + 0.096 × 0.039 = 0.004 +
0.633 × 0.428 = 0.271. 2. 0.151** = 0.096 + 0.039 + 0.016.

Table 7. Input data for airport ground handling service equipment supplier selection.

Quality Maintenance Warranty Technical Reputation Price

Supplier1
(x1) 0.096 0.005 0.005 0.014 0.004 0.271

Supplier2
(x2) 0.039 0.014 0.021 0.156 0.024 0.111

Supplier3
(x3) 0.016 0.043 0.053 0.071 0.011 0.045

Row
Averages 0.151 0.062 0.079 0.241 0.039 0.428
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Table 8. Dataset used for representing the utilities relationships.

Lower (zmin
k ) and Upper (zmax

k ) Bounds zmin
k (µ=0) zmax

k (µ=1)

z1—Quality 0.016 0.096
z2—Maintenance 0.005 0.043

z3—Warranty 0.005 0.053
z4—Technical 0.014 0.156

z5—Reputation 0.004 0.024
z6—Price 0.045 0.271

Table 9. Decision-maker’s (DM’s) perception of supplier performance related to six criteria.

Quality Maintenance Warranty Technical Reputation Price

Supplier1 90 65 90 65 70 92
Supplier2 85 70 94 75 75 90
Supplier3 92 72 96 70 80 94

Table 10. Taguchi parameters for the six criteria.

Target Value Range Specifiction Limit for
the Deviation Loss Coefficient

Criteria (%) (%) (%) (k) Taguchi Loss Function

Quality 100 100~85 15 2500 L(X) = 2500(X − T)2

Maintenance 100 100~70 70 400 L(X) = 400(X − T)2

Warranty 100 100~90 10 10,000 L(X) = 10,000(X − T)2

Technical 100 100~85 15 625 L(X) = 625(X − T)2

Reputation 100 100~80 20 1111 L(X) = 1111.11(X − T)2

Price 100 100~90 10 10,000 L(X) = 10,000(X − T)2

Table 11. Individual and weighted loss scores for the six criteria.

Quality Maintenance Warranty Technical Reputation Price Weighted Score Normalized

Supplier Weight Loss Weight Loss Weight Loss Weight Loss Weight Loss Weight Loss

Supplier1 0.151 25 0.062 49 0.079 100 0.241 76.56 0.039 99.99 0.428 64 64.46 0.381
Supplier2 0.151 56.25 0.062 36 0.079 36 0.241 39.06 0.039 69.44 0.428 100 68.49 0.405
Supplier3 0.151 16 0.062 31.36 0.079 16 0.241 56.25 0.039 44.44 0.428 36 36.32 0.215

Table 12. Analytic hierarchy process (AHP)-Taguchi loss function (TLF)-multi-choice goal programming (MCGP) model
solution programming.

AHP-TLF-MCGP Model Solution Programming AHP-TLF-MCGP Model Goal

Min z=
(w1(0.151(dp1 + dn1 + ep1 + en1)) Satisfy quality goal
+(0.062(dp2 + dn2 + ep2 + en2)) Satisfy maintenance goal
+(0.079(dp3 + dn3 + ep3 + en3)) Satisfy warranty goal
+(0.241(dp4 + dn4 + ep4 + en4)) Satisfy technical goal
+(0.039(dp5 + dn5 + ep5 + en5)) Satisfy reputation goal
+(0.428(dp6 + dn6 + ep6 + en6)) Satisfy price goal
+((w2(dp7 + dn7 + ep7 + en7))) Satisfy loss function goal
s.t
w1 + w2 = 1; w1 = 0.8; w2 = 0.2
(0.096 x1 + 0.039 x2 + 0.016 x3) b1 - dp1+ dn1 = y1b1 For quality goal, the less the better
y1 − ep1 + en1 = 0.096 For |y1 − g1,min|
y1 <= 0.096 For bound of the y1
0.016 <= y1
(0.005x1 + 0.014x2 + 0.043x3) b2 − dp2 + dn2 = y2b2 For maintenance goal, the less the better
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Table 12. Cont.

AHP-TLF-MCGP Model Solution Programming AHP-TLF-MCGP Model Goal

y2 − ep2 + en2 = 0.043 For |y2 − g2,min|
y2 <= 0.043 For bound of the y2
0.005 <= y2
(0.005x1 + 0.021x2 + 0.053x3) b3 − dp3 + dn3 = y3b3 For warranty goal, the less the better
y3 − ep3 + en3 = 0.053 For |y3 − g3,min|
y3 <= 0.053 For bound of the y3
0.005 <= y3
(0.014x1 + 0.156x2 + 0.071x3) b4 − dp4 + dn4 = y4b4 For technical goal, the less the better
y4 − ep4 + en4 = 0.156 For |y4 − g4,min|
y4 <= 0.156 For bound of the y4
0.014 <= y4
(0.004x1 + 0.024x2 + 0.011x3) b5 − dp5 + dn5 = y5b5 For reputation goal, the less the better
y5 − ep5 + en5= 0.024 For |y5 − g5,min|
y5 <= 0.024 For bound of the y5
0.004 <= y5
(0.271x1 + 0.111x2 + 0.045x3) b6 − dp6 + dn6 = y6b6 For price goal, the less the better
y6 − ep6 + en6 = 0.271 For |y6 − g6,min|
y6 <= 0.271 For bound of the y6
0.045 <= y6
(0.381x1 + 0.405x2 + 0.215x3) b7 − dp7 + dn7 = y7b7 For loss function goal, the less the better
y7 − ep7 + en7 = 0.215
b1 = b2 + b3 + b4 + b5 + b6 + b7 To ensure the quality goal and the others, zero should be achieved.

b2 + b3 + b4 + b5 + b6 + b7 = 1 Added auxiliary constraints can force the quality goal and either of
the other goals to be achieved.

x1 + x2 + x3= 1 Select a supplier
xi >= 0, i = 1, 2, 3
d+i , d−i , e+i , e−i ≥ 0, i = 1, 2, . . . 7

The general steps of the AHP-FLP and AHP-TLF-MCGP models are summarized in
Figure 2.

4.2. Real-World Application of the Proposed Model

We conducted a case study on Taoyuan International Airport Services Co., Ltd.
(TIAS) Taoyuan city, Taiwan, constituting the AGHS. In 2018, TIAS provided ground
handling services for 81,789 flights, serviced over 27.2 million passengers, and handled
over 1.82 million tons of cargo. TIAS has powered (vehicle quantity: 749) and nonpowered
(vehicle quantity: 5584) airport ground handling equipment. The intend of this study
was to enable accurate estimations based on all possible decisions and help DMs satisfy
company purchasing requirements. DMs often have difficultly choosing the most suitable
supplier when various alternatives are available.

To ensure that our model had real-word utility, a decision expert team was structured;
it comprised of two vice presidents with responsibility for AGHS company and four
mechanical supply and repairs managers employed by TIAS. Ultimately, a foundation for
such decisions was provided for applying the aforementioned steps, ensuring optimal
decision-based outcomes [36].
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supplier when various alternatives are available.  

To ensure that our model had real-word utility, a decision expert team was 

structured; it comprised of two vice presidents with responsibility for AGHS company 

and four mechanical supply and repairs managers employed by TIAS. Ultimately, a 

foundation for such decisions was provided for applying the aforementioned steps, 

ensuring optimal decision-based outcomes [36]. 
  

Identify necessary criteria for AGHSESS 

Define a single-objective linear programming model 

Conduct weight computations for each level to obtain overall scores 

Obtain the membership function for the criterion 

Obtain the optimal solution for AGHSESS  

Finally, compare the AHP, AHP-FLP and AHP-TLF-MCGP results 

Develop AGHS equipment selection criteria 

 

Formulate the AHP-FLP and AHP-MGCP purchase decision model 

Figure 2. Steps of the proposed method.

4.3. Identification of Necessary Decision Criteria for Equipment Selection

The main decision criteria should relate to the choice of AGHS equipment suppliers,
which are ultimately decided by expert team. The experience and qualification of the expert
team were harnessed to decide on the vital criteria for AGHSESS. Details of the equipment
supplier decision criteria are provided in Table 1 [14].

According to the aforementioned criteria, the AGHS equipment suppliers that were
below enlargement or in procedure were examined, and a decision-making team chose six
major supplier criteria that matched the company’s needs. The six criteria are outlined as
follows: Quality management (SC1), good production capacity and maintenance (SC2),
product warranty (SC3), technical transfer provision (SC4), good cooperative relationship
and reputation (SC5), and reasonable prices for parts (SC6). These criteria were used in our
assessment and a decision hierarchy was subsequently constructed. The decision hierarchy
based on the chosen AGHS equipment suppliers and their criteria is presented in Figure 3.
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Figure 3. Decision hierarchy.

4.4. Calculation of Criteria Weights

Decision hierarchy criteria weights for use to calculate were computed using the AHP.
Accordingly, the expert team developed a pairwise comparison matrix using the scale
provided in Table 2. The geometric indices related to assessments were determined to
establish a pair-wise comparison template, and broad agreement was reached on its content
(Table 3). The results of the calculations based in Tables 4 and 5 [24].

Through the AHP, SC1 (quality management), SC4 (product warranty), and SC6
(providing technical transfer) were determined as the three vital criteria in the equipment
DM process. A pairwise comparison template of the reliability coefficient of the existed
revealed designate 0.084 < 0.1. Therefore, the weights were determined to be reliable,
and they were used in the following decision-making procedures [24].

4.4.1. Constructing a Linear Programming Model for Real-World Application

The supplier DM process was founded on the assessments of our decision expert team.
This result was that all suppliers could be analyzed by referring to the six aforementioned
criteria and pairwise comparison could be made based on the key criteria. Tables 5–7
presents the evaluation criteria for each equipment provider, which was derived with
reference to the key supplier decision criteria.

Details of the linear programming model used for AGHSESS are presented in [5].
A linear membership function is used for fuzzifying (i.e., to render unclear or vague) the
purpose utilities with the resource constraints indicated in the aforementioned selection
problem. The dataset used to set standards for the lower (zmin

k ) and upper (zmax
k ) bounds of

purpose utilities is presented in Table 8.

4.4.2. Fuzzy Multi-Objective Decision Model

The relationship between the six criteria and related weights are presented herein to
maximize the presentation of the providers associated with all key AGHS decision factors.
Accordingly, we can derive quality criteria to determine the utility of Z1.
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The utility of z1 (quality), which is shown in Figure 4, can be calculated according
through Equation (8):

µz1(x) =





1
(0.096− z1(x))
0

/(0.096 − 0.016) for
for z1 ≥ 0.096

0.016 < z1(x) < 0.096
for z1 ≤ 0.016
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On the basis of this condition, the following fuzzy linear model can be derived:
Obtain a vector X, where X = [x1, x2, x3] toward assure:

max z̃1 = 0.096x1 + 0.039x2 + 0.016x3 ∼ z0
1

max z̃2 = 0.005x1 + 0.014x2 + 0.043x3 ∼ z0
2

max z̃3 = 0.005x1 + 0.021x2 + 0.053x3 ∼ z0
3

max z̃4 = 0.014x1 + 0.156x2 + 0.071x3 ∼ z0
4

max z̃5 = 0.004x1 + 0.024x2 + 0.011x3 ∼ z0
5

max z̃6 = 0.271x1 + 0.111x2 + 0.045x3 ∼ z0
6

subject to:
x1 + x2 + x3 = 1
xi ≥ 0, i = 1, 2, 3.

4.4.3. Formulation of the AHP-FLP Purchase Decision Model

In this case, the weights (wk) related to the kth objective are obtained pair-wise com-
parison of the key decision criteria determined using AHP are presented in Table 7, such as
“line middling”. Tables 5–7 are an indication that the total weights are equivalent to 1
(details of the approach are provided in [14]).

After the formulation of the AHP-FLP decision model and resolution of Equations (6)–(13),
the single-objective model, which relates to the aforementioned fuzzy linear purchasing
decision model, can be described as follows:

Max 0.151λ1 + 0.062λ2 + 0.079λ3 + 0.241λ4 + 0.039λ5 + 0.428λ6
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subject to:
λ1 ≤ 0.096−(0.096x1+0.039x2+0.016x3)

0.096−0.016

λ2 ≤ 0.043−(0.005x1+0.014x2+0.043x3)
0.043−0.005

λ3 ≤ 0.053−(0.005x1+0.021x2+0.053x3)
0.053−0.005

λ4 ≤ 0.1564−(0.014x1+0.156x2+0.071x3)
0.156−0.014

λ5 ≤ 0.024−(0.004x1+0.024x2+0.011x3)
0.024−0.004

λ6 ≤ 0.271−(0.271x1+0.111x2+0.045x3)
0.271−0.045

λi ≥ 0, λi ≤ 1, i = 1, 2, 3, 4, 5, 6.

4.4.4. Solving the AHP-FLP Purchase Decision Problem

After the Lingo [39] was used to resolve this AGHS equipment provider problem, the
best result was obtained as follows:

x1 = 0, x2 = 0, x3 = 1, indicating that equipment provider A3 was the optimal choice
according to the DMs preferences.

Objective (Zk) and membership (µzk(x) or λk) functions for quality assessment can be
expressed as follows:

z1 = 0.016, z2 = 0.043, z3 = 0.053, z4 = 0.071, z5 = 0, 011, z6 = 0.045
µz1(x) = λ1 = 0, µz2(x) = λ2 = 1, µz3(x) = λ3 = 1, µz4(x) = λ4 = 0.401,

µz5(x) = λ5 = 0.350, µz6(x) = λ6 = 0.

The quality assessments showed that the values for Z3, (product warranty), Z4, (technical
transfer), and Z6, (reasonable prices for parts) were higher than those for Z1, (quality man-
agement), Z2, (production capacity and maintenance), and Z5, (good cooperative relation-
ship and reputation). The success of the model depends on the DM’s preferences and the
related decision criteria Equipment supplier A3 was the optimal choice in this context.

4.4.5. Comparison of AHP-TLF-FLP and AHP-TLF-MCGP Model Results

For the sake of reducing the AHP and AHP-FLP model approaches’ drawbacks and
reaching precise results, in this solution, corresponding to DM’s preferences (w1 = 0.8,
w2 = 0.2), Table 12 presents AHP-TLF-MCGP model solution programming to solve AGH-
SESS problem.

After, Lingo was used to resolve the aforementioned AGHSESS decision problem,
and the optimal resolution derived from the AHP-TLF-MCGP model is outlined as follows:
x1 = 0, x2 = 0, x3 = 1, y1 = 0.016, y2 = 0, y3 = 0.005, y4 = 0.014, y5 = 0.004, y6 = 0.045,
y7 = 0.215. The finding that supplier A3 was the most appropriate one in the AHP-TLF-
MCGP approach confirmed the views of the AGHSESS team.

The AHP, TLF, FLP, and MCGP approaches outperformed the AHP approach in solv-
ing the AGHSESS problem when supplier selection criteria were imposed. When AHP
model was used without constraints, Supplier A1 was identified as the optimal one.
This contradicts the AHP-FLP and AHP-TLF-MCGP models results in that Supplier A3
was determined to be the best option. In AGHSESS problems, the AHP-TLF-MCGP model
can effectively handle vague and imprecise input data and criteria with varying relative
weights. The AHP-TLF-MCGP model was implemented by integrating the AHP and TLF
methods with MCGP to solve AGHSESS problems. This decision model can assist the
DMs determine the suitable stock to order from each AGHS supplier provider, and it
permits purchasing managers to easily select the optimal supplier in terms of criteria such
as quality management, production capacity, product maintenance, product warranty,
technical transfer provision, good cooperative relationship, and reputation, and reasonable
prices for parts. With a few modifications, the model can also be in the habit of overcome
other DM problems, such as those encountered by an overseas AGHS provider or others
aviation industry firms.
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5. Conclusions and Implications
5.1. Conclusions

The results obtained from the AHP and AHP-FLP decision model are compared in
Table 13. The total scores for all providers are provided in this table; such scores were
obtained using the aforementioned purchase decision model. As indicated, when the
AHP model was used, equipment supplier A1 was recognized as the best choice when
no constraints were imposed. When the AHP-FLP model was used and constraints were
imposed, equipment supplier A3 was determined to be the best choice. This finding
confirmed the postulations of the supplier selection team, giving credence to the argument
that the AHP-FLP model would outperform the AHP model in this context.

Table 13. Comparison of the AHP, AHP-fuzzy linear programming (FLP), and AHP-TLF-MCGP
model purchase decision model results.

AHP AHP-FLP AHP-TLF-MCGP

AGHS equipment supplier A1 0.385* 0.000 0.000
AGHS equipment supplier A2 0.370 0.000 0.000
AGHS equipment supplier A3 0.097 1.000 1.000

Note: 0.385* = 0.574 × 0.151 + 0.077 × 0.062 + 0.064 × 0.079 + 0.057 × 0.241 + 0.096 × 0.039 + 0.633 × 0.428.

AGHSESS is a pertinent concern and affects AGHS providers in terms of staff members’
daily duties and work safety. In our study, we compared AHP and AHP-FLP decision
models to evaluate the selection of AGHS equipment suppliers. We used triangular fuzzy
numbers to conduct linguistic assessments in order to assess the individual decisions of
experts; subsequently, we derived the AHP-FLP and AHP-TLF-MCGP decision models
for making group assessments. To provide a real-world example, we conduct a case
study on an AGHS supplier in Taiwan. The AHP-FLP and AHP-TLF-MCGP decision
model outperformed the AHP technique in terms of AGHSESS under conditions of limited
selection criteria. Of the six AGHS equipment suppliers for the AGHS company considered
in our case study, supplier A1 was determined to be the optimal supplier when the AHP
model was used without constraints imposed. After the AHP-FLP and AHP-TLF-MCGP
model was used, supplier A3 was determined to be the most suitable choice. In this
case study, this model could deal with inaccurately entered information and criteria with
varying relative weights. The results through the AHP-FLP and AHP-TLF-MCGP model
corresponded to the real-world AGHSESS decisions of purchasing managers.

5.2. Management Implications

In this study, AHP and AHP-FLP models were compared in terms of how they helped
personal deal with supplier selection problems. The integrated model can enable the avia-
tion industry purchasing managers to observe all their options clearly under considerations
of quality management, production capacity, product maintenance, product warranty,
technical transfer provision, good cooperative relationship and reputation, and reasonable
prices for parts. Two advantages are gained from using the AHP-TLF-MCGP model to
solve AGHSESS problems: First, it permits DMs to set multiple desire levels related to
supplier provider criteria, and second, it facilitates problem solving. Furthermore, the AHP-
TLF-MCGP model is possibly beneficial on behalf of solving different MCDM problems,
for instance those involving vague data.

5.3. Limitations

We combined the TLF and MCGP models that were integrated with the AHP model to
capture the AGHSESS problem of fuzziness in human judgment and account for resource
constraints. To reduce the AHP and AHP-FLP model approaches’ disadvantages and
reach precise outcomes, we compared them with the AHP-TLF-MCGP decision model
to verify the AGHSESS problem. Formerly, if DMs use a new AHP technique and a
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combination of other goal programming methodologies, there can be a dissimilar result in
hesitant situations.

5.4. Future Research Directions

Individual constraints in this model are a concern when the multiattribute weighting
method is used [40]. The weights chosen to be used in the AHP technique may be regarded
as biased. The data envelopment analysis (DEA) technique partly entails an optimization
process conducted using linear programming; therefore, it can be used to determined
weights. Several authors such as Pitchipoo, [37,41] have indicated that weights may be
determined using DEA. These weights can be derived independently and thus involve less
bias compared with those derive through other techniques. Accordingly, future research
can be conducted on the use of this technique for deriving weights in our proposed model.
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16. Ordoobadi, S.M. Application of AHP and Taguchi loss functions in supply chain. Ind. Manag. Data Syst. 2010, 110, 1251–1269.

[CrossRef]

95



Sustainability 2021, 13, 2540

17. Liao, C.N.; Kao, H.P. Supplier selection model using Taguchi loss function, analytical hierarchy process and multi-choice goal
programming. Comput. Ind. Eng. 2010, 58, 571–577. [CrossRef]

18. Magdalena, R. Supplier selection for food industry: A combination of taguchi loss function and fuzzy analytical hierarchy process.
Asian J. Technol. Manag. 2012, 5, 13–22.

19. Ordoobadi, S.M. Application of AHP and Taguchi loss functions in evaluation of advanced manufacturing technologies.
Int. J. Adv. Manuf. Tech. 2013, 67, 2593–2605. [CrossRef]

20. Saaty, T.L. The Analytic Hierarchy Process: Planning, Priority Setting, Resource Allocation; RWS Publications: Pittsburgh, PA, USA,
1988.

21. Chan, F.T.S.; Kumar, N.; Tiwari, M.K.; Lau, H.C.W.; Choy, K.L. Global supplier selection: A fuzzy-AHP approach. Int. J. Prod. Res.
2008, 46, 3825–3857. [CrossRef]
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Abstract: Closed-loop supply chains (CLSC) are gaining popularity due to their efficiency in address-
ing economic, environmental, and social concerns. An important point to ponder in the distribution of
CLSC is that imperfect refrigeration and bad road conditions may result in product non-conformance
during the transit and thus such products are to be returned to the supply node. This may hinder
the level of customer satisfaction. This paper presents a sustainable closed-loop supply chain frame-
work coupled with cross-docking subject to product non-conformance. A cost model is proposed
to investigate the economic and environmental aspects of such systems. The transportation cost
is analyzed in terms of total carbon emissions. A set of metaheuristics are administered to solve
the model and a novel lower bound is proposed to relax the complexity of the proposed model.
The results of different size problems are compared with the branch and bound approach and the
proposed lower bound. The results indicate that the proposed research framework, mathematical
model, and heuristic schemes can aid the decision-makers in a closed-loop supply chain context.

Keywords: sustainable logistics scheduling; closed loop supply chain; cross-docking; tabu search;
simulated annealing

1. Introduction

Modern manufacturing systems are faced with enormous challenges in a resource
constrained environment. These challenges are in the form of supply chain issues, business
growth, and responsiveness towards customers. These issues can be addressed through an
efficient design of production systems, cost-efficient manufacturing, improved quality of
products, and green logistics management. During the last few years, green logistics have
attained prime attention and have become an indispensable part of the overall supply chain
because it provides a mechanism for end-to-end transportation with social and ecological
benefits, i.e., sustainable approaches. The literature shows that the cost related to logistics
contributes towards the total sales value by more than 35%.

The performance of organizations involved in closed loop networks and green prac-
tices can be affected and fostered by the culture at the heart of an organization and the
leadership role offered by the top management. Suryaningtyas et al. [1] argued that a
strategic management focus, resilience within an organization and the leadership role play

97



Sustainability 2021, 13, 2433

an active role in boosting the overall performance in the wake of disruptive challenges. Fur-
ther, as CLSC networks are designed to improve sustainable developments, several factors
can be identified at the level of an organization that can help the management in achieving
the sustainability landmarks. Several management level decisions were examined by
Drobyazko et al. [2] such as, financial, psychological, social, and economic factors that can
offer an enabling environment to implement sustainable practices at an organization.

In modern times, the notion of sustainability encompasses approaches adopted in
manufacturing, transportation, and vehicle distribution. The emissions during manufac-
turing are related to and can be restricted to the boundary of the manufacturing system;
however, more sustainable approaches need to be adopted to cater to the emissions during
transportation and vehicle distribution as they are directly related to the well-being of
society. In this regard, cost models can be proposed to calculate the impact of emissions
caused by vehicles during transportation.

Presently, greenhouse gas emissions (GHG), especially carbon dioxide emissions, have
attracted growing concern worldwide. In this perspective, regulatory authorities are trying
to enforce strict legislations for a low-carbon economy with clean products [3]. Considering
this, closed loop supply chain and dispatching strategies can be tailored to optimize and
minimize fuel consumption which in return reduces the carbon emissions. Some excellent
research studies have been reported which demonstrated the statistics and relationship
among reducing travel mileage, fuel consumption, and saving in GHG emissions [4].
From the studies [5,6]), it is evident that carbon emissions are linearly proportional to fuel
consumption. This performance parameter greatly depends on the vehicle condition, type,
gross weight, and dispatch time (travel speed). A salient feature of logistics and inventory
design is cross-docking which has proved to be effective in controlling the distribution costs
and maintaining an utmost level of customer satisfaction [7]. An important problem from
the sustainability viewpoint is closed loop supply chain with cross-docking. It represents
the most discussed class of combinatorial problems.

Though different contributions have been offered towards the analysis of such prob-
lems, the analysis based on defective products and product return by using a lower bound
is missing in the concerned literature. The novelty of this study can be defined in terms of
framework, methodology, and the analysis of emissions. In the framework, a closed loop
supply chain (CLSC) network is designed keeping in view an imperfect product delivery.
Traditionally, CLSC networks have been studied where products are delivered in a perfect
state of quality. However, the quality-loss of product during transit may occur due to
imperfect refrigeration, road conditions, traffic bottlenecks and different quality conditions
of multiple products. This quality-loss may result in defective products that are to be
returned. In terms of methodology, an initial heuristic is embedded with the simulated
annealing to enhance its computational efficiency. The benchmark experiments inform that
the initial heuristic embedded with simulated annealing performs well. Further, a novel
lower-bound is proposed to relax the computational complexity of the model. It is defined
in terms of cost. Lastly, as emissions are central in a sustainable supply chain framework, a
comparison between emissions in terms of distance and DEFRA based results is presented.
The Department for Environment, Food and Rural Affairs (DEFRA) takes the relative CO2
per kilometer performance of the European Environment Agency (EEA) CO2 monitoring
database source as the payload capacity information.

This study considers a closed loop supply chain with cross-docking (CLSCCD). A
cost-minimization model is proposed to assess the effectiveness of CLSCCD. The presented
study considers a defect-based system where forward and returned goods are analyzed
by considering the non-conformance of products, penalty, and product return. The cost
components used in the model are related to production, transportation, handling, penalty,
and the cost of product return. The reduced dispatching cost has been analyzed in terms of
fuel savings and reduction in carbon dioxide for a greener environment. A mixed integer
non-linear programming (MINLP) model is presented, and multi-heuristic approaches are

98



Sustainability 2021, 13, 2433

used for model implementation. Moreover, the presented study is unique in the aspect that
it offers a novel lower bound approach for CLSCCD.

The remaining study is organized as follows. Section 2 provides literature related to
the CLSCCD, Section 3 outlines the problem description, Section 4 contains the detailed
model, Section 5 provides the heuristic approaches, lower bound, parameter tuning, and
benchmark experiments. Section 6 provides the results and Section 7 offers the conclusion
and future research avenues related to CLSCCD.

2. Literature Review

CLSC frameworks have been thoroughly analyzed in the relevant literature and dif-
ferent models have been proposed to advance this field of research. This section presents
the review of literature according to the focus of different objective functions, solution ap-
proaches adapted to address the problems, environmental concerns in CLSC, the emergence
of green practices in CLSC design and a review of solution approaches.

2.1. CLSC Network, Environmental Concerns, and Green Practices

Several authors have identified key factors that affects the performance of CLSC
networks. Choi et al. [8] studied the delivery schedule by employing an Ant Colony
Optimization algorithm and predicted a comprehensive strategy to reduce carbon emis-
sions. Likewise, Suzuki [4] proposed that sustainable scheduling with an expert decision-
making system for speed and load can significantly reduce the carbon emissions. Qian
and Eglese [9] also highlighted that dispatching time (speed) depends on several factors
and a road network. They developed a column generation-based TS algorithm and tested
real traffic data. Miao et al. [10] developed an adaptive real-time optimization strategy and
concluded that vehicle dynamic parameters have a great impact on fuel economy.

Elhedhli and Merrick [11] studied the supply chain problem considering the environ-
mental costs resulting from CO2 emissions alongside fixed and variable factors. Pishvaee
et al. [12] presented a mixed-integer programming (MIP) model for developing a reverse
logistics network. They solved the non-polynomial hard (NP-hard) problem by employing
a Simulated Annealing (SA) algorithm with neighborhood structures. Kannan et al. [13]
studied the model proposed by Pishvaee et al. [12] by incorporating the environmen-
tal impacts due to carbon emissions. Faccio et al. [14] proposed a linear programming
model to minimize the total cost in a supply chain. Their work evaluated the economic
sustainability of the model by performing parametric analysis. Mota et al. [15] argued
that while dealing with the sustainable supply chain problems, economic, environmen-
tal, and social dimensions are not considered realistically. Fonseca et al. [16] proposed a
bi-objective model considering the total costs and environmental impacts with two-phase
stochastic programming.

One of the central decisions in a CLSC network is to identify the relevant transportation
routes which can help optimize the overall performance of the network. A transportation
problem in CLSC can be modeled according to truck capacity, routes, and docks. The
truck capacity involves decisions regarding the number and size of trucks to maximize the
responsiveness of the supply chain. Routing considers different available options for the
product delivery. Docking is the deployment of inter-modal facilities for product storage
and consolidation purposes. A decision is made whether a cross dock is needed between the
supply and demand node; depending on the capacity, number, and location of cross-docks
to minimize the transportation time, and product handling costs. For instance, Vate and
Zhang [17] studied a transportation network to optimize the delivery mechanism. Their
work investigated the quantity and placement of cross-docks for an efficient transportation
network. Noteworthy contributions can be found in the beverage and food industry where
different types of routing, such as routing with time window, pickup and deployment, and
distance-based routing have been used [18].

An earlier contribution towards the relevant problem type was offered by [19]. It
used a mathematical model for minimizing the transportation and operation costs. Musa
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et al. [20] studied a vehicle routing problem where direct delivery to the customer as well
as delivery through cross-docking were analyzed using MILP and ant colony optimization
(ACO). In Khan [21], MILP model was proposed to analyze a multi-node transportation
network. The model proved to be robust as significant cost reduction was demonstrated.

The CLSC networks are important from the viewpoint of a sustainable distribution
design. They have attracted scholarly discussions in the areas of supply chain and cross-
docking to address the situations where several destination points are visited by a group
of vehicles for demand satisfaction. The demands are satisfied in accordance with the
objective functions (cost, time, and responsiveness, etc.) and end-of-life products are
retrieved back to the origin. Govindan et al. [22] highlighted the importance of closed-loop
supply chain network design due to the emergence of environmental concerns and social
issues. It is evident that besides focusing on the production of green products, hazardous
emissions of supply chain activities during the transportation operations in both forward
and reverse logistics needs to be addressed for enhanced green closed-loop supply chain
management (e.g., Rahmani and Yavari [23]). In this perspective, numerous studies have
been reported grounding on the mathematical modeling and heuristic optimization of
CLSC problems with social-economic objectives (e.g., Kaya and Urek [24]). In this study,
the proposed model considers diverse objectives that manipulate the design of closed-loop
integration in forwarding/reverse supply.

In continuation to the preceding discussion, the term green closed-loop supply chain
has gained prime attention by many researchers due to its undeniable advantages. For
example, Talaei et al. [25] worked on a Fuzzy Mixed Integer Programming (FIMP) model
for a green closed-loop supply chain and proposed important findings. Likewise, Ramezani
et al. [26] developed a stochastic multi-objective model for designing a forward/reverse
supply chain network in an uncertain environment of demand and the return rate. Sabulan
et al. [27] developed a two-objective model for a closed-loop supply chain by applying
Taguchi design experiments and evaluated the effect of different functions on the overall
cost. Some researchers have sought the importance of supply chain integration in other
domains, like construction [28], tire industry, auto parts manufacturing by including
different dimensions of sustainability [29]. Mostafa et al. [30] developed a sustainable
closed-loop supply chain network design with discount supposition. They applied a
mixed-integer nonlinear programming model to formulate a multi-objective sustainable
closed-loop supply chain network design in the transportation costs for a real industrial
example in the glass industry.

2.2. Solution Approaches Used in CLSC Network Design

The design of CLSC networks considers multiple decisions that enhance its computa-
tional needs and makes it a complex class of problems. It involves multiple transportation
options, dispatching facilities, customer locations, and cross-docks which make it computa-
tionally hard [31]. To solve such complex problems, different meta-heuristic approaches
can be found in the literature [32]. Song and Chen [33] used an NP-hard approach for mini-
mizing the total time in a two-stage based cross dock. Production planning and scheduling
were performed by presenting an analogy between cross-docking and a manufacturing
setup. In another study, Jayaraman and Ross [34] provided a simulated annealing approach
to identify the placement of cross-docks and distribution of demand. In another study, a
detailed cross-dock optimization model was proposed which incorporated both cross-dock
placement and the identification of improved network paths [35].

Gholizadeh and Fazlollahtabar [36] studied a robust optimization model of a green
closed loop supply chain in an uncertain environment. The authors used a modified form
of genetic algorithm (GA) that comprised of seven different parts. The modified version
of GA was compared with an exact solution approach and the classical GA. The results
suggested that the former approach has good convergence ability. Gaur et al. [37] studied
the effect of disruption on the performance of the supply chain. A non-linear model
was implemented on an automotive case study by using different scenarios. An outer
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approximation approach was used for implementing the model. Turki et al. [38] studied
four different decision aspects in a CLSC network, i.e., the capacity of manufacturing
stocks, purchasing warehouse and vehicle and optimal level of returned products. A
genetic algorithm was used for implementing the model and for analysing various aspects
of decision making.

Cheraghalipour et al. [39] studied the CLSC network for citrus distribution and
proposed a model for minimization of cost and enhancing customer responsiveness. A
multi-objective Kushtal algorithm was proposed which proved effective when compared
to other evolutionary solution approaches. Yavari and Geraeli [40] optimized the objectives
of cost and environmental pollutants in a green CLSC network. A heuristic called YAG
was implemented to solve the practical size problem instances. The results indicated that
YAG had a good solution accuracy and it found solutions for more than one-third of the
problem instances. Rad and Nahavandi [41] studied a multi-objective, multi-echelon, and
multi-period CLSC model for multiple products. The model was solved by using an exact
solution approach in CPLEX. Taleizadeh et al. [42] studied the pricing, quality, and effort
in two types of decentralized CLSC networks. A game theoretic approach was used for
analysing various aspects of the network design.

To summarize, different exact and evolutionary (meta-heuristic) approaches have
been used to solve the CLSC problems. Compared to the earlier approaches, the novelty of
present solution approach is two-fold. Firstly, a combination of Tabu search and simulated
annealing (SA) approaches are used in this study. SA is used in a hybrid form by embedding
an initial heuristic with it. The initial heuristic offers the current solution to obtain a
derived solution. Secondly, to reduce the complexity of the presented model, a novel
lower-bound (LB) is defined in terms of cost by splitting the model into forward and
reverse supply chains.

Table 1 presents the summary of relevant literature according to the choice of objective
functions and the application of different solution approaches. It can be observed that
different meta-heuristics have been applied to solve the relevant problems; however, there
is a dearth of application of multiple and hybrid meta-heuristics. This study uses multiple
heuristics in the form of ant colony optimization (ACO) and Tabu search. The ACO is used
in a hybrid form by embedding an initial heuristic with it to improve its computational
efficiency. In terms of objective functions, the cost is the most opted choice of the objective
function. The current study considers novel cost factors due to emissions and product
failure. To summarize, there are some imperative differences and contributions in the
proposed model from the published studies, for instance, the mathematical model explores
closed-loop configuration for determining optimum cost supported by the meta-heuristic
algorithm and lower bound approaches.

This paper fills the literature gap by using meta-heuristic approaches to solve a closed-
loop Supply Chain Network Design (SCND) considering lower bound and some other
novel aspects in this research domain. It addresses a sustainable closed-loop supply chain
network along with cross-docking operations. The proposed robust model provides a
comprehensive guideline to assist stakeholders in the closed-loop supply chain to make
integrated decisions regarding the forward and reverse flows based on realistic assump-
tions. Although numerous contributions have been offered towards the analysis of cost in
a closed loop supply chain, the novelty of current study rests in the following points:
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Table 1. Summary of CLSC Literature.
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Ozdemir et al. [43] × X × × × × × × X × × × ×
Khan [21] × X × × × × X × × × × × ×

Hong et al. [44] × × X × × × X × × × × × ×
Babaveisi et al. [45] X × × X × × X × × × × × ×

Zhang et al. [46] X × × × × × × X × × × × ×
Behzadi et al. [47] × X × × × × × × × X × × ×

Bhattacharya et al. [48] × X × × × × × × × × X × ×
Cheng et al. [49] X × × × × × × × X × × × ×

De Jong et al. [50] × × × × X × × × × × X × ×
Yildizbaşi et al. [51] × X × × × × × × X × × × ×

Ekren et al. [52] × × × × X × × × X × × × ×
Fakhrzad et al. [53] X × × × × × X × × × × × ×

Kawamura et al. [54] × X × × × × X × × × × × ×
Lu et al. [52,55] × X × × × × × × X × × × ×

Mejjaouli et al. [56] × X × × × × X × × × × X ×
Panicker et al. [57] × × X × × × × × X × × X ×

Rais et al. [58] × X × × × × × × × × X X ×
Rad et al. [41] × X × × × × × × × × X × X

Singh et al. [59] × X × × × × × × × × × X ×
Liu et al. [60] X × × × × X X × × × × X ×

Validi et al. [61] X X × × × × × × × × × X ×
Zheng et al. [62] X X × × × × × X × X × × ×

• The analysis of non-conformance of products and product return routes has been
considered. A mathematical model is developed by integrating different cost compo-
nents involved in the supply chain of a cross-docking problem. The optimized routing
cost has been discussed and analyzed from the perspective of fuel-saving which in
turn reduces GHG emissions. Further, a comparison between emissions in terms of
distance and DEFRA based results is presented.

• A two-method based approach is presented to solve the simple and complex problems
related to CLSCCD. The simple problem instances are solved using the branch-and-
bound approach while the complex problem instances are solved using two heuristics
namely, Tabu Search and Simulated Annealing (SA). An initial heuristic is embedded
with SA to enhance its computational efficiency. The solutions of different approaches
are examined using benchmark data.

• A lower bound approach has been proposed. The meta-heuristics are evaluated
against the branch-and-bound method (CPLEX) and the proposed lower bound (LB)
approach using small and large problem instances, respectively. A comparison is
carried out between the current findings and the established results in literature.

• A sensitivity analysis between various aspects of a CLSC in the form of vehicle capacity,
conformance of products, number of trucks and customer satisfaction is presented
which will help the managers in considering real-time decisions.
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3. Problem Description

The schematic description of the CLSC problem with cross-docking is explained with
the help of Figure 1. It considers the transportation of goods from node i (transportation
node) to node j (delivery node) through node k (cross-dock node) by using distribution
trucks. Due to perishability and breakage, some of the products are no longer required by
customers and the rejected lot is sent back to the origin (node i). Two flows, i.e., forward
and return flows are considered. The forward flow is a two-echelon network in which
goods are initially sent to the cross-docking point (k). The items are sorted/consolidated
at this point and are shipped to the delivery node (j). The return flow bypasses the cross-
docking point, and it ships the non-optimal goods back to node i (this flow is described by
the dotted line).

Figure 1. Schematic of the CLSCCD network design.

The facilities have a maximum capacity limit which is to be respected. Also, these
locations are placed at a defined distance which is used in the calculation of transportation
cost. A fleet of available trucks with loading capacity (LC) is used for delivering the
products according to the level of demand. The goal is to accomplish product delivery by
minimizing travelling, holding, penalty, return, and manufacturing costs.

4. Mathematical Model

minimize TC (1)

TC = TR + DC + RC + HC (2)

TR = ∑
k∈K

∑
i∈I

NXik ×QPik × cm + ∑
k∈K

∑
i∈I

NXik × NWik × dxik + cd (3)

DC = ∑
k∈K

∑
j∈J

MXkj × FPkj × cm + ∑
k∈K

∑
j∈J

MXkj ×MWkj × dykj + cd (4)

RC = ∑
i∈I

∑
j∈J

RXji × PRji × (cm + cp + cr) + ∑
i∈I

∑
j∈J

RXji × TWji × dzji + cd (5)
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HC = ch(∑
k∈K

∑
i∈I

NXik ×QPik − ∑
k∈K

∑
j∈J

MXkj × FPkj) (6)

∑
k∈K

∑
i∈I

NWik × LC ≥ ∑
k∈K

∑
i∈I

QPik (7)

∑
k∈K

∑
j∈J

MWkj × LC ≥ ∑
k∈K

∑
j∈J

FPkj (8)

∑
i∈I

∑
j∈J

TWji × LC ≥∑
i∈I

∑
j∈J

PRji (9)

∑
i∈I

∑
k∈K

NWik > ∑
k∈K

∑
j∈J

MWkj (10)

∑
i∈I

∑
k∈K

QPik ≤ mx ∀i ∈ I (11)

∑
i∈I

∑
k∈K

QPik > ∑
j∈J

Dj (12)

∑
j∈J

∑
k∈K

FPkj ≥ ∑
j∈J

Dj (13)

∑
i∈I

∑
k∈K

NWik ≤W (14)

∑
i∈I

∑
j∈J

PRji = (1− α) ∑
k∈K

∑
j∈J

FPkj (15)

QPik, FPkj, PRji, NWik, MWkj, TWji ≥ 0 ∀i ∈ I, ∀j ∈ J, ∀k ∈ K (16)

NXik, MXkj, RXji ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀k ∈ K (17)

Equation (1) contains the objective function of minimizing the total cost (TC) value
which comprises transportation (TR), delivery (DC), return (RC), and holding costs
(HC) (Equation (2)). The relationships of respective cost components are provided in
Equations (3)–(6). Equations (7) and (8) calculates the number of vehicles for delivering
products to cross dock and customer locations, respectively. Equation (9) calculates the
number of vehicles required for product return. Since a portion of the transported goods is
stored at the cross dock, Equation (10) ensures that the number of vehicles used towards
the cross-dock point is greater than the number of vehicles used for delivering products
to the customer locations. Equation (11) ensures that the goods transported from node
i should respect the capacity of the node. Equations (12) and (13) ensure that the goods
transported towards node k and j should at least comply with the demand of customer
j. The highest number of goods are transported between i and j, hence it requires more
vehicles. Equation (14) ensures that the number of vehicles used between i and k needs
to respect the available fleet of vehicles. Finally, Equations (16) and (17) are the domain
constraints of non-negativity and binary variables, respectively.

The presented model is a non-linear model (MINLP) as Equations (3)–(6) contain the
products of binary and continuous variables. For the nonlinear product XY of variables
X and Y, Equations (18)–(20) provides the linear relationships where Z is a big number
and A is an auxiliary variable. Equations (21)–(52) provide the linearized relationships for
non-linear products in the model.

A ≤ Z·Y (18)

A ≤ X (19)
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A ≥ X− Z(1−Y) (20)

NQP = NXik ×QPik (21)

NQP ≤ Z·QPik (22)

NQP ≤ NXik (23)

NQP ≥ NXik − Z(1−QPik) (24)

NXW = NXik × NWik (25)

NXW ≤ Z·NWik (26)

NXW ≤ NXik (27)

NXW ≥ NXik − Z(1− NWik) (28)

MKP = MXkj × FPkj (29)

MKP ≤ Z·FPkj (30)

MKP ≤ MXkj (31)

MKP ≥ MXkj − Z
(

1− FPkj

)
(32)

MXW = MXkj ×MWkj (33)

MXW ≤ Z·MWkj (34)

MXW ≤ MXkj (35)

MXW ≥ MXkj − Z
(

1−MWkj

)
(36)

RPR = RXji × PRji (37)

RPR ≤ Z·PRji (38)

RPR ≤ RXji (39)

RPR ≥ RXji − Z
(
1− PRji

)
(40)

RXT = RXji × TWji (41)

RXT ≤ Z·TWji. (42)

RXT ≤ RXji (43)

RXT ≥ RXji − Z
(
1− TWji

)
(44)

NQP = NXik ×QPik (45)

NQP ≤ Z·QPik (46)

NQP ≤ NKik (47)

NQP ≥ NKik − Z(1−QPik) (48)

MXP = MXkj × FPkj (49)

MXP ≤ Z·FPkj (50)

MXP ≤ MXkj (51)

MXP ≥ MXkj − Z
(

1− FPkj

)
(52)

Ang with the above listed constraints, following assumptions are considered for
modeling the problem.
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• The capacity of trucks for transshipment, delivery, and returned products is assumed
to be the same.

• The loading and un-loading efforts (such as time and cost) are assumed to be zero.
• The number of trucks in use should be within the range of the available truck fleet.
• The unit distance cost is same for all routes. This applies the assumption that the fuel

efficiency of all trucks is approximately in the same range, which causes the same
environmental impacts per unit distance travelled.

• The nodes i, k, and j are to be covered once. Similarly, the connection j and i (return
flow) is to be covered once as well.

• The demands at delivery points are met in the same period and hence there are no
opportunity and backorder costs.

• The returned lot is assumed to be of irreversible nature, and it is considered as waste.
• The rate of conforming products delivered is the same across the network.

5. Solution Approaches
5.1. Tabu Search

Tabu search (TS) is an Artificial Intelligence (AI) based technique that has been fre-
quently applied to the supply chain related problems. For instance, it has been used to
solve a heterogeneous fleet routing problem [63], consistent vehicle routing problem [64],
and cost minimization problem [65]. It offers the advantage of escaping local solutions by
using different neighborhood solutions [66].

The application of TS can be divided into five (5) connected steps. These steps are the
identification of an initial feasible solution, formation of neighbor structure, acquiring a
tabu list, and the basis for aspiration. The search algorithm provides a feasible solution and
moves towards another solution up until the stopping criterion is met. The generated list
contains all feasible solutions which have been acquired in recent iterations and the process
continues to obtain more targeted solutions. The detailed procedure for implementing TS is
presented in Table 2. It is divided into generating initial solution and Tabu Search process.

Table 2. Application procedure of Tabu Search.

a. Initial Solution

1a. Select a truck at the transportation node i.
2a. Compile a list of flows originating from i to k.
3a. Calculate the number of vehicles ( Dpt

LC ) which can cover the list created in step 2a.
4a. Identify the combination of delivery nodes.
5a. Select one delivery node j from step 4a and add it to the transportation route.
6a. Consider the demand of added delivery node as part of the truck load.
7a. Repeat 2a and 3a between cross-dock k and delivery j.
8a. Repeat 6a, after subtracting quantity of returned products (route j-i).
b. TS process
1b. Find two routes which have more overall cost between their respective nodes (i-k), compared
to other nodes.
2b. Exchange the routes in 1b with other two randomly selected routes.
3b. If cost between nodes of the selected routes is improved, consider the attained solution as an
optimal solution, otherwise re-iterate step 1b.
4b. Repeat 1b-3b for routes connecting k-j and j-i.
5b. Identify the best solution by repeating all steps.
6b. Generate the tabu list using solutions found in 5b.
7b. If the limited number of tabu search is reached, stop the procedure, otherwise repeat the tabu
search procedure using all previous steps.

5.2. Simulated Annealing

Simulated Annealing (SA) is yet another powerful meta-heuristic tool that has been
used due to its robustness and ability to avoid local optima. It is a simple and easily
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adaptable technique. The logic behind SA is the metallurgical process of cooling called
annealing. It has been proposed by Metropolis et al. [67] and later extended by Lai et al. [68].

SA has been implemented in literature for solving the cross-docking problems, such
as the application to truck routing and location routing problems [69]. Other applications
are based on fixed-charge capacitated network designs. Yoo et al. [70] used SA along with
a two-phase heuristic approach for analyzing the network design. Similarly, Yun et al. [71]
used hybrid SA for analyzing the network of inland container transportation.

The SA algorithm used in this study proposes an initial heuristic to provide the
current solution. A neighborhood search is conducted on a pre-defined current solution
to obtain a derived solution. If the derived solution provides better results, it becomes
an eligible candidate for the new solution. The current solution is obtained by using the
steps explained in the Table 3. The proposed heuristic uses 3 search techniques to provide
an optimal combination of routes. These techniques include insertion, reversion, and
swap [72]. Insertion selects two nodes at random and identifies a node with a relatively
smaller position. This node is then positioned before the other node in the modified
solution. Reversion identifies two nodes, and the intermediate nodes are reversed in the
modified solution. Swap [73] selects two nodes at random and simply exchanges their
original places. The pseudocode of SA is provided in Table 4.

Table 3. Steps for Implementing Simulated annealing.

Steps for Implementing Simulated Annealing

Step 1: Selection of a truck for transportation
Step 2: Addition of cross-docking to the transportation route.

Step 3: Random identification of combination of delivery nodes.
Step 4: Selection of one delivery point from the combination of delivery nodes and adding it to the transportation route.

Step 5: Consider the demand of added delivery node as part of the truck capacity.
Step 6: Assessment of the remaining capacity of truck. If there is left capacity, repeat the last two steps.

Step 7: Repeat step 5, by subtracting the quantity of returned products.
Stage 8: Re-iteration of all prescribed steps, up until the demand of each delivery node is fulfilled.

Table 4. Pseudocode of Simulated Annealing (SA) algorithm.

Algorithm: Pseudocode of SA

1: Define initial and final temp. and cooling rate
2: Generate a starting solution
3: Identification of optimal solution
4: Setting curr_Temp=new_Temp
5: While Temp >> Final Temp
6: Insertion, Reversion and Swap
7: Cost of New_Sol < Cost of Initial_Sol
8: New_Sol=Curr_Sol
9: Else
10: ∆= Cost New_Sol-Cost of Initial_Sol
11: P=exp. -∆/T
12: Generation of random real number
13: Iff. Real number <1
14: New_Sol=Curr_Sol
15: If Cost of Initial_Sol < Cost of best_Sol
16: best Sol=Curr_Sol
17: T=Cooling rate*T
18: End

5.3. Lower Bound Procedure

It is difficult and time-consuming to obtain a global optimal solution for large problems.
Thus, a lower bound (LB) is normally introduced to examine the solution efficiencies of
meta-heuristics. Though the literature on cross-docking and supply chain contains multiple
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LB approaches (e.g., in [74]), most of them are related to the calculation of time and they
come under the discussion of vehicle routing problem with cross docking (VRPCD) with
time windows (VRPCDTW). A lower bound of such problems is developed without
considering the consolidation constraints. On the other hand, since the objective of the
current study is to optimize the total cost, and LB is proposed using the parameters of cost.
The objective function given in (2) combines the costs related to forward and return flows
which are separately considered in the LB (i.e., forward and return flows are examined
in isolation and then an overall value of LB is obtained). The LB of forward flow is
the summation of two-echelons (i.e., from transportation nodes to cross-docks and from
cross-docks to delivery nodes), as given in (53):

lb1 =
Dp

LC ∑
j∈J

∑
k∈K

∑
i∈I

min
(

dxik + dyjk

)
× cd (53)

It considers the product of the number of trucks needed to transport the goods,
minimum distance between i, k and j, k and the cost of travelling. Similarly, the LB for
return calculates the return, penalty, and travelling costs of non-conforming goods back to
node i, as given in (54):

lb2 = (1− ∝)
(
cr + cp

)
Dp ∑

j∈J
∑
i∈I

min
(
dzji
)
× cd (54)

The total value of the lower bound is calculated as LB = lb1 + lb2. Based on the LB
values, a measure of percent relative deviation (PRD) is calculated to compare the solution
efficiencies of meta-heuristics with that of the lower bound. Its relationship is given as:

PRD =
(Msol − LB)

LB
× 100 (55)

where Msol refers to the solution obtained using meta-heuristic. To gain confidence in the
results, several iterations ni (equals to 10 in the present analysis) is carried out and an
average value of PRD is obtained as:

< PRD > =
10

∑
ni=1

(Msol − LB)
LB

× 100.

5.4. Benchmark Experiments and Parameterssetting

In this section, the computational power of the TS and SA is evaluated in comparison
to the established literature by using benchmark data. In this regard, data from [66,75] is
used by applying the conversion of parameters as follows.

n = number of nodes.
m = available vehicles.
Q = capacity of vehicles.
pi = loading capacity at node i;
di = un-loading quantity at node j;
cij = transportation cost from node i to node j considering same environmental impacts

The values of parameters are provided in Table 5. There are three problems (P1–P3)
with variable data points related to the number and capacity of trucks, etc., The notations
used in the current analysis can be compared to the notations of benchmark data, that
include, number of trucks, T = m; capacity of the truck, LC = Q; demand of the product,
Dpt = di and unit cost, cd = cij. Also, a single period is considered. The respective data
related to cost and capacity in Table 5 was generated asymmetrically by using a uniform
distribution.
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Table 5. Benchmark data from Liao et al. [66].

Parameter Values P1 P2 P3

N 10 30 50
M 10 20 30
Q 70 150 150
pi U(5,50) U(5,20) U(5,30)
di U(5,50) U(5,20) U(5,30)
cij U(48,560) U(48,480) U(48,560)

Before implementing the meta-heuristics, it is important to tune their input parameters
as the parameters of meta-heuristics are highly sensitive towards changes. A poorly
calibrated set of parameters can undermine the power of meta-heuristics to achieve optimal
results [76]. The parameters of SA and TS are tuned/calibrated using Taguchi design of
experiments (DOE). In SA, population size (popsize), maximum number of iterations (max.It),
initial temperature (T1), and final temperature (T2) are the list of parameters. TS uses the
set of parameters defined by population size (popsize), maximum iterations (max. It), tabu
length (TL), and pre-determined number (n).

Taguchi’s DOE uses an orthogonal array to analyze the set of factors. This set is divided
into the sub-sets of controllable/signal and noise factors. A signal to noise ratio (S/N) is
used to examine the level of variation. The goal is to reduce noise and a smaller-the-better
type of S/N is used as given (56):

S
N

= −10 log

(
∑n

i=1 Y2
i

n

)
(56)

where Yi is the recorded response in the ith experiment and n denotes the number of
orthogonal arrays. To conduct the experiment, 3 levels (i.e., low, mid, and high) were
defined for each factor, and then L9 orthogonal design was conducted in Minitab V 19.0.
The range of input parameters was defined based on a hypothetical pilot study. The levels
of input parameters/factors are provided in Table 6.

Table 6. Levels of SA and TS parameters.

Meta-Heuristics Factors
Levels

Low Mid High

SA

popsize 50 70 100
max.It 500 700 1000

T1 250 350 450
T2 60 70 80

TS

popsize 50 70 100
max.It 500 700 1000

n 5 7 10
TL 4 6 8

The optimal values of input parameters were selected by using the S/N ratios plots as
given in Table 7. The meta-heuristics, along with their tuned parameters were implemented
on the benchmark data.
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Table 7. Optimal levels of input parameters.

Meta-Heuristics Factors Optimal Values

SA popsize 100
max.It 1000

T1 350
T2 60

TS popsize 70
max.It 1000

N 5
TL 6

The results (computation time) of ten problem instances of benchmark experiments,
in comparison to the results of established literature are provided in Table 8. Each problem
instance was executed ten times to gain statistical confidence. The results show the compu-
tation time of TS (current study) is better than the results obtained in Lee et al. [74]; however,
Liao et al. [65] demonstrated even improved results. It is due to the use of an initial solution
that helps in fixing the number of trucks. Also, SA outperformed the TS (current) results,
due to an initial heuristic based on neighborhood and diverse search techniques.

Table 8. Computation time comparison between benchmark experiments and current study.

Inst
Lee et al. [75] TS Liao et al. [66] TS Current TS Current SA

P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3

1 1.52 3.00 5.69 0.22 0.37 0.49 1.14 2.18 4.34 0.86 1.56 3.76
2 1.74 3.55 5.73 0.23 0.16 0.64 1.21 2.63 4.68 0.92 1.74 3.85
3 2.37 4.32 5.80 0.19 0.43 0.30 1.46 3.50 4.21 1.04 2.58 3.42
4 1.60 2.09 5.87 0.27 0.23 0.44 1.30 1.68 5.02 1.13 1.34 4.34
5 2.28 2.26 7.28 0.21 0.39 0.61 1.86 1.97 6.17 1.47 1.18 4.88
6 1.82 2.10 5.38 0.03 0.22 0.56 1.42 1.85 4.84 1.24 1.45 4.32
7 2.80 2.61 7.65 0.01 0.11 0.55 2.24 2.23 6.35 1.58 1.86 5.54
8 1.85 3.00 9.88 0.04 0.16 0.42 1.17 2.54 7.92 0.87 2.03 6.28
9 2.04 3.10 5.54 0.25 0.16 0.38 1.46 2.26 4.37 0.95 2.48 3.84
10 1.82 2.38 5.77 0.36 0.20 0.52 1.19 1.87 4.60 1.12 1.53 3.97

6. Results

The three methods (CPLEX, tabu search, and simulated annealing) were applied to
multiple problem instances. These were implemented using Dell core i5, 8th Gen system
with 2.8 GHz processing power and 4 GB RAM. The CPLEX solver is a more suitable
package for simple problem sizes, but as the problem complexity increases, its computation
power is affected. This is presented in Table 9 where 10 problem instances have been tested
and the number of trucks (W), objective function value (OBV), and computation time (CPU)
are reported for comparison.

The left column describes the problem instances, and the problem size increases in the
order I_10 > I_1. The results show that, for small problem instances (I_1 to I_4), CPLEX
provides improved results compared to TS and SA. It also takes proportionately less time in
solving the problem. However, as the problem complexity increases (I_5 onwards), CPLEX
does not prove to be a viable option, due to the combinatorial nature of the problem. For
such instances, SA outperforms the computational efficiency of TS and solver. Not only
does it take less time in solving the problem, but it also provides a more realistic value
of OBV.

A comparison between TS and SA is also conducted for complex problem instances
and respective results are provided in Figure 2. Each problem instance was executed 10
times. For smaller instances (PS < 50), there are not any large-scale computation differences
between TS and SA. However, as the problem size crosses a certain limit (PS > 70), there
is an evident shift between the curves. SA proves to be more computationally robust
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compared to TS, as much as, when the problem size is 150, SA takes almost half the time
taken by TS in solving the problem. These findings agree with the earlier reported results
(Table 9).

Table 9. Computation and OBV comparison of 3 methods.

Instance
CPLEX Solver Tabu Search Simulated Annealing

W OBV CPU W OBV CPU W OBV CPU

I_1 5 864 33 5 875 41 5 868 36
I_2 7 1296 45 7 1324 50 7 1304 47
I_3 10 1970 90 10 2034 98 10 1981 92
I_4 9 1836 82 9 1975 90 9 1855 84
I_5 – – – 11 2304 121 11 2234 112
I_6 – – – 12 2778 144 12 2674 129
I_7 – – – 14 2849 171 13 2639 162
I_8 – – – 15 3190 224 14 3058 214
I_9 – – – 16 3306 278 16 3138 256

I_10 – – – 19 3549 320 18 3276 304

Figure 2. Computation time comparison between TS and SA for different problem sizes.

The values of the average percent relative deviation for different problem instances
are provided in Table 10. These values were taken as an average of PRD values of different
iterations. It should be noted that the gap between the optimal solution and lower bound
value is 1.65%. The maximum (minimum) values of <PRD> for SA and TS are respectively
6.7% (1.8%) and 7.5% (2.1%). The overall average <PRD> values for SA and TS are
respectively, 4.14% and 4.87%. Also, the mean gap value for SA is 2.49% (4.14–1.65%)
while it is equal to 3.22% (4.87–1.65%) for TS. It can be concluded that, in the presence of
LB, SA outperforms TS in terms of maximum, minimum, and average <PRD> values as
well as in terms of mean gap value.

A non-conformance rate is used in the proposed model to consider the quantity of
returning goods. Figure 3 contains the results of 3 cost factors for different non-conforming
rates. The horizontal axis provides different rates of non-conformance (0.1–0.95) and the
vertical axis contains the cost values associated with these rates. The horizontal lines
represent the cost of docking (DC) and transportation routes (TR) for a forward flow. It can
be observed that these routes are not affected by changes in non-conformance. However,
the blue line which provides the cost of returned goods for different non-conforming rates
is increasing non-linearly. It is evident that, with an increase in the rate of non-conformance,
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the cost of return route also increases. For instance, when the rate of non-conformance
increases from 0.1 to 0.95, the associated cost increases by more than 300%.

Table 10. Results of problem instances of SA and TS in comparison to LB.

Algorithm Problem Set <PRD> % Algorithm Problem Set <PRD> %

SA

1 1.8

TS

1 2.1
2 2.4 2 2.7
3 2.9 3 3.5
4 3.5 4 4.0
5 3.9 5 4.7
6 4.4 6 5.3
7 4.7 7 5.8
8 5.3 8 6.3
9 5.8 9 6.8

10 6.7 10 7.5

Figure 3. The cost indices of RC, TR, and DC for different rates of non-conformance.

Several other test runs were performed using tabu search. A comparison was made
between the findings of the current study and benchmark analysis. The findings of these
comparisons are provided in Figures 4–6. The horizontal axis of each figure provides
10 randomly selected instances of the NP-hard problem while the vertical axis provides the
solutions. Each instance of the problem was executed 10 times to gain statistical confidence.

Several observations can be made from these illustrations. First, by increasing the
number of iterations, the deviation in the results of different instances is minimized. In
other words, the curves become flatter as the number of iterations increases. Secondly,
the results obtained using our approach are somewhat better than those obtained in Lee
et al. [74] but are inadequate than the results reported by Liao et al. [65]. The current study
results can be taken as a trade-off measure of the established results in literature.

A comparison is also offered to examine the robustness of SA solution approach. A
comparison of obtained results is presented with the benchmark findings [34] by consider-
ing two problem sizes. These problem sizes are obtained by multiplying the number of
transportations, cross-dock, delivery nodes, and the fleet of vehicles. The problem sizes
of 5 × 10 × 30 × 2 and 5 × 15 × 30 × 3 is used. Five annealing cooling rates have been
considered within each problem size, i.e., 0.20, 0.45, 0.65, 0.85, and 0.95.
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Figure 4. The comparison of obtained results with published data (10 iterations and 10 instances).

Figure 5. The comparison of obtained results with published data (30 iterations and 10 problem instances).

The findings are provided in Table 11. The results obtained in [34] for small cooling
rates are computationally more efficient than our findings, however, for advanced cooling
rates (0.85 and 0.95), the current results are attained in relatively less computation time.
In other words, the obtained results are more robust when there is a drop in annealing
temperature. For assessment of GHG emissions, an estimate can be established considering
the distance-based formulation from DEFRA (2019) [76]:

GHG emissions = total distance in km × fuel per km × fuel conversion factor

DEFRA takes the relative CO2/km performance of the European Environment Agency
(EEA) CO2 monitoring database source as the payload capacity information. For the
present study, a fuel conversion factor of 2.687 kg/l for diesel is taken from the DEFRA
report (2019) [76]. For the presented model, the meta-heuristic simulations predicted an
average fuel cost of US$250 between node i and j under the assumption that all trucks have
the same engine capacity other dynamic performance parameters. By assuming a fixed
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price of diesel (1 L = $US1.4) and taking an average distance of 12 km per liter for standard
3.5-ton light vehicle goods, the estimated environmental emissions are:

Figure 6. The comparison of obtained results with published data (50 iterations and 10 problem instances).

Table 11. Comparison of SA based obtained results with Jayaraman et al. [34].

Size Cooling Rate Jayaraman et al. [34] Current Findings

5 × 10 × 30 × 2

0.20 0.016 0.018
0.45 0.026 0.029
0.65 0.048 0.049
0.85 0.132 0.123
0.95 0.376 0.354

5 × 15 × 30 × 3

0.20 0.022 0.025
0.45 0.030 0.037
0.65 0.066 0.069
0.85 0.158 0.153
0.95 0.498 0.487

In Table 12, a comparison of the predicted GHG emission per km and the DEFRA
established emissions show a good corroboration. The percent difference between the
predicted and actual established total emissions is found to be 5.55, which indicates the
conformance of the mathematical model and meta-heuristic studies. Overall, the proposed
methodology presents a good guideline for determining an optimal solution for sustainable
vehicle routing problems considering the economic and environmental impacts.

Table 12. Estimated guideline for GHG emissions.

Total Distance (km) Fuel per km Fuel Conversion Factor [76]

250 × 1.4 1.4/12 kg CO2e kg CH4 kg N2O
2160 0.11667 2.68697 0.00030 0.03425

Model based predicted GHG Emissions per km
kg CO2e kg CH4 kg N2O Total (kg)
0.31348 0.00004 0.00400 0.31751

DEFRA, Table 19 [75], GHG emissions per km for 3.5-t Goods Transportation Vans
0.26400 0.00001 0.00185 0.26200

% difference (Simulation predicted values—DEFRA estimated values)
4.95 0.00 0.21 5.55
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6.1. Sensitivity Analysis

The presented model is based on CLSC network design in the presence of product
non-conformance subject to capacity and loading constraints. This sub-section offers an
insight into the effect of different model parameters on the sensitivity of various decision
aspects of a CLSC network. Figure 7a–d presents the results of sensitivity analysis of
various performance indices of the network. Figure 7a shows the impact of an increase in
the level of conformance (α) on the number of delivered/returned products. When α = 0,
it means that all transported products are failed during the transit. Such failure can be
attributed to reasons such as imperfect refrigeration and road conditions etc. Thus, all
products are returned, and none are delivered. As the level of conformance increases,
the quantity of conforming products delivered increases and the returned products level
diminishes. A trade-off is beneficial for managers to balance the quantity of delivered and
returned products.

Figure 7. (a) relationship between change in the level of conformance and quantity delivered/returned, (b) relationship
between the loading capacity and the number of trucks, (c) relationship between the capacity at supply node and customer
satisfaction and (d) relationship between the capacity at supply node, level of conformance and number of supply nodes.

A homogeneous fleet of trucks was used in the CLSC network design. It is imperative
to examine how the model reacts towards changes in the capacity of trucks. In this regard,
Figure 7b presents a relationship between a percent increase in the truck capacity on
the number of trucks used. The 100% LC refers to the initial truck capacity. It can be
observed that a straightforward relationship between these two aspects does not exist,
rather a reduction in the number of trucks occurs after a certain level of increase in the
loading capacity of trucks. Under the current circumstances, it is not feasible to increase
the loading capacity of trucks from 100%, 130%, 160% and 180% to 120%, 150%, 170% and
190%, respectively as it will not help in reducing the number of trucks. Thus, although
managers may invest in bigger trucks in certain cases, such decisions may not payback and
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are non-viable. A viable option will be to increase the loading capacity from 120%, 150%,
170% and 190% to 130%, 160%, 180% and 200%, respectively. In these cases, the number of
vehicles can be reduced while meeting the required level of demand.

The satisfaction of customers is an integral part of an efficient supply chain network
design. It can be measured in terms of high-quality delivery, and responsiveness, etc. It can
also be measured in terms of the level of products delivered to customers. To demonstrate
this aspect, constraints (7) and (12) were relaxed so that the demand and truck capacity
constraints are omitted. Following this, initially, the number of available supply nodes
was restricted to 4, i.e., I = 4. A comparison was drawn between the capacity levels at
node i and the customer satisfaction i.e., the number of products delivered. Figure 7c
provides the relationship between the decrease in capacity at node i and the percent change
in customer satisfaction. It is worth noticing that the data point of 100% on either axis
refers to the baseline data when the constraints are not relaxed. It can be observed that as
the capacity level at the nodes decreases, customer satisfaction decreases at a faster rate. It
is because that portion of the transported products are non-conforming and are returned.
Thus, not all the units at supply node i are delivered and hence a relatively sharp decline
in customer satisfaction is observed. Thus, the level of conformance and non-conformance
affects customer satisfaction. To further investigate this aspect, the model was re-run by
using three different values i.e., 0.8, 0.6, and 0.4. The relevant results are provided in Figure
7d. The main difference between the analysis in Figure 7c and d is that the latter is based
on demand fulfilment constraints. The results indicate that a reduction in the number of
supply nodes is observed as the capacity at node i increases. Further, a higher number of
supply nodes are needed when the rate of conformance decreases. This is logical because
a lower conformance means that a higher quantity is returned, and thus more product
units are to be sent to meet the level of demand at the destination. Hence, a higher number
of supply nodes will be needed to accommodate such higher product quantities in the
presence of capacity constraints.

6.2. Managerial Implications

The CLSC network designs have offered an opportunity for practitioners to reduce
the carbon footprints and retrieve products back from the customers. This study offers
the following guidelines for managers and practitioners working in the relevant industry.
In the presence of higher non-conformance, the return route cost increases. Thus, either
the conformance of products is to be ensured by using high quality products through
adequate refrigeration or the return route is to be properly designed. One way to do this is
by opening a refurbishing plant close to the customer locations so that the return distance
can be reduced.

Managers are always interested in reducing the overall cost of the network. It can be
reduced by using a limited number of trucks by expanding the loading capacity of trucks.
However, the current findings inform that not all expansion decisions are viable, as in some
cases, minor expansion in capacity does not reduce the number of trucks. This will offer an
opportunity for managers in deciding when and to what extent an investment decision in
larger trucks should be made. Lastly, a relationship was established between the capacity
at the supply node and customer satisfaction. In some cases, higher capacity levels may be
needed to ensure higher customer satisfaction.

7. Conclusions

This study analyzed a CLSCCD problem for optimizing the objective of cost which
comprised of costs related to production, transportation, handling, penalty, and the cost
of the product return. Two flow types, i.e., forward and return flows were considered
as part of the analysis by considering the non-conformance of products. A mathematical
model and two heuristic approaches were adapted to analyze the problem. The branch-
and-bound method was used for small problem instances whereas meta-heuristics were
used for higher-order problem sizes. The analysis was presented by using parameter
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tuning, benchmark experiments, and a lower bound approach. A comparison between
Tabu search and Simulated Annealing proved that the latter was a computationally efficient
and robust measurement approach due to an initial heuristic embedded with it for refining
the solutions.

A higher rate of conformance of product delivery can enhance customer satisfaction.
It can be ensured by employing perfect refrigeration conditions and monitoring the road
conditions. Similarly, attention needs to be paid to the capacity expansion of trucks and its
impact on the number of trucks used. Not all expansion decisions are viable in reducing
the number of trucks. However, it is pertinent to reduce the number of trucks in transit to
reduce emissions.

Since an indirect measure was used to analyze the product quality, therefore, there is
a dearth of using a direct measure to capture the quality of products during transit. Future
research can define a dedicated objective function that defines the quality of in-transit
products subject to imperfect refrigeration. This study made assumptions regarding the
traveling distance, the capacity of trucks, fuel efficiency, and environmental impacts. It
was assumed that the unit distance cost is the same for all routes, loading capacity is same
for all trucks as well as for all nodes. Future research can relax these assumptions by
considering variable distance cost and variable capacity of a truck for different routes. The
presented model was deterministic with respect to the behavior of different aspects of the
analysis. It will be interesting to formulate a robust variant of this model by considering
stochastic aspects. Such practice will help in comparing the deterministic and stochastic
behavior of various input parameters to consider a more informed decision. The initial
heuristic embedded SA outperformed the Tabu search approach. Future research may
embed an initial heuristic with Tabu search to understand how well it performs subject
to modifications. Similarly, the discussion can be extended by comparing the results of
meta-heuristics with other methods, such as genetic algorithms and the Petri-net approach.

The proposed modeling and simulation approach can be used for strategic and op-
erational decisions in the supply chain, for instance, designing the sustainable network
configuration, resource management, and optimal routing to reduce the GHG emissions.
The mathematical model and meta-heuristic algorithms can be extended by incorporating
other complicated objectives simultaneously, such as vehicle fuel efficiency parameters,
traffic condition of a road network, and availability of alternate vehicles.
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Nomenclature

Indices
i set of supply nodes i = {1, 2, . . . I}
j set of customer locations j = {1, 2, . . . J}
k set of cross docking nodes k = {1, 2, . . . K}
Parameters
W number of available homogeneous trucks
dxik distance between supply and cross docking nodes
dykj distance between cross docking and delivery nodes
dzji distance between delivery and supply nodes
LC loading capacity of a truck
α rate of conforming products delivered
cd unit cost of distance travelled (considering fuel cost only with fixed environmental impacts)
ch unit handling cost at cross docking point
cp penelty cost pre unit defective product
cr unit cost of returned product
cm per unit manufacturing cost
Dj demand of product at customer location j
mx max. capacity of product at node i
Decision variables
NXik 1, if goods are transhipped from node i to crossdock k, otherwise 0
MXkj 1, if goods are delivered to customer node j from crossdock k, otherwise 0
RXji 1, if goods are returned from node j to node i, otherwise 0
QPik number of transhipped products between i and cross dock k
FPkj number of products delivered to customers
PRji number of returned products
NWik number of track used between i and k
MWkj number of track used between k and j
TWji number of track used between j and i
TR total cost of transhippment (with fixed environmental impacts)
DC total cost of delivery (with fixed environmental impacts)
RC total cost of return (with fixed environmental impacts)
HC total cost of holding (with fixed environmental impacts)
TC total cost of logistic network (with fixed environmental impacts)

References
1. Suryaningtyas, D.; Sudiro, A.; Eka, T.A.; Dodi, I.W. Organizational resilience and organizational performance: Examining the

mediating roles of resilient leadership and organizational culture. Acad. Strateg. Manag. J. 2019, 18, 1–7.
2. Drobyazko, S.; Okulich-Kazarin, V.; Rogovyi, A.; Goltvenko, O.; Marova, S. Factors of influence on the sustainable development

in the strategy management of corporations. Acad. Strateg. Manag. J. 2019, 18, 1–5.
3. Zhang, L.; Wang, J.; You, J. Consumer environmental awareness and channel coordination with two substitutable products. Eur. J.

Oper. Res. 2015, 241, 63–73. [CrossRef]
4. Suzuki, Y. A new truck-routing approach for reducing fuel consumption and pollutants emission. Transp. Res. Part D Transp.

Environ. 2011, 16, 73–77. [CrossRef]
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Abstract: Sustainability is one of the world’s fundamental objectives, and a wide variety of infor-
mation types, parameters, and uncertainties need to be appraised and managed to assess it. In
the present paper, Multi-Criteria Decision Analysis (MCDA) is used to prioritise the criteria of
sustainable development based on regularly published indicators. In line with most approaches
in the literature, the main criteria are Economy, Society and Environment. Complex criteria are
decomposed into subcriteria until the performance with respect to them can be measured directly.
Weights of importance are calculated by the Analytic Hierarchy Process (AHP), in decision support
system PriEsT. The model is flexible to both the modification of criteria and re-weighting, and the
PriEsT file is supplemented to the paper. Moreover, the results can also be applied in decisions on
resource allocation. The proposed methodology has the potential of resulting in a new compos-
ite index to measure, compare or rank countries and regions regarding sustainable development
or one of its subcriteria, as well as to track, year by year, the improvements or the impact of the
policies introduced.

Keywords: sustainable development; indicators; multi-criteria decision making; analytic hierarchy
process; PriEsT

1. Introduction

Sustainability is essential for a straightforward reason: the quality of life and the
Earth’s ecosystems’ prosperity cannot be maintained if it is not addressed. Therefore, sus-
tainability is one of the world’s fundamental objectives, driving the vision and establishing
the policies and treaties for sustainable development worldwide. Governments must act
responsibly and embrace the ethical aspects of evolution, and policies must address the
tension between the pursuit of endless economic growth and sustainable development.

1.1. Historical Overview

The first document that tackled the subject is the Club Rome’s Report published in
1972, which had a powerful impact on the concept of economic development. The report [1]
revealed the results of a research group obtained using a mathematical model built on
the theory of dynamic systems known as World3. It presented the conflict between the
unlimited growth and consumption and the limited resources of the Earth and therefore
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drew the attention of researchers, politicians, and governmental institutions. Consequently,
high political level meetings were organised worldwide, agreements and treaties were
signed, several research papers were published, and research institutions and universities
hosted an increased number of scientific conferences and events. In 2000, the declaration
on promoting sustainability science [2] was adopted.

The Living Planet Report [3] highlights the continuous decline of the living planet
index/indicators and claims, “World leaders must take urgent action to protect and restore
nature as the foundation for a healthy society and thriving economy” [3] (p. 5).

In 2015, the post-2015 development agenda was adopted by more than 150 world
leaders who participated in the UN Sustainable Development Summit organised at the UN
headquarters in New York. The outcome of the Summit was entitled “Transforming our
world: the 2030 Agenda for Sustainable Development” [4], and it came officially into force
on 1 January 2016. The Agenda became a support for the international community to pro-
mote prosperity and well-being for the next period and achieve sustainable development
by 2030. It comprises 17 SD Goals and 169 targets to be achieved until 2030 and must be
applied by all countries worldwide.

In 2019, the first quadrennial report “The Future is Now: Science for Achieving
Sustainable Development” [5] was published bearing the vital component of the follow-
up and review process of the 2030 Agenda, as Member States decided in the Ministerial
Declaration of the High-Level Political Forum in 2016 on sustainable development [6].

At the Paris Climate Conference (COP21) in December 2015, the first universal agree-
ment on global climate change [7] was adopted. It entered into force on 4 November 2016.

The Sustainable Development Goals (SDGs) and the Paris Agreement present a new
global consensus on sustainable development. “A life of dignity for all within the planet’s
limits and reconciling economic efficiency, social inclusion and environmental responsibility
is at the essence of sustainable development” [8].

In almost 50 years after the publication of the Club Rome’s Report, many definitions
of sustainable development were articulated. According to Faber et al., the “definitions
of sustainability show conceptual developments”. The authors of [9] identified about
50 definitions and circumscriptions of sustainability and consequently created a conceptual
framework. Nevertheless, it must not be forgotten that Carsons’ book, “Silent Spring”,
published in 1962 [10], started the discussions on sustainability before using the term
“sustainability”. Coomers’ sustainable society “is one that lives within the self-perpetuating
limits of its environment . . . is not a non-growth society. It is, rather, a society that
recognises the limits of growth . . . a society that looks for alternative ways of growing” [11].
According to Faber [9], “Coomer attributes explicit limits to a sustainable society that is
aimed at, his approach is labelled absolute”.

Different definitions of sustainable development are presented in the book of Ru-
men Gechev [12]; a comparative analysis of the emerging definitions was published by
Ciegis [13]; and the evolution of the concept of sustainable development, and EU strate-
gies were presented in a paper published in 2011 [14]. Moreover, a study on the history
and chronological overview of the concept’s meaning was published in 2018 [15] and
a literature review on sustainable development was published in 2019 [16]. Although
formulated differently, all these definitions have some common ideas, and they refer to
some extent to surviving and assuring needs in the long run. It is well known that sustain-
able development focuses on ensuring economic, human, and environmental well-being.
Different approximations define the notion of sustainability in a weak sense and a strong
one, respectively.

According to Coomer [11], “the sustainable society recognises that there is one primary
environment—the physical environment—within which all other environments function.
All other environments—political, social, economic, to name three major ones—exist
within and act upon the primary environment”. It can be considered that sustainable
development intends to harmonize the realization of economic growth and environmental
concerns simultaneously.
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In 1987, the “Brundtland Report” [17] was published by the World Commission on
Environment and Development (WCED), also known as “Our Common Future” (WCED,
1987). G.H. Brundtland, a year after the Chernobyl disaster, formulated a definition of
sustainable development, one that has become widely known. “Sustainable development
is a development that meets the needs of the present without compromising the ability of
future generations to meet their own needs” [17] (p. 41). The Report pleads for reconcilia-
tion between economy and the environment. “Strategy for sustainable development is the
need to integrate economic and ecological considerations in decision making . . . economic
and ecological concerns are not necessarily in opposition” [17] (p. 55).

1.2. The Multi-Criteria Nature of Sustainable Development

From the analysed literature, the authors highlight Barbier’s definition from 1987 [18],
which assessed sustainable development as “simultaneous maximization” of the objectives
of the biological system (genetic diversity, biological productivity, flexibility), the objectives
of the economic system (satisfying basic needs, equity increase, growth in goods and
services) and the objectives of the social system (cultural diversity, institutional durability,
social equity). Munda [19] (p. 954) noted that Barbier’s definition “correctly points out that
sustainable development is a multi-dimensional concept”.

The need for weighting is highlighted by Prescott-Allen [20]. According to Munda,
“sustainability management and planning is essentially a conflict analysis”, a “tool for
conflict management” [19] (p. 956), and the multi-criteria evaluation, multi-criteria decision
method (MCDM) is a suitable tool due to its flexibility and ease to enable dialogue between
stakeholders, analysts, and scientists [19] (p. 957). Thus, when analysing sustainable
development, the relations between the economic, social, and environmental dimensions
should be taken into consideration and treated as an integrative whole. In this respect,
according to Ciegis et al. [13], “a hierarchical framework with coherent sustainability logic
is needed”.

The Analytic Hierarchy Process (AHP) [21] is undoubtedly among the most often
applied multi-criteria decision methods, permitting to model a complex problem in a
hierarchical structure showing the relationships between the goal, criteria-objectives, sub-
criteria and alternatives, giving in this way a general overview of the problem for decision
makers. Moreover, it is probably the easiest, among multi-criteria decision models (e.g.,
PROMETHEE, ELECTRE, TOPSIS [22]), to communicate to both experts and non-experts,
since the hierarchical system of criteria follows the structure of many other well-known
analogies (categorisation, organisation), and the weighting by pairwise comparisons is
likewise reasonable. Therefore, a significant advantage of using AHP is that the end-
users (decision-makers) do not necessarily need to go into the mathematical details of
the calculations.

According to Prescott-Allen, “No country is sustainable or even close to sustain-
ability” [20] (p. 107), thus, tools, methods are needed to assist and achieve sustainable
development. Therefore, creating a sustainable development framework using publicly
available databases presents an efficient way to monitor progress on national, regional, and
international levels, because it enables identifying the barriers towards progress quickly
and addressing them through dedicated policies.

1.3. The Outline of the Paper

This paper aims to give a method and methodology to prioritise the criteria and
determine the strategic objectives for sustainable development. Hence, the paper intends to
identify a suitable method to rank the criteria with the highest overall impact on sustainable
development, thus providing an action plan of priorities.

The present study focuses on the following research questions:

• How can policymakers identify the criteria with the highest overall impact on the
efficient implementation of sustainable development?

• How can sustainable development be inserted into policy and resource allocation?
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• What is the potential of a weighted system of criteria in the assessment concerning
sustainable development?

This paper presents a general, complex, five-level hierarchical criteria system to anal-
yse the economic, social and environmental pillars’ (subsystems’) impact on sustainable
development. The authors focus on applying the AHP on strategic level decision-making,
and on the prioritisation and ranking of criteria with the highest overall impact to imple-
ment sustainable development successfully.

The effectiveness of sustainable development policies must be measured in their multi-
objective and multi-level complexity, considering all pillars. Therefore, the authors use a
Multi-Criteria Decision-Making (MCDM) approach, applying the AHP to explore different
scenarios, evaluate the outcomes of prioritisation and select the strategic objectives of
sustainable development. Furthermore, the framework permits to analyse all hypothetical
scenarios’ effects on all pillars (subsystems). The method serves as a useful instrument for
policymakers giving a solid, scientific base for the decision-making and optimal resource
allocation. For decision-making the authors use the Priority Estimation Tool, PriEsT [23].
The strategic objectives from the authors’ point of view are considered to be the criteria
with the highest overall impact on the efficient implementation of sustainable development.

The article is organised as follows: Section 2, specifically Section 2.1, presents a
historical review of the sustainability indicators having a significant role in evaluating and
determining whether a region or a country is heading in a sustainable direction, while
Section 2.2 presents a critical review of the literature to prove that the multi-criteria decision
methodology, especially AHP, is a suitable tool for the sustainability policy problems.
Section 3 describes the AHP method, the PriEsT software and data used. Section 4 presents
the authors’ results, the multi-criteria framework to analyse, organise and prioritise the
criteria, and concludes and raises the question of evaluation concerning each criterion and
the scenarios, the numerical results being obtained with PriEsT. Section 5 concludes with an
emphasis on the need for sophisticated assessment methodologies concerning the criteria.

2. Literature Review
2.1. Sustainable Development Indicators

The significant role of indicators to help countries make the right decisions regarding
sustainable development was recognized in 1992 at the UN Conference, having the topic
“Environment and Development” organized in Rio de Janeiro. The conference resulted in
an action plan entitled “Agenda 21” [24]. The Commission on Sustainable Development
(CSD) created the first two sets of indicators between 1994 and 2001. The third, revised
set of sustainable development indicators to measure progress in achieving sustainable
development, including the MDGs, was published in 2007 [25].

In 2002, the OECD published a comparative analysis of the sustainable development
indicators elaborated by different International Institutions [26] (p. 51). These indicators
are generally enrolled in social, environmental, economic and institutional dimensions.

In 2004, a study on the development and usage of sustainable development indicators
(SDIs) in the EU Member States was issued [27]. In 2006, the European Council adopted
the renewed EU sustainable development strategy, which contoured how sustainable
development indicators will monitor the implementation. In 2007, a study covering
the sets of SDIs used by countries to control the National Reform Programmes and SD
strategies was published [28]. In 2005 the joint UNECE/OECD/Eurostat Working Group
on Statistics for SD (WGSSD) was founded with the aim to develop a conceptual framework
for measuring sustainable development. The first Report was published in 2009 [29]. As the
basis for measuring sustainability, it had capital at its centre—economic, natural, human
and social capital [29] (p. 2). The next framework with recommended indicators appeared
in 2013. The suggested SDIs are used for international comparisons and are defined on
three dimensions: human well-being (“here and now”), capital (“later”), transboundary
impacts (“elsewhere”) [30]. Some characteristics of the analysed frameworks are presented
in Appendix A.
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Sustainable development is generally built upon the three-pillar concept. In the
literature, other structures can be identified as well, for example the reference framework
for sustainable cities (RFSC) [31], which relies on five dimensions (spatial, governance,
social, economic (green growth, circular economy, innovation, cooperation, sustainable
production, and consumption), and environmental) and 30 objectives for the European
vision of tomorrow’s cities. According to Prescott-Allen [20], “sustainability” is “the
good life”; thus, he considered it as a combination of human and ecosystem wellbeing
and published a dual wellbeing assessment framework in the book [20], which contains
indicators and the Barometer of Sustainability.

The SDIs sets are the result of “rigorous consultation inside and outside government to
ensure that different perspectives on sustainable development are taken into account” [29]
(p. 29).

According to Pupphachai and Zuidema [32], sustainable indicators “have the potential
to support adaptive processes of learning-by-doing on the path towards sustainable devel-
opment”. It can be done through active management, which requires indicators to be easily
accessible and understandable. Moreover, they state that “it is advisable to develop well-
categorized online databases that are supported by search engines, explanatory reports”.

The role, the importance of SDIs, the characteristics of “good” and “effective” indica-
tors is presented in the paper published by Garrett [33]. According to them “the creation of
good sustainability indicators can greatly aid policy and management decision making”.

At present, the 2030 Agenda for Sustainable Development with 17 SDGs is the univer-
sal standard for development [34].

The evaluation procedure of the progress toward sustainability has to follow scientific
methods, which require indicators. Measurement methods, the elaboration of a set of multi-
dimensional indicators are needed to evaluate and determine whether a region or a country
is heading toward a sustainable direction. The results depend on the quality of information
available, the choice of indicators and the relative importance of used indicators—if they
have the same significance or weighted—mathematical aggregation—pairwise comparison
and ranking in a complete pre-order [35].

Agenda 21 stipulates the necessity for all the countries to be concerned with elab-
orating and identifying indicators for sustainable development that may assure a solid
foundation for decisions at all levels for a particular country’s general and socio-economic
evolution. It has been suggested that such indicators be set at a regional, national, and
global level.

Indicators are used to obtain a simplified, consistent, reasonable, and multi-dimensional
view of sustainability and sustainable development. Therefore, through the quantitative
aggregation of many indicators, indexes are defined, which are crucial to monitor sus-
tainability progress. The identification of the collection of the most suitable indicators
and indexes is the most critical, decisive procedure for decision making. “The quality of
decisions, the result of the application of the exact method to support the decision will
always depend on the quality of the input data” [36]. Creating an appropriate conceptual
framework with the corresponding indicators is mainly dependent on the purpose to
be served.

Faber et al. [9] elaborated a conceptual framework to examine the lists of indica-
tors for sustainability, “the practical application of sustainability”. The authors analysed
the indicator lists chronologically (from 1995 to 2003) and identified the developments.
“Both entity and construct-oriented indicator lists developed over time from an absolute
to a relative approach towards sustainability. Whereas the construct-oriented indicator
lists hold on to a static approach, the entity-oriented lists adopted a dynamic approach
regarding sustainability”.

How to get closer to sustainable economic development? There are huge differences
between the socio-economic and national level within the UN countries, and there are
inequalities at the regional and local levels. Thus, to implement sustainable development
goals, global policies cannot be applied; particularities at the national, regional, and local
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levels must be considered. Therefore, to reach the SDGs, strategies need to be formulated.
“Biodiversity conservation is more than an ethical commitment for humanity: it is a non-
negotiable and strategic investment to preserve our health, wealth and security” [3].

A thorough analysis, a real evaluation of the situation, and the needs became necessary
to identify adequate policies with the maximal overall SD impact. This procedure asks for
scientific-based treatment, and therefore, MCDM is acknowledged as an efficient tool.

According to Bonissone et al. [37], MCDM “is the conjunction of three components:
search, preference trade-offs, and interactive visualisation”. Policymaking, strategic plan-
ning and general problems that ask for multi-criteria decisions are unstructured. According
to Moshkovich et al., using decision-making methods to not well formulated problems
“should be to help the decision-maker to structure the problem (form a set of alternatives
and elaborate a set of relevant criteria) and work out a consistent policy for evaluating,
comparing multiple criteria alternatives” [38] (p. 607).

2.2. Multi-Criteria Decision Analysis for Sustainable Development

Due to the rapidly evolving world, decision-making is more complex than ever.
Therefore, to assess sustainability, various information types, parameters, and uncertainties
need to be appraised and managed.

The introduction of exact decision-making methods is essential since, in its absence,
managers and policymakers cannot make rational decisions [36]. The scientific literature
analyses the efficiency of intuition-based decision-making [39] and recognises that a data-
based decision is required in the case of complex problems. In instances where “stakes are
extremely high, human perceptions and judgments are involved and whose solutions have
long term repercussions” are enrolled in the strategic level decision-making category and
demand a scientific-based approach for solutions [40].

According to Munda [19,41] (p. 1240) Multi-Criteria Decision Analysis is an ad-
equate approach toward sustainability issues, being an efficient tool “to implement a
multi/interdisciplinary approach”. Munda used in this respect theoretical arguments,
practical experience, and examples of “good practice”.

A critical literature review revealed that multi-criteria evaluation proved its usefulness
in many different management and sustainability policy problems.

The Multi-Criteria Decision Making (MCDM) methods [22], and especially the Ana-
lytic Hierarchy Process (AHP), have been used in connection with sustainable development
in many different fields, for instance, in the mining industry [42–44] in agriculture [45],
in electricity generation [46], in flooring systems [47], in strategic planning, and man-
agement of companies [48], in the reuse of the industrial heritage [49], in environmental
problems [50,51], in smart city [52], in energy management [53,54] and in well-being [55].

A multi-criteria approach was used by Nijkamp and Vindigni [56] to study integrated
assessment procedures for evaluating the effectiveness of agri-environmental policy strate-
gies. Akgün et al. [57] published a multi-criteria approach of regional sustainable resource
policy. A systematic review [58] of the literature on using multi-criteria analysis in a
sustainable development context was published in 2019.

Dos Santos et al. (2019) [59] focuses on the applications of the AHP in sustainable de-
velopment and finds manufacturing, urban/public, business, construction, and energy the
most frequent areas of applications. Cinelli et al. [60] in the paper published in 2014 anal-
ysed the performance of AHP method in respect to “ten crucial criteria that sustainability
assessments tools should satisfy: scientific soundness (use of qualitative and quantitative
data, life cycle perspective, weights typology, threshold values, compensation degree,
uncertainty treatment/sensitivity analysis, robustness); feasibility (software support and
feasibility, ease of use) and utility (learning dimension)”. Recently applications of the AHP
method in the selection of production project based on sustainable development [21] and
in sustainable rural development [61] were published.

The survey of Vaidyaa and Kumar [62] presents an analysis of 150 scientific paper
and group the applications by theme (selection, evaluation, benefit-cost analysis, allo-
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cations, planning and development, priority and ranking, decision making); by specific
applications (in forecasting, medicine, and related fields); and applications combined with
other methodology (AHP applied with Quality Function, Deployment (QFD)). The areas of
applications of the analysed research papers are personal, social, manufacturing, political,
engineering, education, industry, and government.

AHP is undoubtedly among the most often applied multi-criteria decision models.
A short survey of surveys on applications and case studies can be found in the following
papers: [21,63–65]. Forman and Gass [66] published a study on the history, development,
and an overview of AHP applications in different areas, such as choice, ranking, prioritisa-
tion/evaluation, resource allocation, benchmarking, quality management, public policy,
health care, strategic planning. Strategic level decision-making problems in business,
defence, and governance are presented in the book of Navneet and Kanwal [40].

To strengthen the credibility and authenticity, and real-life connection of the pairwise
comparison, interdisciplinary groups of specialists should be formed, and citizens should be
involved in the decision-making process. The versatile nature of AHP is examined in some
cases, considering that the method enables researchers to arrange different alternatives
based on the decisions’ requirements.

Professional computer application software is required to apply AHP in complex
situations. The decision support system Expert Choice [67] was applied in most of the
literature reviewed above. It is, however, to be noted that, the authors of this paper applied
PriEsT [23].

3. Materials and Methods
3.1. Analytic Hierarchy Process (AHP)

The methodology of the Analytic Hierarchy Process (AHP) [68] builds on (i) structur-
ing and decomposing the goal; (ii) applying pairwise comparisons to quantify the priorities.
Two of the first reported applications of the hierarchical structure of criteria, also known as
the tree of criteria, are the multi-attribute decision model PATTERN (Planning Assistance
Through Technical Evaluation of Relevance Numbers) Alderson [69], and Reverse Factor
Analysis [70]. Pairwise comparisons in preference modelling can be traced back to Llull, a
13th-century polymath [71].

Pairwise comparison on a ratio scale shows how many times a criterion (alternative)
is more important (better) than the other one. An n × n pairwise comparison matrix
A =

[
aij
]
, i, j = 1, . . . , n consists of the numerical answers (which are often converted from

verbal responses) to these questions, where reciprocity aij = 1/aji is assumed. A pairwise
comparison matrix is called consistent if cardinal transitivity holds, i.e., aij·ajk = aik for all
i, j, k. Otherwise, the matrix is inconsistent. The decision maker is not at all supposed to
provide consistent pairwise comparison matrices, and this flexibility is one of the reasons
why AHP has been often applied in a wide range of decision problems.

Once a pairwise comparison matrix is filled in, the goal is to find a positive weight
vector w = (w1, w2, . . . , wn), so that the ratios wi/wj are close to the estimations aij given
by the decision-maker in some specified sense. Saaty [68] proposed the eigenvector method
for the calculation of priorities from the pairwise comparison matrix. The weight vector w
is calculated from the eigenvalue-eigenvector equation:

A·w = λmax·w, (1)

where λmax denotes the maximal eigenvalue of A.
Since the eigenvector can be computed for pairwise comparison matrices with arbitrar-

ily high inconsistency, several inconsistency indices have been proposed (i) to detect if the
matrix is not acceptable for further calculations, and (ii) to localize the primary sources of
inconsistency and involve the decision-maker to revise those critical matrix elements [72].
Saaty [68] introduced the following inconsistency index:

CR = (λmax − n)/(Λ− n), (2)
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where Λ denotes the average of randomly generated pairwise comparison matrices’
maximal eigenvalues. Saaty suggested the threshold CR ≤ 0.1 (ten percent rule) of
acceptable inconsistency.

The hierarchical structure makes the system of criteria structured and transparent and
enables the decision-makers to handle global and local weights of importance. A criterion
is called a leaf criterion if it has no subcriteria, otherwise it is called parent criterion. Global
weights (abbreviated with G) of all the leaf criteria sum up to 1, and they show their shares
within the whole list of leaf criteria. Local weights (abbreviated with L) show the relative
importance of criteria directly below a parent (not leaf) criteria; in other words, the relative
weights of a criterion’s subcriteria. Both the global and the local weights of the goal (the
root of the tree) sum up to 100%, and both the global and local weights of the main criteria
coincide. An illustrative example is given in Appendix B.

The Priority Estimation Tool (PriEsT) [23] was used to obtain numerical results for
decision-making. The choice is supported by the facts that (i) it has no size limitation of
the tree, (ii) the eigenvector method can be chosen for the calculation of weights from a
pairwise comparison matrix, (iii) it is portable, runs without installation, (iv) it is free, (v)
finally it is indeed easy to download and use without registration (even on a mobile). The
PriEsT file and authors’ short manual on running the PriEsT application are attached to
this paper (Supplementary Materials, available under Supplementary Materials); thus, the
reader has full access, including to modify the criteria, re-weight and last but not least, add
other alternatives.

3.2. Data

To build up a hierarchical criteria system of sustainable development, publicly avail-
able reports and databases were used, such as:

• European Innovation Scoreboard (EIS) [73], which gives a comparative assessment
of EU member states’ innovation performance and ranks countries according to four
performance groups.

• The Global Competitiveness Index (GCI) [74], introduced by Sala-i-Martin (2004),
which assigns the economies to development stages, the countries rank is published
annually by the World Economic Forum (WEF), using different indicators grouped
in 12 pillars. The 2018 edition introduces the new Global Competitiveness Index 4.0.,
which sheds light on an emerging set of drivers of productivity and long-term growth
in the era of the Fourth Industrial Revolution.

• The Global Information Technology Report 2013 is a project within the framework of
WEF and INSEAD, which publishes the Network Readiness Index (NRI) [75,76]. NRI
2020 is the second edition of NRI renewed model using 60 variables grouped in four
pillars: technology, people, governance, impact.

• The Global Innovation Index (GII) [77] published by INSEAD and WIPO and measures
the economy’s innovation performance since 2007.

• The Sustainable Development Report (SDR) [34], formerly the SDG Index & Dash-
boards, includes 115 indicators in 2020. It assesses worldwide the countries’ achieve-
ments on the Sustainable Development Goals performance. The latest SD report was
elaborated considering Covid-19, the pandemic having huge implications on progress
towards SDGs.

• The eco-innovation scoreboard (Eco-IS) [78] published since 2010 by European Com-
mission (EC), measures and compares the eco-innovation performance of EU Mem-
ber States and facilitates the transition process of member states to the green econ-
omy. Applying 16 indicators grouped by five dimensions: eco-innovation input,
eco-innovation activities, eco-innovation output, resource efficiency outcomes and
socio-economic outcomes “aims to promote a holistic view on economic, environmen-
tal and social performance”.

• The Integrated Coastal Zone Management (ICZM) was defined by the EU and is
planned to promote and monitor the sustainable management of coastal zones. The
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set of 54 of indicators “measures the general state of the coast and the general trend
towards, or away from, sustainability” [79].

• The EC defined a set of indicators grouped into three categories: sustainable resource
management, societal behaviour and business operations. They measure “perfor-
mance in several areas that directly or indirectly contribute to the Circular Economy
development” [80].

• The Global Entrepreneurship Monitor (GEM) is published since 1999 and “carries out
survey-based research on entrepreneurship and entrepreneurship ecosystems around
the world”. The GEM presents data on necessity (entrepreneurs may be pushed
to start their business because they have no other work options and need a source
of income)—and opportunity (entrepreneurs who recognise market opportunities)—
driven entrepreneurship [81].

• Eurostat, Waste Management Indicators [82].
• World Bank (WB) [83].
• The Global Indicator Framework for the SDGs and targets of the 2030 Agenda for

SD [84].
• Our world in data, which publishes every four years data on the ozone layer [85].
• The Environmental Performance Index (EPI) using 32 performance indicators ranks

countries on environmental health and ecosystem vitality and sustainability issue
performance [86].

• Quality of Air Index (IQAir) [87].
• European Environment Agency (EEA) currently manages 122 indicators. EEA presents

data on the quality and quantity of Europe’s water resources [88].
• Biodiversity Indicators Dashboard published by the NatureServe organization [89].
• The World Energy Balance report published by the International Energy Agency (IEA)

and founded in 1974 [90].
• The Population Stability Index [91].
• The Prosperity Index, published by the Legatum Institute from the UK, developed “as

a practical tool to help identify what specific action needs to be taken to contribute
to strengthening the pathways from poverty to prosperity globally”. It is built upon
12 pillars, on 65 actionable policy areas and 294 indicators [92].

• Environment at a Glance Indicators (OECD) [93].
• The 2020 global Social Progress Index launched in 2014 by Social Progress Imper-

ative. The index uses 50 indicators grouped into three broad dimensions of social
progress [94].

• The Living Planet Report 2020 published by Worldwide Fund (WWF) [3].

In several indices listed above the indicators and their weights are revised regularly.
However, the main criteria and their weights are more or less unchanged. Although the
evaluation methodologies concerning criteria are beyond this paper’s scope, the authors
note that the rules of assessment seem to be more static.

4. Results

In this section, the AHP is applied for the prioritisation to select the strategic objectives
of sustainable development. At first, the procedure of choosing relevant indicators and
their structuring into a hierarchy is described. Then, to quantify the importance, to calculate
the local and global weights and to determine the leaf criteria of the highest global weights,
the construction of pairwise comparison matrices is presented. Moreover, a discussion on
the obtained results is also included.

Thus, the section is organised as follows:
Section 4.1:

# identifying possible indicators
# structuring them into a tree

Section 4.2:
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# filling in pairwise comparison matrices for every parent node
# calculating global weights
# determining the leaf criteria of the highest global weights

Section 4.3:

# discussion

4.1. The Proposed Hierarchical System of Criteria of Sustainable Development

The authors propose a hierarchical criteria system (summarised in Figure 1 with a
further detailed presentation of the selected criteria in Tables 1–5 from Section 4.2) of
sustainable development. The chosen criteria of the multi-criteria framework are indicators
selected from relevant literature. An integrative literature review was employed in this
regard and sets of indicators used to measure sustainable development were consulted
and analysed. Criteria, being too complex for direct evaluation, were divided into specific
subcriteria, and this decomposition stopped when a suitable criterion was reached for
measurement. The indicators were chosen to be feasible and fully representative to cover
the most important aspects of sustainable development. It was a vital standpoint to be
consistently defined, measured across countries, and regularly published by different
institutions in publicly available databases. The authors intended to obtain a continuous
monitoring and measuring possibility of achievements on the implementation of sustain-
able economic development. The proposed hierarchy is sufficiently general and flexible:
criteria can be eliminated or added, and subtrees (e.g., that of Economy) themselves allow
reasonable analysis.

The framework is built upon three main criteria: the economic, social, and environ-
mental sustainability pillars.

In the authors’ framework, the Economic pillar consists of three subcriteria: En-
ablers, Firm Activities, and Output. They accelerate and track the progress to achieve
targets of Sustainable Development Goals (SDGs) such as SDG8 (Decent work & economic
growth), SDG9 (Industry, Innovation & Infrastructure), SDG10 (Reduced inequalities (GINI
Index [95]), and SDG17 (Partnerships for the Goals).

For each subcriterion, sub-subcriteria were formulated which are detailed in the
Tables 1–3. The selected indicators from the reviewed sources monitor and measure the
progress towards a sustainable, innovation-driven economy, a developed knowledge-based
economy, and information society that can manage change [96], use advanced technologies,
and is equipped for the future of production. According to the World Economic Forum
(WEF), the readiness for “the future of production” has a significant role in ensuring
sustainable economic development. “Rapidly emerging technologies—such as the Internet
of Things, artificial intelligence, wearables, robotics, and additive manufacturing—are
spurring the development of new production techniques, business models, and value
chains that will fundamentally transform global production. Both the speed and scope
of change add a layer of complexity to the already challenging task of developing and
implementing industrial strategies that promote productivity and inclusive growth” [97].

The Society pillar is built upon six subcriteria, and 20 sub-subcriteria. When con-
structing the framework for this pillar, the indicators were selected to monitor the progress
in reaching the SDG1, SDG2, SDG3, SDG4, SDG5, SDG6, SDG9, SDG11, SDG15, SDG16
targets as well.

The Environment pillar comprises six subcriteria, and 16 sub-subcriteria correspond-
ing to the hierarchy. When constructing the framework at this pillar, the indicators were
also selected to monitor the progress in reaching the targets: SDG6, SDG7, SDG11, SDG12,
SDG13, SDG14, SDG15.

The subcriteria till the third level are displayed in Figure 1, while at the fourth and
fifth levels (if applicable) are expressed in detail in Tables 1–5. The chosen “indicators” are
defined in the listed sources.
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4.2. The Quantification of the Priorities

The criteria with the highest overall impact on sustainable development in the hierar-
chical system of criteria is identified through the following steps: at first the pairwise com-
parison matrices for every parent node are constructed, then the local and global weights
are calculated and finally the leaf criteria of the highest global weights is determined.

The construction of pairwise comparison matrices reflects the authors’ point of view,
aiming to demonstrate that AHP can be an implementable instrument for policymakers
to prioritise and identify the strategic objectives, the criteria with highest overall impact.
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Global weights (abbreviated by G in the tables) quantify the overall importance within
the whole system of criteria. The global weight of a parent criterion is distributed among
its subcriteria. Global weights of all leaf criteria sum up to 100% as before. Local weights
(abbreviated by L in the tables) quantify the relative importance within the subcriteria of
the same parent criterion.

Global and local weights of criteria are calculated by PriEsT [23] from 30 (=number of
parent criteria) pairwise comparison matrices and are given in Tables 1–5. Weight vectors
are calculated by the eigenvector method [19].

The procedure of weights’ calculation is presented through two parent criteria and
their subcriteria. In the case of the three main criteria, weights are calculated from the
pairwise comparison matrix of size 3 × 3 below, and local and global weights coincide (see
also in Figure 2a,b):

• Economy: 67.9%
• Society: 15.1%
• Environment: 17.1%
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Figure 2. Global (=local) weights of the three main criteria calculated by PriEsT. (a) Global (=local) weights of the three
main criteria; (b) Three main criteria calculation results in PriEsT. (c) Subcriterion global weight calculation.
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Global weight of any subcriterion is calculated from the product of its local weight
and the global weight of its parent criterion. For example, the global weight of Equity is
equal to its local weight (38.6%), calculated from the pairwise comparison matrix of size
6 × 6 in Figure 2c, multiplied by the global weight of its parent criterion Society (15.1%),
resulting in 5.8%.

It is to be emphasized that the pairwise comparisons, available in the PriEsT file
supplemented, (available under Supplementary Materials), were made by the authors, who
are not experts in all specific areas. Thus, their preferences were undoubtedly influenced
by the studies reviewed.

Table 1 presents the sub and sub-subcriteria at the fourth and fifth levels of criterion
Enablers in concordance with Figure 1. Moreover, it contains the local (L) and global (G)
weights calculated from pairwise comparison matrices by PriEsT.

Table 1. The subcriteria and sub-subcriteria of Enablers.

3rd Level Criteria Subcriteria Sub-Subcriteria Source
New doctorate graduates

G: 0.1% L: 2.2%
EIS [73]

Population aged 25-34 with completed
tertiary education
G: 0.8% L: 13.2%

EIS [73]
GII [77]

NRI [75,76]

Human resources
G: 5.7% L: 25%

Youth aged 20-24 with at least upper
secondary education

G: 0.4% L: 7%
EIS [73]

Number of students enrolled at
mathematics, sciences

G: 0.1% L: 2.2%
GII [77]

Duration of studies
G: 4.3% L: 75.4%

EIS [73]
GII [77]
GCI [74]

NRI [75,76]

International scientific co-publications
G: 4% L: 69.8%

EIS [73]
GCI [74]
SDR [33]
EC [78]

Economy-Enablers
G: 22.6% L: 33.3%

Open, excellent, attractive research
systems

G: 5.7% L: 25%

Top 10% most cited scientific publications
G: 1% L: 16.7%

EIS [73]
Scopus
WOS

Foreign doctorate students
G: 0.8% L: 13.5%

EIS [73]
Eurostat [82]

R&D expenditure in the public sector
G: 2% L: 34.7%

EIS [73]
Eurostat [82]

Finance and support
G: 5.7% L: 25%

Financing of SMEs
G: 1.8% L: 31.3%

GCI [74]

Venture capital
G: 1.9% L: 34.1%

EIS [73]
GII [77]
GCI [74]

Business environment
G: 5.7% L: 25%

Time to start businesses
G: 3.9% L: 68.8% GCI [74]

Ease of resolving insolvency
G: 1.8% L: 31.2%

GCI [74]

Some remarks to Table 1.
Subcriterion “human resources” listed in Table 1 is essential in the 21st-century and

has an influential role in social and economic inclusion. Hence, it must be of high quality
and therefore measured by its preparedness and qualification level. The sub-subcriterion
“duration of studies” can be replaced with indicators from other listed sources such as
“school life expectancy”, “lifelong learning participation”, and the “skillset of graduates”.

An innovative and innovation-friendly environment demands an “open, excellent,
attractive research system”. In this respect, the number of international scientific co-
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publications has a significant role, revealing the level of international recognition. Moreover,
here, the number of “eco-innovation related academic publications” as a percentage of
the total number of international scientific co-publications can be considered as well.
Furthermore, instead of the “venture capital” indicator, selected as sub-subcriterion of
“finance and support” from the listed source, the indicators “venture capital expenditure”,
“deals”, and “availability” can also be used.

Table 2 presents the sub and sub-subcriteria at the fourth and fifth levels of criterion
Firm Activities in concordance with Figure 1. Moreover, it contains the local (L) and
global (G) weights calculated from pairwise comparison matrices by PriEsT. The selected
indicators evaluate the innovative activities in companies and investments in R&D.

Table 2. The subcriteria and sub-subcriteria of Firm Activities.

3rd Level Criteria Subcriteria Sub-Subcriteria Source

R&D expenditures in the business sector
G: 0.9% L: 19.8%

EIS [73]
NRI [75,76]

EC [78]
Non-R&D innovation expenditure

G: 1.3% L: 27.7%
EIS [73]

Firm investments
G: 4.6% L: 20.5%

The intensity of research collaboration between
universities and enterprises/industry

G: 1% L: 22%
GII [77]

Advanced technologies procurement by the
government

G: 1.4% L: 30.5%

NRI [75,76]
EC [78]

SMEs
in-house innovation
G: 1.5% L: 14.9%

EIS [73]
EC [78]

Technological readiness
G: 1% L: 9.6%

GCI [74]
NRI [75,76]

Availability of modern technologies
G: 1.5% L: 14.8%

NRI [75,76]

Economy-Firm
Activities

G: 22.6% L: 33.3%

Linkages & entrepreneurship
G: 9.9% L: 43.6%

Technology absorption
G: 0.6% L: 5.9%

GCI [74]
NRI [75,76]

State of cluster development
G: 1.8% L: 18.4%

GII [77]

Innovative SMEs collaborating with others
G: 1.6% L: 15.7%

EIS [73]

Public-private co-publications
G: 2% L: 20.7%

EIS [73]

PCT patent applications
G: 1.8% L: 87.6%

EIS [73]
NRI [75,76]

Intellectual assets
G: 2% L: 8.8%

PCT patent applications in climate changes and
societal challenges
G: 0.2% L: 12.4%

EIS [73]
GCI [74]
EC [78]

Goods market efficiency
G: 0.8% L: 12.6%

GCI [74]
GII [77]

Market efficiency
G: 6.1% L: 27.1%

Labour market efficiency
G: 1.1% L: 18.5%

GCI [74]
GII [77]
EC [78]

Financial market development
G: 4.2% L: 69%

GCI [74]
GII [77]

Regarding Table 2 and the listed sources from Section 3.2, the following observations
could be deducted: in the case of the indicator “R&D expenditures in the business sector”,
the total value of “green early-stage investments” could be considered as well, since it
provides information on the level of implementation of sustainable policies. Moreover,
instead of the indicator “advanced technologies procurement by the government”, the
indicator “governments environmental and energy R&D appropriations and outlays” could
be utilised. When it comes to the indicator “SMEs in-house innovation” indicator, it is
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beneficial to verify the indicator “implementing resource efficiency actions among SMEs”
from the mentioned source as well.

Regarding the selected “PCT patent applications in climate changes and societal
challenges per 1 million inhabitants” indicator, it is valuable to consider “the number of
eco-innovation related patents” whose value is given by the European Eco-innovation
Action Plan. Concerning the “labour market efficiency” indicator, it can be useful to
verify “the employment in environmental protection and resource management activities”
indicator too.

Table 3 presents the sub and sub-subcriteria at the fourth and fifth levels of criterion
Outputs in concordance with Figure 1. Moreover, it contains the local (L) and global (G)
weights calculated from pairwise comparison matrices by PriEsT. The selected indicators
measure the immediate output of (eco)innovation activities.

Table 3. The subcriteria and sub-subcriteria of Outputs.

3rd Level Criteria Subcriteria Sub-Subcriteria Source
Innovative activities, product or process

innovation
G: 1.6% L: 41.5%

EIS [73]

Innovators
G: 3.8% L: 17%

Ratio of opportunity-driven and
necessity-driven entrepreneurship

G: 0.3% L: 7.5%

GEM [81]
GCI [74]
EIS [73]

Online creativity, intangible assets
G: 1.9% L: 51%

GII [77]

Employment in knowledge-intensive activities
G: 5.1% L: 87.4%

EIS [73]

Economy-Outputs
G: 22.6% L: 33.3%

Economic effects
G: 5.8% L: 25.6%

License and patent revenues from abroad
G: 0.7% L: 12.6%

EIS [73]

Local supplier quantity and quality
G: 1.8% L: 14.2%

GCI [74]
GII [77]

Production process sophistication
G: 1.9% L: 14.9%

GCI [74]
GII [77]

Business sophistication
G: 13% L: 57.4%

Nature of competitive advantage
G: 1.9% L: 14.3%

GCI [74]
GII [77]

Willingness to delegate authority
G: 0.8% L: 5.8%

GCI [74]
GII [77]

Attitudes toward entrepreneurial risk
G: 6.6% L: 50.8%

GCI [74]
GII [77]

Remarks on Table 3.
In case of sub-subcriterion “ratio of opportunity-driven vs. necessity-driven en-

trepreneurship”, the authors reckon on considering the value of the following indicators
from the listed source as well: “the growth of innovative companies” and “opportunity-
driven entrepreneurship”.

Table 4 presents the sub and sub-subcriteria at the third and fourth levels of main
criterion Society in concordance with Figure 1. Moreover, it contains the local (L) and
global (G) weights calculated from pairwise comparison matrices by PriEsT.
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Table 4. The subcriteria, sub-subcriteria of Society.

2nd Level Criteria Subcriteria Sub-Subcriteria Source
Poverty

G: 4.4% L: 75.2%
SDR [33]

Equity
G: 5.8% L: 38.6%

Gender equality
G: 1.4% L: 24.8%

SDR [33]
NRI [75,76]

Waste and recycling management
G: 0.3% L: 11.7%

Eurostat [82]

Health
G: 2.6% L: 17%

Access to safe drinking water
G: 0.9% L: 36.4%

SDR [33]

Health services,
access to basic sanitation

G: 1.4% L: 52%

SDR [33]
NRI [75,76]

GCI [74]
Mean years of schooling

G: 0.6% L: 26.7%
SDR [33]

Education
G: 2.1% L: 13.7%

Illiteracy and functional illiteracy
G: 0.2% L: 10.9%

SDR [33]
NRI [75,76]

Expenditure on education, % GDP
G: 1.3% L: 62.4%

SDR [33]

Criminality, organized crime
G: 0.5% L: 26.7%

GCI [74]

Society
G: 15.1% L: 15.1%

Justice and security
institutions

G: 1.9% L: 12.6%

Judicial independence
G: 0.6% L: 29.8%

GCI [74]

Efficiency of legal framework
G: 0.5% L: 25.3%

GCI [74]

Reliability of police services
G: 0.3% L: 18.2%

SDR [33]
GCI [74]

Digital skills of the population
G: 0.3% L: 19%

GCI [74]

Population
G: 1.4% L: 9.6%

Population stability, zero hunger
G: 0.4% L: 28.9%

PSI [91]

Accessibility-access to information, internet
users

G: 0.7% L: 52.2%
NRI [75,76]

Good governance
G: 0.6% L: 42.6%

GII [77]
NRI [75,76]

LegatumInst [92]
Labour market efficiency

G: 0.3% L: 25.6%
NRI [75,76]

A safe and balanced society
G: 1.3% L: 8.5%

Population growth rate trend
G: 0.1% L: 5.6%

WB [83]
UN [84]
EIS [73]

Average income
G: 0.2% L: 15.4%

NRI [75,76]

National debt
G: 0.1% L: 10.8% GCI [74]

Remarks on Table 4.
The selected sub-subcriterion “health services, access to basic sanitation” in the listed

source might appear as “good health and well-being”.
The subcriterion “education” has a significant role, one of the enablers’ developments

and a prerequisite for an inclusive society. The sub-subcriterion “illiteracy and functional
illiteracy” reflects the “quality of education” and refers to the “analphabetism”, “entry rate
in primary school” and “digital analphabetism” as well.

The subcriterion “justice and security institutions” monitors the progress on reaching
the target SDG16 (Peace, Justice and Strong Institutions).
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In the case of the indicator “population growth rate trend”, selected for the framework,
the values of “ratio of land consumption rate to population growth rate”, and “population
density” could also be used from the listed sources, which provide useful information to
monitor the course on achieving the targets SDG11 and SDG15 (life on land).

Table 5 presents the sub and sub-subcriteria at the third and fourth levels of main
criterion Environment in concordance with Figure 1. Moreover, it contains the local (L) and
global (G) weights calculated from pairwise comparison matrices by PriEsT.

Table 5. The subcriteria and sub-subcriteria of Environment.

2nd Level Criteria Subcriteria Sub-Subcriteria Source
Ozone-depleting emissions

G: 0.4% L: 16.5%
OWD [85]

Atmosphere
G: 2.6% L: 15.1%

Air quality
G: 1.1% L: 41.9%

EPI [86]
IQAir [87]
SDR [33]

OECD [93]
Greenhouse gas emissions

G: 1.1% L: 41.6%
SDR [33]
EC [78]

Land quality
G: 0.7% L: 33.3%

GCI [74]

Land
G: 2.1% L: 12.2%

Land occupied by waste
G: 1.4% L: 66.7%

SDR [33]
EC [78,80]

EPI [86]
Coastal zone

G: 0.9% L: 48.6% EC [79]

Marine
G: 1.8% L: 10.3%

Fisheries yield
G: 0.5% L: 26.3%

SDR [33]
EPI [86]

Water quantity and quality
G: 0.5% L: 25.1%

SDR [33]

River quality
G: 2.2% L: 42.7%

EEA [88]

Environment
G: 17.1% L:17.1% Freshwater

G: 5.2% L: 30.3%
Quantity

G: 1.6% L: 31.3%

GCI [74]
EC [78]
EPI [86]

Expenditure on water treatment and
distribution

G: 1.4% L: 26%

GCI [74]
EPI [86]

Degree of urbanization
G: 1% L: 27.5%

NRI [75,76]

Biodiversity
G: 3.8% L: 22.2%

Biodiversity conservation
G: 2.2% L: 56.7%

Naturserve [89]
SDR [33]
EPI [86]

Ecological footprint
G: 0.6% L: 15.8%

GCI [74]
GII [77]

Usage of renewable energy (proportion)
G: 0.9% L: 50%

GCI [74]
IEA [90]

Affordable energy
and clean energy
G: 1.7% L: 10%

Energy from waste
G: 0.4% L: 25%

EC [78,80]

Transport energy use
G: 0.4% L: 25%

GCI [74]

Remarks on Table 5. The subcriterion “atmosphere” could be used to track progress
on the SDG13 (Climate Action), identified in the listed sources as “climate action”; the
subcriterion “land” can be used to monitor the progress to reach the target of SDG15 (life
on land); while the subcriterion “affordable energy and clean energy” measures the target
of SDG7 (Affordable and Clean Energy).
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The sub-subcriterion “air quality” is measured in the listed source also by indica-
tors “nitrogen oxides and sulfur oxide emissions”, “production-based SO2 emissions,
(kg/capita)”, “production-based nitrogen emissions (kg/capita)”, “responsible consump-
tion and production” and “pollution emission”. These indicators can be used to monitor
the progress to reach the target of SDG12 (Responsible Consumption and Production).

Instead of the sub-subcriterion “greenhouse gas emissions”, the indicators “climate
action” and “Green House Gas emissions intensity” can also be considered.

The chosen indicator “land quality” is substitutable with “the quality of land admin-
istration” indicator measured by the World Economic Forum (WEF) and can be used to
monitor the progress to reach the target of SDG12.

The selected indicator “coastal zone” can be replaced with the indicator “sustainable
development at coastal zone”, and the sub-subcriterion “fisheries yield with the indicators
“life below water” and “fisheries”. All these can be used to monitor the course to achieve
the SDG14 (Life below water) target.

The indicator “water quantity and quality” can be substituted by the “ocean health
index: clean waters score”, while sub-subcriteriaon “river quality” by the indicator “oxygen-
consuming substances in European rivers”.

Regarding the subcriterion “freshwater”, the indicators “quantity”, “exposure to
unsafe drinking water”, “water productivity (GDP/total freshwater abstraction)” and
“sanitation and drinking water” can also be considered. These can be used to monitor the
progress to reach the SDG6 (Clean water and Sanitation) target. Instead of the indicator
“expenditure on water treatment and distribution”, the “reliability of water supply” and
“water resources” indicators could also be used.

The sub-subcriterion “degree of urbanization” can be used to monitor the course
to achieve the SDG11 (Sustainable cities and communities). The indicator “biodiversity
conservation” meets the SDG15 (Life on land, biodiversity & habitat) target.

To monitor the sub-subcriterion “ecological footprint”, the indicators “environment-
related treaties in force” and “ecological sustainability” could also be considered.

“Usage of renewable energy (proportion)” is compatible with other indicators from
the listed sources such as “renewable energy regulation” and ”energy efficiency regulation”.
“Energy from waste” can be changed with “societal behaviours” from the listed source.
Quantitative data on “transport energy use” are found in the mentioned sources under the
indicator “transport infrastructure”.

Therefore, based on the calculations presented before and results listed in Tables 1–5,
the four most important leaf criteria (taking into consideration their global weights) are
considered strategic objectives. They are:

• Attitudes toward entrepreneurial risk (within Economy—Outputs—Business sophisti-
cation) with global weight 6.6%

• Employment in knowledge-intensive activities (within Economy—Outputs—Economic
effects) with global weight 5.1%

• Poverty (within Society—Equity) with global weight 4.4%
• Duration of studies (within Economy—Enablers—Human resources) with global

weight 4.3%.

4.3. Discussion

The AHP method was used to analyse the economic, social and environmental sub-
systems’ impact on sustainable development. As mentioned earlier, all the 30 pairwise
comparison matrices (= number of parent nodes in the tree of criteria) were filled in by
the authors.

As it was also highlighted before, global weights do not directly depend on how deep
or wide the tree of criteria is; they are determined by their own local and their parents’
global weights.

The primary goal was to present that weighting by pairwise comparisons is suitable
even in a complex hierarchy in Figure 1 rather than to emphasize the weights themselves.
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Nevertheless, it can still be observed that in this illustrative system, the global weights of
the 75 leaf criteria are between 0.1% and 6.6%. This means that none of the leaf criteria have
smaller [larger] global weight than the average global weight, 100%/75 = 1.33%, multiplied
by 1/13.3 [66], respectively.

Re-weighting of criteria would naturally lead to different global weights and possibly
other strategic objectives.

Since the hierarchical system of criteria follows the structure of several approaches
listed in Section 3.2, and the weighting can be performed, as presented, by the Analytic Hier-
archy Process, it has been demonstrated that such prioritisation does not necessarily require
advanced knowledge of multi-criteria decision modelling from the decision/policymakers.

Although our approach primarily refers to the macroeconomic level (countries or
regions), the proposed hierarchy can be a good starting point at the microeconomic level
(for large organizations like international companies) as well.

Strategic objectives may rise in governmental and corporate decisions, and this ap-
proach can support not only ranking or selecting the most important leaf criteria but also
distributing resources.

5. Conclusions

The main result of this paper is to give a method and a methodology on how the
strategic objectives of sustainable development can be prioritised. A sufficiently general,
flexible, yet implementable decomposition of sustainable development is proposed. A tree
structure of the criteria was built, and priorities were calculated with pairwise comparisons.
This multi-criteria framework is provided to policymakers to analyse, organise and priori-
tise essential sustainability indicators/criteria in order to identify the strategic objectives of
sustainable development, which is indeed needed in such a complex problem.

The authors demonstrated that the multi-criteria approach of the AHP is a useful tool
to find those criteria that have the highest overall impact (weight) on the main goal. Using
this method, any of the considered criteria can become a strategic objective, depending on
the weights of the highest priority for a successful implementation. Thus, a priority action
plan can be formulated for an efficient implementation of sustainable development, where
numerical priorities also support the decisions on the distribution of the resources.

In the framework presented in this paper, only those indicators were collected for
which there is available data. Their values are published and updated regularly, thus can
be used to plan rigorous interventions. Nevertheless, attention is needed, because the
criteria are often reprioritised, sustainability is a moving target in case of most indices
(e.g., [74,75,77,86]).

Having quantitative data, one can monitor the efficiency of decisions, the level of
implementation and the progress made to achieve sustainable development. Using specific,
measurable indicators as criteria, or decomposing the main goal to measurable criteria and
prioritisation gives better implementable, and achievable strategic objectives.

It is also demonstrated that the weights of criteria can be estimated and calculated
from pairwise comparisons even in the case of a deep (5 levels) and wide (75 leaf criteria)
tree. However, a limitation of the results regarding a possible future application is that the
model certainly requires re-weighting, by experts. Nevertheless, their subjectivity remains
a limitation in the pairwise comparisons.

The proposed system of criteria can be applied in various fields of sustainable devel-
opment, as it can be reduced according to the goals and extended if specific criteria, e.g.,
environment, are more in focus.

Given any composite index of sustainable development, if a country is looking for the
possible ways of improvement in order to be ranked higher, then it should not only focus
on the criteria with the highest global priority, but also on its own potential of performing
better with respect to the criteria. A significant improvement with respect to a not extremely
important criterion might be overall more beneficial than a slight improvement with respect
to a very important criterion.
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Another factor is the interaction of criteria: it is practically impossible to restrict
improvements to a single leaf criterion. Any intervention inevitably impacts not only on
the targeted goal, but also on seemingly unrelated goals.

Future research includes the structured ways of evaluating the alternatives (strategies,
policies, countries, regions, etc.) with respect to each criterion in the criterion tree’s leaf
nodes. In contrast to the selection of criteria, evaluation relies more on the data available,
consequently requiring a customized approach. A review of the best practices would
inherently support the design of the rules of evaluation. In this respect the performance of
criteria can be measured on each objective (data is published), and a composite index can
be calculated, thus countries and regions (as in [98]) can be compared if and in what extent
they reduced the distance to sustainable development.
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Appendix A

Table 1. Frameworks to Assess Sustainable Development.

Frameworks for Assessing SD

UN CSD indicators
Agenda 21 [24]

1994–2001
Quadruple: 132 indicators (23 economic, 55 environment, 39 social, and 15 institutions)

OECD SDIs
[26] 2002

Quadruple: economic (2 theme, 8 indicators), environment (5 theme, 16 indicators), social
(6 theme, 17 indicators), institutions (2 theme, 6 indicators)

CSD SDIs
UN 2007 [25] Quadruple: 15 theme (2 economic, 5 environment, 6 social, 2 institutions)

EU-15 SDIs
EC [27] 2004 Triple: Comparative study across EU15 Member states, (p. 66–69)

CSD SDIs EC
[28] 2007

Triple: Comparative analysis across Europe (25 countries) on indicators used by the
National Reform Programme (NRP) and Sustainable Development Strategy (SDS) (pp.

157–158)
UNECE/OECD/

Eurostat SDIs
2009 [29]

Triple: Comparative analysis across EU, where 11 common themes and 27 common
indicators were identified

UNECE/OECD/
Eurostat SDIs [30] 2013

Triple: 39 theme, 3 conceptual dimensions: human wellbeing (HWB), capital and
transboundary impact (p. 75)
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Appendix B

AHP Method, an Illustrative Example

An illustrative example is given in Figure A1d, the leaf criteria being framed in orange.
Although the main criterion 3 (also being a leaf node) is positioned at a higher level in the
tree compared to the subcriterion 1.1, the latter has larger global weight.

Priorities are calculated from pairwise comparison matrices in Figure A1a–c, the
corresponding weights being highlighted with the same colours.

Sustainability 2021, 13, x FOR PEER REVIEW 24 of 29 
 

 

UNECE/OECD/ 

Eurostat SDIs [30] 2013 

Triple: 39 theme, 3 conceptual dimensions: human wellbeing 

(HWB), capital and transboundary impact (p. 75) 

Appendix B 

AHP Method, an Illustrative Example 

An illustrative example is given in Figure A1d, the leaf criteria being framed in or-

ange. Although the main criterion 3 (also being a leaf node) is positioned at a higher level 

in the tree compared to the subcriterion 1.1, the latter has larger global weight. 

Priorities are calculated from pairwise comparison matrices in Figures A1a–c, the 

corresponding weights being highlighted with the same colours. 

 
(a) 

 
(b) 

 
(c) 

Figure A1. Cont.

143



Sustainability 2021, 13, 2254Sustainability 2021, 13, x FOR PEER REVIEW 25 of 29 
 

 

 
(d) 

Figure A1. Global and local weights from pairwise comparison matrices’ eigenvectors. (a) Global 

and local weights of three main criterions; (b) Subcriterion global and local weights of main crite-

rion 1; (c) Subcriterion global and local weights of main criterion 2; (d) Global and local weights 

from pairwise comparison matrices’ eigenvectors. 

References 

1. Meadows, H.D.; Meadows, L.D.; Randers, J.; Behrens, W.W. The Limits to Growth; Potomac Associates, Universe Books: New 

York, NY, USA, 1972. Available online: http://www.donellameadows.org/wp-content/userfiles/Limits-to-Growth-digital-scan-

version.pdf (accessed on 12 August 2020). 

2. Kates, W.R.; Clark, C.W.; Corell, J.R.; Hall, M.; Jaeger, C.C.; Lowe, I.; McCarthy, J.J.; Schellnhuber, H.J.; Bolin, B.; Huntley, B.; et 

al. Sustainability Science; Research and Assessment Systems for Sustainability Program Discussion Paper 2000-33. Environment 

and Natural Resources Program, Belfer Center for Science and International Affairs; Kennedy School of Government, Harvard 

University: Cambridge, MA, USA, 2000. Available online: http://rwkates.org/pdfs/a2001.01.pdf (accessed on November 2020). 

3. WWF. Living Planet Report 2020—Bending the Curve of Biodiversity Loss. 2020. Available online: https://www.zsl.org/sites/de-

fault/files/LPR%202020%20Full%20report.pdf (accessed on 9 November 2020). 

4. UN. Transforming Our World: The 2030 Agenda for Sustainable Development. New York: UN General Assembly. 2015. Avail-

able online: https://www.un.org/ga/search/view_doc.asp?symbol=A/69/L.85&Lang=E (accessed on 15 October 2020). 

5. UN. The Future is Now—Science for Achieving Sustainable Development. Department of Economic and Social Affairs. New 

York: Independent Group of Scientists appointed by the Secretary-General, Global Sustainable Development Report 2019. 2019. 

Available online: https://sustainabledevelopment.un.org/content/documents/24797GSDR_report_2019.pdf (accessed on 17 No-

vember 2020). 

6. UN. United Nations Headquarters, New York. Zero-Draft, Ministerial Declaration of the 2016 High-Level Political Forum on 

Sustainable Development Convened under the Auspices of the Economic and Social Council on the Theme “Ensuring than No 

One is Left Behind”. 2016. Available online: https://sustainabledevelopment.un.org/content/docu-

ments/10521HLPF%202016%20outcome%20-%20zero%20draft%2020%20June.pdf (accessed on 28 November 2020). 

7. UN. Climate Change. The Paris Agreement. 2015. Available online: https://unfccc.int/process-and-meetings/the-paris-agree-

ment/the-paris-agreement (accessed on 6 November 2020). 

8. EC. 29 January 2020. Available online: https://ec.europa.eu/environment/sustainable-development/index_en.htm (accessed on 

12 August 2020). 

9. Faber, N.; Jorna, R.; Engelen, J.M. The sustainability of “sustainability”—A study into the conceptual foundations of the notion 

of “sustainability”. J. Environ. Assess. Policy Manag. 2005, 7, 1–33, doi:10.1142/S1464333205001955. 

10. Carson, R. Silent Spring; Fawcett Publications Inc.: Greenwich, CT, USA, 1962. Available online: http://library.uniteddiver-

sity.coop/More_Books_and_Reports/Silent_Spring-Rachel_Carson-1962.pdf (accessed on 9 November 2020). 

11. Coomer, C.J. Quest for a Sustainable Society; Pergamon Press Inc.: Oxford, UK, 1979. 

12. Rumen, G. Sustainable Development, Economic Aspects; University of Indianapolis Press: Bloomington, IN, USA, 2005. 

13. Ciegis, R.; Ramanauskiene, J.; Martinkus, B. The Concept of Sustainable Development and its Use for Sustainability Scenarios. 

Inz. Ekon. Eng. Econ. 2009, 62, 28-37. Available online: https://inzeko.ktu.lt/index.php/EE/article/view/11609 (accessed on 23 Oc-

tober 2020). 

Figure A1. Global and local weights from pairwise comparison matrices’ eigenvectors. (a) Global
and local weights of three main criterions; (b) Subcriterion global and local weights of main criterion
1; (c) Subcriterion global and local weights of main criterion 2; (d) Global and local weights from
pairwise comparison matrices’ eigenvectors.

References
1. Meadows, H.D.; Meadows, L.D.; Randers, J.; Behrens, W.W. The Limits to Growth; Potomac Associates, Universe Books: New

York, NY, USA, 1972; Available online: http://www.donellameadows.org/wp-content/userfiles/Limits-to-Growth-digital-scan-
version.pdf (accessed on 12 August 2020).

2. Kates, W.R.; Clark, C.W.; Corell, J.R.; Hall, M.; Jaeger, C.C.; Lowe, I.; McCarthy, J.J.; Schellnhuber, H.J.; Bolin, B.; Huntley, B.; et al.
Sustainability Science; Research and Assessment Systems for Sustainability Program Discussion Paper 2000-33. Environment
and Natural Resources Program, Belfer Center for Science and International Affairs; Kennedy School of Government, Harvard
University: Cambridge, MA, USA, 2000; Available online: http://rwkates.org/pdfs/a2001.01.pdf (accessed on 9 November 2020).

3. WWF. Living Planet Report 2020—Bending the Curve of Biodiversity Loss. 2020. Available online: https://www.zsl.org/sites/
default/files/LPR%202020%20Full%20report.pdf (accessed on 9 November 2020).

4. UN. Transforming Our World: The 2030 Agenda for Sustainable Development. New York: UN General Assembly. 2015. Available
online: https://www.un.org/ga/search/view_doc.asp?symbol=A/69/L.85&Lang=E (accessed on 15 October 2020).

5. UN. The Future is Now—Science for Achieving Sustainable Development. Department of Economic and Social Affairs. New
York: Independent Group of Scientists appointed by the Secretary-General, Global Sustainable Development Report 2019. 2019.
Available online: https://sustainabledevelopment.un.org/content/documents/24797GSDR_report_2019.pdf (accessed on 17
November 2020).

6. UN. United Nations Headquarters, New York. Zero-Draft, Ministerial Declaration of the 2016 High-Level Political Forum on
Sustainable Development Convened under the Auspices of the Economic and Social Council on the Theme “Ensuring than No
One is Left Behind”. 2016. Available online: https://sustainabledevelopment.un.org/content/documents/10521HLPF%202016
%20outcome%20-%20zero%20draft%2020%20June.pdf (accessed on 28 November 2020).

7. UN. Climate Change. The Paris Agreement. 2015. Available online: https://unfccc.int/process-and-meetings/the-paris-
agreement/the-paris-agreement (accessed on 6 November 2020).

8. EC. 29 January 2020. Available online: https://ec.europa.eu/environment/sustainable-development/index_en.htm (accessed on
12 August 2020).

9. Faber, N.; Jorna, R.; Engelen, J.M. The sustainability of “sustainability”—A study into the conceptual foundations of the notion of
“sustainability”. J. Environ. Assess. Policy Manag. 2005, 7, 1–33. [CrossRef]

10. Carson, R. Silent Spring; Fawcett Publications Inc.: Greenwich, CT, USA, 1962; Available online: http://library.uniteddiversity.
coop/More_Books_and_Reports/Silent_Spring-Rachel_Carson-1962.pdf (accessed on 9 November 2020).

11. Coomer, C.J. Quest for a Sustainable Society; Pergamon Press Inc.: Oxford, UK, 1979.
12. Rumen, G. Sustainable Development, Economic Aspects; University of Indianapolis Press: Bloomington, IN, USA, 2005.

144



Sustainability 2021, 13, 2254

13. Ciegis, R.; Ramanauskiene, J.; Martinkus, B. The Concept of Sustainable Development and its Use for Sustainability Scenarios.
Inz. Ekon. Eng. Econ. 2009, 62, 28–37. Available online: https://inzeko.ktu.lt/index.php/EE/article/view/11609 (accessed on 23
October 2020).

14. Szabo, K.Z. Analysis of Research on Sustainable Development the Goals of Sustainable Development, Practical and Theoretical
Framework in EU and Romania. Juridical Current, 253–262. 2011. Available online: http://revcurentjur.ro/old/arhiva/
attachments_201104/recjurid114_22F.pdf (accessed on 21 October 2020).

15. Klarin, T. The Concept of Sustainable Development: From its Beginning to the Contemporary Issues. Zagreb Int. Rev. Econ. Bus.
2018, 21, 67–94. [CrossRef]

16. Mensah, J. Sustainable Development: Meaning, History, Principles, Pillars, and Implications for Human Action: Literature Review; Cogent
Social Sciences; Taylor&Francis: Abingdon-on-Thames, UK, 2019; pp. 1–21. [CrossRef]

17. WCED. Our Common Future. Report of the World Commission on Environment and Development, 374. 4 August 1987. Available
online: https://digitallibrary.un.org/record/139811#record-files-collapse-header (accessed on 12 October 2020).

18. Barbier, B.E. The Concept of Sustainable Economic Development. Environ. Conserv. 1987, 14, 101–110. [CrossRef]
19. Munda, G. Multiple Criteria Decision Analysis and Sustainable development. In Multiple Criteria Decision Analysis. State of the Art

Surveys; International Series in Operations Research & Management Science; Figueria, J., Greco, S., Ehrgott, M., Eds.; Springer:
New York, NY, USA, 2005; Chapter 23; Volume 78, pp. 953–983. [CrossRef]

20. Prescott-Allen, R. The Wellbeiing of Nations. A Country-by-Country Index of Quality of Life and the Environment. Island Press:
Washington, DC, USA, 2001.

21. Saaty, T.L.; Vargas, L.G. Models, Methods, Concepts & Applications of the Analytic Hierarchy Process; Springer: New York, NY, USA, 2012.
22. Greco, S.; Ehrgott, M.; Figueira, J.R. (Eds.) Multiple Criteria Decision Analysis: State of the Art Surveys, 2nd ed.; International Series

in Operations Research and Management Science; Springer: New York, NY, USA, 2016; Volume 233.
23. Siraj, S.; Mikhailov, L.; Keane, J.A. PriEsT: An interactive decision support tool to estimate priorities from pairwise comparison

judgments. Int. Trans. Oper. Res. 2015, 22, 217–235. [CrossRef]
24. UN. Agenda 21. In Proceedings of the United Nations Sustainable Development, Conference on Environment & Development, Rio

de Janerio, Brazil, 3–14 June 1992; Available online: https://sustainabledevelopment.un.org/content/documents/Agenda21.pdf
(accessed on 4 December 2020).

25. UN. Indicators of Sustainable Development: Guidelines and Methodologies, 3rd ed.; United Nations Publication: New York, NY, USA,
2007; Available online: http://www.sustentabilidad.uai.edu.ar/pdf/sde/guidelines.pdf (accessed on 12 November 2020).

26. Hass, J.L.; Brunvoll, F.; Hoie, H. Overview of Sustainable Development Indicators Used by National and International Agencies; OECD
Publishing: Paris, France, 2002; Volume 2. [CrossRef]

27. EC. EU Member State Experiences with Sustainable Development Indicators; Eurostat Working Paper; Office for Official Publications
of the European Communities: Luxemburg, 2004; Available online: https://ec.europa.eu/eurostat/documents/3888793/582949
3/KS-AU-04-001-EN.PDF.pdf/830b2fe8-8f24-457c-9937-fd2e0f29faa5?t=1414779058000 (accessed on 27 November 2020).

28. EC. Analysis of National Sets of Indicators Used in the National Reform Programmes and Sustainable Development Strategies; Eurostat
Methodologies and Working Papers; Office for Official Publications of the European Communities: Luxemburg, 2007; Available
online: https://ec.europa.eu/eurostat/documents/3888793/5844237/KS-RA-07-028-EN.PDF/d10749ca-fa4d-471c-b9c6-3c9
dfc7d92bf?version=1.0 (accessed on 4 December 2020).

29. UNECE; OECD; Eurostat. Measuring Sustainable Develeopment. Geneva. 2009. Available online: https://unece.org/fileadmin/
DAM/stats/publications/Measuring_sustainable_development.pdf (accessed on 15 December 2020).

30. UNECE; Eurostat; OECD. Framework and Suggested Indicators to Measure Sustainable Development. 27 May 2013. Available on-
line: https://communityindicators.net/resources/framework-and-suggested-indicators-to-measure-sustainable-development/
54 (accessed on 25 November 2020).

31. ICLEI. The Reference Framework for Sustainable Cities 5 Dimensions and 30 Objectives for a European Vision of Tomorrow’s
Cities. Sustainable Cities Platform. Europe: Sustainable Cities Platform. 2020. Available online: http://rfsc.eu/wp-content/
uploads/2016/03/30-objectives-1.pdf (accessed on 28 November 2020).

32. Pupphachai, U.; Zuidema, C. Sustainability indicators: A tool to generate learning and adaptation in sustainable urban develop-
ment. Ecol. Indic. 2017, 72, 784–793. [CrossRef]

33. Garrett, R.; Latawiec, E.A. What Are Sustainability Indicators For? In Sustainability Indicators; Latawiec, A.E., Ed.; De Gruyter:
Berlin, Germany, 2015. [CrossRef]

34. Sachs, J.; Schmidt-Traub, G.; Kroll, C.; Lafortune, G.; Fuller, G.; Woelm, F. SDGR. The Sustainable Development Goals and COVID-19;
Sustainable Development Report; Cambridge University Press: Cambridge, UK, 2020; Available online: https://s3.amazonaws.
com/sustainabledevelopment.report/2020/2020_sustainable_development_report.pdf (accessed on 14 November 2020).

35. Munda, G. “Measuring Sustainability”: A Multi-Criterion Framework. Environ. Dev. Sustain. 2005, 7, 117–134. [CrossRef]
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Abstract: Customers’ pressure, social responsibility, and government regulations have motivated the
enterprises to consider the reverse logistics (RL) in their operations. Recently, companies frequently
outsource their RL practices to third-party reverse logistics providers (3PRLPs) to concentrate on
their primary concern and diminish costs. However, to select the suitable 3PRLP candidate requires
a multi-criteria decision making (MCDM) process involving uncertainty owing to the presence of
many associated aspects. In order to choose the most appropriate sustainable 3PRLP (S3PRLP),
we introduce a hybrid approach based on the classical Combined Compromise Solution (CoCoSo)
method and propose a discrimination measure within the context of hesitant fuzzy sets (HFSs).
This approach offers a new process based on the discrimination measure for evaluating the criteria
weights. The efficiency and practicability of the present approach are numerically demonstrated by
solving an illustrative case study of S3PRLPs selection under a hesitant fuzzy environment. Moreover,
sensitivity and comparative studies are presented to highlight the robustness and strength of the
introduced methodology. The result of this work concludes that the introduced methodology can
recommend a more feasible performance when facing with determinate and inconsistent knowledge
and qualitative data.

Keywords: hesitant fuzzy sets; discrimination measure; multi-criteria decision-making; combined
compromise solution

1. Introduction

Over the last two decades, supply chain management (SCM) has been popularized as
a significant part of every company, no matter whether the size of the company is large
or small. SCM encompasses the planning and management of all supply chain activities
engaged in sourcing and procurement, conversion, and all logistics management activities
with the objective of maximizing customer value, creating net value, and achieving a
sustainable competitive advantage [1]. Logistics, one of the core components of effective
SCM, is not only delivering the merchandise but also proffering the opportunity for stock
to be returned to the suppliers through a feedback loop. Along with the requirement or
prospective for the recycling of redundant stock, emergent global environmental concerns
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and increasing revenues from effective product returns strategies have encouraged some
industrialists and researchers to originate a novel concept termed as “reverse logistics
(RL)”. It stands for all the processes or activities associated with the reuse of products
and materials. RL is the process of scheduling, implementing, and controlling the well-
organized, cost-effective flow of raw materials, in-process inventory, finished merchandise,
and related information for returned products in reverse flow of the classical supply chain
in order to recover value and get the competitive advantage [2]. Effective RL is believed to
result in direct benefits, consisting of enhanced customer satisfaction, decreased resource
investment levels, increased protection level of the environment with recycling and proper
disposal, and reductions in storage and distribution costs [3,4].

The pressure of increasing costs of enterprises, commercial competition, globalization
of business activities, legislative pressure, and customers are compelling the companies
to pay increasing attention to their RL activities. The companies have three different
modes to handle their RL operations, which are (i) handle them in-house; (ii) manage
them through a reliable logistics subsidiary or group company, either by setting up or
buying an associated logistics firm [1], and (iii) outsource this function to an exterior
provider [5]. Nonetheless, several enterprises struggle for implementing RL in house
because they do not have adequate capacity to manage this function. Moreover, there are
massive risks involved in setting up or buying a logistics firm, and doing so may have
a negative consequence on the company’s core business, particularly its economic and
operational features. Indeed, outsourcing the company’s RL operations may be important
to facilitate a company for pursuing financial efficiency, operational investments, and
sustainable long-term development. One of the essential decisions that must be made
with RL activities is the selection of appropriate third party reverse logistics provider
(3PRLP). The suitable 3PRLP candidate offers benefits in terms of operational and resource
efficiency, cost reduction, improvement in performance, organizational competitiveness,
and long-term development of the company [2,4]. Thus, the 3PRLP selection decision can
be a strategic issue faced by supply chain executives in retaining organizational strategic
competitive advantage. The process of choosing a proper sustainable 3PRLP (S3PRLP) can
be treated as a multi-criteria decision making (MCDM) due to the presence of multiple
qualitative and quantitative criteria.

Uncertainty common occurs in the S3PRLP selection process. The fuzzy set theory [6]
has been successfully implemented to solve the uncertain 3PRLP selection problem. Some-
times, the decision-making experts (DMEs) might assess the Belongingness Degree (BD) of
an object to a set of various distinct degrees in numerous real-life circumstances because of
their individual attention, time restrictions, and deficiency of information. For example, if
a group of DMEs is required to offer the BD of a particular opinion to an adult age cluster,
the first DME wishes 0.65, another 0.70, and the last one does not recommend the BD
due to the time restrictions and deficiency of knowledge/information/data [7]. To handle
this issue, the doctrine of HFSs was given by Torra and Narukawa [8], which offers the
BD to comprise various distinct assessment degrees. As the extension of FSs, HFSs have
gained much interest from the researchers in dealing with the ambiguity that occurred in
daily life problems. It is represented by a BD and signified by a set of possible degrees.
Recently, it is revealing that the HFSs have powerfully associated to the existing concepts,
namely, Intuitionistic Fuzzy Sets (IFSs) [9], Type-2 Fuzzy Sets (T2FSs) [10], and Fuzzy Multi
Sets (FMSs) [11]. As stated by Torra [7], the prime concern to invent HFSs is that when
describing the BD of an object, the complexity of generating the BD is not a margin of error
(previously seen in IFSs) or specific possibility distribution (previously seen in T2FSs) on
the possibility degrees, but a possible degrees’ set. Owing to the association with men-
tioned extended FSs, HFSs are distinguished as IFSs when it is a non-void closed interval;
in specific concerns, HFSs can describe FMSs, even if the laws for FMSs do not implement
properly to HFSs. Since its appearance, a great number of studies have been conducted
within the HFSs context. However, there is no study regarding the proposed hesitant
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fuzzy-based decision-making methodology for selecting a desirable S3PRLP alternative
over a set of multiple conflicting criteria.

In the process of selecting an ideal S3PRLP alternative, it is expected to deal with the
compromise of performance values of partner candidates over incompatible or diverse
influencing factors. In several situations, a comprehensive study on the fundamental
properties of compromise solutions can assist the MCDM procedure. Presently, lots of
MCDM techniques have been introduced to investigate the compromise solutions, such
as the VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR), Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS), COmbinative Distance-based
Assessment (CODAS), EDAS (Evaluation Based on Distance from Average Solution), and
Complex Proportional Assessment (COPRAS). Nonetheless, the preference ordering of the
candidates attained by these techniques may fluctuate extensively owing to the variation
of weight distribution of the criteria. In other words, the consistency and stability of
the outcomes obtained by these approaches are restricted [12,13]. To conquer this issue,
Yazdani et al. [14] introduced the idea of Combined Compromise Solution (CoCoSo)
approach, which mingles the combined compromise decision-making algorithm with
some aggregation strategies to get a versatile compromise solution. The compromise
solution acquired by the CoCoSo approach is consistent with that attained by other MCDM
approaches, but it is not simply influenced by the amendment of weight distribution of
criteria. This means that the CoCoSo approach has high reliability and stability regarding
the ranking of alternatives.

In a real-life S3PRLP selection process, there are various cases wherein people feel
doubtful or hesitant for one or another reason, which makes it complex for them to reach
agreement on a final judgment. In other words, it is often hard for a panel of experts
that comprises numerous DMEs to acquire suitable and realistic outcomes against a set
of provider candidates over multiple qualitative and quantitative criteria. Moreover,
in reality, it is difficult to evaluate the 3PRLP candidates and choose a desirable one(s)
because of the existence of multiple conflicting factors, lack of information, and time
limitation. Consequently, there is a need to establish an appropriate framework for handling
the 3PRLP selection problem with uncertainty from sustainable viewpoints. In order to
overcome the above-discussed shortcomings, this study focuses under a hesitant fuzzy sets
(HFSs) context, as the HFS theory is one of the remarkable tools for handling the hesitant
information that arises in practical applications. For ranking of the alternatives, the classical
CoCoSo method has high stability and reliability regarding the preference ordering of the
alternatives. Thus, in this work, we develop an integrated hesitant fuzzy-based CoCoSo
methodology that can efficiently tackle the intrinsic uncertainty and the hesitancy in DME’s
opinions and provide a compromise solution for the S3PRLP selection problem. Since
the weight determination of criteria has a momentous impact on the decision outcomes,
thus, this paper proposes a new hesitant fuzzy discrimination measure-based formula to
calculate the criteria weights. The proposed method in this study offers an easy calculation
process with accurate and consistent results for assessing S3PRLPs. In this perspective, the
major contributions are listed as follows:

1. A novel integrated HF-CoCoSo methodology is introduced for solving MCDM prob-
lems with HFSs.

2. An HF-discrimination measure based framework is employed for evaluating the
criteria weights.

3. The proposed method is implemented to choose an optimal S3PRLP for an automobile
manufacturing company within the HFS context.

4. At last, comparison with extant approaches and sensitivity assessment are studied to
confirm the reliability and practicability of the outcomes.

The present manuscript is systematized as follows: Section 2 confers the comprehen-
sive reviews associated to the present study. Section 3 discusses the fundamentals of the
HFSs. Section 4 pioneers an innovative HF-CoCoSo technique for solving MCDM problems
under an HFSs environment. Section 5 discusses a decision-making example related to
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the S3PRLPs selection problem with uncertainty. In addition, comparative and sensitivity
analyses are conferred at the end of this section. Lastly, Section 6 suggests the conclusions
and scope for future research.

2. Preliminaries

The current section presents comprehensive literatures related to this study.

2.1. Hesitant Fuzzy Set (HFS)

As the extension of FSs, HFSs [7,8] have gained much interest from the researchers in
dealing with the ambiguity occurred in daily life problems. It is represented by a BD and
signified by a set of possible degrees. Next, a great number of studies have been considered
and applied under the HFSs context. For instance, Xia and Xu [15] and Xia et al. [16]
presented a set of Aggregation Operators (AOs) on HFSs. Xu and Xia [17,18] pioneered the
distance measure on HFSs and discussed the relationship between different information
measures. He et al. [19] and Sun [20] presented the HF-power geometric and normalized
geometric Bonferroni mean operators and used them to handle MCDM problems under
HFS settings. Liao et al. [21] introduced the measures of correlation on HFSs. Li et al. [22]
and Hu et al. [23] discussed several hesitant fuzzy information measures. Cuiping et al. [24]
constructed several novel prioritized AOs. Yu [25] firstly offered the notion of HF-Heronian
mean operators. Lv et al. [26] firstly suggested the conception of a feature vector and then
studied the hesitant fuzzy information measures. Wang [27] used the combination of
similarity measures and applied the synthetical procedure for HFSs. In addition, they used
their formula for clustering analysis within the HFSs context.

Currently, HFS has extensively been employed in decision-making applications owing
to its usefulness in articulating the ambiguous information. Afterward, numerous tech-
niques have been presented to elucidate the MCDM problems under the HFSs environment.
Lan et al. [28] suggested an innovative MCDM model with a new priority degree formula
under HFSs environment. Mousavi et al. [29] introduced the HF-Elimination and Choice
Expressing the REality (HF-ELECTRE) technique to assess the renewable energy source
assessment problem. Wu et al. [30] employed a modified HF-VIKOR-based model for
prioritizing engineering characteristics of an electric vehicle. It is worthwhile to say that
various theoretical and practical reasoning can be simplified with the help of a uniformly
typical HFS, which was articulated by Alcantud and Torra [31]. Cheng [32] recommended
a novel autocratic approach using group recommendations for HFSs to deal with the green
hotel assessment problems. Liu et al. [33] initiated the hesitant fuzzy cognitive maps and
showed how to use it to explore the risk factors that arise in an electric power system. With
the implementation of the HF-Complex Proportional Assessment (HF-COPRAS) method,
Mishra et al. [34] assessed and presented the ranking order of the service quality alterna-
tives for vehicle insurance companies. In a further study, Mishra et al. [35] designed an
innovative framework within the HFSs environment to evaluate and prioritize green sup-
plier alternatives. Farhadinia and Herrera-Viedma [36] re-defined the existing definition
of extended HFS by employing the Cartesian product of HFS. Wang et al. [37] extended
the group emergency decision-making (GEDM) method using hesitant fuzzy numbers.
Mokhtia et al. [38] adapted the Ridge, least absolute shrinkage and selection operator
(LASSO), and Elastic Net regression techniques for the task of choosing a feature. Çolak
and Kaya [39] proposed a hybrid technique to solve the energy storage technology selection
problem within the HFS setting. Mardani et al. [40] proposed a combined structure based on
different approaches with HFS to assess the digital health intervention during the COVID-
19 pandemic. Wu et al. [41] designed a trust-based social network group decision-making
methodology with HF preference relations to the Water–Energy–Food nexus estimation.
Narayanamoorthy et al. [42] gave a latest ranking scheme, named as HF-Multi-Objective
Optimization on the basis of Simple Ratio Analysis (HF-MOOSRA), for evaluating and
choosing an ideal bio-medical waste disposal treatment method. Rani et al. [43] assessed
and prioritized the sustainable suppliers by employing the HF-Step-wise Weight Assess-
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ment Ratio Analysis-COPRAS methodology. Demirel et al. [44] proposed an innovative
Choquet integral-based hesitant fuzzy decision-making method to prevent soil erosion.
To deal with the hydrogen underground storage site selection decision-making problem
under an interval type-2 HFS domain, Deveci [45] introduced a multi-criteria decision
support system based on interval type-2 HFS. In the literature, several other models have
been discussed within the HFSs setting [46,47].

2.2. Combined Compromise Solution (CoCoSo) Method

Existing studies offer various MCDM approaches for dealing with the practical
MCDM issues. However, the preference results obtained by the extant decision-making
approaches [48,49] have low reliability and stability due to change of weight distribu-
tions of criteria, which may be irrational for DEs to opt an ideal option. To surmount
this limitation, Yazdani et al. [14] initiated a novel CoCoSo method that offers effective
and simple calculation steps to deal with the uncertain information in a logical way. It
integrates the two most prominent MCDM models, which are simple additive weighting
(SAW) and exponentially weighted product (EWP). In recent times, copious scholarly
articles have focused their interest on the development and application of the CoCoSo
method. For instance, Yazdani et al. [50] introduced the decision making trial and eval-
uation laboratory (DEMATEL) and best worst method (BWM)-based gray extension of
the CoCoSo approach to select the ideal supplier in construction management. In a fur-
ther study, Wen et al. [13] originated a collective methodology by combining the CoCoSo
model and hesitant linguistic fuzzy set and then applied it to a decision-making problem.
Peng and Smarandache [51] developed a novel neutrosophic soft CoCoSo method for
China’s rare earth industry security assessment. Liao et al. [52] introduced an innovative
Pythagorean fuzzy CoCoSo method for the selection of cold chain logistics delivery center.
Alrasheedi et al. [53] suggested a novel IVIF-CoCoSo technique for assessing the green
growth indicators to accomplish sustainable development in the manufacturing region.
Rani and Mishra [54] gave a single-valued neutrosophic CoCoSo method for evaluating
sustainable waste electrical and electronics equipment recycling partners. In a recent study,
Liu et al. [55] evaluated and selected an appropriate medical waste treat technology by
using a Pythagorean fuzzy CoCoSo approach.

From the aforementioned discussion, we can see that an integrated method based on
the CoCoSo approach with HFSs can additionally improve the practicality of the CoCoSo
approach with uncertain decision-making settings.

2.3. Sustainable Third-Party Reverse Logistics Provider (S3PRLP) Assessment

The S3PRLP assessment problem is a complex MCDM problem due to the partici-
pation of numerous decisive factors. To choose the optimal S3PRLP option and enhance
the precision and consistency of the outcomes, lots of new MCDM procedures have been
considered and utilized to several fields [56–58]. FSs and their generalizations have ex-
pansively been employed to manage the uncertain and vague information that occurs in
realistic MCDM processes. Efendigil et al. [59] designed a two-way method by integrating
artificial neural networks and fuzzy logic for the evaluation of an ideal 3PRLP alterna-
tive. Govindan [60] designed a fuzzy-based procedure for assessing the 3PRLP selection
problem. Govindan and Murugesan [61] used the fuzzy extent assessment approach for
choosing the desirable 3PRLP for a battery manufacturing industry. Corresponding to AHP
and TOPSIS approaches, Senthil et al. [62] suggested a combined model for evaluating an
ideal reverse logistics contractor. Uygun et al. [63] planned and selected an outsourcing
provider for a telecommunications business by employing DEMATEL and ANP methods
for FSs. Mavi et al. [64] presented the SWARA method for weighting the assessment criteria
of 3PRLP in the plastics industry and further ranked the S3PRLP alternatives through the
MOORA model within FSs. Tavana et al. [65] suggested a combined method with the
integration of ANP and gray superiority and inferiority methods on IFSs for the assessment
of the 3PRLPs selection process. Li et al. [66] used a combined cumulative prospect doctrine
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with hybrid information MCDM methodology for the evaluation of 3PRLPs from sustain-
ability perspectives. Zarbakhshnia et al. [67] weighted the assessment criteria through the
fuzzy-SWARA method and ranked the S3PRLPs by employing the COPRAS method under
a fuzzy environment. Zhang and Su [68] introduced a dominance degree-based hetero-
geneous linguistic model to assess the best S3PRLP for a car manufacture industry. On
the basis of fuzzy AHP and gray MOORA, Zarbakhshnia et al. [69] originated a collective
MCDM method for assessing the S3PRLP alternatives. Chen et al. [1] suggested a new
multi-perspective multi-attribute decision-making support system for the evaluation and
prioritization of 3PRLPs under an HF linguistic term set environment. Mishra et al. [70]
gave a combined framework with CRITIC and EDAS methods for Fermatean fuzzy sets
(FFSs) to deal the S3PRLP selection problem in which the attributes and DEs’ weights are
completely unknown.

3. Preliminaries

The present section is dedicated to describing the fundamental definitions and opera-
tions of HFSs. The concept of HFSs was pioneered by Torra [7] and Torra and Narukawa [8],
to handle the problems where the BD of an element to a given set includes some diverse val-
ues.

Definition 1 [7]. An HFS on the fixed universal set Ω is often expressed by the following
mathematical form:

S = {〈v, hS(v)〉 : v ∈ Ω}, (1)

where hS(v), called as a hesitant fuzzy element (HFE), is a set of some values in [0, 1],
denoting the possible BD of an element v ∈ Ω to the set S. Based on the set of all HFEs of S,

the HFS S can be defined as S =

{〈
v, ∪

k∈hS(v)
{k}
〉

: v ∈ Ω
}

.

Example 1. If Ω = {v1, v2, v3} is the fixed universal set, h(v1) = {0.2, 0.4, 0.5}, h(v2) =
{0.3, 0.4} and h(v3) = {0.3, 0.2, 0.5, 0.6} are the HFEs of vi(i = 1, 2, 3, 4) to a set S, re-
spectively. Then, the set S can be considered as an HFS and mathematically represented as
S = {〈v1, {0.2, 0.4, 0.5}〉, 〈v2, {0.3, 0.4}〉, 〈v3, {0.3, 0.2, 0.5, 0.6}〉}.

Definition 2 [7,15]. Let h, h1, h2 ∈ HFEs(Y). Then, the operations on HFEs are discussed
as follows:

(a) hc = ∪
κ∈h
{1− κ};

(b) h1 ∪ h2 = ∪
κ1∈h1,κ2∈h2

max{κ1, κ2};

(c) h1 ∩ h2 = ∪
κ1∈h1,κ2∈h2

min{κ1, κ2};

(d) λh = ∪
κ∈h

{
1− (1− κ)λ

}
, λ > 0;

(e) hλ = ∪
κ∈h

{
κλ
}

, λ > 0;

(f) h1 ⊕ h2 = ∪
κ1∈h1,κ2∈h2

{κ1 + κ2 − κ1κ2};

(g) h1 ⊗ h2 = ∪
κ1∈h1,κ2∈h2

{κ1κ2}.

Definition 3 [21]. For a given HFE h(v), the score and variance functions are given by the
following expressions (2) and (3):

℘(h(v)) =
1

l(h(v)) ∑
κ∈h(v)

κ, (2)

=(h(v)) = 1
l(h(v))

√
∑

κi ,κj∈h

(
κi − κj

)2, (3)
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where l(h(v)) is the number of elements in h(v).

Inspired by the idea of score and variance functions, a comparative procedure is
obtained as follows:

(i) If ℘(h1) > ℘(h2), then h1 > h2,
(ii) If ℘(h1) = ℘(h2), then

a) If =(h1) > =(h2), then h1 < h2,
b) If =(h1) = =(h2), then h1 = h2.

Definition 4 [15,21]. Consider a set of HFEs E = {h1, h2, . . . , hn}, then, the HF weighted average
(HFWA) and HF weighted geometric (HFWG) operators are as follows:

HFWA(h1, h2, . . . , hn) =
n⊕

j=1
φjhj = ∪

κ1∈h1,κ2∈h2,...,κn∈hn

{
1−

n

∏
j=1

(
1− κj

)φj

}
, (4)

HFWG(h1, h2, . . . , hn) =
n⊗

j=1

(
hj
)φj = ∪

κ1∈h1,κ2∈h2,...,κn∈hn

{
n

∏
j=1

(
κj
)φj

}
. (5)

The measure of the discrimination of two HFSs is defined axiomatically with the
following axioms similar to the case of FSs and IFSs [71–73].

- It is a nonnegative and symmetric mapping of the two compared sets.
- It becomes zero when the two sets coincide.
- It decreases when the two subsets become “more similar” in some sense.

Definition 5 [74]. For all R, S, T ∈ HFSs(Ω), a function D : HFS(Ω)× HFS(Ω)→ R is said
to be an HF—Discrimination measure if it satisfies

(J1). D(R, S) = D(S, R);
(J2). D(R, R) = 0;

(J3).
max{D(R ∪ T, S ∪ T), D(R ∪ T, S ∩ T)} ≤

D(R, S).

Definition 6. Consider R, S ∈ HFSs(Ω). In the following, Xu and Xia [17] presented a HF-
distance measure:

d(R, S) =
1
n

n

∑
i=1


 1

l(h(vi))

ly

∑
j=1

∣∣∣}σ(j)
R (vi)− }σ(j)

S (vi)
∣∣∣


. (6)

4. New Discrimination Measure for HFSs

The divergence measure is one of the important research contents in FS theory and has
a broad application background. For HFSs, Xu and Xia [18] firstly pioneered the concept of
divergence measure. Mishra et al. [34,35] proposed some entropy and divergence measures
for HFSs and applied them to a service quality assessment and green supplier selection
problem, respectively. Kobza et al. [70] studied a new axiomatic definition of HF diver-
gence measure and proposed some divergence measures under an HFS context. Recently,
Mishra et al. [75] studied an HF divergence measure-based Additive Ratio Assessment
approach for a COVID-19 medication problem. To overcome the drawbacks of existing
measures, this section introduces a new discrimination measure for HFSs.

In the following, a parametric symmetric discrimination measure between HFSs R
and S with γ > 0 (γ 6= 2) is proposed:
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D(R, S) =

1
n

n
∑

i=1


 1

l(h(vi))(2(1−γ/2)−1)

l(h(vi))

∑
j=1




( (
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2

)γ/2

−
(

hσ(j)
R (vi)

)γ
+
(

hσ(j)
S (vi)

)γ

2





.

(7)

Theorem 1. Let R, S ∈ HFSs(Ω), then measure D(R, S); γ > 0(γ 6= 2), as presented by (7),
which is a discrimination measure for HFSs.

Proof. To prove this theorem, the function D(R, S); γ > 0(γ 6= 2) has to satisfy all the
postulates of Definition 5. �

(D1). For any two real numbers α, β ∈ R, the following inequalities assure:

(
α2 + β2

2

)γ/2

≥ αγ + βγ

2
, forγ < 2and

(
α2 + β2

2

)γ/2

≤ αγ + βγ

2
, forγ > 2. (8)

In addition, we have

1
n
(
2(1−γ/2) − 1

) > 0, forγ < 2and
1

n
(
2(1−γ/2) − 1

) < 0, forγ > 2. (9)

Let R, S ∈ HFSs(Ω), we know that hσ(j)
R , hσ(j)

S : Ω→ [0, 1] , which implies that




(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

≥

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2
, forγ < 2 (10)

and



(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

≥

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2
, forγ > 2. (11)

Therefore, for each vi ∈ Ω, we combine Equations (9)–(11), and therefore, we have

1
n

n

∑
i=1


 1

l(h(vi))
(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1




( (
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2

)γ/2

−
(

hσ(j)
R (vi)

)γ
+
(

hσ(j)
S (vi)

)γ

2





 ≥ 0. (12)

From Equation (7), we obtain D(R, S) ≥ 0.
(D2). It is obvious from Definition 5.
(D3). Suppose that R = S, therefore, hσ(j)

R (vi) = hσ(j)
S (vi), for each i = 1, 2, . . . , n, j =

1, 2, . . . , l(h(vi)). Then, Equation (7) becomes

D(R, S) =
1
n

n

∑
i=1


 1

l(h(vi))
(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1




( (
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2

)γ/2

−
(

hσ(j)
R (vi)

)γ
+
(

hσ(j)
S (vi)

)γ

2





 = 0.

Conversely, assume D(R, S) = 0,
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⇔ 1
n

n

∑
i=1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

−

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2





 = 0,

⇔




(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

−

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2
= 0.

This is possible if and only if hσ(j)
R (vi) = hσ(j)

S (vi), i = 1, 2, . . . , n, j = 1, 2, . . . , l(h(vi)).
This proves that R = S.

Theorem 2. Let R, S, T ∈ HFSs(Ω). Then, the discrimination measure D(R, S); γ > 0(γ 6= 2),
given by (6), holds the following postulates:

(P1). D(R, S) ≤ D(R, T) and D(S, T) ≤ D(R, T), for R ⊆ S ⊆ T;

Proof. Since R ⊆ S ⊆ T, therefore, hσ(j)
R (vi) ≤ hσ(j)

S (vi) ≤ hσ(j)
T (vi), and thus, from

Equation (7), we obtain. �

D(R, S) =
1
n

n

∑
i=1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

−

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2







≤ 1
n

n

∑
i=1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
hσ(j)

R (vi)
)2

+
(

hσ(j)
T (vi)

)2

2




γ/2

−

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
T (vi)

)γ

2





 = D(R, T).

Thus, D(R, S) ≤ D(R, T), ∀T ∈ HFS(Ω). In the same way, we can prove D(S, T) ≤
D(R, T), ∀T ∈ HFS(Ω).

(P2). D(R ∪ S, R ∩ S) = D(R, S);
(P3). D(R ∪ S, T) ≤ D(R, T) + D(S, T), ∀T ∈ HFS(Ω);
(P4). D(R ∩ S, T) ≤ D(R, T) + D(S, T), ∀T ∈ HFS(Ω);

Proof. To verify (P2)–(P4), we partition the universe of discourse Ω into two disjoint sets
Ω1 and Ω2, where Ω1 = {vi|vi ∈ Ω, R(vi) ⊆ S(vi)} and Ω2 = {vi|vi ∈ Ω, S(vi) ⊆ R(vi)}.
�

D(R ∪ S, R ∩ S)

=
1
n

n

∑
i=1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
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+
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hσ(j)
R∩S(vi)

)2

2
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−

(
hσ(j)
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)γ

+
(

hσ(j)
R∩S(vi)

)γ

2
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=
1
n ∑

vi∈Ω1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
hσ(j)
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+
(

hσ(j)
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+
1
n ∑
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(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
hσ(j)

R (vi)
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+
(
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S (vi)
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−

(
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R (vi)
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+
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hσ(j)
S (vi)

)γ

2





.

This implies that D(R ∪ S, R ∩ S) = D(R, S). Hence, (P2) is proved.
Again, from Equation (7), for each T ∈ HFS(Ω), we get

D(R ∪ S, T)

=
1
n

n

∑
i=1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
j=1







(
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)2

+
(

hσ(j)
T (vi)

)2

2




γ/2

−

(
hσ(j)

R∪S(vi)
)γ

+
(

hσ(j)
T (vi)

)γ

2







=
1
n ∑

vi∈Ω1




1
l(h(vi))

(
2(1−γ/2) − 1

)
l(h(vi))

∑
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(
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+
(

hσ(j)
T (vi)

)2

2
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−

(
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+
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+
1
n ∑
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1
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(
2(1−γ/2) − 1

)
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∑
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(
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−

(
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+
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.

It implies that D(R ∪ S, T) ≤ D(R, T) + D(S, T), ∀T ∈ HFS(Ω). Hence, the property
(P3) is proved.

Similarly, we can prove the property (P4).
(P5). D(R ∩ T, S ∩ T) ≤ D(R, S), ∀T ∈ HFS(Ω);
(P6). D(R ∪ T, S ∪ T) ≤ D(R, S), ∀T ∈ HFS(Ω).

Proof. To prove (P5) and (P6), the universal set Ω is partitioned into the following eight subsets:

Ω = {vi ∈ Ω|R(vi) ≤ S(vi) = T(vi)} ∪ {vi ∈ Ω|R(vi) = T(vi) ≤ S(vi)}

∪ {vi ∈ Ω|R(vi) ≤ S(vi) < T(vi)} ∪ {vi ∈ Ω|R(vi) ≤ T(vi) < S(vi)}
∪ {vi ∈ Ω|S(vi) < R(vi) ≤ T(vi)} ∪ {vi ∈ Ω|S(vi) ≤ T(vi) < R(vi)}
∪ {vi ∈ Ω|T(vi) < R(vi) ≤ S(vi)} ∪ {vi ∈ Ω|T(vi) < S(vi) < R(vi)},

which are denoted by ∆1, ∆2, . . . , ∆8. According to Mishra et al. [34,35], for every ∆j; j = 1(1)8,




(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

≥

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2
, forγ < 2 (13)
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(
hσ(j)

R (vi)
)2

+
(

hσ(j)
S (vi)

)2

2




γ/2

≥

(
hσ(j)

R (vi)
)γ

+
(

hσ(j)
S (vi)

)γ

2
, forγ > 2. (14)

�

Therefore, from (P1), we obtain
D(R ∩ T, S ∩ T) ≤ D(R, S) and D(R ∪ T, S ∪ T) ≤ D(R, S), ∀T ∈ HFS(Ω).
Since measure D(R, S) holds all the essential postulates of Definition 5, hence, D(R, S)

is a valid discrimination measure for HFSs.

5. Hesitant Fuzzy Combined Compromise Solution (HF-CoCoSo) Approach

In the current section, we offer an extended decision-making model, named as the
hesitant fuzzy CoCoSo (HF-CoCoSo) approach, for dealing with the MCDM problems
under an HF environment. For this purpose, we combine the CoCoSo approach [76–78]
with the notions and operations of the HFNs, score function, and proposed discrimination
measure within an HFS setting. The calculation procedure of the developed approach is
presented as follows (see Figure 1):
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Figure 1. Schematic diagram of proposed hesitant fuzzy Combined Compromise Solution (HF-CoCoSo) method.

Step 1: Problem description.
Consider a team of ` DMEs {P1, P2, . . . , P`} to determine the best choice among a set

of ‘m’ alternatives {M1, M2, . . . , Mm} over a criteria set {H1, H2, . . . , Hn}. Create a decision
matrix Z =

(
zij
)

based on linguistic terms for assessing the alternatives over the criteria,
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where i = 1, 2, . . . , m, j = 1, 2, . . . , n. Convert the linguistic matrix into an HF-decision
matrix (HF-DM) Π =

(
xij
)
, i = 1, 2, . . . , m, j = 1, 2, . . . , n.

Step 2: Determine crisp DMEs’ weights.
For the evaluation of kth DME, let hk(v) = {κ : κ ∈ hk(v)} be the hesitant fuzzy

number (HFN). Then, the weight of the kth DME is obtained by using the expression

λk =
∑κa∈h κa

`
∑

k=1

(
∑κa∈h κa

) , k = 1, 2, . . . , `, a = 1, 2, . . . , l(h(v)). (15)

Clearly, λk ≥ 0 and
`
∑

k=1
λk = 1.

Step 3: Create the aggregated HF-DM.
Here, we combine all the individuals’ matrices Πk =

(
xk

ij

)
; k = 1, 2, . . . , l(h(v))

and create the aggregated HF-DM M =
(
yij
)
, i = 1, 2, . . . , m, j = 1, 2, . . . , n, where

M =
`⊕

k=1
λk Mk, and

yij = ∪
κ1∈yk

ij ,κ2∈hk
ij ,...,κa∈hk

ij

{
1−

`

∏
k=1

(
1− yk

ij

)λk

}
. (16)

Step 4: Determine the criteria weights.
In the following, we present a combined criteria weight-determining method based

on objective and subjective weighting methods.
Step 4.1: To estimate the objective criteria weights, we execute the following process

by employing the proposed HF-discrimination measure (7):

vj =

m
∑

i=1

(
1

m−1

m
∑

k=1
D
(

yij, ykj

))

n
∑

j=1

m
∑

i=1

(
1

m−1

m
∑

k=1
D
(

yij, ykj

)) , j = 1, 2, . . . , n. (17)

Step 4.2: Calculate the subjective criteria weights.
To compute the subjective criteria weight, first, we compute the importance degree(

κj
)

of each criterion Hj. For this, create the individual importance degree matrix
(

ηk
j

)
for

kth expert by using the process

ηk
j =




ηk
1

ηk
2
...

ηk
n




1×n

, (18)

where ηk
j is the importance degree of criterion Hj given by kth expert, j = 1, 2, . . . , n,

k = 1, 2, . . . , `. To estimate the subjective weight, we get

ϑj = HFWAλ

(
η1

j , η2
j , . . . , η`

j

)
. (19)

Let ηk
j =

(
hk

ij

)
be the decision importance, where hk

ij =
{

κk : κk ∈ hk
ij

}
, k = 1, 2, . . . , `

is an HFN. Then, we find the overall importance degree as follows:

ϑj =
(
hij
)∗

= ∪
κ1∈hk

i1,κ2∈hk
i2,...,κn∈hk

in

{
1−

`

∏
k=1

(1− κk)
λk

}
. (20)
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Here, κj =
(
hij
)∗ is an HFN.

Step 4.3: Evaluate the overall importance degree
(
ηj
)

of criteria Hj.
Next, we calculate the score value s

(
ϑj
)

by employing Equation (2). Thus, we calculate
the importance degree as follows:

ηj =
s
(
ϑj
)

∑n
j=1 s

(
ϑj
) ; j = 1, 2, . . . , n. (21)

Step 4.4: Determine the final weight of criteria.
With the use of using Equations (16)–(20), the formula for the computation of combined

weight is
wj = τvj + (1− τ)ηj, (22)

where vj represents the objective weight obtained by the proposed discrimination measure
of evaluation of the jth criterion, ηj represents the subjective weight of the jth criterion
expressed by DEs, τ(0 ≤ τ ≤ 1) represents the adjustment coefficient, and its value can be
chosen along with the actual situation of the group decision and 0 ≤ wj ≤ 1.

Step 5: Construct the normalized aggregated HF-DM.
To create the normalized aggregated HF-DM R =

(
ςij
)

m×n, we have utilized the
following expression:

ςij =

{
yij, for benefit criterion(

yij
)c

= 1− yij, for cost criterion.
(23)

Step 6: Determine the weighted sum and power weight comparability sequences.
In the following, we present the weighted sum measure (WSM) (or sum of the

weighted comparability sequence) Λ(1)
i for each candidate:

Λ(1)
i =

n⊕
j=1

wjςij. (24)

Next, we present the weighted product measure (WPM) (or amount of the power
weight of comparability sequence) Λ(2)

i for each candidate, which is given as

Λ(2)
i =

n⊗
j=1

wjςij. (25)

Step 7: Computation of relative weights or balanced compromise scores.
Next, three appraisal score strategies are presented to formulate the relative weights

of the alternative, which are derived as follows:

C(1)
i =

s
(

Λ(1)
i

)
+ s
(

Λ(2)
i

)

m
∑

i=1

(
s
(

Λ(1)
i

)
+ s
(

Λ(2)
i

)) , (26)

C(2)
i =

s
(

Λ(1)
i

)

min
i

s
(

Λ(1)
i

) +
s
(

Λ(2)
i

)

min
i

s
(

Λ(2)
i

) , (27)

C(3)
i =

γs
(

Λ(1)
i

)
+ (1− γ)s

(
Λ(2)

i

)

γmax
i

s
(

Λ(1)
i

)
+ (1− γ)max

i
s
(

Λ(2)
i

) , (28)

where γ ∈ [0, 1] is compromise decision mechanism coefficient. Generally, we take γ = 0.5.
Here, Equation (26) articulates the arithmetic mean of sums of WSM and WPM scores,
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whilst Equation (27) articulates a sum of relative scores of WSM and WPM compared to the
best. Equation (28) expresses the balanced compromise of WSM and WPM models scores.

Step 8: Estimate the final aggregating compromise index.
The final aggregating compromise index Ci is computed as

Ci =
(

C(1)
i C(2)

i C(3)
i

) 1
3
+

1
3

(
C(1)

i + C(2)
i + C(3)

i

)
. (29)

Lastly, prioritize the candidates according as the increasing values of aggregating
compromise index Ci.

Step 9: End.

6. Case Study of S3PRLP Selection

To show the application of the introduced MCDM framework, an empirical case
study of 3PRLP selection is carried out for an automobile manufacturing company (XYZ).
This company is located in the southern region of India that endorses economic and
social development. Its manufacturing chain is long and has a great level of relevance to
other businesses. This automobile company is effectual for promoting employment and
motivating consumption, and it acts as a momentous part in the social and economic growth
of the country. Simultaneously, it entails large-scale production escorted by a huge flow
of raw materials, parts, finished products, and scrap materials. Reverse logistics is vastly
associated to scrap waste and flawed products related to the manufacturing process. As a
result of the speedy growth of the automotive businesses, the general public has paid great
interest to the automobile reverse logistics. The management of recollected defective and
scrapped cars is strongly associated with the individual security and ecological protection,
and consequently, study on the development of automobile reverse logistics is a significant
process to fulfill the customers’ demands, enhance the corporate competitiveness, conserve
the natural resources, and protect the atmosphere.

The company XYZ currently has a well-built marketing system and a trustworthy
reverse logistics network. The company lacks material resources, manpower, experience,
and capital in logistics practices, particularly reverse logistics practices, and this has
motivated the company to outsource its reverse logistics business to a proficient 3PRLP
for reducing costs and enhancing its core competitiveness. The company executives are
facing some difficulties in choosing the 3PRLP and in managing successful reverse logistics
practices in a green and sustainable supply chain during the network. The improper
reverse logistics practices may result in environmental pollution, global warming, etc.
In order to choose a suitable 3PRLP option, the company XYZ posted a tender notice to
invite 3PRLPs to participate in the reverse logistics services. Accordingly, lots of potential
alternatives are contributed in the tender. To assess the candidate 3PRLPs appropriately,
the company formed a team of three professionals (P1, P2, P3). After establishing the
expert team, six candidate providers (M1, M2, M3, M4, M5, M6) are identified for a further
evaluation process. These alternatives are evaluated based on the following 13 criteria:
Green warehousing (H1), Pollution control cost (H2), Green product and eco-design cost
(H3), RL cost (H4), Green R&D and innovation (H5), Air emissions (H6), Environmental
management system (H7), Flexibility (H8), Quality (H9), Financial risk (H10), Health and
safety practices (H11), Social responsibility (H12), and Employment Practices (H13). In
this example, the criteria S2, S3, S4, S6, and S10 are of cost type, and the rest all are of the
benefit type. Next, the implementation procedures of the proposed HF-CoCoSo model for
assessing the S3PRLPs are expressed as follows.

Tables 1 and 2 present the linguistic terms (LTs) and their consequent HFEs for the
rating of relative significance of criteria and 3PRLP candidate assessment to the given
decision-making problem, respectively. As a result of the qualitative [34] and quantita-
tive [79] nature of evaluation factors, imprecise information, and lack of time, it is easy for
the DMEs to articulate their opinions based on linguistic values (LVs) [33].
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Table 1. Linguistic ratings for the importance of criteria and experts.

LVs HFEs DMEs Risk Preferences

Pessimist Moderate Optimist

Very high (VH) [0.85, 1.00] 0.85 0.925 1.00
High (H) [0.70, 0.85] 0.70 0.775 0.85

Medium (M) [0.55, 0.70] 0.55 0.625 0.70
Low (L) [0.40, 0.55] 0.40 0.475 0.55

Very low (VL) [0.25, 0.40] 0.25 0.325 0.40

Table 2. Linguistic variables for the importance of criteria and alternatives.

LVs HFEs DMEs Risk Preferences

Pessimist Moderate Optimist

Extremely preferable (EP) [0.90, 1.00] 0.90 0.95 1.00
Strong preferable (SP) [0.75, 0.90] 0.75 0.825 0.90

Preferable (P) [0.60, 0.75] 0.60 0.675 0.75
Moderately preferable (MP) [0.50, 0.60] 0.50 0.55 0.60

Moderate (M) [0.40, 0.50] 0.40 0.45 0.50
Moderately undesirable (MU) [0.30, 0.40] 0.30 0.35 0.40

Undesirable (U) [0.20, 0.30] 0.20 0.25 0.30
Strong undesirable (SU) [0.10, 0.20] 0.10 0.15 0.20

Extremely undesirable (EU) [0.00, 0.10] 0.00 0.05 0.10

Suppose the DMEs’ weights are given by LVs, which as {H, VH, M}. Consequently,
with the use of Table 2, Equations (6) and (15), the crisp weights of the DMEs are obtained
as {λ1 = 0.3333, λ2 = 0.2689, λ3 = 0.3978}. The linguistic decision matrix is presented in
Table 3.

Table 3. Linguistic decision matrix given by different experts for sustainable third-party reverse
logistics provider (S3PRLP) evaluation.

Criteria DMEs M1 M2 M3 M4 M5 M6

H1

P1 MP M MU MP M MP
P2 M MU P MU P SU
P3 P MP M P MU MU

H2

P1 MP MU MP MP P U
P2 SP MP P M MU MP
P3 P U MU P P U

H3

P1 U M M P P M
P2 MP SP MU M MU P
P3 M P M P M MU

H4

P1 M MU U M P M
P2 M U P MU U P
P3 MP MU U U MP M

H5

P1 M M M MP MP M
P2 SP M MU M P MP
P3 M SU M SU MU M

H6

P1 MP P M MP SP SP
P2 M MP MU U MU U
P3 P M SP P U MP

H7

P1 MU P MP M SU P
P2 MP M SP SU MP M
P3 P SP P M M SU

H8

P1 SP EP MP P M M
P2 M P P MP P P
P3 P MP P M SP P
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Table 3. Cont.

Criteria DMEs M1 M2 M3 M4 M5 M6

H9

P1 MP EP SP M MP SP
P2 SP MP MP MU M M
P3 P MU U M M M

H10

P1 MU MP P MU P SP
P2 MP M M MP U M
P3 M P MU P MU MU

H11

P1 MP P M SP MU P
P2 P MP MP MP P MP
P3 SP P MU M MU SP

H12

P1 U P M P P M
P2 SP SP SP M MP U
P3 M MU P MP M MP

H13

P1 MU SP MU P MP MP
P2 SP MP P MU P MU
P3 P M SP SU M M

With the use of Equation (16), we combine the individuals’ opinions given in Table 3
and then create an aggregated HF-DM in Table 4.

Table 4. Aggregated HF-decision matrix (HF-DM) for 3PRLP candidates over criteria.

M1 M2 M3 M4 M5 M6

H1 0.584 0.461 0.497 0.499 0.476 0.401
H2 0.680 0.424 0.543 0.564 0.557 0.396
H3 0.472 0.641 0.461 0.581 0.484 0.476
H4 0.527 0.372 0.470 0.384 0.524 0.524
H5 0.581 0.368 0.455 0.425 0.539 0.523
H6 0.548 0.571 0.579 0.527 0.526 0.575
H7 0.527 0.652 0.665 0.423 0.439 0.472
H8 0.660 0.740 0.663 0.555 0.652 0.581
H9 0.665 0.699 0.581 0.424 0.505 0.579
H10 0.444 0.603 0.507 0.539 0.449 0.552
H11 0.686 0.621 0.488 0.619 0.466 0.675
H12 0.559 0.609 0.653 0.561 0.539 0.470
H13 0.651 0.606 0.632 0.416 0.555 0.477

In order to determine the significance degrees of considered criteria, firstly, we have
calculated the objective weights, which are given as vj = (0.0479, 0.1329, 0.0630, 0.0808,
0.0918, 0.0082, 0.1315, 0.0370, 0.1137, 0.0493, 0.0973, 0.0438, and 0.1027).

Based on the above-discussed objective weights (vj) and the subjective weights given
by Table 5, the combined weights of the criteria are estimated as below:

Table 5. Linguistic values (LVs) for criteria performance.

Criteria LVs Given by DMEs HFNs Given by DMEs s(κj) ηj

P1 P2 P3 P1 P2 P3

H1 MU MP P 0.35 0.55 0.675 0.575 0.0769
H2 MP M P 0.50 0.45 0.75 0.625 0.0835
H3 U MP M 0.25 0.55 0.50 0.472 0.0631
H4 MP M P 0.50 0.45 0.675 0.584 0.0781
H5 M MP M 0.40 0.60 0.50 0.528 0.0706
H6 MU P P 0.35 0.60 0.675 0.592 0.0791
H7 U P SP 0.30 0.60 0.75 0.623 0.0833
H8 SP M SP 0.75 0.40 0.825 0.734 0.0981
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Table 5. Cont.

Criteria LVs Given by DMEs HFNs Given by DMEs s(κj) ηj

P1 P2 P3 P1 P2 P3

H9 P MP P 0.60 0.55 0.675 0.639 0.0854
H10 U P MP 0.30 0.60 0.55 0.524 0.0700
H11 MP M SP 0.50 0.45 0.75 0.625 0.0835
H12 MU MP M 0.40 0.55 0.50 0.509 0.0680
H13 MP M MU 0.50 0.45 0.35 0.452 0.0604

wj = (0.0624, 0.1082, 0.0630, 0.0794, 0.0812, 0.0437, 0.1074, 0.0675, 0.0996, 0.0597, 0.0904,
0.0559, 0.0815).

As the criteria H2, H3, H4, H6, and H10 are of non-benefit, and the rest all are of
the benefit-type criteria; therefore, by using Table 4 and Equation (23), the normalized
aggregated HF-DM is depicted in Table 6.

Table 6. Normalized aggregated HF-DM for S3PRLP selection.

M1 M2 M3 M4 M5 M6

H1 0.584 0.461 0.497 0.499 0.476 0.401
H2 0.320 0.576 0.457 0.436 0.443 0.604
H3 0.528 0.359 0.539 0.419 0.516 0.524
H4 0.473 0.628 0.530 0.616 0.476 0.476
H5 0.581 0.368 0.455 0.425 0.539 0.523
H6 0.452 0.429 0.421 0.473 0.474 0.425
H7 0.527 0.652 0.665 0.423 0.439 0.472
H8 0.660 0.740 0.663 0.555 0.652 0.581
H9 0.665 0.699 0.581 0.424 0.505 0.579
H10 0.556 0.397 0.493 0.461 0.551 0.448
H11 0.686 0.621 0.488 0.619 0.466 0.675
H12 0.559 0.609 0.653 0.561 0.539 0.470
H13 0.651 0.606 0.632 0.416 0.555 0.477

On the basis of Equations (24)–(29), the overall computational steps of the HF-CoCoSo
approach has been determined and presented in Table 7. Along with the values of increas-
ing values of aggregating compromise index Ci, the prioritization order of the S3PRLP
candidates is M2 � M1 � M3 � M6 � M5 � M4 and thus, the option M2 is the suitable,
sustainable 3PRLP option. Here, Figure 2 shows the variation of compromise degrees with
different measures of the proposed HF-CoCoSo method.

Table 7. Overall aggregation and combined compromise ranking results.

Option Λ
(1)
i Λ

(2)
i C(1)

i C(2)
i C(3)

i
Ci Ranking

M1 0.5676 0.5437 0.1747 2.3004 0.9818 1.8857 2
M2 0.5811 0.5508 0.1779 2.3428 1.0000 1.9206 1
M3 0.5551 0.5414 0.1724 2.2701 0.9688 1.8608 3
M4 0.4888 0.4773 0.1519 2.0000 0.8535 1.6394 6
M5 0.5079 0.5015 0.1587 2.0899 0.8918 1.7130 5
M6 0.5292 0.5172 0.1645 2.1663 0.9245 1.7758 4
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6.1. Comparative Study

In the current section, we compare the introduced HF-CoCoSo method with some
of the existing methods, namely HF-TOPSIS developed by Xu and Zhang [80] and HF-
COPRAS presented by Mishra et al. [34].

6.1.1. HF-TOPSIS Method

The structure of the HF-TOPSIS method is as follows:
Step 1–4: Same as HF-CoCoSo methodology.
Step 5: Determine the HF-positive ideal solution (HF-PIS) and HF-negative ideal

solution (HF-NIS).
The HF-PIS and HF-NIS are computed by the following expressions (30) and (31):

ξ+ =





max
i=1,2,...,m

yij for benefit criterion Hb

min
i=1,2,...,m

yij for cost criterion Hn
(30)

ξ− =





min
i=1,2,...,m

yij for benefit criterion Hb

max
i=1,2,...,m

yij for cost criterion Hn,
(31)

Step 6: Calculation of discrimination measures from HF-PIS and HF-NIS
By means of Equation (7), calculate the weighted discrimination measure D

(
yij, ξ+

)

among the options Mi(i = 1, 2, . . . , m) and the HF-PIS ξ+ and the Discrimination measure
D
(
yij, ξ−

)
among the options Mi(i = 1, 2, . . . , m) and the HF-AIS ξ−.

Step 7: Estimation off relative closeness coefficient (CF).
With the use of Equation (30), the relative CC of each candidate is calculated, which is

given as:

CF(Mi) =
D
(
yij, ξ−

)

D
(
yij, ξ−

)
+ D

(
yij, ξ−

) , i = 1, 2, . . . , m. (32)
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Step 8: Selection of optimal alternative
Opt the maximum value, symbolized by CF(Mk), among the values CF(Mi), i =

1, 2, . . . , m. Thus, Mk is the optimal choice.
Step 9: End.
From Table 4 and Equations (30) and (31), HF-PIS and HF-NIS are appraised. Next,

the entire procedural steps of HF-TOPSIS [80] framework are described in Table 8.

Table 8. Overall outcomes of HF-Technique for Order of Preference by Similarity to Ideal Solution
(HF-TOPSIS) framework.

Option D(yij,ξ
+) D(yij,ξ

−) CF(Mi) Ranking

M1 0.132 0.133 0.502 3
M2 0.093 0.145 0.610 1
M3 0.119 0.104 0.465 4
M4 0.153 0.083 0.352 6
M5 0.142 0.090 0.387 5
M6 0.101 0.137 0.577 2

Thus, the final ordering of the S3PRLP candidates is M2 � M6 � M1 � M3 � M5 �
M4. Therefore, the most suitable alternative is M2.

6.1.2. HF-COPRAS Method

The structure of the HF-COPRAS method is as follows:
Step 1–4: Same as HF-CoCoSo framework.
Step 5: Sum the values of criteria for benefit and cost.
Let ∆ = {1, 2, . . . , k} be a collection of criteria, the greater values of which are finer.

Then, determine the following index for each candidate:

δ
(1)
i =

k⊕
j=1

wjyij, i = 1, 2, . . . m. (33)

Let ∇ = {k + 1, k + 2, . . . , n} be a set of criteria, the lesser values of which are finer.
Then, estimate the following index for each candidate:

δ
(2)
i =

n⊕
j=k+1

wjyij, i = 1, 2, . . . , m. (34)

Here, k, n, and wj denote the number of benefit criteria, total number of criteria, and
weight of the jth criterion.

Step 6: Determine the relative weight.
The relative weight of ith candidate is computed by
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max, the satisfaction degree is maximum.
Step 8: Evaluate the utility degree.
The utility degree of each alternative is

ηi =
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max
× 100%, i = 1, 2, . . . , m. (36)
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Step 9: End.
With the use of Equations (33)–(36), the overall procedures of the HF-COPRAS ap-

proach are calculated and presented in Table 9.

Table 9. The overall computational results of the HF-Complex Proportional Assessment (HF-
COPRAS) method.

Option δ(1)
i δ(2)

i

USV Symbol Macro(s) Description
017B Ż \.{Z}

\capitaldotaccent{Z}
\Zdotaccent

LATIN CAPITAL LETTER Z WITH DOT ABOVE

017C ż \.{z}
\zdotaccent

LATIN SMALL LETTER Z WITH DOT ABOVE

017D Ž \v{Z}
\capitalcaron{Z}
\Zcaron

LATIN CAPITAL LETTER Z WITH CARON

017E ž \v{z}
\zcaron

LATIN SMALL LETTER Z WITH CARON

017F ſ \textlongs LATIN SMALL LETTER LONG S

0180 ƀ \B{b}
\textcrb

LATIN SMALL LETTER B WITH STROKE

0181 Ɓ \m{B}
\textBhook
\texthausaB

LATIN CAPITAL LETTER B WITH HOOK

0182 Ƃ \textoverline{B} LATIN CAPITAL LETTER B WITH TOPBAR

0183 ƃ \textoverline{b} LATIN SMALL LETTER B WITH TOPBAR

0186 Ɔ \m{O}
\textOopen

LATIN CAPITAL LETTER OPEN O

0187 Ƈ \m{C}
\textChook

LATIN CAPITAL LETTER C WITH HOOK

0188 ƈ \m{c}
\texthtc
\textchook

LATIN SMALL LETTER C WITH HOOK

0189 Ɖ \M{D}
\textDafrican

LATIN CAPITAL LETTER AFRICAN D

018A Ɗ \m{D}
\textDhook
\texthausaD

LATIN CAPITAL LETTER D WITH HOOK

018B Ƌ \textoverline{D} LATIN CAPITAL LETTER D WITH TOPBAR

018C ƌ \textoverline{d} LATIN SMALL LETTER D WITH TOPBAR

018E Ǝ \textEreversed
\M{E}
\textrevE

LATIN CAPITAL LETTER REVERSED E

0190 Ɛ \m{E}
\textEopen

LATIN CAPITAL LETTER OPEN E

0191 Ƒ \m{F}
\textFhook

LATIN CAPITAL LETTER F WITH HOOK

0192 ƒ \m{f}
\textflorin

LATIN SMALL LETTER F WITH HOOK

0193 Ɠ \texthookabove{G} LATIN CAPITAL LETTER G WITH HOOK

0194 Ɣ \m{G}
\textgamma
\textGammaafrican

LATIN CAPITAL LETTER GAMMA

0195 ƕ \hv
\texthvlig

LATIN SMALL LETTER HV

0196 Ɩ \m{I}
\textIotaafrican

LATIN CAPITAL LETTER IOTA

0197 Ɨ \B{I} LATIN CAPITAL LETTER I WITH STROKE

0198 Ƙ \m{K}
\textKhook
\texthausaK

LATIN CAPITAL LETTER K WITH HOOK

0199 ƙ \m{k}
\texthtk
\textkhook

LATIN SMALL LETTER K WITH HOOK

019A ƚ \B{l}
\textbarl

LATIN SMALL LETTER L WITH BAR

019B ƛ \textcrlambda LATIN SMALL LETTER LAMBDA WITH STROKE

019D Ɲ \m{J}
\textNhookleft

LATIN CAPITAL LETTER N WITH LEFT HOOK

019E ƞ \textnrleg
\textPUnrleg

LATIN SMALL LETTER N WITH LONG RIGHT LEG

8

i ηi Ranking

M1 0.464 0.254 0.670 96.63 2
M2 0.460 0.224 0.693 100.00 1
M3 0.435 0.224 0.667 96.30 3
M4 0.352 0.230 0.578 83.45 6
M5 0.377 0.227 0.607 87.59 5
M6 0.391 0.213 0.635 91.70 4

Thus, the ranking of the S3PRLP candidates is M2 � M1 � M3 � M6 � M5 � M4.
The ranking reflects that the alternative M2 is the best alternative. Figure 3 presents the
comparison of score values of S3PRLP alternatives with various methods.
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Assessment of criteria weights is one of the main challenges in the MCDM process.
In the developed method, the objective weights, which are determined by new dis-
crimination measure-based formula and the subjective weights, which are expressed
by DMEs, are combined, and the aggregated weights are employed in the extended
CoCoSo framework.

7. Conclusions

Increasing environmental awareness and the rapidly growing utilization of natural
resources have motivated businesses to focus on sustainable SCM. As a result of the
restraints related to their technology, own capital, or knowledge, some businesses outsource
their RL activities. However, the selection of the correct S3PRLP alternative among a set of
alternatives over multiple qualitative and quantitative criteria is an important and uncertain
MCDM problem. The objective of the study is to recommend an MCDM methodology
for evaluating the S3PRLP assessment problem with HFNs information. To do this, firstly,
an innovative HF-CoCoSo approach is introduced by combining the traditional CoCoSo
method, HFSs’ operators, and discrimination measure under HFSs settings. The weights
of the criteria have been assessed by combining a proposed discrimination measure-
based objective weighting method and a subjective method given by experts. Then, an
illustrative case study of S3PRLP evaluation and selection problem has been discussed
within HFS settings, which expresses the applicability and viability of the current method.
The effectiveness of the introduced approach has been justified by comparison with extant
methods. Finally, sensitivity assessment has also been discussed to show the stability of
the proposed approach.

The shortcomings of this study are (i) the number of DMEs engaged in the present
case study was small; (ii) the interrelationships between the criteria were not taken into
deliberation, and (iii) the BDs of a certain element are not necessarily real numbers; this
may bound the application range of the developed technique to some extent. Thus, further
study will need to be carried out to enhance the precision of the decision-making selection
problem by considering these factors. We can extend our study by incorporating objective
and subjective criteria weights under different fuzzy environment. In addition, we will
suggest some methods such as GLDS, DNMA, or MULTIMOORA to assess the S3PRLP
selection problem. In addition, we will apply the developed methodology to other applica-
tions, such as sustainable biomass crop selection, renewable energy technology selection,
and others.
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Abstract: Sustainable engineering is very important for logistics systems. Nowadays, sustainable
warehouse management is a key factor in market success. Workforce fluctuation and inverting the
number of customers’ demands make a lot of problems in distribution warehouses. This study
addresses a sustainable approach for the workforce scheduling problem recognized in a real distri-
bution warehouse. The problem arises from the high variability of demand for workers over one
workday, which causes workforce surplus in some periods of the workday and shortages in others.
Engineering managers of the distribution warehouse already use different full-time and part-time
shifts, and schedule workers on different activities, but they still have significant workforce surpluses
or shortages in some periods. This study proposes the scheduling of activities’ execution together
with workers to face that variability and decrease the cost of the workforce. This idea comes from the
fact that some activities in a distribution warehouse can be done in a specific time period after the
need for them occurs. In this way, the variability of demand for workers can be decreased, and a
lower workforce cost may be ensured. Based on this idea, the entire problem is modeled as integer
linear programming. The real example of the problem is solved, and the proposed model is tested on
randomly generated instances of the problem in Python by means of the PuLP linear programming
package. The results indicate different positive effects in the manner of sustainable warehouse
management: lower workforce costs, time savings, better utilization of all types of resources and
equipment, increased employee satisfaction, and so on. For even 61% of instances of the introduced
problem, the obtained cost of the workforce is lower by more than 20% if activities’ executions are
scheduled together with employees.

Keywords: sustainable warehouse management; workforce; optimization; scheduling; activities; warehouse

1. Introduction

The warehouse is one of the most important parts of companies with distribution
functions, on whose sustainability the entire company’s sustainability largely depends.
It has a particularly important impact on economic and social sustainability as a part
of the company that most absorbs the consequences of changes in demand. This has
been best demonstrated nowadays where there are large differences in demand. Recently,
more and more attention has also been paid to the ecological sustainability of warehouses.
Warehouses are the most responsible for the increase in greenhouse gas emissions in the
supply chain [1], primarily due to the increase in energy consumption for lighting, heating,
cooling, air conditioning, and the handling of goods [2]. In this regard, companies are being
invested in to provide renewable energy sources, green technologies, recycling systems,
and so on. In addition, the number of works on the topic of green warehousing has
increased significantly in recent years [1].

Nevertheless, economic, social, and environmental sustainability are equally impor-
tant for achieving overall warehouse sustainability [2]. Tan et al. [3] describe in detail their
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importance, and point out that any change in goals in one type affects the achievement
of the goals of the other two types of sustainability. Therefore, it is very important to
maintain a balance between the factors of all three types of sustainability [4]. In this regard,
engineering has the task to go a step further than seeking sustainable resources and offer
systems in which sustainable resources are used in a sustainable way [5]. Operations
research should get more attention in this process [6].

The sustainability of the warehouse largely depends on the utilization of the ware-
house’s resource (i.e., on their schedule in space and time). If the warehouse is observed
only between four walls, then its main resources are space, equipment, and workforce.
The schedule in the use of space and stationary equipment is more a tactical or strategic
decision and generally does not require daily optimization. On the other hand, workers
and the mobile part of the equipment are scheduled every day. Without the efficient use of
these resources, there is no sustainable order picking. Since order picking is an extremely
intensive process that consumes a lot of energy, capital, and human resources, its impact
on overall warehouse sustainability is extremely high. Andriansyah et al. [7] point out that
an efficient use of resources is a prerequisite for sustainable order picking and thus for
sustainable warehousing.

Numerous papers deal with scheduling, routing, and other methods that optimize
the use of mobile resources in the warehouse. The aim is to minimize their costs, energy
consumption, and greenhouse emission while performing activities. Burinskiene et al. [8]
scheduled forklift driving and picking vehicle routes to reduce travel time and cost in
replenishment and order picking. Boenzi et al. [9] optimized forklift operation in terms
of both energy consumption and environmental impacts. Pashkevich et al. [10] examined
which factors cause an increase in forklift energy consumption. Lorenc and Lehrer [11]
scheduled products in warehouses of modern companies to achieve more efficient use of
resources in the order-picking process. On the other hand, studies such as [12–14] and
others have scheduled workers. In general, workers have been scheduled on tasks, jobs,
activities, days, and so on, following a work execution plan. Papers dedicated to the
workforce in the warehouse and workforce scheduling on activities are represented in the
literature review in more detail.

However, to achieve optimal utilization of mobile resources, it is not enough just to
optimally schedule them according to a work execution plan; the work execution must
also be optimally scheduled when scheduling mobile resources. With this approach, this
paper goes a step ahead compared to the existing literature, which deals only with the
effects of scheduling of mobile resources on work. In addition, this paper gives preference
to the workforce over the mobile equipment in the scheduling process in the warehouse
and defines all types of works in the warehouse as activities. In a similar sense as in
this paper, Carli et al. [15] scheduled activities and forklifts in a warehouse to optimize
the charging batteries. Their aim was to charge forklift batteries less often during peak
hours. In contrast, this paper takes into account the economic and social aspects when
scheduling activities. It exploits the possibility of postponing the execution of some
activities and the use of workers in different types of activities to lower workforce costs. It
provides a more even use of workers over the workday and a break on time, and eliminates
overcrowding in the warehouse to improve working conditions. All of that increases
economic and social sustainability and creates a potential for investment in environmental
sustainability solutions.

The workforce scheduling and planning is hence very important but also a complicated
task for companies with distribution warehouses (DW). Like in many other service systems,
the complexity comes from the variability of workload during a planning horizon. As a
result, a different number of workers is needed in different periods of the planning horizon.
However, on a daily basis, this problem might be resolved in a DW better than in other
service systems. During the analysis of activities in the real DW, it was noticed that many
activities could be postponed completely or partially. It means that the execution of these
activities can be scheduled in a specific time period after the need for their execution occurs.

174



Sustainability 2021, 13, 2021

In that way, the variability of demand for workers may be decreased, and a lower workforce
cost may be ensured. The main aim of this study was to incorporate this specificity in the
scheduling of workers on activities in DW and provide a solution with a lower cost of the
workforce. At the same time, the solution should contribute to a more balanced workload
for workers during the day, respecting the period for a break. In this way, the solution
should help increase the efficiency and sustainability of the warehouse.

The idea for this study came from cooperating with engineering managers of the real
DW to decrease the cost of the workforce. After analyzing activities in their warehouse,
and how they schedule workers, the workforce scheduling problem in DW (DW-WSP)
was defined. Based on the defined DW-WSP, the idea of applying an activities execution
scheduling (AES) for decreasing the cost of the workforce in DW was developed. This
idea and the DW-WSP are presented in the rest of this section, together with the main
contributions of the paper and implications for engineering managers. The position of the
study among the existing literature and related studies are discussed in the next section.
The approach to solving the introduced problem, which allows the scheduling of workers
and execution of activities at the same time, is presented next. This approach explains
the concept for solving the problem and a mathematical model of the problem, named a
workforce and activities execution scheduling model (the WAES model). The WAES model
is tested for the input values obtained from the considered DW, and for the 100 randomly
generated instances of the problem. Each instance of the problem is solved with the WAES
model and the model that excludes the AES (the WS model). The results of the testing,
final discussion, and future research conclude the paper.

1.1. The DW-WSP

The DW-WSP is introduced as follows. The workforce has to be determined by shifts
and by worker profiles, along with scheduling workers’ activities over the workday. Jobs
of the same type perform an activity that lasts the entire workday and requires a different
number of workers in different intervals of a workday. The required number of workers for
executing an activity in an interval is equal to the sum of workers needed for performing
all jobs belonging to that activity that occurred in that interval. For each activity, there is
a deadline for finishing. The needed number of workers by intervals and by activities is
calculated based on the history of jobs’ occurrence. The exceptions are activities whose
workload depends on the workload of one or more other activities. For such an activity, the
needed number of workers in an interval is calculated based on the number of workers that
are scheduled on the activities it depends on. In DW, there are full-time and part-time shifts.
Each full-time worker needs to take their break within a prescribed time window, which
depends on the shift. Different worker profiles are employed, which can execute different
activities following their qualifications. Based on the overall definition, this problem can be
characterized as a relatively extended version of the shift-scheduling problem, in which a
worker can perform more than one activity in the same shift. Ultimately, the conclusion can
be drawn that the defined problem belongs to the group of multi-activity shift scheduling
problems (MASSPs).

1.2. The AES

The scheduling of activities’ execution, together with workforce scheduling, is the
main idea for decreasing the cost of the workforce in DW. The AES in this paper refers
to the scheduling of some activities’ execution in a time period after the need for their
execution occurs. This scheduling is possible due to the opportunities that some activities
provide in terms of their completion. The execution of these activities can be completely
or partially postponed. The following example explains the AES from the workforce
scheduling perspective. Let it be prescribed that each truck checked in for the unloading
has to be unloaded in three hours. The truck can be unloaded completely in the first, the
second, or the third hour after arrival. The unloading can also be scheduled partly in two
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or three of these hours. Accordingly, the requirements for workers of unloading activity
can be fulfilled in different ways after they occur.

Further, assume it is measured that four workers can unload the truck in one hour.
If the workday is divided into one-hour intervals, then a truck checked in for unloading
creates the job that requires four workers to work for one hour. As the unloading has to be
finished in three hours, all four workers can be scheduled to unload the truck in the first, in
the second, or the third hour after the truck is checked in. However, the truck can also be
unloaded by one worker over all three hours and by another worker during one of these
three hours, and so on. Therefore, there are many combinations to schedule the execution
of activities (i.e., to fulfill requirements for workers of activities that have a deadline for
finishing). The idea of using the AES for decreasing the cost of the workforce in DW is
represented by the example in Figure 1.
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1.3. Main Contributions

It is believed that this study might contribute to knowledge and practice by offering
novelties that were not identified in other research. Careful investigation of the literature
showed that many studies are dealing with MASSPs, but trying to develop a better tech-
nique to solve a familar MASSP. In this work, the MASSP model is adjusted for application
in DW and increasing the sustainability thereof. Despite the overall MASSP complexity,
the entire problem is extended with the AES to decrease the cost of the workforce in DW.
Therefore, it is believed that the study has two potential contributions:

• The first is practical, and refers to developing a model for workforce scheduling in
DW, which the literature lacks, and which can decrease the cost of the workforce in
DW and increase its sustainability.

• The second is methodological, and refers to the introduction of the AES to an MASSP
as a novelty that might provide a better solution of MASSPs in general.

2. Literature Review

This study can be positioned among the studies that consider workforce scheduling
problems, activity scheduling problems, and warehouse sustainability.

Regarding workforce scheduling problems, this study can be positioned among studies
that consider shift scheduling problems. According to Ernst et al. [16], “shift scheduling
deals with the problem of selecting from a potentially large pool of candidates; what shifts
are to be worked together with an assignment of the number of employees to each shift to
meet demand.” The position of the break within selected shifts is also considered unless it
is fixed. Usually, the problem is considered in a single-day planning horizon divided into a
certain number of equal intervals. If the number of available workers is specified, then the
objective is usually to find a schedule that minimizes understaffing and overstaffing. If the
number of available workers is not provided, the aim is to find a schedule that provides
the minimal cost of the workforce. Some of the other objectives in use are minimizing
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a gap between assignments and employees’ preferences, balancing a workload between
employees, minimizing workforce size, and maximizing employees’ satisfaction.

This study can be classed among the studies that consider MASSPs. MASSPs are a
relatively extended type of shift scheduling problem. The multi-activity context in shift
scheduling problems extends these problems to determining when and which activity each
worker performs. Demand for workers is represented by activities and by intervals of a
workday. Hence, MASSPs generally imply solving two problems. One problem is to select
working shifts and, subsequently, assign workers to them. The second one is to assign
workers to activities by intervals of shifts. If activities require different qualified workers,
then for each selected shift, the number of every worker profile needs to be determined.

Finally, this study can be classed among the studies that consider warehouse sustain-
ability. These studies are related to the ideas of green warehousing, sustainable warehouse
management, development of operational research tools for solving sustainable engineer-
ing problems in the warehouse, and so on.

2.1. Literature Review of Workforce Scheduling in Warehouses

Despite the significant number of studies addressing the workforce scheduling prob-
lem, a small number of studies have investigated that problem in a warehouse. Out of more
than 700 papers about workforce scheduling published between 1954 and 2003, included
and described in the review paper by Ernst et al. [17], not one mentions the warehouse.
In the second review paper by Van der Bergh et al. [18], which includes papers from
2003 to 2012, the warehouse is mentioned in four papers. After 2012, to the best of the
authors’ knowledge, only two papers mention the warehouse. All of these papers are
briefly described below.

De Causmaecker et al. [19] classified real-world personnel planning problems by
investigating a small yet representative sample of Belgian companies. In a warehouse
company, a call center, a fast-food restaurant, and an employment agency, they encountered
personnel planning based on fluctuating demands. As the required number of person-
nel fluctuated, they described the problem in these companies as a fluctuation-centered
personnel planning problem. Authors have pointed out that these companies maintain
a historical record for demand forecasting, whereas the warehouse company has at least
three workers qualified for each task and hires temporary employees.

Günther and Nissen [20,21] scheduled workers on workstations (jobs) in one German
logistics provider, where most of the jobs are related to the warehouse. Both papers have
solved the same problem, but used different techniques to do so, with both aimed at
improving the existing schedule of workers during the day. Accordingly, the objectives of
the studies were obtained by allowing workers to perform more than one job during the
day. The objective function was the minimizing of over-satisfying and under-satisfying
of demands for workers, as well as changing jobs. Bard and Wan [22] presented a model
for determining the optimal size of the permanent workforce, where workstation groups
specify the demand for workers for up to 24 h a day, seven days a week. The model
was tested using the data provided by the U.S. Postal Service (USPS) mail processing and
distribution center (P&DC) in Dallas.

Ladier et al. [23] defined three phases of making weekly and daily schedules for work-
ers. In the first phase, the number of temporary workers of every profile and the number of
hours by task for each worker (temporary or permanent employee) are determined for each
day of the one-week horizon. In the second phase, for each employee, the shift and the
percentage of time spent on the assigned task are calculated for each day and each hour. In
the third phase, an assignment of tasks to employees is made for each interval. The solution
in each phase is obtained by minimizing the deviation of the solution from the given
demands, conditions, rules, and so on. Ladier and Alpan [24] solved the cross-dock truck
scheduling problem and the employee rostering problem in an integrated manner. Two
iterative procedures were proposed for solving the problem, encompassing employees-first
and trucks-first.
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2.2. Literature Review of Multi-Activity Shift Scheduling

An in-depth review of literature in the workforce planning and scheduling sphere
revealed that the multi-activity context had been rarely noted. Moreover, the term “activity”
is quite newly introduced. Referring to the study conducted by Ernst et al. [17], it is
uncovered that none of the papers that have been reviewed described jobs as activities.
Besides, Van den Bergh et al. [18] conducted a review study in which the scheduling of
workers on activities was only identified in cited studies such as [25–27]. However, before
these, it is also worth mentioning the papers in which jobs are activities following this
paper’s definition, but they were not described in that way.

Ritzman et al. [28] and Loucks and Jacobs [29] are among the first papers that introduce
the multi-activity context. Ritzman et al. [28] assigned every worker to a particular work,
every hour, within a post office. Similarly, Loucks and Jacobs [29] allocated different types
of work (called tasks) to restaurant workers, where each task required workers to have
adequate skills. Bard and Wan [22] scheduled workers on workstations in a way that the
demand for workers of every workstation was defined in half-hour intervals, every day,
five days a week. The scheduling of workers on workstations, which corresponded to the
activities, was conducted in a study by Günther and Nissen [21]. The results of the study
indicate that on each workstation, in each interval of the day, a certain number of workers
are needed. In a study conducted by Ladier et al. [24], tasks in a warehouse were considered
in two ways, which is to say, they defined their workload precisely (hour-by-hour) and
for a whole time slot. Tasks defined for the whole time slot could be realized at any time.
Given the definition of activity from this paper, the first group of tasks corresponds to
activities, and the second one to tasks.

It can be asserted that Demassey et al. [12,25] and Cote et al. [30] first introduced the
term “activities” in reference to workforce problems. However, the problems in their papers
are described as the employee timetabling problem. Besides, these studies also introduced
the constraints that are subsequently used in almost every paper concerning MASSP and
are presented below (ended with Lequy et al. [31]). Accordingly, the constraints can be
regulated as allowed and forbidden assignments of activities to shift intervals; a minimum
and a maximum number of consecutive periods assigned to an activity or break for an
employee; allowed and forbidden activity changes; and a required number of break periods
after changing activities or consecutive working periods; and so on. Followings studies
could have solved a quite similar MASSP, but using different solving techniques.

Demassey et al. [12,25] determined valid schedules to which an employee can be
assigned (valid shifts) by using constraint programming considering two sequences. Firstly,
they have fulfilled intervals of valid shifts with activities and a break/lunch according
to various constraints. Secondly, they have deployed the column generation approach
to cover demand. They identified the required number of workers to work in specific
shifts. Additionally, Demassey et al. [12] solved this problem when the set of valid shifts is
determined for each worker separately. In studies conducted by Cote et al. [30,32], they
determined, for each worker, which activity to perform in which interval, without using a
set of feasible shifts. For each employee, a shift was formed by using various constraints
(i.e., an implicit way was used to form shifts).

Cote et al. [32] and the subsequent papers described a solved problem as MASSP, or
by a slightly modified name. Cote et al. [26] continued to use the implicit way for defining
shifts. However, this time, the decision variable denoted the number of workers assigned
to an activity in an interval. Cote et al. [13] selected a working shift for each worker from
his/her set of feasibility shifts by using a column generation approach. Each valid shift
for an employee was fulfilled with a break, a lunch, or an activity, according to defined
constraints. The pricing sub-problem was modeled by using a context-free grammar that
allowed extracting the set of feasible shifts for each employee.

Lequy et al. [14] assumed that shifts (with breaks) are already assigned to workers.
Accordingly, they have assigned activities to shifts (i.e., to the periods of shifts). An activity
was assigned to a period of a shift, considering only if there was an adequate number of
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qualified workers to perform the activity in that shift. Ultimately, they have proposed three
integer programming formulations of the problem, and subsequently, they have developed
three heuristics based on branch and bound or column generation methods. This problem
was extended in Lequy et al. [31] by assigning tasks to shifts besides activities. Tasks
were assigned to shifts in the same way as activities; however, they obeyed different rules.
Similarly, Boyer et al. [33] extended the model of Cote et al. [13] by including tasks besides
activities in the problem.

Dahmen and Rekik [34] solved an MASSP over a multi-day planning horizon, where
workdays were known for each worker. The study aimed at constructing admissible
shifts followed by assigning them to workers in a way that minimizes under-staffing
and over-staffing costs over their workdays. They have proposed a tabu-search-based
constructive algorithm and a mixed integer linear programming (MILP) model of the
shift scheduling problem. Restrepo et al. [27] solved another real case of MASSP. The
problem was concerned with finding the schedule for security staff and cashiers over 100
parking lots in the city of Bogotá. They modeled parking lots as work activities and the
staff movements between parking lots as changes between work activities. The solution
was articulated as the number of workers in selected shifts and the assignment of activities
to time slots of those shifts.

2.3. Literature Review of Sustainable Warehouse Studies

Tan et al. [3] define a sustainable warehouse as a warehouse where all economic,
environmental, and social inputs are integrated, balanced, and managed. In their work,
they developed a model for testing warehouse sustainability. The model also provides
decision support that leads to sustainable warehousing. Bank and Murphy [35] emphasize
the importance of warehouse sustainability for the sustainability of the entire supply chain.
They introduced warehouse sustainability metrics, measurements, and guidelines. Simi-
larly, Torabizadeh et al. [36] provided a list of 33 performance indicators that can be used to
assess the sustainability of a sustainable warehouse management system. Bartolini et al. [1]
pointed out that warehouses make a major contribution to increasing greenhouse gas in
supply chains. For that reason, they provided an overview of the literature dealing with
green warehousing and warehouse sustainability. They identified 38 papers related to this
topic. Carli et al. [15] scheduled mobile electrical equipment in the warehouse, taking into
account the cost of electricity and the cost of penalties related to the makespan. In this way,
they ensured a reduction in the impact of mobile electrical equipment on the economic and
environmental sustainability of the warehouse. Freis et al. [37] proposed a methodology
to determine the energy demand of logistics centers and evaluate the impacts of design
options to create energy-efficient and CO2-neutral systems. They concluded that the energy
demand and CO2 emissions of logistics centers can be reduced if the energy interrelations
between the sub-systems intra-logistics, building technology, and building skin are taken
into account when improving the base elements of these sub-systems. They also provided
energy-saving measures, depending on the degree of automation of the logistics center.
Kamarulzaman et al. [38] made a list of green initiatives that can be applied when per-
forming activities in the warehouse and evaluated Malaysian food-based manufacturers
according to the application of these initiatives. Amjed et al. [39] defined a sustainable
warehouse model that shows elements and constructs that impact sustainability. Elements
were grouped into nine constructs, and the dimensions of sustainability that impacted
each element were defined. They named the constructs as warehouse facility design, ware-
house layout, inventory management, mechanical handling equipment, warehouse staff,
warehouse operations, onsite facilities, and warehouse management system. Malinowska
et al. [40] defined criteria for warehouse assessment in regards to sustainable functioning,
and created a roadmap to gain a better level of sustainable warehouse. The road map for
each criterion contains activities to achieve better results of the evaluation criteria and
advantages of their application. Durmić [41] determined the importance of various factors
and dimensions of sustainability in the selection of a sustainable supplier in BIH. Based on
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expert assessments, it was obtained that economic factors and sustainability are the most
important when selecting a supplier. Ðalić et al. [42] presented a model for evaluation and
supplier selection based on seven environmental criteria: environmental image, recycling,
pollution control, environmental management system, environmentally friendly products,
resource consumption, and green competencies.

3. The Sustainable Warehouse Management Approach for Workforce and
Activities Scheduling
3.1. Problem Statement

The problem has its roots in selecting working shifts, as well as in determining the
number of workers for each profile in each selected shift. Accordingly, the aim is to
figure out a solution so that the cost of the workforce is minimized, and every constraint
and demand for workers is satisfied over a workday. Depending on activity, demand
for workers has to be fulfilled within the prescribed time window or by the end of the
prescribed interval of a workday. Since the solution to this problem is robustly tied to
the scheduling of workers on activities, then obtaining such a schedule is also part of
the problem. Besides, the prospective schedule has to specify a break for each worker
within a prescribed time window. Therefore, the overall solution is expected to address the
following issues:

• How many workers of each profile are needed to work in each selected shift?
• Which activity is performed by each of the workers in each interval of their shift, and

when do they take a rest?

3.2. Conceptual Framework for Solving the Problem

Based on the introduced issues, an entire conceptual framework for solving the
problem is developed. It implies solving the WAES model first and then making the
schedule for each worker. The solution of WAES provides the number of workers employed
in each shift by profile, and the number of workers assigned to each activity in each interval
by profile. However, the solution does not specify personally for each worker which activity
he performs in which interval and when he has a break. For that need, an algorithm is
developed in Python. Based on the obtained solution, the algorithm for each worker
assigns an activity or a break in each interval of his shift. The entire conceptual framework
for solving the problem is presented in Figure 2.
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3.3. Assumptions, Limitations, and Notation

The problem is considered over one workday, which is divided into n intervals of
equal length. Each interval is represented by an ordinal number, where n is also the ordinal
number of the last interval in the workday. Intervals of a workday are contained in set N
(i.e., N = {1, 2, . . . , n}). The workday can have full-time and part-time shifts. All possible
full-time shifts are contained in set M1, and all possible part-time shifts are contained in set
M2. Together, they form the set of all possible shifts M. The working environment of the
warehouse can include independent and dependent activities. Independent activities are
included in set B, whereas dependent activities are incorporated into set C. All considered
activities are included in set A.

For activity a ∈ B and interval k ∈ N, a required number of workers by intervals of
the workday is assumed to be known. This is represented as demand for workers (dai). On
the other hand, for activity a ∈ C and interval k ∈ N, the demand for workers (dai) is equal
to the sum of the percentages of the number of workers assigned to each activity from set
Ga in interval k. Set Ga contains activities on which activity a ∈ C depends. Therefore, for
activity a ∈ C and activity a, ∈ Ga, there is a percent of dependence (sa, ). Since demand for
workers of dependent activities can be a non-integer number, it has to be fulfilled by an
integer number that is equal to or greater than demand.

Each activity has to be executed within a defined time window. The time window for
fulfilling a demand for workers on an activity is set according to the time window available
for that activity’s execution. There are two types of time windows. For activity a ∈ A1,
demand for workers needs to be fulfilled within the exact number of intervals (va), starting
from the one in which it occurs. For example, if the policy of a distribution company is to
unload each truck within two intervals after checking in, then each demand for workers of
the unloading activity needs to be fulfilled within two intervals.

For activity a ∈ A1, demand for workers generated before interval ra needs to be
fulfilled by the end of that interval. Requests for performing these activities are received
until the interval ra or an interval before it starts. For example, if a distribution company
operates until 22:00, and all orders received by 16:00 are distributed in the morning of
the subsequent workday, then all orders received by 16:00 have to be prepared by 22:00.
Accordingly, each demand for workers of an order-picking activity needs to be fulfilled
by 22:00.

Different worker profiles are employed in the warehouse. All considered worker
profiles are represented by set T. For each activity, it is defined which of the workers’
profiles are allowed to perform it. Set Ta denotes the set of worker profiles who are allowed
to perform an activity a. Similarly, set Ht denotes activities which a worker of the profile
t ∈ T is allowed to perform. A worker of profile t costs ct. The maximal number of workers
who can work at the same tim (i.e., the maximal number of active warehouse workers) is
q. In each full-time shift, there is a break of p intervals long, which needs to be taken by
each worker employed in a full-time shift within the time window made of f intervals. For
activity j ∈ M1, intervals available for the break are given in set Oj.

Demand for workers on independent activities over a workday is considered pre-
dictable based on a previous archived record about the workload. However, workload
prediction and its conversion into demand for workers are not considered in this paper.
The model is also limited to application in distribution warehouses.

Mathematical notations used in the model are presented in Table 1, separately for
model inputs and outputs. The model inputs are presented in the context of time, activities,
deadlines for finishing activities, and workers.
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Table 1. Table of notation.

Inputs

Time
N Set of intervals of a workday
M Set of shifts
M1 Set of full-time shifts
M2 Set of part-time shifts
n Ordinal number of the last interval in a workday

bkj
A parameter that has a value of 1 if an interval k ∈ N is part
of a shift j ∈ M; otherwise, it is 0.

Activities
A Set of all activities
B Set of independent activities
C Set of dependent activities
Ga Set of activities that activity a ∈ C depends on
dai Demand for workers of activity a in interval i

sa′
Percent of the dependence of activity a ∈ C on activity
a′ ∈ Ga/100

Deadlines

A1
Set of activities with a deadline represented by the time
window

va
Duration of the time window for finishing activity a ∈ A1 (in
intervals)

A2
Set of activities with a deadline represented by number of
interval

ra
The interval by which demand for workers of activity a ∈ A2
needs to be fulfilled

Workers
T Set of all worker profiles
Ta Set of worker profiles who are allowed to perform activity a

Ht
Set of activities which a worker of profile t ∈ T is allowed to
perform

ct Cost of worker of profile t
q Maximal number of workers who can work at the same time
p Duration of the break (in intervals)
f Duration of time window available for breaks (in intervals)
Oj Intervals available for the break in shift j ∈ M1
w Percent of workers employed in part-time shifts/100

Outputs

ytj Number of workers of a profile t ∈ T assigned to shift j ∈ M

ytija
Number of workers of profile t ∈ T assigned to interval i ∈ N
of shift j ∈ M on activity a ∈ A

xaijk

Number of workers provided in interval i ∈ N of shift j ∈ M
to fulfill the demand for workers of activity a ∈ A from
interval k ∈ N

3.4. Optimization Model

Before introducing the optimization model, the working mechanism of the proposed
approach for solving DW-WSP is presented to indicate the position of the model in the
process of reaching a solution (Figure 3).
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Following the conceptual framework, the working mechanism for solving the DW-
WSP, and the introduced notation, the WAES model of the problem is developed in the
form of a linear program. The WAES model has the following form:

min : ∑
j∈M

∑
t∈T

ct ∗ ytj (1)

Subject to:

∑
j∈M

until

∑
k=i

xaijk ∗ bkj = dai, ∀i ∈ N, ∀a ∈ B ∩ A1; until = min(i + va, n) (2)

∑
j∈M

until

∑
k=i

xaijk ∗ bkj = dai, ∀i ∈ N, ∀a ∈ B ∩ A2; until = ra (3)

∑
j∈M

until

∑
k,=k

xakjk, ∗ bkj ≥ ∑
a,∈Ga

sa, ∗ ∑
j∈M

∑
i∈N

xaijk, ∀k ∈ N, ∀a ∈ C ∩ A1; until = min(k + va, n) (4)

∑
j∈M

until

∑
k,=k

xakjk, ∗ bkj ≥ ∑
a,∈Ga

sa, ∗ ∑
j∈M

∑
i∈N

xaijk, ∀k ∈ N, ∀a ∈ C ∩ A2; until = ra (5)

k

∑
i=1

xaijk ≤ ∑
t∈Ta

ytija, ∀k ∈ N; ∀j ∈ M, ∀a ∈ A (6)

∑
a∈Ht

ytija ≤ ytj, ∀i ∈ N, ∀j ∈ M, ∀t ∈ T (7)

∑
t∈T

∑
j∈M

∑
a∈A

ytija ≤ q, ∀i ∈ N (8)

∑
∀i∈Oj

∑
a∈Ht

ytija ≤ ( f − p) ∗ ytj, ∀t ∈ T, ∀j ∈ M1 (9)

∑
j∈M

∑
t∈T

ytj ≤ w ∗ ∑
j∈M2

∑
t∈T

ytj (10)
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integer : xaijk, ytija, ytj, ∀i ∈ N, ∀j ∈ M, ∀a ∈ A, ∀t ∈ T, ∀k ∈ N (11)

The objective function (1) aims at minimizing the total cost of the workforce. Constraints (2)–(5)
ensure that demand for workers on all activities is fulfilled within a prescribed time. Constraint (6)
regulates the overall fulfillment of the demand for workers on an activity in an interval not to
be larger than the number of workers of all profiles assigned to that activity in that interval.
Constraint (7) regulates, for each worker profile, the number of workers by intervals of a shift
not to be larger than the number of workers assigned to that shift. Constraint (8) ensures that
the number of workers in the warehouse does not exceed the maximum allowed number in
any interval of the workday. Constraint (9) ensures that every worker has a break of the defined
duration in the defined period. Constraint (10) prevents a situation in which workers are coming
and leaving all the time. Constraint (11) defines the nature of the variables.

4. Numerical Experiments

The potential of the WAES model to provide workforce scheduling solutions with a
lower workforce cost is firstly tested for the input values provided by engineering managers
of the real DW and then on randomly generated instances.

4.1. The Real DW-WSP

The DW operates from 8:00 to 22:00 and employs full-time workers and part-time
workers. Full-time shifts consist of 8 h of work and 1 h of break. Part-time shifts are 4-h
shifts without a break. Let the minimal time interval of the day be 1 h. Accordingly, there
are 14 intervals in one workday and six potential full-time shifts (i.e., n = 14, p = 1, and
M1 = {1, . . . , 6}). The number of potential part-time shifts is nine, and they are denoted
by numbers following the number of the last full-time shift (i.e., M2 = {7, . . . , 15}). The
number of workers employed in part-time shifts is limited to 30% of the total number of
employed workers (i.e., w = 0.3).

There are ten different activities in the DW and nine profiles of workers that can
be employed. The compatibility matrix (Table 2) specifies for each worker profile the
activities which they can perform. The costs of worker profiles were not available, but
the ratio between the cost of each worker profile and the lowest cost among them were
available. These ratios are used as costs of worker profiles in the model. The last column of
the compatibility matrix presents these costs. The costs are valid for the engagement in
full-time shifts in one workday. For part-time shifts, the costs of workers’ engagement are
half of the presented costs. For example, the cost of full-time engagement of one worker of
profile 1 is 1.28 for one workday.

Table 2. Compatibility matrix.

Worker Profile
Activities

Cost
1 2 3 4 5 6 7 8 9 10

1 * * * * 1.28
2 * * * * 1.4
3 * * * * 1
4 * * * * 1.28
5 * * * * * * * 1.6
6 * * 1.6
7 * * * * 1.4
8 * * * * * 1.36
9 * * * * * * * * 1.4

Legend
Worker profiles
1- Order picker

2- Controller
3- Auxiliary worker

4- Packer

5- Supervisor
6- Controller at

reception
7- Forklift driver
8- WMS receiver
9- WMS forklift

driver

Activities
1- Order picking

2- Control
3- Auxiliary jobs

4- Preparing
goods for loading

5- Supervision

6- Control at
reception

7- Loading vehicles
8- Unloading

vehicles
9- WMS goods

receiving
10-Putting away and
extracting of goods

* Worker is qualified for a certain activity
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For the sake of discussion and ease of presentation, the problem is restricted to
activities 1, 6, 7, and 8, and worker profiles 1, 6, and 7. Activities 6, 7, and 8 belong to set
A1, whereas activity 1 belongs to set A2. Activity 6 depends on activity 8 with a dependence
of 50% (i.e., G6 ∈ {8} and s8 = 0.5). The other three activities are independent. Demand for
workers of independent activities was obtained from the engineering managers of the DW
and is presented in Table 3. From the compatibility matrix, it follows that T1 ∈ {1, 6, 7},
T6 = {6}, T7 = {1}, and T8 = {1}, while c1 = 1.28, c6 = 1.6, and c7 = 1.4. In addition,
it follows that H1 ∈ {1}, H6 ∈ {1, 6}, and H7 ∈ {1, 7, 8}. Each full-time worker needs
to have the fourth, fifth, or sixth interval of his shift free (for example, O2 = {5, 6, 7}).
Accordingly, it follows that p = 1 and f = 3. The maximum number of active workers in
the warehouse is set to be 30 (i.e., q = 30).

Table 3. The solution of the real DW-WSP.

Interval
Shifts Workers

Demand1 2 8 11

No. h. e7 e7 e7 e7 e7 e1 e1 e1 e1 e1 e1 e1 e1 e7 e7 e6 e6 e6 a7 a1 a8

1 8 a7 a7 a7 a7 a7 / / / / / / / / / / / / / 7 11 0
2 9 a7 a7 a7 a7 a7 a1 a1 a1 a1 a1 a1 a1 a1 a7 a7 / / / 8 10 0
3 10 a7 a7 a7 a7 a7 a1 a1 a1 a1 a1 a1 a1 a1 a7 a7 / / / 5 7 0
4 11 a7 B B a7 a7 a1 a1 a1 a1 a1 a1 a1 a1 a7 a7 / / / 4 8 0
5 12 a8 a8 a8 a8 B B B B B B B B B a8 a8 a6 a6 a6 0 7 6
6 13 B a8 a8 B a8 a1 a1 a1 a1 a1 a1 X X a8 a8 a6 a6 a6 0 6 5
7 14 a1 a1 a8 a8 a8 a1 a1 a1 a1 a1 a1 a1 X / / a1 a6 a6 0 9 3
8 15 a1 a1 a1 a8 a8 a1 a1 a1 a1 a1 a1 a1 a1 / / a1 a1 a6 0 10 2
9 16 a1 a1 a1 a1 a1 a1 a1 a1 a1 a1 a1 a1 a1 / / a1 a1 a1 0 9 0

10 17 / / / / / a1 a1 a1 a1 a1 a1 a1 a1 / / / / / 0 0 0
11 18 / / / / / / / / / / / / / / / / / / 0 0 0
12 19 / / / / / / / / / / / / / / / / / / 0 0 0
13 20 / / / / / / / / / / / / / / / / / / 0 0 0
14 21 / / / / / / / / / / / / / / / / / / 0 0 0
Legend

Worker profiles
e1—Order picker
e6—Controller at

receptione7—Forklift driver

Activities
a1—Order picking

a6—Control at reception
a7—Loading vehicles

a8—Unloading vehicles

Other
B—Break

X—Without work
/—Interval is not part of

the shift

The policy of the distribution company defines that trucks for loading can wait up
to two intervals to be loaded. Trucks for unloading need to be unloaded within one
interval, starting from the interval in which they checked in for unloading. During the
unloading, shipments are controlled at the reception without delay. The distribution
company dispatches all orders received before 16:00 in the morning of the following
workday. As trucks do not arrive strictly at the beginning of an interval, a truck checked in
for unloading or loading during an interval is considered as checked in at the beginning
of the subsequent interval. Therefore, the execution of these four activities needs to be
finished according to the following parameters: v6 = 0, v7 = 1, v8 = 0, and r1 = 14. The
exceptions are trucks checked in for unloading in the next to last interval of the workday.
They need to be processed until the end of the last interval. Trucks that arrive during the
last interval are not processed.

Currently, engineering managers of the DW do not consider the AES and strive to
execute each activity when the need for it occurs. To examine the cost of the DW-WSP
solution in such circumstances, the problem is solved with the WS model of the problem
that excludes the possibility of the AES. This model is obtained by setting all deadline
parameters to zero (v6 = 0, v7 = 0, v8 = 0 and r1 = 0) in the WAES model. In that case,
the obtained solution of DW-WSP has a cost of 22.95. If the WAES model is used—that
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is, if deadline parameters have real values (v6 = 0, v7 = 1, v8 = 0, and r1 = 14) and the
AES is possible—a solution with the cost of 21.04 is obtained. In both cases, the problem is
solved in Python by means of the PuLP linear programming package. The integrality gap
is set to be up to 3%. The workforce schedule that follows from the last obtained solution
is demonstrated in Table 3. For making the schedule from the solution of the model, an
algorithm in Python was developed.

The solution implies a schedule with three full-time shifts and two part-time shifts.
Full-time shifts are 1 and 2. Shift 1 starts at 8 o’clock and shift 2 at 9 o’clock. Part-time shifts
are 8 and 11. Shift 8 starts at 9:00 and shift 11 at 12:00. In shift 1, there are five workers of
profile 7, in shift 2 there are eight workers of profile 1, and so on. If one of the workers is
observed individually, it can be seen what activity he is engaged in at each interval of his
shift and when he has a break. For example, the first worker in shift 1 works on activity 7
in the first four intervals; in the fifth interval, he works on activity 8; in the seventh interval,
he has a rest; and then until the end of the workday, he works on activity 1. If the execution
of an activity is observed, it can be seen which workers execute the activity in each interval.
For example, activity 7 in the first interval requires seven workers of profile 7. According
to the schedule, five workers perform this activity in the first interval. The need for two
workers is transferred to the next interval because this activity allows a delay in execution
of one hour. The solution also contains three intervals in which some workers do not work
due to lack of work. This is the sixth interval for the seventh and the eighth worker in shift
2, and the seventh interval for the eighth worker in the same shift. With the application of
the WAES model, the number of such intervals is reduced and the costs of the solutions are
decreased. The main reason for this is the application of the AES within the WAES model.

4.2. Randomly Generated Instances of the DW-WSP

The idea of using the AES to decrease the cost of the workforce has been shown to
be very helpful in the solved example. To generalize this observation, 100 instances of the
same problem were solved as in the real example. Instances of the problem differ in the
number of required workers by intervals for activities. The required numbers of workers
are randomly generated for each interval of the workday and each independent activity.
Randomly generated values are set to be between 0 (included) and 10 (included). All other
features and input values are the same for each instance of the problem and correspond
to those in the solved example. Results of the testing show that for each instance of the
problem, a lower cost is obtained if the WAES model is used for solving the problem. For
61% of instances of the problem, the obtained cost of the workforce is lower by more than
20% compared to the cost obtained by using the WS model (Figure 4).
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If we consider efficiency as the ratio of realized costs to costs that are theoretically
sufficient to perform a given workload, then changes in the efficiency of the workforce can
also be calculated to examine the effects of solving the problem as the WAES model (i.e.,
performing workforce scheduling together with the AES). For an activity, the theoretical
lowest costs can be calculated by multiplying the hours required to perform the activity
with the cost per hour of the cheapest profile of a worker who can perform the activity. By
using theoretical costs of activities, the overall theoretical costs are obtained. For the real
example of DW-WSP, the overall theoretical costs are 18.24. The efficiency of the workforce
in the case of using the WS model for solving the problem is 79%, whereas in the case of
using the WAES model, it is 87%. Therefore the efficiency is increased by 9%. The increases
in efficiency for the randomly generated instances of the same problem are presented in
the next figure (Figure 5).
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5. Discussion

The solutions of the example and the randomly generated instances indicate the
importance of taking into account the possibility of AES in workforce scheduling in DW.
It has proved to be good assistance for minimizing the variability of demand for workers
and for better utilization of workers. The number of intervals without work for workers
is decreased, and the use of workers in activities that are primarily intended for them is
increased. The consequence is decreasing the cost of the workforce in DW if the WAES
model is used for the DW-WSP.

Taking into account that the execution of some activities in DW can be completely
or partly postponed, the model allows engineering managers to schedule workers in a
better way and optimize the cost of the workforce. In workforce planning and scheduling
models, jobs are usually considered as tasks that last only a certain period and require the
same number of workers during that time. Interrupting a task that is being performed
or replacing an assigned worker by another is not considered, or it is penalized. In other
words, demand for workers has to be fulfilled at the time when it occurs. In this model,
the fulfillment of some activities’ demand for workers is scheduled following the available
time for fulfillment. In addition, a worker scheduled on an activity can be replaced by
another during the same shift. These features of some activities in DW enable more flexible
workforce scheduling and provide an additional opportunity for optimizing the cost of
the workforce.

At the same time, the model allows engineering managers to shape the final solution
by setting certain parameters of the model. With these parameters, they can set the period
allowed for a break during a shift, the break duration, the maximum allowed number of
active workers, deadlines for finishing activities, the percent of part-time workers, the
duration of shifts, and so on. The model can also be used for determining the number
of part-time workers by days. If a workweek includes seven workdays, then the model
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can be used for obtaining inputs for a day-off scheduling problem as well. A model
for solving such a problem, that also includes different worker profiles, can be found in
Billionnet et al. [43].

Previously, not many studies have been devoted to raising warehouse sustainability
through scheduling the execution of activities over time, especially not with limitations that
take into account working conditions. Many studies dealing with sustainable warehousing
are dedicated to building models for assessing warehouse sustainability. Other studies
deal with energy savings in the process of handling goods. This paper offers a model
that enables the raising of economic sustainability in a specific way, taking into account
the social aspects of sustainability as well. A special feature of the paper is that it takes
into account the needs of workers in optimizing work processes. It not only improves
social sustainability, but indirectly enables the achievement of economic benefits as well.
Workers are more productive, fewer costs are spent on training new workers, expenses
due to workers going to competing companies are lowered, expenses caused by absences
from work are decreased, and so on. According to Andriansyah et al. [7], sustainable
development implies an efficient use of both natural and human resources. Human capital
is a company’s greatest asset [44].

6. Conclusions

This study provides engineering managers with a sustainable engineering model that
integrates workforce scheduling of workers on activities and of the execution of activities.
By integrating the scheduling of the workforce and activities, greater opportunities are
achieved for optimizing workforce utilization and raising the sustainability of warehouses
to a higher degree. Frequent changes in demand have forced companies with distribution
functions to attach more importance to the sustainability of their warehouses today. The
success of these companies largely depends on the sustainability of their warehouses.
Given that insufficient use of resources leads to losses and the unsustainability of the
warehouse, it is very important to plan and schedule activities in the warehouse and of
its resources.

This article provides a solution that allows for the reduction of costs in the warehouse
and an increase in its efficiency and sustainability. Optimal scheduling of activities in
the warehouse over time reduces the necessary resources and costs and opens space for
processing even larger quantities of goods with the same or fewer resources. By optimal
scheduling, the stress on the warehouse system in certain periods is reduced, and thus
the possibility of errors in operation, damage of goods and equipment, delays in delivery,
and so on. All of this provides opportunities for raising economic sustainability. Optimal
scheduling of activities and resources in the warehouse also reduces the stress on external
systems such as the power grid or roads in certain periods, thus increasing environmental
sustainability. In addition, the workload of workers is scheduled more evenly over time,
as well as between workers. Each worker has a break in the planned period, and no more
workers operate at the same time than allowed for the given space. In this way, it is possible
to increase the productivity of workers, reduce their mistakes, turnover, and injuries, and
increase the overall social sustainability of the warehouse.

This paper contributes primarily to raising the economic and social sustainability of
the warehouse. From that point of view, it could be said that this is a limitation of this paper.
However, if we take into account approaches for raising environmental sustainability, then
it can be said that this paper complements these approaches. The environmental sustain-
ability within the warehouse can be raised by reducing energy consumption, primarily for
cooling, heating, air conditioning, and handling of goods. Some studies [37,45,46] have
dealt with how to accomplish this. Moreover, environmental sustainability in the ware-
house can be raised by reducing waste production and water consumption, and through
the recycling and reuse of packaging, pallets, paper, and so on. Other studies [39,47,48]
have dealt with these issues. By providing a solution for increasing social and economic
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sustainability, this paper provides a sustainable basis for investing in solutions that improve
the environmental sustainability of the warehouse.

Having all of the above in mind, the new sustainable warehouse management ap-
proach for workforce and activities scheduling should be a useful tool for increasing the
sustainability of the warehouse. In addition, the achievements of this study represent a
good base for further research, which should make this model even more useful in practice.
The cost of the workforce can be decreased even more if some of the parameters in the
model also become the subject of optimization. In future models, it would be useful to pay
more attention to other aspects of sustainability in DW using similar approaches, but also
using hybrid approaches that combine several different methods. Future research may also
be aimed at predicting the warehouse’s workload and the needed number of workers. One
of the most important tasks should be to define the factors influencing the prediction of
workload and the needed number of workers in addition to historical data on the workload.
The current situation, government measures, and announcements regarding the COVID-19
crisis should be recognized in this prediction.
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Abstract: Achieving sustainable development requires strategic efforts involving the entire organiza-
tion. Maintenance efforts also play an important role. Company management needs to understand
and develop an appropriate strategy to achieve sustainable development by applying maintenance
performance measurements. The aim of this paper is to present possible ways of analyzing and
ranking the impact of certain criteria with respect to achieving sustainability. The paper uses the
method of Structural Equation Modeling—SEM in order to determine the most influential variable
on the sustainability of maintenance of technical systems. Based on the set theoretical system model,
for all its variables in the model, statements were made that describe them, on which 136 respondents
gave their views (from 1 to 5, Likert scale) in the territory of the Republic of Serbia. An intuitive
F-DEMATEL method was also used to prioritize variables. A team of 10 experts in the field of
maintenance of technical systems was compared the criteria A—Application of technical diagnostics,
B—Management of maintenance resources, C—Maintenance process planning, and the dependent
variable D—Sustainability of maintenance of technical systems. According to experts, the importance
of the criteria coincides with the results obtained by a survey with 136 respondents.

Keywords: criteria; maintenance; sustainability; SEM; F-DEMATEL

1. Introduction

Maintenance is the basic logistics of industrial systems, both in terms of their work-
ing capacity and in terms of meeting the requirements of environmental protection and
sustainable development of the maintenance as a whole. It is a multidisciplinary set of
indirect (preparatory) and direct (executive) activities to predict, prevent and eliminate
failures of machinery and equipment in order to achieve the optimal degree of system
effectiveness [1].

Sustainable Maintenance (SM) should contribute to the minimization of environmental
and social impacts of a system, the reduction of life cycle costs and enhancement of
equipment durability and socioeconomic well-being [2].

Some papers suggest a preliminary framework to integrate sustainability issues into
the maintenance performance measurement in automotive companies [3,4] and in mainte-
nance dashboards [5] or rank attributes/indicators that contribute to a Sustainable Main-
tenance performance evaluation [6–8]. In research [9], the sustainability improvements
achieved, relative to the company’s initial situation after implementing a lean and green
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manufacturing system, instead propose the new OEEE (Overall Environmental Equipment
Effectiveness) indicator to evaluate the environmental impact of the asset life cycle. A
common general classification of sustainable performance indicators for maintenance is
not found using the Scoping Literature Review. It will be necessary the integration of such
indicators in maintenance policies to achieve a Sustainable Maintenance management [10].

This paper assesses the relative importance of each of the best criteria for the sus-
tainable management of the maintenance of national heritage buildings in Malaysia. The
results show that “training and expertise of maintenance staff” are the most important
criteria that respondents consider to be key in supporting sustainable best practice [11].
Sustainable maintenance has introduced a new category into the two previously existing
ones (economic and environmental). The third category is social issues and the search
for a balance between three aspects: financial, environmental, and social. Consequently,
natural maintenance is included in the realization of a sustainable production approach.
From practical point of view, it requires changes in approach to maintenance represented
by managers and changes in actions performed within maintenance area [12].

Mathematically, if sustainable maintenance practice is denoted by an acronym (SMP),
then the connecting equation expressing the SMP is given in SMP = F(M, D, P, C, F, M, E)
where M is the machine records keeping, D is diagnostic technique, P stands for prognostic
technique, and C is the machine condition monitoring technology. These four factors are
inherent and internal factors associated with data keeping. F, M, and E stand for machines
functionality, manufacturability, and environmental impact, respectively. These three
factors are external factors imposed on the machines due to demand pressure and rivalry
competitions that may arise in the course of production, which will in one way or another
affect the machinery functionalities [13].

The main goal of research [14] is to define a sustainable approach for the maintenance
of asphalt pavement construction. Predictive maintenance is inevitable for sustainable
smart manufacturing in I4.0 in research [15].

2. Objectives of the Maintenance Process

Maintenance is a process that enables the management of technical condition and
reliability throughout the entire life cycle of the system. Furthermore, maintenance goals,
among other things, go into the sphere of business economics, so they are expressed in the
form of rationalization and are in principle measurable. The main goals to be achieved
in the maintenance process which are also in the function of sustainability are [16] the
following:

• Providing (maximizing) the required level of reliability of technical systems in the
process of exploitation (reliability is the probability of operation without failure during
time period, with the greatest possible availability of the system and with as few
failures as possible);

• Minimization of total maintenance costs (direct and indirect);
• Prevention and limitation of obsolescence of technical systems;
• Joint participation (with all functions in the company) in production and financial

management (integration into the CIM production system, i.e., computer-integrated
production);

• Achieving better product quality;
• Increasing labor productivity in production;
• Increasing the level of motivation for work (faulty technical systems cause bad condi-

tions and relationships, and even accidents, both in the company and its environment);
• Keeping all available resources in the company;
• Knowledge management;
• Delivery of products to customers on time, etc.
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3. Formulating a New Vision of Maintenance

The main purpose of the maintenance system is to ensure the efficient operation of the
company with the shortest possible downtime. Creating a vision of one of the strategically
capable maintenance systems is the basic driving force of the company. The goal of such a
conceptualized maintenance is to incorporate this fact into all company processes. This
means that maintenance employees, regardless of their expertise, must understand that
their primary role is to contribute to the company profitability.

The basic functions of the organizational maintenance system are [17] the following:

• Diagnosing the causes of technical system failure;
• Elimination of the resulting failure condition.

However, basic functions cannot exist on their own. Continuous functional mainte-
nance means that the system must contain the following set of functions:

• A set of functions to ensure continuity;
• A set of operational service functions;
• A set of operational management functions.

The basic aspect of achieving the functioning and survival of the organizational
maintenance system is to provide a financial function. A financial function is needed to
provide the necessary resources in the form of equipment, technical and other materials.
However, in addition to the necessary financial resources, a functional maintenance process
must also include materials, equipment, and technical apparatus in order to be able to
perform basic functions. All these items belong to the function of providing material and
technical resources.

The fourth necessary function to achieve continuity of maintenance is the required
human resource. Well-trained and professional staff should be behind the quality function-
ing of maintenance. Professional, technical staff of various profiles with accompanying
administrative staff make the maintenance system as it is. Hiring staff, predicting the
required number of employees, middle technical staff to perform the function F0 with the
accompanying administrative staff for the implementation of smooth maintenance work is
a function of providing human resources. The financing of salaries of employees is within
the scope of the financial function and is paid on the basis of the required gross funds for
the payment of salaries at the company level.

The following set of functions that plays an important role in achieving maintenance
continuity is a set of operational service functions [17]:

• Information provision function;
• Function for monitoring economic and financial trends;
• Function of ensuring the correctness of technical support;
• Legal problem solving function;
• Function of ensuring the correctness of functioning.

4. Identifying Maintenance Criteria for Achieving Sustainability

Based on the review of domestic literature [16,18–24], foreign literature [25–28], re-
search in our country [29–32], the following aspects or elements of maintenance for which
is important to establish an adequate management system are listed [17]:

• Maintenance staff;
• Maintenance organization;
• Maintenance planning;
• Quality control in maintenance;
• Application of information technologies in the maintenance process;
• Spare parts, equipment, and maintenance materials;
• Existing technical systems, protection, supervision, and diagnostic equipment;
• Technical diagnostics;
• Development of maintenance technology;
• Application of modern maintenance methodologies;
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• Decision making in the maintenance process;
• Maintenance costs.

The impact of each of the mentioned maintenance criteria on sustainability will not be
considered in this paper. Namely, this is only a proposal of certain criteria that are used as
a framework for defining influential or relevant criteria for sustainability for a particular
company in a particular industry.

5. Materials and Methods
5.1. Theoretical Settings, Structural Equation Modeling—SEM

During the 1970s, a lot of work was done on the development of mathematical-
statistical causal analysis that would enable testing and proving causal hypotheses in the
field of social sciences. For these purposes, Structural Equation Modeling (hereinafter SEM)
is often present [33–35]. In current research in various fields of psychology, SEM is an
integral part of research methodology [36–38]. Modeling with structural equations presents
a series of hypotheses about how the variables in the analysis are generated and how they
relate to each other [39,40]. SEM includes analysis of latent variables and pathway analysis
to test hypothetical models and detect the relationship of manifest and latent variables [34].
Modeling by structural equations in this paper is used to study the correlation and re-
gression analyzes of variables of the system model set. Correlation analysis is used to
researches and quantifies the connection between the observed phenomena, i.e., variables.
The correlation coefficient shows the degree of statistical correlation of phenomena, i.e.,
variables. In this research, the coefficient of multiple linear correlation is used, which
means that the degree of existence of a linear relationship of one in relation to two or more
variables is studied. This degree is calculated by (Formula (1)):

r =
σxy

σx·σy
(1)

wherein

σx and σy—standard deviations of variables X and Y;
σxy—covariance (arithmetic mean of the product of the deviation of variables from their
arithmetic means).

Regression analysis determines the analytical relationship between the phenomenon,
i.e., the variables. If the model expresses a linear relationship between dependent variables
and two or more variables, it is a multiple linear regression model. The simplest form of
dependence is given (Formula (2)):

y = ax1 + ax2 + ax3 + · · · axk + b (2)

wherein

a—regression coefficient—which shows how much the dependent variable changes on
average, if the independent variable changes by one;
b—is a constant and shows the value of the dependent variable in the case when the
independent variable equals zero.

5.2. Theoretical Assumptions of the F-DEMATEL Method

Proposed intuitive F-DEMATEL method for determining the priority of variables
(hereinafter criteria) in a typical decision-making problem, which consists of 10 steps
by [41–43]:

Step 1. In order to achieve the goals of decision-making, it is necessary to establish a
team of experts. This team must include experts with good experience and knowledge in
the appropriate field of decision making.

Step 2. Assessing alternatives would be insignificant without considering a set of
criteria. An effective set of criteria will provide a better assessment. Therefore, it is
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necessary to identify criteria for evaluating the problem, using a fuzzy matrix of direct
assessments. Experts should determine the relationships between the criteria by giving
their views, based on the Intuitistic Fuzzy Linguistic Scale of five comparisons (Table 1), as
follows: 0 (no impact), 1 (small impact), 2 (medium impact), 3 (high impact), and 4 (very
high impact) (Table 1). Based on this scale, experts give their linguistic assessments for
the interrelationships between the defined criteria. Trapezoidal fuzzy numbers are used
for evaluation.

Table 1. Intuistic Fuzzy linguistic scale.

Linguistic Phrase The Result of
the Impact

Intuitive Trapezoidal
Fuzzy Number Expected Crips Value

no influence (NI) 0 (0; 0; 0; 0) 0
low influence (LI) 1 (0; 0.1; 0.2; 0.3) 0.15

medium influence (MI) 2 (0.3; 0.4; 0.5; 0.6) 0.45
high influence (HI) 3 (0.7; 0.8; 0.9; 1) 0.85

very high influence (VHI) 4 (1; 1; 1; 1) 1

Step 3. Since trapezoidal fuzzy numbers are not suitable for matrix operations, it is
necessary to convert or dephase trapezoidal fuzzy numbers into crips numbers. The fuzzy
intuitionistic direct relative matrix (M) is given (in Formula (3)).

M =
1
4
(a1 + a2 + a3 + a4) (3)

Step 4: Normalized matrix of the direct relation (N) derived by using the (Formulas
(4) and (5)) [44]:

L = Min

[
1

Max ∑n
j=1 aij

,
1

Max ∑n
i=1 aij

]
(4)

N = L × M (5)

Step 5. Construction of a matrix of total relations. Standardized direct relative matrix
(N) is transformed into the matrix of total relations (T) based on (Formula (6)):

T = N × (I − N)−1 (6)

Step 6. Obtaining causal parameters is done using the following formulas, where D
stands for the sum of columns, and R the sum of rows (Formulas (7) and (8)):

D =

[
n

∑
j=1

aij

]

1 × n

(7)

R =

[
n

∑
i=1

aij

]

n × 1

(8)

Step 7—Obtaining the importance of the criterion “can be calculated by taking into
account the values of (D + R) and (DR)” by [45,46], and is given (in Formula (9)):

ωi =
{
(D + R)2 + (D− R)2

} 1
2 (9)

Step 8—The importance of any criterion can be obtained by normalization shown (in
Formula (10)):

Wi =
ωi

∑n
i=1 ωi

(10)

where i = 1, 2, . . . , n.
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Step 9. The adjustment of the threshold value (α) is calculated from the matrix of the
total relations (T) using Formula (11) and aims to eliminate some criteria in the matrix:

where N is the arithmetic mean of the quantities from the matrix of total relations (T)

α =
∑n

i=1 ∑n
j=1
[
aij
]

N
(11)

Step 10. Drawing a diagram of causality and effect consists of (D + R) and (D− R)) values.

6. Results

In addition to providing material resources for maintenance, the company also has
the problem of providing the necessary expertise and knowledge of employees involved in
maintenance. Technological advance and consequently the need to upgrade equipment
require different company management strategies. Demands that existing equipment
be used and exploited for as long as possible and the desire to own the best available
equipment are opposed. It is no secret that manufacturers of equipment and machinery
generate a large part of their income through the sale of spare parts and maintenance
services. Especially, it is not easy to replace expensive and valuable equipment. Products
and machines are not standardized, i.e., there is a large number of manufacturers of
different products. This diversity complicates the problem of equipment and machine
maintenance. A particularly important problem is the age of the equipment where the
parent manufacturers stopped producing spare parts. From all of the above, many users of
equipment and machines decide to rent equipment where the rental price is also the price
of proper operation. The company then focuses on its core process, leaving maintenance
to a kind of outsourcing. Thanks to significantly advanced IT technologies and means of
transport, special services and maintenance services can react quickly in case of need.

In accordance with the aforementioned, authors decided to single out the three criteria
that will be analyzed from the aspect of impact on sustainability, and they are the following:

• Application of technical diagnostics;
• Maintenance resource management;
• Maintenance process planning.

Figure 1 shows the theoretical system model, and it consists of the following in-
dependent variables: A—Application of technical diagnostics (hereinafter variable A),
B—Management of maintenance resources (hereinafter variable B), C—Maintenance pro-
cess planning (hereinafter variable C), and the dependent variable D—Sustainability of
maintenance of technical systems (hereinafter variable D).

Figure 1. System research model.
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Based on the set theoretical system model, for all its variables in the model, statements
were made that describe them and on which 136 respondents gave their views (from 1 to 5,
Likert scale) in the period from 1 August 2020 to 1 November 2020, on the territory of the
Republic of Serbia, as follows:

• Variable A—Application of technical diagnostics consists of the following statements:

◦ A1—Validation affects the maintenance of technical systems;
◦ A2—Functional checking affects the maintenance of technical systems;
◦ A3—Security checking affects the maintenance of technical systems;
◦ A4—Monitoring of technical systems affects the maintenance of technical sys-

tems.

• Variable B—Management of maintenance resources consists of the following statements:

◦ B1—Human resource productivity has an impact on the maintenance of techni-
cal systems;

◦ B2—Management of spare parts for maintenance systems of technical systems;
◦ B3—Proper functioning of equipment has an impact on the maintenance of

technical systems;
◦ B4—Assessment of the service life of equipment used to maintain technical systems;
◦ B5—Operating conditions with equipment load used to maintain technical systems;
◦ B6—Equipment renting (outsourcing) is used to maintain technical systems;
◦ B7—The application of new technologies is used to maintain technical systems;
◦ B8—Supply system is used for maintenance of technical systems.

• Variable C—Maintenance process planning consists of the following statements:

◦ C1—Maintenance cost planning affects the maintenance of technical systems;
◦ C2—Resource planning (materials, equipment, spare parts, labor) affects the

maintenance of technical systems;
◦ C3—Synchronization of maintenance plans and the production plan affects the

maintenance of technical systems.

• Variable D—Sustainability of maintenance of technical systems consists of the follow-
ing statements:

◦ D1—Proper maintenance of technical systems contributes the greater environ-
mental safety;

◦ D2—Permanent monitoring of maintenance performance has an impact on the
sustainability of maintenance of technical systems;

◦ D3—Reliability of technical systems has an impact on the sustainability
of maintenance.

The main null hypothesis of the research is H0: Levels A—Application of technical di-
agnostics, B—Maintenance resources management, and C—Maintenance process planning
significantly affect level D—Sustainability of maintenance of technical systems.

The values of descriptive statistics according to the work experience of the respondents
are given in Table 2. The highest number of respondents was with 21–30 years of work
experience, 60 or 41.11%, and the lowest number of respondents was with less than 10 years
of work experience, 12 or 8.82%, out of the total number of 136 respondents.

Table 2. Descriptive statistics according to work experience of the respondents.

Work Experience of the Respondents <10 11–20 21–30 >30 All

Frequency 12 28 60 36 136
Percentage 8.82 20.58 41.11 26.47 100.0

The values of descriptive statistics according to the educational background of the
respondents are given in Table 3. More respondents had a high school diploma, 120 or
88.23%, and fewer had a college or university degree, 16 or 11.76%, out of the total number
of 136 respondents.
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Table 3. Descriptive statistics according to work experience and educational background of
the respondents.

Educational Background High School College or Faculty All

Frequency 120 16 136
Percentage 88.23 11.76 100.00

Cross-sections according to work experience and educational background of the
respondents are given in Table 4 as follows: most of them, 52 or 38.23%, are the respondents
with the work experience of 21–30 years and with a high school degree, and the least
number of respondents, 2 or 16.67%, out of 136 respondents, have work experience of less
than 10 years and a college or faculty degree. We can say that the most respondents, 52 of
them, or 86.67%, out of a total of 60 respondents, are in the group with work experience of
21–30 years, or 43.33%, out of a total of 120 respondents with a high school degree. We can
say that at least 2 respondents, or 1.47%, out of 136 respondents, have less than 10 years
of work experience or a college or faculty degree. Also, we can say that 2 respondents,
or 16.67%, out of 12 respondents, have work experience less than 10 years or a college or
faculty degree, or 12.5%, out of 16 respondents have a college or faculty degree.

Table 4. Crossed descriptive quantities according to educational background of the respondents.

Work Experience of the
Respondents/Educational

Background of the Respondents

<10 11–20 21–30 >30 All

N Column
%

Row
% N Column

% Row % N Column
% Row % N Column

% Row % N Column
%

Row
%

High School 10 83.33 8.33 25 89.29 20.83 52 86.67 43.33 33 91.67 27.5 120 88.24 100
College or faculty 2 16.67 12.5 3 10.71 18.75 8 13.33 50 3 8.33 18.75 16 11.76 100

All 12 100 8.82 28 100 20.59 60 100 44.12 36 100 26.47 136 100 100

The values of descriptive statistics for the group of statements for variable A are given
in Table 5. Statement A2—has the highest mean score of 3.9852941, and statement A1—the
lowest mean score of 3.7058824. The mean score of variable A is 3.8694853.

Table 5. Descriptive statistics for all variables related to A.

A A1 A2 A3 A4 All Variable A

Mean 3.7058824 3.9852941 3.9117647 3.8750000 3.8694853
Std Dev 1.0264476 0.9426935 1.0918594 1.1510864 0.9874054

Std Err Mean 0.0880172 0.0808353 0.0936262 0.0987048 0.0846693
Upper 95% Mean 3.8799532 4.1451615 4.0969285 4.0702078 4.0369351
Lower 95% Mean 3.5318115 3.8254268 3.7266010 3.6797922 3.7020354

N 136 136 136 136 136

The values of descriptive statistics for the group of statements for variable B are given
in Table 6. Statement B4—has the highest mean score of 4.0220588, and statement B8—the
lowest mean score of 3.5955882. The average score of variable B is 3.8566176.

Table 6. Descriptive statistics for all variables related to B.

B B1 B2 B3 B4

Mean 3.9338235 3.6985294 3.9117647 4.0220588
Std Dev 1.0968116 1.2130149 0.8816700 0.9772745

Std Err Mean 0.0940508 0.1040152 0.0756026 0.0838006
Upper 95% Mean 4.1198271 3.9042394 4.0612833 4.1877906
Lower 95% Mean 3.7478200 3.4928194 3.7622461 3.856327

N 136 136 136 136
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Table 6. Cont.

B B5 B6 B7 B8

Mean 4.0000000 3.9044118 3.7867647 3.5955882
Std Dev 0.9737290 0.9728056 0.9615427 1.0064877

Std Err Mean 0.0834966 0.0834174 0.0824516 0.0863056
Upper 95% Mean 4.1651305 4.0693857 3.9498286 3.7662742
Lower 95% Mean 3.8348695 3.7394378 3.6237008 3.4249023

N 136 136 136 136

B All variables B

Mean 3.8566176
Std Dev 0.6407333

Std Err Mean 0.0549424
Upper 95% Mean 3.9652769
Lower 95% Mean 3.7479584

N 136

The values of descriptive statistics for the group of statements for variable C are given
in Table 7. Statement C1—has the highest mean score of 3.9191176, and statement C3—the
lowest mean score of 3.7720588. The mean score of variable C is 3.8357843.

Table 7. Descriptive statistics for all variables related to C.

C C1 C2 C3 All Variable C

Mean 3.9191176 3.8161765 3.7720588 3.8357843
Std Dev 0.9510629 1.0968116 1.1480541 1.0126739

Std Err Mean 0.0815530 0.0940508 0.0984448 0.0868361
Upper 95% Mean 4.0804043 4.0021800 3.9667524 4.0075193
Lower 95% Mean 3.7578310 3.6301729 3.5773652 3.6640493

N 136 136 136 136

The values of descriptive statistics for the group of statements for the variable D are
given in Table 8. Statement D1 has the highest mean score of 4.0000000, and statement D2
has the lowest mean score of 3.7794118. The mean score of variable D is 3.8921569.

Table 8. Descriptive statistics for all variables related to D.

D D1 D2 D3 All Variable D

Mean 4.0000000 3.7794118 3.8970588 3.8921569
Std Dev 0.9888265 1.0797200 1.1371140 0.7199478

Std Err Mean 0.0847912 0.0925852 0.0975067 0.0617350
Upper 95% Mean 4.1676908 3.9625168 4.0898971 4.0142497
Lower 95% Mean 3.8323092 3.5963067 3.7042205 3.7700640

N 136 136 136 136

6.1. Results of Multiple Correlation and Regression Analysis (SEM)

The basic standard evaluation of the system model was performed (Appendix A
Figure A1, figure on the left). The coefficient of determination is 0.868535, which means
that the dependent variable D—Sustainability of maintenance of technical systems—can be
explained by other independent variables with 86.85% of the variability. The correlation of
the variables is strong. The values of the correlation coefficients are also given, where we
can see that the largest correlation between the independent variables A and B is 0.7243
and it is of medium strength. The smallest correlation is between the independent variables
A and C. It is to −0.0117, and it is negative and insignificant. The independent variable
A, which is 0.5289, has the largest impact on the dependent variable D—Sustainability of
maintenance of technical systems and then then the variable B which is 0.3818. The least
impact has the independent variable C which is 0.2622.

The assessment of statistical significance is given in Table 9, and it is [F(3132) =
290.6897, p < 0.0001].
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Table 9. ANOVA.

Source DF Sum of Squares Mean Square F Ratio

Model 3 60.774739 20.2582 290.6897
Error 132 9.199117 0.0697 Prob > F

C. Total 135 69.973856 <0.0001

Based on the data from (Table 9), the main null hypothesis H0 can be confirmed:
Levels A—Application of technical diagnostics, B—Management of maintenance resources,
and C—Maintenance process planning, significantly affect the level D—Sustainability of
maintenance of technical systems.

Non-standard contribution values for the set system model are given in (Appendix A
Figure A1, figure on the right). The highest mean score is for the independent variable A
and is 3.8695, and the lowest for the independent variable C is 3.8358. The largest value for
the variance is the size of the independent variable C 1.0180, and the smallest variance is
for the dependent variable D—Sustainability of maintenance of technical systems—and it
is 0.0676. The largest value of covariance is between the independent variables A and B,
and it is 0.4549, and the smallest is between the independent variables A and C, and it is
−0.0116. The size of the intercept is 0.0303. The highest non-standardized value has the
variable B, and it is 0.429054, followed by the variable A with the value of 0.3856187. The
lowest value has the variable C 0.1864136.

Based on the data from (Appendix A Figure A1, figure on the right), a multiple
regression equation (Formulas (12) and (13) to seven decimal places) can be formed:

y = 0.0302714 + 0.3856187·x1 + 0.429054·x2 + 0.1864136·x3 (12)

or
D(Sustainability o f maintenance o f technical systems) =

= 0.0302714 + 0.3856187·A(Application o f technical diagnostics)+
+0.429054·B(Management o f maintenance resources)+

+0.1864136·C(Maintenance process planning)

(13)

The Diagram of the multiple regression equation is given in (Appendix B Figure A2),
based on which we can give a sample of the research and set the system model to predict
the variable D—Sustainability of maintenance of technical systems.

6.2. Results of F-DEMATEL Method

A team of 10 experts in the field of maintenance of technical systems conducted the
survey. They were provided by the authors of the paper. Experts compared the criteria
A—Application of technical diagnostics, B—Management of maintenance resources, and
C—Maintenance process planning.

This part of the research was done after the responses of 136 the respondents had been
analyzed in the period from 11 November 2020 to 1 December 2020. The following is a
calculation for the F-DEMATEL method. Linguistic values of the influence of the above
mentioned 10 experts for the variables (criteria) A, B, and C are given in Table 10.

Table 10. Opinions of 10 experts on the variables set—linguistic values.

A B C

A NI HI, MI, HI, VHI, VHI,
MI, HI, HI, VHI, VHI

MI, HI, LI, HI, MI, HI,
HI, MI, VHI, LI

B HI, VHI, HI, VHI, HI,
VHI, MI, VHI, HI, HI NI MI, HI, LI, MI, HI, HI,

LI, HI, MI, MI

C LI, MI, HI, HI, VHI, HI,
LI, HI, HI, MI

MI, LI, VHI, HI, MI, MI,
LI, MI, MI, HI NI

Legend: NI—no influence; LI—low influence; MI—medium influence; HI—high influence; VHI—very high influence.
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The results of the influence of 10 experts for the variables A, B, and C are given in
Table 11.

Table 11. Results of the influence of the opinion of 10 experts on the variables set.

A B C

A 0 3,2,3,4,4,2,3,3,4,4 2,3,1,3,2,3,3,2,4,1
B 3,4,3,4,3,4,2,4,3,3 0 2,3,1,2,3,3,1,3,2,2
C 1,2,3,3,4,3,1,3,3,2 2,1,4,3,2,2,1,2,2,3 0

The average opinions of 10 experts for the variables A, B, and C are given in Table 12.
They are derived as the mean value of the response for the variable expressed by the
crips number.

Table 12. Average opinions of 10 experts on the variables set.

A B C Σ

A 0.0000 0.8300 0.6050 1.4350
B 0.8700 0.0000 0.5500 1.4200
C 0.6450 0.5250 0.0000 1.1700

Σ 1.5150 1.3550 1.1550 4.0250

The values (N) of the normalized initial matrix of influence of 10 experts for variables
A, B, and C are given in Table 13.

Table 13. Normalized initial matrix of influence of 10 experts on set variables.

A B C

A 0.000000000 0.578397213 0.421602787
B 0.606271777 0.000000000 0.383275261
C 0.449477352 0.365853659 0.000000000

The procedure for determining the matrix of total relations for the variables A, B, and
C is given in (Appendix C, formulas (A1)–(A7)). The total relations for the variables A, B,
and C are given in Table 14.

Table 14. Matrix of the total relations for the variables A, B, and C.

A B C Di Rj Di + Rj (Di + Rj)rank Di − Rj (Di − Rj)rank ωi Wi Wi rank

A 5.80 5.79 5.09 16.68 17.26 33.94 1 −0.58 1 33.95 35.59% 1
B 6.16 5.41 5.05 16.62 16.15 32.77 2 0.47 2 32.77 34.36% 2
C 5.31 4.95 4.13 14.39 14.27 28.67 3 0.12 3 28.67 30.05% 3

Mean 31.79 Mean 0.00 Σ 95.39 100.00%

The threshold value is derived from the arithmetic mean from the matrix of total
relations (T) and used via formula (11), and it is α = 5.30. A causal diagram of the
performance and significance of the variables set (criteria) for A, B, and C is given in
(Figure 2) according to (Vafadarnikjoo et al. 2015).

Based on the obtained values that represent the importance and influence of the
examined variables, i.e., criteria, and their normed rank values, we can see that the most
important criterion for the number of experts set is the criterion A—Application of technical
diagnostics 33.95 or (35.59%, (1)), then the criterion B—Management of maintenance
resources 32.77 or (34.36%, (2)), and finally the criterion C—Maintenance process planning
28.67 or (30.05%, (3)).
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Figure 2. Causal diagram of the performance and significance of the variables set.

7. Conclusions

According to 136 respondents, the independent variable A—Application of technical
diagnostics—has the greatest impact on the Sustainability of technical system maintenance,
followed by the variable B—Management of maintenance resources. The independent vari-
able C—Maintenance process planning—has the smallest impact. The main null hypothesis,
H0, has been confirmed, namely, that Levels A—Application of technical diagnostics, B—
Management of maintenance resources, and C—Maintenance process planning and the
dependent variable significantly affect the level D—Sustainability of technical system
maintenance. The F-DEMATEL method has proven to be suitable for solving problems
of ranking the impact of certain criteria in the function of achieving sustainability with
group decision-making in a gentle environment. This method is excellent and important
for decision makers in the areas of technical systems maintenance because it can be used
to investigate any complex technical decision problem. The results obtained based on the
opinion of 10 experts on the criteria set are shown in the Causal Diagram. The importance
of the criterion rank is shown on the (Di + Rj) axis. It determines the success factor, which
is ranked according to the following importance: the criterion A—Application of techni-
cal diagnostics > B—Management of maintenance resources > C—Maintenance process
planning. The criterion A has the greatest impact on the sustainability of maintenance of
technical systems. According to experts, the importance of the criteria coincides with the
results obtained by a survey with 136 respondents.

This study showed that the criteria: A—Application of technical diagnostics, B—
Management of maintenance resources, and C—Maintenance process planning are ranked
by importance based on the highest (Di + Rj) values of 33.94, 32.77, and 28.67. Criteria
B Management of maintenance resources and C—Maintenance process planning are in
the group of causes based on their positive (Di − Rj) values of 0.47 and 0.12. Criterion
A—Application of technical diagnostics is in the group of effects, considering its negative
(Di − Rj) value of−0.58. From (Figure 2) we can see that criterion B—Management of main-
tenance resources—is the most critical because it directly affects criterion A—Application
of technical diagnostics, followed by criterion C—Maintenance process planning, which
also affects criterion A—Application of technical diagnostics. Criterion B—Management
of maintenance resources—has the most effect on criterion A—Application of technical
diagnostics and these criteria directly interact with each other.
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Appendix A. Standard (Figure on the Left) and Non-Standard (Figure on the Right)
Contribution Sizes of the System Model

Figure A1. Standard (figure on the left) and non-standard (figure on the right) contribution sizes of the System Model.

Appendix B. Diagram of Multiple Regression Equation

Figure A2. Diagram of multiple regression equation.
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Appendix C. Procedure for Determining the Matrix of Total Relations for Variables
A—Application of Technical Diagnostics, B—Management of Maintenance Resources,
C—Maintenance Process Planning

The procedure for determining the matrix of total relations for the variables A—
Application of technical diagnostics, B—Management of maintenance resources, C—
Maintenance process planning is shown using the following (formulas (A1)–(A7)).

T = N × (I − N)−1 (A1)

wherein:

(I) unit matrix




1 0 0
0 1 0
0 0 1


 (A2)

(N) standardized matrix




0 0.578397213 0.421602787
0.606271777 0 0.383275261
0.449477352 0.365853659 0


 (A3)

(I − N)




1 0 0
0 1 0
0 0 1


−




0 0.578397213 0.421602787
0.606271777 0 0.383275261
0.449477352 0.365853659 0


 =




1 −0.578 −0.422
−0.606 1 −0.383
−0.449 −0.366 1


 (A4)

(I − N)−1






1 0 0
0 1 0
0 0 1


−




0 0.578397213 0.421602787
0.606271777 0 0.383275261
0.449477352 0.365853659 0






(−1)

=




6.80 5.79 5.09
6.16 6.41 5.05
5.31 4.95 5.13


 (A5)

T = N × (I − N)−1 matrix of total relations (A6)



0 0.578397213 0.421602787

0.606271777 0 0.383275261

0.449477352 0.365853659 0


 ∗







1 0 0

0 1 0

0 0 1


−




0 0.578397213 0.421602787

0.606271777 0 0.383275261

0.449477352 0.365853659 0







(−1)

=




5.80 5.79 5.09

6.16 5.41 5.05

5.31 4.95 4.13


 (A7)
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35. Fajgelj, S.; Kuzmanović, B.; Ðukanović, B. Priručnik za Socijalna Istraživanja; CID: Podgorica, Montenegro, 2014. (In Montenegrin)
36. Fassinger, R. Use of structural equation modeling in counseling psychology research. J. Couns. Psychol. 1987, 34, 425. [CrossRef]
37. Long, B.; Kahn, S.; Schutz, R. Causal model of stress and coping: Women in management. J. Couns. Psychol. 1992, 39, 227–239.

[CrossRef]
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Abstract: Sustainable traffic system management under conditions of uncertainty and inappropriate
road infrastructure is a responsible and complex task. In Bosnia and Herzegovina (BiH), there is
a large number of level crossings which represent potentially risky places in traffic. The current
state of level crossings in BiH is a problem of the greatest interest for the railway and a generator
of accidents. Accordingly, it is necessary to identify the places that are currently a priority for the
adoption of measures and traffic control in order to achieve sustainability of the whole system. In this
paper, the Šamac–Doboj railway section and passive level crossings have been considered. Fifteen
different criteria were formed and divided into three main groups: safety criteria, road exploitation
characteristics, and railway exploitation characteristics. A novel integrated fuzzy FUCOM (full
consistency method)—fuzzy PIPRECIA (pivot pairwise relative criteria importance assessment)
model was formed to determine the significance of the criteria. When calculating the weight values
of the main criteria, the fuzzy Heronian mean operator was used for their averaging. The evaluation
of level crossings was performed using fuzzy MARCOS (measurement of alternatives and ranking
according to compromise solution). An original integrated fuzzy FUCOM–Fuzzy PIPRECIA–Fuzzy
MARCOS model was created as the main contribution of the paper. The results showed that level
crossings 42 + 690 (LC4) and LC8 (82 + 291) are the safest considering all 15 criteria. The verification
of the results was performed through four phases of sensitivity analysis: resizing of an initial fuzzy
matrix, comparative analysis with other fuzzy approaches, simulations of criterion weight values,
and calculation of Spearman’s correlation coefficient (SCC). Finally, measures for the sustainable
performance of the railway system were proposed.

Keywords: sustainable traffic; level crossing; fuzzy FUCOM method; fuzzy MARCOS method

1. Introduction

At the very beginning of its development, the railway encountered traffic safety
problems. This problem still exists today. Railway safety is a remarkably complex and
diversely comprehensive concept. It is one of the most important, if not the most important
criteria for the sustainable performance of the railway as a complex transportation system.
Without traffic safety, there is no high quality traffic system. Safer traffic is certainly a
prerequisite for satisfying a society as a whole. However, traffic, with its dynamism, can
also cause undesirable consequences by taking human lives and creating huge material
damage. Roads that intersect with railways at the same level, i.e., level crossings, represent
risk points, i.e., places where undesirable consequences occur and can occur for both road
and railway traffic.

Level crossings should be accepted as a necessary evil and all available measures
should be taken in order to reduce the negative consequences of their presence. Problems

209



Sustainability 2021, 13, 832

related to the existence of level crossings are numerous. At level crossings, the continuity
of road vehicles is disturbed, and in some cases of railway vehicles too, which results in
increased energy consumption, higher environmental pollution, lost time of passengers
and staff, increased time of engaging mobile means, and reduced traffic capacity. Negative
effects also include the costs of maintaining the level crossing as well as the costs related to
certain investment projects. There are obviously many problems related to level crossings,
but the main issue is sustainable traffic safety management.

Due to the above, and with the aim of sustainable traffic safety management, certain
measures are being taken to reduce this danger to a minimum. The best solutions are when
the intersection of roads is in uneven mode (via overpasses and underpasses). However,
the fact is that in Bosnia and Herzegovina (BiH), there are a large number of road-railway
crossings that are unlikely to be at two levels because their reconstruction requires very
large investments, but often the crossings cannot be avoided for technical, historical, and
other reasons, so the application of modern technical means is required for their security.
The technical means used to secure level crossings are in fact a “warning” to road users that
they are approaching a crossing over railway tracks, and these are not means to prevent
irresponsible road users from crossing over railway tracks at a time when it should be
crossed by a railway vehicle.

If we consider the importance of traffic and the degree of its safety in all spheres
of human activity, then it is understandable why there is so much interest of all traffic
participants, traffic organizations, and society as a whole in solving safety problems at
railway crossings. As a first step, in a function of sustainable railway safety management,
it is necessary to solve the issue of level crossings. In this paper, the degree of traffic
safety at railway crossings has been evaluated using the example of the Šamac–Doboj
railway section.

These are only some of the problems that manifest themselves in the field of traffic
safety since they usually arise under the influence of a number of criteria that are not
correlated. Considering the above, and the importance and relevance of the field of
research, the following goals of the paper stand out. The first goal is the need to form
a model for evaluating safety at level crossings and the possibility of forming a set of
measures to improve the situation. Further, the second goal involves the development of a
novel integrated fuzzy FUCOM (full consistency method; based on a fuzzy Heronian mean
operator)–fuzzy PIPRECIA (pivot pairwise relative criteria importance assessment)–fuzzy
MARCOS (measurement of alternatives and ranking according to compromise solution)
model as a contribution to multi-criteria decision-making processes. The third goal of
this paper is to create a novel integrated model for determining the significance of the
criteria. All the above mentioned aims describe the originality of the developed integrated
fuzzy model, its importance, and achieved contribution of the paper. The advantage of
the developed integrated fuzzy FUCOM–fuzzy PIPRECIA–fuzzy MARCOS model is the
fact that the created model eliminated the possibility of inadequate ranking compared to
similar approaches as we stated further through the paper.

The rest of the paper is divided into five other sections. In Section 2, a review of the
literature related to the field of application is performed. Section 3 presents materials and
methods with a research flow diagram first presented explaining the overall methodology
in detail and describing the parameters of the fuzzy multi-criteria decision-making (MCDM)
model. The results of the research are presented in Section 4 with a brief overview of the
most important calculations. Section 5 includes a sensitivity analysis and discussion of the
results obtained. Finally, in Section 6, which refers to the concluding remarks, the most
important contributions of the paper are summarized and an overview of future research
and a set of improvement measures are given.

2. Literature Review

Many accidents and incidents, especially those with a fatal consequence, occur at
the intersections of railways and roads. In order to reduce the number of accidents at
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level crossings and maintain the safety level at these places, numerous studies have been
conducted. Ci Lang et al. [1] point out that level crossings are one of the most critical
issues for the sustainable management of traffic safety and that road accidents account
for a third of all railway accidents in Europe. Based on statistics on road accidents, the
authors propose Bayesian networks for risk analysis at level crossings in order to establish
a framework for improving safety at level crossings. Blagojević et al. [2] developed a
novel integrated entropy-fuzzy PIPRECIA-DEA (data envelopment analysis) model for
determining the state of railway safety in BiH under some conditions of uncertainty. The
obtained results have been verified through a sensitivity analysis, which implies a change
in the impact of five most significant criteria and a comparison with two MCDM meth-
ods. Obradović et al. [3] investigated level crossings in the territory of the Republic of
Serbia, where they included 245 level crossings. The research was conducted in order to
determine the current situation and identify deficiencies in the railway network. Based
on the identified deficiencies, they proposed adequate design and management measures
to improve traffic safety at level crossings. Kasalica et al. [4] applied statistical models
to estimate the frequency of accidents, the severity of the consequences of accidents and
the empirical risk at level crossings in order to identify places of high risk on the railway
network. The authors identified variables that were significantly related to the number
and consequences of accidents. The proposed models of frequency and consequences of
accidents were used to assess the reduction of accidents at level crossings by applying
appropriate technical measures to raise safety levels. In addition, Kasalica et al. [5] investi-
gated the direct behavior of road traffic participants at passively secured railway crossings.
The research was conducted on 61 road vehicle drivers. The results have shown that drivers
who have limited visibility cannot estimate the speed of the approaching train well and, as
a result, make riskier decisions and cause accidents at level crossings. Djordjević et al. [6]
have developed a new approach for assessing safety at railway level crossings based on
the non-radial DEA model. The developed non-radial DEA model is used to assess the
railway efficiency of European countries in terms of sustainable safety at level crossings
considering desirable and undesirable criteria. The results of the sensitivity analysis of
the developed model indicated certain weaknesses related to the number of criteria, as
well as the accuracy of the input and output criteria. Pamučar et al. [7] developed a group
multi-criteria FUCOM–MAIRCA (full consistency method–multi-attributive ideal-real
comparative analysis) model for selecting a level crossing which requires investing in its
equipment in order to increase traffic safety. The FUCOM-MAIRCA model was tested in a
case study that included the assessment of ten level crossings within the railway infras-
tructure in the Republic of Serbia. The developed approach enables bridging the gap that
currently exists in the methodology for assessing the level crossings that require investing
in their equipment for sustainable traffic safety. Salmon et al. [8] used the basic principles
of the Systems Theoretic Accident Model and Processes (STAMP) control structure method
which were then added to the Event Analysis of Systemic Teamwork (EAST) framework
and used to examine the sustainable management of level crossing safety. Task, social,
and information networks for a life cycle of the railway crossing were developed along
with an additional control network showing safety controls and their interrelations. The
analysis of the networks points to a need to strengthen activities and controls around
proactive risk management and performance monitoring, tightening the links between
organizations responsible for safety management and increasing the flexibility of design
standards. In order to improve safety at level crossings, Pedro and Márquez [9] propose the
use of advanced information technology, i.e., intelligent failure monitoring and reliability
on level crossing safety devices. In addition, Djordjević et al. [10] propose an information
subsystem concept of level crossings within the existing information system of the Serbian
Railways infrastructure. The main goal of the paper is to create conditions for more effi-
cient management of level crossings in order to improve traffic safety. The concept of the
information subsystem included solutions for monitoring the technical data of accidents at
level crossings. Bester et al. [11] defined a methodology based on stationary, homogeneous,
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and ergodic Markov processes to assess reliability and safety of devices at level crossings.
The authors performed a hazard analysis and risk assessment at level crossings for the
purpose of sustainable traffic safety using the tolerable hazard rate (THR) method and
calculated the mean time between failures of device using the Windchill Quality Solutions
software. Lutovac and Lutovac [12] proposed a solution to eliminate the shortcomings of
existing diagnostic systems and event loggers at level crossings. They developed software
for local and remote reading and processing of data using a computer. It enables a more
efficient system of maintenance and registration of events at level crossings in order to
improve safety. Rudin-Brown et al. [13] investigated drivers’ behavior at level crossings.
Twenty-five drivers aged between 20 and 50 participated in a driving simulator study that
compared the efficiency and drivers’ subjective perception of two traffic control devices at
an active level crossing: flashing lights with boom barriers and standard traffic lights. Due
to its common usage in most Australian states, a stop sign-controlled level crossing served
as a passive referent. Although crossing violations were less likely at the level crossings
controlled by active devices than at those controlled by stop signs, both types of active con-
trol were associated with a similar number of violations. Furthermore, the majority (72%)
of drivers stated that they preferred flashing lights to traffic lights. Collectively, the results
show that the installation of traffic lights at level crossings could not offer safety advantages
over those already provided by flashing lights with boom barriers. Additionally, Lenné
et al. [14] compared drivers’ behavior at two railway level crossings with active controls,
flashing red lights and traffic signals, to behavior at the current standard passive control of
level crossings, a stop sign. Participants drove the advanced MUARC driving simulator
for 30 min. During the simulated drive, participants had three level crossing scenarios.
Each scenario consisted of one of three types of level crossing control. The results of the
research have shown that traffic signals at level crossings do not provide any safety benefits.
Evans [15] investigates fatal accidents with fatalities at level crossings in Great Britain over
the 64-year period 1946–2009. The number of fatal accidents and fatalities per year fell
by about 65% in the first half of that period, but since then they have remained more or
less constant at about 12 fatalities per year. The paper classifies level crossings into three
types: railway-controlled, automatic, and passive. The safety performance of the three
types of crossings was very different. Railway-controlled crossings are the best-performing
type of crossing, with a declining number of fatal accidents. Automatic crossings have
a higher accident rate per crossing than railway controlled or passive crossings, and the
accident rates have not been reduced. Passive crossings are by far the most numerous,
but many have low usage by road users. Their fatal accident rate remained remarkably
constant over the period at about 0.9 fatal accidents per 1000 crossings per year. Hu So-Ren
et al. [16] developed an interesting generalized logit model in order to identify the key
parameters responsible for different levels of consequences of level crossing accidents in
Taiwan. The model has shown that the technical measures used in Taiwan to raise safety at
level crossings, such as separators and obstacle detectors, do not affect the prevention of
accidents with more severe consequences. Park et al. [17] developed multi-stage accident
prediction models using a linear regression technique (Poisson regression), as well as a
recursive partitioning (RPART) non-parametric method for sustainable traffic safety. The
authors classified level crossings into groups according to similar physical and traffic
characteristics and used separate accident prediction models for each group. Saccomano
et al. [18] apply a risk-based model to identify level crossings that pose a high risk to
sustainable traffic safety. The model consists of two prediction components: predicting
the frequency of accidents and predicting the consequences of accidents at level crossings.
Austin and Carson [19] developed an accident prediction model using negative binomial
regression. The instrumental variables technique was used in the model in order to correct
the influence of variables on each other. However, the effects of several factors are not
logical. For example, it has been observed that the presence of “stop” signals and traffic
lights affects the increase in the predicted number of accidents, so it is contradictory to
expect effects if these measures are applied to raise the level of safety.
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3. Materials and Methods

The overall research flow and applied methodology can be presented through four
phases composed of a total of 15 steps (Figure 1).
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Figure 1. The research flow with the proposed methodology.

Figure 1 presents a diagram of research and a proposed integrated fuzzy MCDM
model for the evaluation of level crossings on the Šamac–Doboj (Republic of Srpska–RS)
railway section. The first phase is data collection and processing and consists of four steps.
In the first step, based on a review of the literature of similar studies and discussion with
experts in this field, a list of evaluation criteria was created. The second step involved
creating a hierarchical structure by defining three main criteria: safety C1, road exploitation
characteristics C2, and railway exploitation characteristics C3 at the first level of the
hierarchical structure. At the second level, five sub-criteria were defined within each of the
main groups of criteria. Safety criteria refer to the types of adverse events at level crossings:

C11—the number of serious accidents, it represents any collision or derailment of
trains resulting in the death of at least one person, serious injuries to five or more persons.
In addition, it refers to extensive damage to rolling stock (damage of at least EUR 2 million),
infrastructure, or the environment, as well as other similar accidents that have an obvious
impact on railway safety or on sustainable safety management.

C12—the number of accidents, which represents an unwanted sudden event or a
specific series of such events that have serious consequences (collisions, derailments,
accidents at level crossings, accidents involving persons caused by railway vehicles in
motion, fires . . . ) [2].

C13—the number of incidents, which includes any event that is not classified as an
accident or serious accident, but which is related to the traffic of trains or shunting rolling
stock, and thus affects traffic safety.
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C14—the number of persons killed, which means that all persons died immediately
or within 30 days as a result of the adverse event.

C15—the number of injured persons who were hospitalized for more than 24 h after
an accident, serious accident, or incident, other than suicide attempt.

Criteria related to road exploitation characteristics include a group of the following
five sub-criteria:

C21—category of the road, which is defined by legal acts and depends on the pa-
rameters of the road itself. Three categories of roads appear in this paper: regional, local,
and uncategorized.

C22—frequency of road traffic, which means the number of road vehicles on a daily
basis that cross the level crossing.

C23—speed of movement of road vehicles, which is expressed in km/h and implies
the speed of movement at which the road vehicle approaches the level crossing.

C24—visibility triangle, it represents a space where there are no visible obstacles, i.e.,
drivers of road vehicles are enabled unobstructed visibility of the railway on both sides.
The size of safety triangle, i.e., the visibility of the railway track for road vehicle drivers
depends on the road category itself.

C25—the slope of the road, it represents the geometric characteristic of the road and is
expressed as a percentage.

When it comes to sub-criteria belonging to a group of railway exploitation characteris-
tics as the third main criterion, the following are singled out:

C31—train speed, expressed in km/h, and it means the speed of the train when
approaching and passing over the level crossing.

C32—frequency of railway traffic, it means the number of trains circulating on a daily
basis on certain sections of the railway.

C33—the angle of intersection of the railway and the road, it means the angle at which
the two types of traffic intersect and is related to the criterion referring to the triangle
of visibility.

C34—method of security, when it comes to level crossings that are passively secured,
the following methods of security are possible: visibility triangle, signal sign-Andreja′s
cross, and stop traffic sign, i.e., some of the combinations of the mentioned methods
of security.

C35—the width of the level crossing is expressed in meters and mainly depends on
the number of tracks at the crossing. In urban zones and in the station area, there are road
crossings where a road crosses several tracks. All this increases the probability of accidents
at the level crossing.

As the last activity of the second step in the first phase, a certain number of level
crossings were selected to be evaluated on the basis of the previously explained criteria. In
this paper, the Šamac-Doboj railway section was considered, as a section that stands out
with a considerable number of adverse events at level crossings. Figure 2 shows a graphical
representation of all level crossings on a given section considering only those where some
kind of accident occurred. The total number of level crossings on this section is 53, out of
which 48 are passively and 5 are actively secured. In Figure 2, actively secured crossings
are marked in red, while level crossings where some kind of accident occurred are marked
in black (Figure 3) and there are a total of eight of them which are further considered in the
MCDM model. Other (40) level crossings at which there were no accidents in the observed
period are marked in orange.
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Today, there are a total of 491 level crossings on the railway network in BiH, with a
total length of 1048 km, out of which 57 are actively secured and 434 are passively secured
level crossings. The current state of level crossings in BiH is a problem of the greatest
interest for the railway and is a generator of accidents. There are 296 level crossings in the
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Republic of Srpska, out of which 13 are actively secured and 283 are passively secured level
crossings. Figure 3 shows the level crossings that have been considered and evaluated in
this study.

Eight most dangerous level crossings were analyzed, i.e., the crossings where accidents
occurred. Field surveys were carried out, checking traffic safety, photographing and
recording the crossing of the road over the railway with a video camera, and counting
traffic participants. The basic characteristics of the considered level crossings are described
in detail.

The level crossing at railway kilometer 33 + 005, by its location, belongs to the munici-
pality of Modriča. The crossing is on an open railway and crosses one track. The functional
significance of the road is local. The crossing is on a curve and the angle of intersection
between the road and track is of 60 degrees. The slope of the road in relation to the crossing
is 11%. The width of the road in the crossing zone is 4 m. The permitted speed over the
crossing for road and railway vehicles is 50 km/h. The average annual daily traffic on the
road is 78 vehicles per day, and for railway vehicles it is 4 trains per day. The crossing is
secured only by the visibility triangle and there is not a sufficient visibility zone for safe
traffic. There was one accident at this crossing in 2019.

The level crossing at railway kilometer 35 + 024, by its location, belongs to the munici-
pality of Modriča. The crossing is on an open railway and crosses one track. The functional
significance of the road is local. The crossing is on a curve and the angle of the intersection
between the road and track is of 60 degrees. The slope of the road in relation to the crossing
is 8.5%. The width of the road in the crossing zone is 4 m. The permitted speed over the
crossing for road and railway vehicles is 50 km/h. The average annual daily traffic on the
road is 105 vehicles per day, and for railway vehicles it is 4 trains per day. The crossing is
secured with traffic signs and the visibility triangle. There is not a sufficient visibility zone
for safe traffic at the crossing. There was one accident at this crossing in 2019.

The level crossing at railway kilometer 42 + 690, by its location, belongs to the munici-
pality of Modriča. The crossing is on an open railway and crosses one track. The functional
significance of the road is regional. The crossing is in a straight direction and the angle
of the intersection between the road and track is of 90 degrees. The slope of the road in
relation to the crossing is 0%. The width of the road in the crossing zone is 6 m. The
permitted speed over the crossing for road vehicles is 60 km/h and for railway vehicles it
is 50 km/h. The average annual daily traffic on the road is 562 vehicles per day and for
railway vehicles it is 4 trains per day. The crossing is secured with traffic signs and the
visibility triangle. There is not a sufficient visibility zone for safe traffic at the crossing.
There were two incidents at this crossing in 2019.

The level crossing at railway kilometer 44 + 351, by its location, belongs to the munici-
pality of Modriča. The crossing is on an open railway and crosses one track. The functional
significance of the road is uncategorized. The crossing is in a straight direction and the
angle of the intersection between the road and track is of 90 degrees. The slope of the road
in relation to the crossing is 5.5%. The width of the road in the crossing zone is 3 m. The
permitted speed over the crossing for road vehicles is 30 km/h and for railway vehicles
it is 50 km/h. The average annual daily traffic on the road is 10 vehicles per day and for
railway vehicles it is 4 trains per day. The crossing is secured only by the visibility triangle.
There is not a sufficient visibility zone for safe traffic at the crossing. In 2019, there were
three serious accidents with two people killed at this crossing.

The level crossing at railway kilometer 46 + 465, by its location, belongs to the munici-
pality of Modriča. The crossing is on an open railway and crosses one track. The functional
significance of the road is regional. The crossing is located in a straight direction and the
angle of the intersection between the road and track is of 80 degrees. The slope of the road
in relation to the crossing is 9.5%. The width of the road in the crossing zone is 6 m. The
permitted speed over the crossing for road vehicles is 60 km/h and for railway vehicles it
is 50 km/h. The average annual daily traffic on the road is 860 vehicles per day, and for
railway vehicles it is 4 trains per day. The crossing is secured only by the visibility triangle.
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There is a sufficient visibility zone at the crossing for safe traffic. There was one incident at
this crossing in 2019.

The level crossing at railway kilometer 71 + 431, by its location, belongs to the munici-
pality of Doboj. The crossing is on an open railway and crosses one track. The functional
significance of the road is local. The crossing is in a straight direction and the angle of the
intersection between the road and track is of 90 degrees. The slope of the road in relation
to the crossing is 0%. The width of the road in the crossing zone is 4 m. The permitted
speed over the crossing for road and railway vehicles is 50 km/h. The average annual
daily traffic on the road is 28 vehicles per day and for railway vehicles it is 4 trains per day.
The crossing is secured with traffic signs and the visibility triangle. There is not a sufficient
visibility zone for safe traffic at the crossing. In 2019, there was one serious accident with
three people killed at this crossing.

The level crossing at railway kilometer 82 + 291, by its location, belongs to the mu-
nicipality of Doboj. The crossing is on an open railway and crosses over two tracks. The
functional significance of the road is local. The crossing is in a straight direction and the
angle of the intersection between the road and track is of 100 degrees. The slope of the road
in relation to the crossing is 0%. The width of the road in the crossing zone is 3 m. The
permitted speed over the crossing for road and railway vehicles is 50 km/h. The average
annual daily traffic on the road is 14 vehicles per day and for railway vehicles it is 4 trains
per day. The crossing is secured only by the visibility triangle. There is not a sufficient
visibility zone for safe traffic at the crossing. There was one incident at this crossing in 2019.

The analysis of serious accidents, accidents, and incidents, with killed and injured
persons at level crossings in BiH in the last five years is shown in Figure 4. It can be seen
that there are variations in the number of accidents in the last five years and that in 2019
there was the largest number of injured persons, while the number of incidents decreased
compared to the previous two years.
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In the third step, the evaluation of criteria was performed by 11 decision-makers in a
group decision-making process. In particular, the main group of criteria and all sub-criteria
within the main groups were evaluated, which is a prerequisite for the application of this
methodology. In the fourth step, data processing, i.e., fuzzy triangular numbers, was
performed. The next phase involved the application of the fuzzy FUCOM method based
on the fuzzy Heronian mean operator to determine the values of the main criteria. Then,
fuzzy PIPRECIA was applied to determine the values of the sub-criteria.
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The fuzzy FUCOM method [20,21] is an extension of the original FUCOM method [22–24]
with fuzzy triangular numbers (TFN) and consists of the following steps:

Step 1. Ranking of criteria using expert judgment.
Step 2. Determining the vector of comparative significance of the evaluation criteria

using TFN.
Step 3. Defining the constraints of a nonlinear optimization model. The values of the

weighting coefficients should satisfy two conditions, namely:

1. Condition 1. The ratio of the weight coefficients is equal to the comparative signifi-
cance between the observed criteria.

2. Condition 2. The final values of the weighted coefficients should satisfy the condition
of mathematical transitivity.

Step 4. Defining a model for determining the final values of the weighting coefficients
of the evaluation criteria.

Step 5. Solving the model and obtaining the final weight of the criteria/sub-criteria
Since it is a group decision-making, the fuzzy form of the Heronian mean operator [25]

was used to average the weights of the main criteria.
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The fuzzy PIPRECIA method [26–28] consists of the steps given below.
Step 1. Forming a set of criteria and sorting the criteria according to marks from the

first to the last. Step 2. Each decision-maker individually evaluates pre-sorted criteria
by starting from the second criterion. Step 3. Determining the coefficient k j. Step 4.
Determining the fuzzy weight qj. Step 5. Determining the relative weight of the criterion
wj. In the following steps, the inverse methodology of fuzzy PIPRECIA method needs to
be applied. Step 6. Performing the assessment, but this time starting from a penultimate
criterion. Step 7. Determining the coefficient k j′. Step 8. Determining the fuzzy weight qj′.
Step 9. Determining the relative weight of the criterion wj′. Step 10. In order to determine
the final weights of criteria, it is first necessary to perform the defuzzification of the fuzzy
values wj and wj′. Step 11. Checking the results obtained by applying Spearman and
Pearson correlation coefficients.

Primarily, 11 fuzzy models were formed to determine the weights of the main criteria
using the fuzzy FUCOM method. The obtained values were aggregated using the fuzzy
Heronian mean operator to obtain the final weights of the main criteria. After determining
the weights of all sub-criteria using the fuzzy PIPRECIA method, the final weights of all
criteria were determined by multiplying the values of the main criteria by the values of
the sub-criteria. The next phase involved the application of the fuzzy MARCOS method in
order to determine safety degree at the level crossings of the Šamac–Doboj section. The
procedure for solving the MCDM model using the fuzzy MARCOS method [29] is as follows
(Figure 5). In the first step, the initial fuzzy matrix is formed. After that, an extended fuzzy
decision matrix, which implies the formation of an anti-ideal and ideal solution depending
on the type of criteria, is created. The next step involves the normalization of the initial
fuzzy matrix, which depends on the type of criteria, followed by weighting with the weight
values of the criteria obtained using the fuzzy FUCOM–fuzzy PIPRECIA model based on
averaging the main criteria with the fuzzy Heronian Mean operator. In the fifth step, the
fuzzy values are summed by rows and a matrix of 1 × n is obtained, and it is used for
further calculation of the function degrees of the alternatives. Then, the following matrix is
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calculated, which is the sum of the elements of the utility degree matrix. The maximum
fuzzy triangle number is chosen and its defuzzification is performed in order to calculate
the utility functions in relation to the ideal and anti-ideal solution.
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After applying the overall previously described methodology, in the tenth step, the
variants were ranked and the safety degree of level crossings was determined on the
basis of the values obtained. The fourth phase involved the verification of the obtained
results through four phases of sensitivity analysis. In the eleventh step, a change in the
results caused by the influence of a change (decrease) in the size of the initial fuzzy matrix
was determined. The twelfth step involved a comparative analysis of the original fuzzy
FUCOM–Fuzzy PIPRECIA–fuzzy MARCOS model with two fuzzy approaches, namely:
simple additive weighting (SAW) and weighted aggregated sum product assessment
(WASPAS), and, in step 13, a change of an aggregator to average the values of the main
criteria: Fuzzy MARCOS based on the fuzzy Bonferroni mean operator (Fuzzy MARCOS–
Fuzzy BMO). Then, a significant sensitivity analysis was performed through the next step,
which involves the formation of 30 scenarios in which new fuzzy values of all criteria
are simulated, and in the last 15th step, the Spearman’s correlation coefficient (SCC) was
calculated in order to determine the correlation of ranks.

4. Results
4.1. Determining the Criteria Weights

In this section of the paper, criterion weights are shown. First, using the fuzzy FUCOM
method, the weights of the main criteria (C1, C2, and C3) were calculated for all 11 experts
who participated in the group decision-making. After that, using the fuzzy power Heronian
mean operator, they were averaged in order to obtain the final values of the main criteria,
as shown below.
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After calculating the weights of the main criteria using the fuzzy FUCOM method
based on the fuzzy Heronian Mean operator, the calculation of the weights of the sub-
criteria within each group was started. For this purpose, the fuzzy PIPRECIA method was
applied, the results of which are shown in Table 1. First, the aggregation of estimates was
performed by the expert team using the average mean as highlighted in the steps of this
method. As an example of the results, the sub-criteria of the safety group are presented
(Table 1).

Table 1. Calculation and results obtained by applying the fuzzy-PIPRECIA (pivot pairwise relative
criteria importance assessment) method for determining the criteria weights of traffic safety group.

sj kj qj wj DF

C11 (1,1,1) (1,1,1) (0.19,0.24,0.29) 0.240
C12 (0.71,0.82,0.98) (1.02,1.18,1.29) (0.77,0.85,0.98) (0.15,0.2,0.29) 0.208
C13 (0.64,0.76,0.9) (1.1,1.24,1.36) (0.57,0.68,0.9) (0.11,0.16,0.26) 0.171
C14 (1.14,1.29,1.35) (0.65,0.71,0.86) (0.67,0.96,1.38) (0.13,0.23,0.4) 0.242
C15 (0.44,0.54,0.67) (1.33,1.46,1.56) (0.43,0.66,1.04) (0.08,0.16,0.3) 0.170

SUM (3.44,4.15,5.3)
s′j k′j q′j w′j DF

C11 (0.9,1,1.1) (0.9,1,1.1) (0.76,1.21,1.67) (0.11,0.21,0.36) 0.216
C12 (1.01,1.12,1.18) (0.82,0.88,0.99) (0.84,1.21,1.5) (0.12,0.21,0.32) 0.211
C13 (0.56,0.69,0.77) (1.23,1.31,1.44) (0.83,1.06,1.22) (0.12,0.18,0.26) 0.185
C14 (1.16,1.28,1.33) (0.67,0.72,0.84) (1.19,1.39,1.5) (0.17,0.24,0.32) 0.241
C15 (1,1,1) (1,1,1) (0.15,0.17,0.22) 0.174

SUM (4.62,5.87,6.88)

Where sj is a group decision matrix obtained by aggregating the estimates of all
experts, starting from the second criterion according to the standard procedure of applying
the fuzzy PIPRECIA method, k j is a coefficient obtained when sj is subtracted from number
two, except for s1. qj is a fuzzy weight, wj is a relative weight of the criterion and DF is a
defuzzified value.

The same methodology was applied for the other two groups of criteria: C2–road
exploitation characteristics, C3–railway exploitation characteristics, and the final values of
all criteria were obtained, which are shown in Table 2.

The most significant criteria belonged to each of the main groups, which means that
the most significant criterion was C34–the method of securing the level crossing, followed
by C14–the number of killed at the level crossing and C24–the visibility triangle. The
obtained results were further included in the calculation with the fuzzy MARCOS method
when evaluating the variants.
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Table 2. Final values of all criteria after applying the fuzzy FUCOM (full consistency method)–fuzzy
Heronian mean operator–fuzzy PIPRECIA model.

Local Values Global Values Rank

C11 (0.15,0.223,0.326) (0.048,0.094,0.163) 4
C12 (0.134,0.205,0.305) (0.043,0.086,0.153) 7
C13 (0.114,0.173,0.263) (0.037,0.073,0.132) 8
C14 (0.15,0.234,0.363) (0.048,0.098,0.182) 2
C15 (0.113,0.165,0.259) (0.037,0.069,0.13) 9
C21 (0.082,0.126,0.205) (0.015,0.031,0.069) 15
C22 (0.125,0.21,0.341) (0.023,0.052,0.115) 11
C23 (0.11,0.184,0.309) (0.02,0.045,0.104) 13
C24 (0.168,0.298,0.518) (0.031,0.073,0.174) 3
C25 (0.113,0.182,0.326) (0.021,0.045,0.11) 12
C31 (0.082,0.126,0.205) (0.022,0.05,0.116) 10
C32 (0.125,0.21,0.341) (0.028,0.068,0.16) 6
C33 (0.11,0.184,0.309) (0.026,0.067,0.161) 5
C34 (0.168,0.298,0.518) (0.037,0.101,0.249) 1
C35 (0.113,0.182,0.326) (0.021,0.043,0.097) 14

4.2. Evaluation of Level Crossings Using the Fuzzy MARCOS Method

After determining the final weight values of the criteria, conditions were created for
determining the safety degree of level crossings on the Šamac–Doboj railway section in
order to achieve sustainable railway traffic management. As stated and explained above, a
total of eight level crossings were evaluated using the fuzzy MARCOS method. In the first
step, the initial fuzzy matrix was formed consisting of eight level crossings, which were
evaluated on the basis of a total of 15 criteria arranged in three basic groups. After that,
an extended fuzzy decision matrix was created, implying the formation of an anti-ideal
and ideal solution depending on the type of criteria. Criteria C11–C15, C22, C23, C25,
C31, and C32 belong to the group of criteria with a minimum value as desirable, so the
ideal solution of the extended fuzzy decision matrix included the lowest value for these
criteria. The other five criteria belong to the group of criteria with a maximum value as
desirable, so the highest value for each criterion entered the ideal solution. Regarding
the formation of the anti-ideal solution, the situation was reversed, i.e., the criterion with
a maximum value as desirable had the lowest value and the criterion with a minimum
value as desirable had the highest value. The next step involves the normalization of the
initial fuzzy matrix, which depends on the type of criteria, followed by weighting with the
weight values of the criteria obtained using the fuzzy FUCOM–fuzzy PIPRECIA model
based on averaging the main criteria with the fuzzy Heronian mean operator. In the fifth
step, the fuzzy values were summed by rows and a matrix of 1 × 8 was obtained, and it
was used for further calculation of the function degrees of alternatives. Then, the following
matrix was calculated, representing the sum of the elements of utility degree matrices. The
maximum fuzzy triangle number was chosen and its defuzzification was performed in
order to calculate the utility functions in relation to the ideal and anti-ideal solution. The
results of the described methodology are shown in Table 3.

The results given in Table 3 show that the level crossing 42 + 690 (LC4) represents the
crossing with the highest level of safety considering all 15 criteria. At this level crossing,
two incidents occurred, which is the only adverse event when it comes to the criteria
belonging to the safety group. When it comes to road exploitation characteristics, the LC
belongs to the regional category of roads with a fairly high frequency of road traffic, speed
of 60 km/h, limited visibility triangle, and horizontal ground (without slope). Regarding
the railway exploitation characteristics, it is important to point out that for this passive
level crossing, the angle of intersection is at a right angle of 90 degrees, the largest width of
the crossing, and the way of securing which includes a combination of visibility triangle,
signal sign, and stop sign.
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Table 3. Results obtained by applying the integrated fuzzy FUCOM–fuzzy PIPRECIA–fuzzy MAR-
COS model.

f(K̃
−
i ) f(K̃

+
i ) K- K+ fK- fK+ Ki Rank

LC1 (0.02,0.13,0.86) (0.05,0.37,2.43) 3.609 1.286 0.236 0.662 1.029 6
LC2 (0.02,0.14,0.86) (0.05,0.39,2.43) 3.659 1.303 0.239 0.671 1.061 5
LC3 (0.02,0.13,0.93) (0.04,0.36,2.62) 3.733 1.329 0.243 0.684 1.108 4
LC4 (0.03,0.15,0.94) (0.05,0.43,2.65) 4.006 1.427 0.261 0.734 1.298 1
LC5 (0.02,0.12,0.88) (0.04,0.34,2.49) 3.531 1.257 0.230 0.647 0.980 8
LC6 (0.03,0.15,0.91) (0.05,0.42,2.57) 3.907 1.391 0.255 0.716 1.227 3
LC7 (0.02,0.13,0.85) (0.04,0.37,2.41) 3.573 1.272 0.233 0.655 1.006 7
LC8 (0.03,0.15,0.95) (0.05,0.41,2.67) 3.969 1.413 0.259 0.727 1.271 2

The second safest level crossing is LC8 (82 + 291), which has the following charac-
teristics. In terms of all the safety-related parameters, one incident occurred, without
participation in other classification groups of adverse events. Further, it belongs to the
category of local roads with a very low frequency of road traffic, with a speed of 50 km/h, a
limited visibility triangle, and a horizontal ground. When it comes to railway exploitation
characteristics, the angle of intersection is 100◦, the way of securing is the visibility triangle,
and the width of the crossing is three meters.

The level crossing that is the riskiest in terms of sustainable traffic management is LC5
(44 + 351), which had three serious accidents and two fatalities, followed by LC7 (71 + 431)
with one serious accident with three people killed.

5. Sensitivity Analysis and Discussion

A sensitivity analysis was performed in several phases. The first phase involved
changing the size of ranking of the initial matrix, forming a total of seven additional
scenarios. In each of the scenarios, the last-ranked alternative was eliminated, and the
calculation was performed again with the size of the matrix n−1 comparing to the initial
solution. Figure 6 shows the results by comparing to the initial ranks and values with each
scenario formed.
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Figure 6 shows the values (left) and ranks (right) through the formed scenarios in
terms of the size of the fuzzy rank of the initial decision matrix. It can be observed that
the dynamic conditions of the fuzzy matrix affect the results. Specifically, in the first four
scenarios when LC5, LC7, LC1, and LC2 were eliminated, respectively for each scenario
separately, there was no change of ranks compared to the initial rank. When it comes to
scenarios S5–S7, one change occurred when the first and second best alternatives changed
their positions, which was caused by eliminating the third alterative solution LC3.

In the second part of the sensitivity analysis, a comparative analysis of the original
fuzzy FUCOM–fuzzy PIPRECIA–fuzzy MARCOS model was performed with three fuzzy
approaches, namely: fuzzy SAW [30], fuzzy WASPAS [30], and fuzzy MARCOS based on
fuzzy BMO operator [31,32] (fuzzy MARCOS–fuzzy BMO).

Figure 7 shows the results of a comparative analysis with three fuzzy approaches.
Considering the obtained results, it can be concluded that there were certain changes in
the ranks, which is a consequence of a different normalization approach in applying other
approaches. Furthermore, one of the causes of changes in the rankings is reflected in a very
small difference in the values of some alternative solutions obtained in the original model.
When it comes to a comparative analysis with the fuzzy SAW method, the only change
of rank occurred when LC2 and LC3 change their positions, LC2 is in the fourth position
and vice versa regarding LC3. When it comes to the comparison with the fuzzy WASPAS
method, there were slightly larger changes that are reflected in the change of ranks of LC1,
LC2 and LC3 that change their ranks by one position. Observing the new changes, it can be
concluded that the ranks still remain highly correlated. When the original fuzzy model is
compared to a fuzzy model in which the fuzzy Bonferroni mean operator is used instead of
the fuzzy Heronian mean operator, the initial ranks are retained. This means that changing
the averaging operator in the main group of criteria does not play a role in the final result.
In order to check rankings similarity, we calculated the WS coefficient (Figure 8) which was
developed in the paper [33]. Advantage of WS coefficient in fact that positions at the top
of the ranking have a more significant impact on the similarity than those further away,
which is right in the decision-making domain.
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As can be seen in Figure 8, previous discussion is proven, where WS coefficient has
values 0.977 (Fuzzy SAW), 0.958 (Fuzzy WASPAS), and 1.000 (Fuzzy MARCOS–Fuzzy
BMO) which show extremely high correlation in ranking alternatives.

The third part of the sensitivity analysis involved the formation of 30 new scenarios
with the reduction of the three most significant criteria and the verification of the impact on
the final results. Thus, in the first 10 scenarios, the criterion C34 was reduced in the range
of 5–95%, in S11–S20, the criterion C14 was reduced in the same range, and the criterion
C24 was also reduced in the range of 5–95% in S21–S30.

The results obtained through the formed scenarios (Figure 9) show the variation
caused by a large percentage decrease in the values of three most significant criteria. When
it comes to the safest level crossing LC4 in scenarios S3–S10 when the most significant
criterion was reduced by 25–95% respectively for each scenario by 10%, it loses the first
position. Then, the second-placed LC8 in the original model takes the first position. In
scenarios S9 and S10, LC4 is in third place, while LC8 is still in the first place. In other
scenarios, there is no change in the rank of the safest level crossing, which means that
the change in the value of criteria C14 and C24 does not play any role in these alternative
solutions. The third-placed LC6 changes its position in four scenarios, in S9 and S10 when
it is in the second place caused by the reduction of criterion C14 by 85 and 95%; then,
in scenarios S19 and S20 when it is in the fourth and fifth place, respectively. In these
scenarios, criterion C14 is reduced by 85% and 95%, respectively. Alternatives LC1, LC2,
and LC3 do not change their positions compared to the initial ranking in the first 11, 12, and
14 scenarios, which means that the change of criterion C34 does not affect their positions.
Changes in these alternatives occur when the value of criterion C14 is reduced.

Since, in the newly formed scenarios, there was a change in the results comparing to
the initial solution, i.e., the model proved to be sensitive to the effects of the criteria, the
SCC was calculated to determine the correlation of the initial solution with all scenarios.
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Figure 10 shows a statistical correlation—SCC [34] and WS [33,35] of the initial rank
results in relation to 30 scenarios in which the weight values of the criteria have been
changed. A total correlation was observed in a total of eight scenarios out of 30 (SCC = 1.00).
In the same number of scenarios, the SCC was 0.976, which means that there is a change
in the ranks of the alternative solutions. In two scenarios (S7 and S8), SCC = 0.952, which
means that there were two changes in ranks, while the value of the correlation coefficient
was 0.929 in three scenarios. In other scenarios, the value of SCC was significantly lower
and ranges 0.429–0.905, which means that there was a low correlation individually in some
scenarios. In general, if all correlation coefficients are taken into account and the average
SCC is calculated, it can be seen that the ranks were still highly correlated (SCC = 0.890).
WS coefficient showed different values than SCC depending on rank changes because
positions at the top of the ranking have a more significant impact on the similarity than
those further away. For example, if we consider the third scenario where the two best
alternatives changing their places, WS is less than SCC for 0.089 (SCC = 0.976, WS = 0.887).
On the contrary, if we consider scenario 20 which has more changes in ranks, but not for
best alternatives, WS has much higher value than SCC (SCC = 0.429, WS = 0.889). In general,
if all correlation coefficients are taken into account and the average WS is calculated, it can
be seen that the ranks are very highly correlated (WS = 0.943).
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6. Conclusions

In this research, an analysis of safety degree at some level crossings on the Šamac-
Doboj railway section was conducted. The total number of crossings on the whole section
was observed, as well as individual crossings with a passive way of security where some
kind of accident occurred. A multi-criteria fuzzy model consisting of 15 criteria and
8 alternatives was formed. For the purpose of their evaluation, an original integrated
fuzzy FUCOM–fuzzy PIPRECIA–fuzzy MARCOS model was applied. In addition, a fuzzy
Heronian mean operator was used to average the weights of the main criteria. The results
obtained in the research were verified through an extensive sensitivity analysis. This
research can serve as a benchmark for other sections of the railway in BiH. Regarding the
area of research and the results obtained, the following measures are presented in order to
increase the sustainability of the overall transportation system.

There are many level crossings in Bosnia and Herzegovina where unwanted conse-
quences for both road and railway traffic occur and can occur. Level crossings are not in
accordance with modern standards and requirements in terms of slope, surface quality, and
providing visibility triangles. The sustainable level of traffic safety is significantly reduced
due to such state of level crossings. In BiH, it is necessary to take measures to improve the
traffic safety degree at level crossings, as follows:

1. reducing level crossings by merging two or more level crossings into one,
2. providing necessary visibility from roads to tracks,
3. technical security of level crossings,
4. abolition of level crossings, i.e., their replacement with overpasses or underpasses,
5. lighting of level crossings,
6. application of modern technology, i.e., technical and technological improvements on

the crossing infrastructure, such as the installation of various types of sensors (audio,
video, radar, and lasers) for timely detection of potentially dangerous situations,

7. introduction of a video surveillance system at level crossings. Video surveillance
can regularly monitor the functioning of traffic at crossings, and it can react quickly
and efficiently in the event of any incident. In addition, drivers of road vehicles will
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behave more responsibly when they know that they will be sanctioned if they do not
comply with legal regulations, and

8. creating a culture of safety. All users (both road and rail, and especially road users)
must be aware of dangers at level crossings.

The imperative is that some of above mentioned measures for improvement of the
traffic safety degree at level crossings be implemented in short possible time. Future
research that represents the continuation of this study refers to the formation of such
or similar models for determining the safety level of other railway lines in Bosnia and
Herzegovina. It is necessary to create unique model for all railway crossings on the
complete railway line. Some other approaches for risk analysis can be applied.
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Abstract: Knowledge of the characteristics of speed at roundabouts is very important in design
procedures, simulation models, and determining the influence of these roundabouts on traffic
conditions in a street network. Sustainable management in the street network means the influence
of all its parts on traffic conditions and travel time. In order to reliably determine roundabouts
parameters in the procedures of planning and the choice of sustainable method of traffic management,
it is very important to know the values of the traffic flow parameters, particularly the speeds at the
entry and exit leg, as well as in the circulatory zone. This article analyses the speed characteristics in
traffic flow at urban roundabouts with different geometrical characteristics in the city of Banja Luka.
The applied method for traffic data collecting in this research was the method of video recording
processing, which excludes any influence on driver behavior. Furthermore, statistical analysis
was conducted, which established the correlation between the achieved speeds and geometrical
characteristics of the intersection. Due to roundabout characteristics, the research was focused on the
access, that is, the entry leg, the segment of the circulatory zone and the exit leg. The research results
showed there is a significant dependence between geometrical characteristics of certain elements
of the roundabout on speeds. In the further course of the research, it was proved that the variation
of speeds at the segments of roundabouts significantly affects the size of time losses and emission
of pollutants, i.e., parameters based on which it is possible to objectively assess the possibility of
sustainable implementation of the planned solution of roundabouts of similar geometry within the
street network in cities similar to Banja Luka.

Keywords: urban roundabout; speed; sustainable management; geometrical characteristics

1. Introduction

The speed is a parameter of traffic flow which defines functionality and the quality
of traffic conditions on the part of a road or street network. Since the first scientific and
expert articles, for the parts of road and street network with the conditions of continuous
traffic flows, functional connection between geometrical and constructive characteristics of
the road and traffic flow speed has been determined. On all road types, through different
dependence and correlations the influence of the width and the number of traffic lanes,
lateral clearances, curvature characteristics and grade on the speed are expressed [1]. Due
to the functional dependence of speed with other traffic flow parameters, primarily with
flow and density, it is well known that traffic flow speed affects roads capacity; thus, the
quality of traffic conditions, expressed through level of service.

The influence of geometrical characteristics and environment on speed and traffic
conditions was also proved at signalized intersections, although they are ruled by the
conditions of interrupted traffic flow. When saturated flow volume is being determined,
the grade is considered, as well as the number and the width of traffic lanes, but also
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the type of maneuver (straight, left or right) because in case of turning, trajectory radius
directly affects speed. Apart from that, other features are also considered, such as parking,
public transportation characteristics, disturbances by pedestrians and cyclists, etc. [2].

When traffic conditions are determined at all types of non-signalized intersections,
usually Harders [3] or Siegloch [4] models are applied, based on the probability of accepting
critical gap occurring in the priority flow by the drivers who perform minor maneuver. This
method is also applied for the analysis of traffic conditions at roundabouts where the right
of way is given to the traffic flow in the circulatory zone [1]. These models do not consider
intersection geometrical characteristics, that is, their influence on traffic flow parameters,
capacity and traffic conditions. Since the end of the previous century, traffic conditions
at roundabouts where vehicles in the circulatory zones have priority, the aforementioned
models have also been applied for their determination. In the street network, there are
roundabouts with significantly different geometrical characteristics, which quite certainly
can affect the way of movement and vehicle speed [5].

Since the beginning of this century, roundabouts have been applied with more fre-
quency, even to the arterials of the primary street network. With the aim of having a
sustainable traffic management in the street network, that is, the influence of certain seg-
ments on the time and emission of pollutants, it is necessary to know characteristic values
of traffic flow parameters [6–8]. Roundabouts, due to their specific traffic mode, can sig-
nificantly affect traffic conditions, not only on approaches to the roundabout, but also in
the surrounding street network, particularly in the conditions of a saturated traffic flow
when even small disturbances at any segment can cause congestions and the effects of
shock waves. For this reason, when traffic is planned, as well as in the procedures of
optimal management, it is particularly important to know the values of speeds at different
segments of roundabouts, so as to approach near the results of analyses and simulations to
real traffic conditions. Quality analysis of traffic conditions in the street network and the
choice of optimal, that is, sustainable method of traffic management demands, requires
the knowledge of the characteristics of the traffic flow and the geometry of roundabouts
on traffic flow speed [9]. Accordingly, the main aim of this paper is to determine whether
there are functional correlations between geometrical characteristics of roundabouts and
speed in a traffic flow.

Methodological approach to the problem of the influence of the geometry of round-
abouts on the traffic flow speed, as well as the regression model for the calculation of the
speed of the flow in circulation, can be applied to all typical segments of roundabouts of
different geometries, similar to those that have already been the subject of research and
analyses. Thus, considering the average delays generated at roundabouts, and which are
determined through standard models, it is possible to determine the influence of different
types of roundabouts on the emission of pollutants in a more precise way.

In addition to the application of the results achieved in this paper in the field of Traffic
Management and Transport Planning, the results can also be applied in the field of Traffic
Safety. Namely, these results can be used to determine the impact of the roundabout on the
level of service as well as the selection of an optimal method of traffic regulation and the
segment of the street network, which is extremely important for traffic safety management.
Furthermore, speed projections by roundabout segments can be used to assess risk and
define concrete measures to increase the safety of road users [10].

This article consists of six sections. Introduction provides the basic observations and
initial guidelines related to the topic the article deals with. The second section deals with
the analysis of the previous research studies relevant to this subject matter. The third
section gives the description of the analyzed locations, as well as the methodology of
vehicle speed data collecting and processing. The fourth section represents a section with
the display of descriptive parameters of the analyzed samples, as well as the results of
the statistical processing with a discussion. The fifth section analyses the influence of the
research results on traffic flow parameters and the emission of pollutants, which are used
as a basis for the assessment of roundabout application on the parts of the street network
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in the procedures of planning and operational analysis. The last section contains the main
conclusions and guidelines for further research.

2. Previous Research Studies

The first concept of circular traffic flow at intersections appeared in the United States
of America in the early 1930s. The new method of regulation meant signposts putting
into the intersection center, alternatively called “Dummy Cop”, around which there was
circulatory traffic. At roundabouts, at the beginning of their application, there were no
concrete rules for defining vehicle circulation. With the first applied principle, the rule of
the right, it was defined that the vehicles which enter the intersection have priority over
those already being in the intersection. This regulation method resulted in congestion of
intersections with increased traffic volume [11]. The concept of contemporary roundabouts
was developed in 1960 in Great Britain when smaller roundabouts were proposed, with
a greater vehicle lane deflection. In 1966, a rule was adopted that circulatory vehicles in
roundabouts have the priority; that is, the vehicles at the intersection access are obliged to
give way to the vehicles in the circulatory zone [12].

Previous research studies imply that there is a significant influence of local traffic
conditions on the value of traffic flow parameters, thus the value of capacity of all types
of priority intersections, which include circular priority intersections. [13]. Research stud-
ies [14] conducted just before writing the manual HCM 2016 (Highway Capacity Manual 6)
established the differences in capacities all over the USA. They imply that possible differ-
ences occur due to local cultural behavior of drivers or different geometrical characteristics
of roundabouts. Geometrical characteristics of roundabouts mean the number of traffic
lanes, the width of the entry leg, the values of the inscribed circle diameter etc. Therefore,
there is a possibility of expanding and correcting a thorough analysis conducted in a certain
country for analyzing it in other countries.

Analyzing the available literature [15–32], it was determined that many research
studies emphasize speed as one of the most significant parameters in roundabouts ge-
ometrical shaping, as well as the key parameter in micro-simulating traffic models. In
order to evaluate the influence of the roundabout geometry, certain simulation models
enable the distributions of speed, that is, defining the deceleration zone when approaching
the roundabout, circulatory speed and acceleration speed to the common values at the
links [15]. In many research studies, it has been shown that there is a connection between
geometrical characteristics of the roundabout, speed and capacity, traffic flow parameters
and traffic conditions [16,17]. The combination of the influence of geometry, traffic flow
parameters, and driver behavior make the traffic conditions at a roundabout very complex
with significant variations of the speed and other parameters of traffic flow. According to
the research study from 2011, it is necessary to use the parameter of roundabout diameter
for the calculation of roundabouts capacity [18], whereby bigger roundabouts use the
exponential coefficients of the model, which directly regresses.

Chen, Persaud and Lyon [19] established the relationship between some geometrical
characteristics of roundabouts and average speed which was defined as the average value
of entrance speed, the speed within the roundabout and the exit speed. Statistical analysis
included 15 different geometrical parameters, and by means of linear regression they
highlighted three main parameters for the definition of average speed: Diameter of the
inscribed circle, entrance width and the width of lanes within the roundabout. For a
well-controlled going through a roundabout, geometrical elements are applied for vehicles’
speed reducing at the access to the intersection, it also limits the speed in the roundabout
and enables reaching a normal speed after leaving the roundabout [20].

Prediction of speed at roundabouts is of essential importance in the design process
due to different design elements defining and dimensioning. After the study carried out on
roundabouts in Australia, Great Britain and the USA [21], it was concluded that entrance
radius and minimal radius of the central circular island are two basic parameters that
define frameworks for roundabouts design. The results of this study showed that the
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higher value of entrance radius, the lower entrance speed into the roundabout, and the
correlation between the increase of minimal value of the central circular island, which is
dependent on the increase of design speed at the approach to the roundabout.

The research conducted on roundabouts in the Municipality of Cuneo, located in
the Northwest of Italy, studied the influence of the main geometrical parameters of the
roundabout on vehicles’ speed. This research included the analysis of vehicle speed on
the approach to the intersection, in the very roundabout flow and at the exit segment.
The research results showed that geometrical elements of the roundabout mostly affect
the vehicles’ speed in the roundabout, as well as that this speed can be dependent on the
inner diameter of the roundabout, roundabout roadway width and the width of inflow
roadway lane [22]. Another method for determining the speed of vehicles going through
the roundabout is based on defining the vehicles’ path [23]. With this approach, vehicle
speed at roundabouts is correlated to vehicle path radius, super elevation and side friction
factor. In other articles, the influence of intersection geometry on speed was confirmed,
and a significant difference in speed on the approach within the circulatory zone and the
exit leg was proven [24].

Taking into consideration the models based on acceptable follow-up gaps, many
research studies proved a correlation among geometrical characteristics of roundabouts,
speed and capacity—thus, traffic conditions as well [25,26].

Speed is one of the basic parameters defined in simulation models to describe real
traffic conditions at roundabouts [27]. In order to evaluate the influence of intersection
geometry, certain simulation models enable speed distribution, that is, define the zone
of speed reduction when approaching the roundabout, the circulatory speed and the
acceleration to the common values at the links [15]. For this reason, it is very important to
know speed distribution depending on the geometrical characteristics of intersections.

The research conducted at four roundabouts from the group of mini and small urban
roundabouts on the territory of the City of Zagreb [28], was carried out with the aim of
determining the connection of the design speed and vehicles trajectory, that is, comparison
of the measured speeds in the field and the adopted design speeds for the corresponding
trajectory. The results have shown certain deviations, which the authors explained with
a specific position of the intersections in the street network, elements of the geometrical
design of the intersections, the structure of traffic flow. Also, in the same town, for the
needs of defining the model of trajectories of the vehicles within the roundabout, a research
study was conducted [29] that determined the connection among the radius, deflection
angle and the radius of central island.

In the town of Livorno [30], geometrical characteristics at roundabouts were analyzed
and those intersections were built more than fifty years ago, with the outer diameter of
more than 100 m, with the aim of the reconstruction from the aspect of the geometrical
parameters correction. Thus, through simulation software packages, a significantly better
level of service was achieved.

Certain research studies have shown that the probability of a traffic accident occurrence
is proportional to the speed squaring [31]. Consequently, the research on flow speed is also
justified, in this case at roundabouts. Other authors, using the data on traffic accidents and
vehicle trajectories processed through software packages AIMSUN and VISSIM, conducted
the comparative analysis and formed the model for predicting collisions, that is, the
assessment of roundabouts safety in Slovenia [32].

Research on the impact of road geometry and traffic flow parameters on traffic safety
has shown that there is a significant dependence [33]. However, in the Southeastern
Europe (SEE) region, surveys about roundabouts are still rare and are mainly focused on
determining the influence of drivers’ behavior on traffic flow parameters [34]. This paper
is a result of the first research conducted in Bosnia and Herzegovina (BiH) with the aim of
considering the influence of geometry on the speed of traffic flow at different segments
of roundabouts with the possibility of application in the field of Traffic Management and
Transport Planning.
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3. Methodology
3.1. Key Roundabout Dimensions

In order to describe a roundabout as an object on road and street network, it is
necessary to previously define basic dimensions, that is, key geometrical characteristics. In
the process of design and detail analyses of roundabouts, it is necessary to define numerous
geometrical parameters, whereby the following elements are defined as the key ones [35]:

• Inscribed circle diameter (D1), basic parameter used to define the size of a roundabout.
It is measured between the outer edges of the circulatory roadway.

• Central island circle diameter (D2), measured between the internal edges of the
circulatory roadway.

• Circulatory roadway width (W_cr), defines the roadway width for vehicle circulation
around the central island. It is measured as the width between the outer edge of this
roadway and the central island. It does not include the width of any mountable apron,
which is defined to be part of the central island. For speed and traffic conditions,
the number of traffic lanes in circulatory zone (N_cr), also matters, as well as width
of the lane on circulatory roadway (W_lnc). Accordingly, radius of center line of
circulatory lane (R_lnc) is also a parameter that can influence movement speed in the
circulatory zone.

• Approach width, the width of the roadway used by approaching traffic upstream
of any changes in width associated with the roundabout. This parameter depends
on the number of lanes on the approach (N_lne) and width of the lane on the ap-
proach (W_lne).

• Departure width, width of the roadway used by departing traffic downstream of any
changes in width associated with the roundabout. This parameter depends on the
number of lanes on the departure (N_lnx) and width of the lane on departure (W_lnx).

• Entry width (W_en), defines the width of the entry where it meets the inscribed circle.
It is measured perpendicularly from the right edge of the entry to the intersection
point of the left edge line and the inscribed circle.

• Exit width (W_ex), defines the width of the exit where it meets the inscribed circle. It
is measured perpendicularly from the right edge of the exit to the intersection point of
the left edge line and the inscribed circle.

• Entry radius (R_en) the minimum radius of curvature of the outside curb at the entry.
• Exit radius (R_ex) the minimum radius of curvature of the outside curb at the exit.

In the following figure (Figure 1), there are labeled roundabout key elements.

Figure 1. Drawing of key roundabout dimensions.

The research analyzed the influence of all aforementioned geometrical elements on
the speed at the entry leg, circulatory zone and bottleneck exit leg.
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3.2. Description of the Research Location

Data collecting was conducted by recording real traffic flows at four urban round-
abouts. The recording was carried out by means of a drone “DJI Mavic 2 Pro”, which was
set at a certain height above the analyzed roundabouts and it recorded traffic. The analyzed
intersection is in Banja Luka (Bosnia and Herzegovina), a town with around 180,000 inhabi-
tants. The intersections used for data collecting are in the urban area of the town, and their
type belongs to mid-sized roundabouts and large town roundabouts. In the City of Banja
Luka, there are a total of 15 roundabouts, out of which 9 are urban roundabouts. A sample
of 4 out of 9 urban roundabouts covered all types, taking into account the characteristic
geometrical parameters to be analyzed. The researched intersections are at the edge of the
central zone of Banja Luke, with AADT of around 20,000 veh/day. Traffic for trucks is
prohibited on these roundabouts. In addition, during the observed period, no occurrence
of buses was recorded at the intersections or the number of buses was negligible. Given
such a structure of traffic flow, only the speeds of passenger cars were analyzed in the
paper, in other words, the analysis was performed on the basis of a homogeneous traffic
flow composed of passenger cars.

The recording was conducted in July and August 2019. During the recording, it was
sunny with the temperature of 25–35 ◦C, without fog, rain, gales or any other unfavorable
climate conditions, the roadway was dry and without any damages, and the traffic without
the situations which would influence unhindered and safe traffic, that is, there were no
factors which would cause negative effects on drivers’ behavior and vehicles’ movement.
Figures 2 and 3 show the position of the analyzed intersections in the street network of the
town of Banja Luka, as well as the observed roundabouts appearance. Table 1 gives the data
on the exact position of the intersections, and Table 2 the basic geometrical characteristics
of the observed intersections, that is, approaches.

Figure 2. Positions of the analyzed intersections in the street network of the town of Banja Luka.
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Figure 3. Ortho-photo image of the analyzed intersections: (a) R1: Gundulićeva–Aleja svetog Save;
(b) R2: Majke Jugovića–Bul. Desanke Maksimović; (c) R3: Patre, Cara Lazara–Teodora Kolokotronisa,
Isaije Mitrovića; (d) R4: Bul. Desanke Maksimović–Bul. Vojvode Stepe Stepanovića.

Table 1. Data on the position of the analyzed intersections.

Position of Intersection in
WGS-84 Coordinate System R1 R2 R3 R4

Latitude
Longitude

44.773963
17.199593

44.762172
17.201245

44.765897
17.187834

44.766366
17.209049

Table 2. Geometrical characteristics of the analyzed intersections.

Geometrical Characteristics R1 R2 R3 R4

D1—Inscribed circle diameter (m) 33.60 32.00 43.00 57.20

D2—Central island circle diameter (m) 22.00 16.00 31.00 34.80

W_cr—Circulatory roadway width (m) 5.80 8.00 6.00 9.40

N_cr—Number of lane on circulatory roadway 1 2 1 2

W_lnc—Width of lane on the circulatory roadway (m) 5.80 4.00 6.00 4.70

W_en—Entry width (m) 5.00 7.50 5.10 7.50

N_lne—Number of lane on approach 1 2 1 2

W_lne—Width of lane on approach (m) 4.00 3.50 4.50 3.75

W_ex—Exit width (m) 5.20 8.40 5.00 9.00

N_lnx—Number of lane on departure 1 2 1 2

W_lnx—Width of lane on departure (m) 4.00 3.50 4.50 3.80

R_en—Entry radius (m) 15.00 12.00 13.00 23.00

R_ex—Exit radius (m) 15.00 16.00 40.00 26.00
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3.3. Data Collection Method

For determining the vehicles’ speed, the method of video recording processing and
analysis was used. Video recording processing proved to be an extremely efficient method
for traffic flow parameters measuring, because its use minimizes the influence of the
research on the drivers. The applied method enabled the analysis in real traffic flow, in
which the speed of traffic flow depends exclusively on the degree of interaction between
vehicles and the geometric characteristics of the intersection. Data collected and processed
in this way represent an efficient and practical basis in many research studies of traffic flow
parameters [36,37]. The collected video material of the frequency 24 fps was processed
with the software package Kinovea (Figure 4), which enables referential lines marking, the
analysis of the objects movements in the recording, and the recording survey by sequences
in the accuracy of approximately 0.042 s. The measured speed represents the mean spatial
speed measured between two referential lines at the measuring area.

Figure 4. Display of video recording processing.

During the period of collecting data on vehicle speed, it was adopted that a vehicle
goes through three typical segments: entry leg–A road part immediately before the circular
traffic flow; circulating–A road part in the lane within the circular traffic flow; and the
exit leg–A road part immediately after the circular traffic flow. Accordingly, the speed of
vehicles’ going through the roundabout was divided in the following way.

• Vehicles’ speed at the inflow leg (approach)to the roundabout, entry speed (S_en),
• Vehicles’ speed in the roundabout, circulatory speed (S_cr),
• Vehicles’ speed at the outflow leg of the roundabout, exiting speed (S_el).

During samples forming, the recording was made only for the speeds of the vehi-
cles whose movement was not influenced by the interaction with other participants in
traffic flow.

Obstructions that could have appeared as the consequence of these interactions are:

• Vehicles stopping or deceleration, which occurs as a consequence of the change in the
movement of the preceding vehicle;

• Vehicles stopping or deceleration on the entry leg to the intersection with the aim of
giving way to a pedestrian or a vehicle which is within the roundabout;

• Circulating vehicles stopping or deceleration with the aim of speed adjustment to the
speed of the vehicle that is leaving the roundabout flow or which is changing lanes
within the roundabout with two traffic lanes;

• Vehicles stopping or deceleration at the exit leg of the intersection with the aim of
giving way to a pedestrian;

• Vehicles stopping or deceleration, which occurs as the consequence of unforeseen
actions in the intersection zone (improper pedestrians going across the road outside
the pedestrian crossing, improper stopping and parking on the roadway, etc.)
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If the vehicle was hindered in any of the aforementioned ways, its speed, in that case,
is not taken as relevant. In this way, the only collected and considered speeds were the
speeds of the vehicles whose movement was influenced only by geometrical characteristics
of the intersection.

Methodology steps in the process of data collecting for the needs of the subject analysis
have been shown by means of the algorithm (Figure 5). The given algorithm followed by
the drawing showing the zones where speed measuring was conducted.

Figure 5. Algorithm of data collection.

As it can be seen in Figure 6, the average measuring points were positioned at all inflow
and outflow bottlenecks, and in the circulatory zone at all segments between neighboring
approaches. In accordance with the cross-sectional layout where the measuring was
conducted for the unhindered vehicles at the inflow and outflow bottleneck, one-speed
measuring was conducted at the cross-section. However, in the circulatory zone, speed
measuring was conducted at all cross-sections, for the vehicles which turn right at one
cross-section (e.g., S_cr1), for the vehicles that go straight through the intersection at two
cross-sections (e.g., S_cr1 and S_cr2) and for the vehicles that turn left at three cross-sections
(e.g., S_cr1, S_cr2 and S_cr3).
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Figure 6. Zones of typical vehicles’ speeds measuring at the roundabout.

4. Research Results and Discussion

This section shows the research results which means descriptive statistical parame-
ters of the collected samples and the results of statistical analyses of the interconnection
of the speed and geometrical characteristics of the intersections. In order to describe
the characteristics of the observed sample, the collected data are presented through the
following descriptive:

• N—Total number of observations;
• Mean—The sum of all the observations divided by the number of observations (arith-

metic average);
• SEMean—Standard error of the mean;
• StDev—Standard deviation of data;
• Min—Lowest value in observed data set;
• Q1—First quartile of observed data set, 25% of the data are less than or equal to

this value;
• Median—The middle of the range of data, 50% of the data are less than or equal to

this value;
• Q3—Third quartile of observed data set, 75% of the data are less than or equal to

this value;
• Max—Highest value in observation data set.

All statistical analyses have been conducted by means of Minitab® statistical software.

4.1. Vehicles Speed at the Entry Leg

For the needs of analysis which was conducted within this paper, the surveyed speeds
at the entry legs were only for the vehicles which, arriving at the intersection, were not
hindered by other circulating vehicles. The analysis was carried out with the sample of
537 vehicles with the entrance speeds of the following characteristics (Table 3):

Table 3. Results of the measured vehicles’ speeds on leg.

Variable 1/Roundabout
Descriptive Statistic Parameters

N Mean SEMean StDev Min Q1 Median Q3 Max

S_en/R1 104 23.03 0.35 3.59 15.31 20.96 22.94 24.92 32.05

S_en/R2 171 28.67 0.39 5.16 16.02 24.99 28.79 32.14 46.09

S_en/R3 103 25.29 0.38 3.89 18.06 22.50 24.77 26.87 39.13

S_en/R4 159 29.26 0.44 5.61 12.49 25.20 28.80 32.63 52.17
1 Variable abbreviations: S_en—vehicle speed on entry leg (km/h)); R1, R2, R3 and R4—identification mark of analyzed roundabout.
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What was further surveyed was how the entrance speed (S_en) depends on the
following geometrical parameters of the roundabout: inscribed circle diameter (D1), central
island circle diameter (D2), entry radius (R_en), entry width (W_en), number of lane on leg
(N_lne) and width of lane on leg (W_lne). The correlation of the achieved S_en depending
on the aforementioned intersection geometrical characteristics was determined by means
of the Pearson correlation coefficient (Table 4).

Table 4. Pearson correlations of S_en and factors D1, D2, R_en, W_en, N_lne, W_lne.

Factor D1 D2 R_en W_en N_lne W_lne

Pearson correlation 0.191 0.048 0.172 0.437 0.434 −0.303

p-Value 0.000 0.269 0.000 0.000 0.000 0.000

On the basis of the conducted analysis, it can be stated that, taking into consideration
all the aforementioned parameters of geometrical characteristics of roundabout, speed S_en
is mostly influenced by entry width (W_en) and the number of lanes (N_lne) (Figure 7).
According to the determined coefficients, it can be said that between speed S_en and these
factors there is a real and significant linear correlation [38]. The increase of these two factors
directly influences the increase of average entrance speed of vehicles.

Figure 7. Interval plot of S_en: (a) depending on the factor W_en; (b) depending on the factor N_lne.

4.2. Vehicles Speed in the Roundabout

The speed of vehicles in the roundabout (S_cr) represents the average speed in the
measurement zone in the lane designated for vehicles circulating. The analysis was con-
ducted on the sample of the speed of 1095 vehicles that moved unhindered in circulatory
lanes (Table 5).

Table 5. Results of the measured vehicles’ velocities on circulatory roadway.

Variable 1/Roundabout
Descriptive Statistic Parameters

N Mean SEMean StDev Min Q1 Median Q3 Max

S_cr/R1 235 20.49 0.19 2.95 9.35 18.65 20.22 22.25 29.33

S_cr/R2/inter. lane 142 19.28 0.31 3.67 9.82 16.86 18.91 21.45 34.87

S_cr/R2/exter. lane 180 21.36 0.27 3.68 7.85 18.98 21.29 23.68 30.90

S_cr/R3 249 22.40 0.20 3.15 15.15 20.22 22.09 24.05 33.86

S_cr/R4/inter. lane 163 25.15 0.28 3.55 16.33 22.50 25.23 27.38 37.44

S_cr/R4/exter. lane 126 26.15 0.38 4.23 5.64 23.14 26.26 28.92 35.01
1 Variable abbreviations: S_cr—vehicle speed on circulatory roadway (km/h); R1, R2, R3 and R4—identification mark of analyzed
roundabout.
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The speed of the vehicles in the circulatory lane was analyzed depending on the
following geometrical characteristics of the intersection: inscribed circle diameter (D1),
central island circle diameter (D2), width of the circulatory roadway (W_cr), number
of lanes on circulatory roadway (N_lnc) and width of the lane on circulatory roadway
(W_lnc). Apart from the aforementioned geometrical parameters, what was also surveyed
was speed dependence in relation to the radius of center line of circulatory lane (R_lnc),
which practically represents the radius of the path of the circulating vehicle. Table 6 shows
the values of Pearson correlation coefficient between the speed S_cr and the aforementioned
geometrical characteristics of the intersection.

Table 6. Pearson correlations of S_cr and factors D1, D2, R_lnc, W_cr, N_lnc, w_lnc.

Factor D1 D2 R_lnc W_cr N_lnc W_lnc

Pearson correlation 0.518 0.467 0.527 0.331 0.169 0.000

p-Value 0.000 0.000 0.000 0.000 0.000 0.996

According to the established correlation coefficients, it can be said that between speed
S_cr and the factor D1, D2 and R_lnc, there is a real and significant linear connection, while
with the other factors that connection is smaller. For the needs of further analysis factor
R_lnc and D1 are distinguished as the two with the highest correlation coefficient. The
relationship of these two parameters and the value of the average speed in circulating for
concrete values of the chosen factors have been shown in Figure 8.

Figure 8. Interval plot of S_cr: (a) depending on the factor D1; (b) depending on the factor R_lnc.

Taking the average speed of circulating vehicles as a dependent variable and the
radius of center line of circulatory lane as an independent variable, linear dependence was
determined and it can be expressed with the following relation:

S_cr = 2.169 R_lnc − 31.36

where: S_cr—Mean speed value of the circulating vehicle (km/h), R_lnc—Radius of center
line of circulatory lane (m).

This relation has been determined by means of simple regression on the basis of the
analysis conducted in statistical software Minitab®. Figure 9 shows the line which describes
the dependence of the aforementioned variables, with 96.1% confidence interval (CI) and
prediction interval (PI). Coefficient of determination R2 which in this case is equal to 96.1%
indicates that the model from the equation (1) has a good fit with observed speed values.
A visual inspection of the plot (Figure 8) reveals that the data are randomly spread about
the regression line, implying no systematic lack-of-fit. The R2-adjusted for this regression
is 95.2%.
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Figure 9. Fitted line plot of average S_cr depending on the factors R_lnc.

After the analysis of the interconnection of the average circulatory speed and the
factor with which it achieves the highest correlation, the multiple regression analysis
was conducted, which includes other factors given in Table 6. Further analysis defined
the multiple regression subset models that produce the highest R2 values from full set
of the specified predictor variables from Table 6. Table 7 shows five top-rated models.
Generally observing, the introduction of more factors, in this case, does not give significant
improvement of the very regressive model considering the fact that the increase of R2 is
extremely small, and the value of R2-adjusted is decreasing.

Table 7. Best subset multiple regression models.

Number of Predictors Multiple Regression Equation S R2 R2-Adjusted

2 S_cr_aver = −32.41 + 2.378 R_lnc − 0.468 W_cr 1.377 96.8 94.6

2 S_cr_aver = −33.8 + 2.366 R_lnc − 0.046 D1 1.493 96.2 93.7

3 S_cr_aver = −40.6 + 2.94 R_lnc − 0.354 D1 + 0.270 D2 1.515 97.4 93.5

3 S_cr_aver = −40.0 + 3.05 R_lnc − 0.133 D1 − 0.694 W_cr 1.532 97.3 93.4

4 S_cr_aver = −41.2 + 2.72 R_lnc − 0.73 D1 + 0.74 D2 + 1.2 W_cr 1.127 97.4 87.2

4.3. Vehicles Speed at Exit Leg

The speed of vehicles on the exit leg (S_el) represents the average speed in the mea-
surement zone immediately after the traffic lane designated for circulating. The analysis
was conducted on the sample of 773 velocities of vehicles that left the circulatory lane
unhindered. The observed sample has the following general characteristics (Table 8):

Table 8. Results of the measured vehicles’ speeds on departure.

Variable 1/Roundabout
Descriptive Statistic Parameters

N Mean SEMean StDev Min Q1 Median Q3 Max

S_el/R1 180 27.66 0.47 6.31 4.33 24.12 27.45 30.77 65.16

S_el/R2 193 29.62 0.43 6.02 15.55 25.47 29.75 33.72 44.55

S_el/R3 224 27.15 0.38 5.72 3.09 23.58 26.18 29.92 49.09

S_el/R4 176 30.24 0.34 4.55 14.75 27.34 30.25 32.80 42.60
1 Variable abbreviations: S_cr—vehicle speed on exiting leg (km/h); R1, R2, R3 and R4—identification mark of analyzed roundabout.

The speed of vehicles at the exit was analyzed depending on the following geometric
characteristics of the intersection: inscribed circle diameter (D1), central island circle
diameter (D2), exit radius (R_ex), exit width (W_ex), number of lane on exit leg (N_lnx) and
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width of lane on exit leg (W_lnx). Pearson correlation coefficient between the speed S_el
and the aforementioned geometrical characteristics of the intersection has the following
values (Table 9).

Table 9. Pearson correlations of S_el and factors D1, D2, N_lnx, w_lnx.

Factor D1 D2 R_ex W_ex N_lnx W_lnx

Pearson correlation 0.080 −0.011 −0.099 0.221 0.217 −0.192

p-Value 0.026 0.753 0.006 0.000 0.000 0.000

On the basis of the determined p-values and correlation coefficient it can be said that
the correlation between the speed S_el and factor D1 and D2 does not exist while the
biggest, but a slight correlation is with factors W_ex and N_lnx (Figure 10). On the basis of
the stated facts, it can be concluded that the speed of the exit vehicles is not correlated to a
large degree with the surveyed geometrical characteristics of the intersection.

Figure 10. Interval plot of S_el: (a) depending on the factor W_ex; (b) depending on the factor N_lnx.

The analysis of the research results showed that certain factors have different effects
on the speeds in the roundabout zone. Also, in order to examine the impact of as many
geometric parameters as possible on the flow velocity, the subject research included inter-
sections with significantly different geometric characteristics. If we consider the individual
impact of factors, say D1 (Inscribed circle diameter) and D2 (Central island circle diameter),
we could conclude that:

• If there are two intersections that are identical in all characteristics, except for parame-
ter D1, there may be a difference in speeds S_en and S_cr, (p-value = 0.000), whilst this
parameter will not have a significant impact on S_el (p-value = 0.026).

• If there are two intersections that are identical in all characteristics, except for parame-
ter D2, there may be a difference in speed S_cr, (p-value = 0.000), whilst in the case of
S_en and S_el it would have no effect (p-value = 0.269 and 0.753 respectively).

If a certain parameter affects the flow velocity in only one segment of the roundabout,
it is clear that it will also affect the average speed observed at the level of the entire
intersection. The significance of the influence of a certain element on the average speed
observed at the level of the whole intersection would depend on the influence on a specific
speed in the specific area of the intersection (S_en, S_cr or S_el). In addition, it must be
taken into account that the data set formed in this way implies the possibility of a combined
influence of different parameters, so the individual influence of a certain geometric factor
must be considered separately. A specific and detailed examination of the influence of an
individual factor in real conditions would involve analysis of at least 2 roundabouts, which
differ only in 1 parameter. This type of analysis could be the subject of further research.

242



Sustainability 2021, 13, 399

5. Application of the Research Results in the Procedure of Analysis of the Parameters
of the Sustainable Functioning of Roundabouts

For the evaluation of sustainability of the proposed solutions of roundabouts in
the procedures of planning analysis, and for operational analysis of traffic conditions at
roundabouts, parameters which should be considered are total delays generated at the
roundabout, fuel consumption, as well as pollutants emission. All models and applicative
software packages for the analysis of traffic conditions (SINCRO, SIDRA, VISSIM, etc.)
allow the possibility of defining basic access speeds and the speeds in the circulatory
zone for unhindered vehicles. These speeds depend, among other things, on geometrical
characteristics of the roundabout [12,13,15,18,19,39]. In the situations when the value of
flow demand reaches the value of the access capacity, that is, when saturated flows and
high-density flows are formed on approaches, the interaction degree between vehicles most
affects the speed. For this reason, in the procedures of sustainability evaluation, through
Traffic Impact Assessment Analysis (TIA) and Traffic Environmental Impact Analysis
(TEA), the influence of basic vehicular speeds is neglected. Namely, operators most usually
adopt the values of access speeds and the speeds in the circulatory zone, given as default. In
order to consider the influence of the established values of basic speeds on the approaches
to roundabouts and in the circulatory zone on the sustainable functioning of roundabouts,
the analysis within the program “Trafficware Synchro” was conducted, by two scenarios:

• Scenario SC1- Analysis of traffic conditions by default values of access speeds on
approaches to roundabouts and in the circulatory zone.

• Scenario SC2- Analysis of traffic conditions by the values of access speeds on ap-
proaches to roundabouts and in the circulatory zone, which have been established in
the research (Figure 11).

Figure 11. The sequence of SC2 “Trafficware Synchro” analysis of R1 in 3D view.

Emission factors, as well as the parameters which depend on driver behavior (e.g.,
critical gap and follow-up time), adopted by basic values, they were defined in the program,
since they were not the subject of the analyses. The results of the conducted analyses, by
defined scenarios for all four intersections, are shown in Table 10.

The displayed data in the previous table refer to one analyzed approach at each
roundabout. Analysis of geometrical characteristics of other accesses at the observed
roundabouts does not imply significant differences. Therefore, it can be expected that there
is a similar influence of the change of average speed of the flow on the parameters of traffic
conditions on the approaches with similar characteristics as the analyzed ones.

The analyses results imply that there are significant differences between delays and
the established emission of pollutants by two considered scenarios in the situation when
traffic conditions on accesses to the roundabout are nearly like traffic conditions in the
saturated flow R1 and R3. In SC2, that is, at lower speeds on the accesses and in the
circulatory zone, all parameters used as a basis for the evaluation of the sustainability of
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traffic conditions at roundabouts are significantly more unfavorable. At lower traffic load,
that is, in traffic conditions close to free flow, favorable traffic conditions are obtained by
SC2. This result is the consequence of a fact that at lower speeds there is a lower emission
of pollutants for the vehicles which go through the roundabout without delays, and the
influence of the emission which is the result of vehicles stopping on accesses is significantly
lower compared to traffic conditions of higher density flow.

Table 10. Level of service parameters and pollutant emission at intersections.

Measured Factors R1 R2 R3 R4

on Analyzed Approach SC1 SC2 SC1 SC2 SC1 SC2 SC1 SC2

Volume (pc/h) 611 371 718 306

V/C Ratio 0.98 0.21 1.27 0.39

Denied Delay (hr) 40.9 71.6 0 0 83.7 111 0 0

Denied Del/Veh (s) 225.6 393.4 0.2 0.3 418.8 552.8 0.2 0.2

Total Delay (hr) 3.8 3.5 0.5 0.8 3.1 3.0 0.2 0.2

Total Del/Veh (s) 22.3 22.6 4.2 6.8 18.9 19.8 2.6 2.3

Stop Delay (hr) 4.2 4.3 0.3 0.8 3.4 3.5 0.1 0.1

Stop Del/Veh (s) 24.6 27.1 2.1 6.3 21 23.3 1.2 1.6

Travel Time (hr) 45.1 75.9 0.9 1.4 87.1 114.5 0.4 0.4

Avg Speed (kph) 4 4 16 10 4 4 16 15

Fuel Used (l) 40 66.7 1.7 1.8 76.4 100.1 1 0.8

Fuel Eff. (kpl) 0.4 0.2 7.9 7.8 0.2 0.1 6.1 7.1

CO Emissions (g) 556 884 87 44 997 1290 55 34

NOx Emissions (g) 9 9 13 6 8 7 9 6

The following graphs (Figure 12) show the differences in parameters values for the
evaluation of traffic condition for the defined scenarios.

Figure 12. Basic differences of service parameters and pollutant emission: (a) Total Del/Veh (s);
(b) Travel Time (hr); (c) Fuel Used (L); (d) R4: CO Emissions (g).
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6. Conclusions

The research was conducted in a real traffic flow, at four roundabouts with significantly
different geometrical characteristics, by means of the method of video recording processing,
which excludes the possibility of the influence of the conducted research on driver behavior.
The applied research methodology was oriented to determination of speeds characteristics
at typical segments of roundabouts, and not to speed variations of particular vehicles when
going through the roundabout. During sample forming the chosen speeds were only those
of the vehicles whose movement on the approach, in circulatory flow and the exit leg
from the intersection was not influenced by the movement of other vehicles in the flow,
pedestrian movement in the intersection zone. This approach enabled the determination
of the basic speed of traffic flow at typical segments of the roundabout. In this way, the
impact of geometry on the traffic flow speed at roundabout segments was determined.

Research results analysis proved that between the speed at the exit leg and entry
width (W_en) and the number of lanes (N_lne), there is a real and significant correlation.
The increase of these two factors directly affects the increase of the average vehicle speed
at the entry leg.

Therewith, the results analysis showed that in the circulatory zone there is a real and
significant correlation between the speed and inscribed circle diameter (D1), central island
circle diameter (D2), and radius of center line of circulatory lane (R_lnc), while with other
analyzed factors the correlation is significantly smaller or there is no correlation. Taking
into consideration the high degree of the correlation between the radius of center line of
circulatory lane (R_lnc) and the speed of circulatory vehicles, a regression equation was
formed which with a high degree of determination describes the connection between these
two parameters.

The analysis of the speeds was limited to defining the dependence of speeds at the
defined segments and geometrical characteristics of the intersection. However, this research
did not determine the significant connection between geometrical characteristics of the
intersection and the speed at the exit leg, which should be analyzed in further research.
In addition, in further research studies there should be analyses on evaluation of the
correlation between speeds in different sections, with the radius inserted in the “less
effort trajectory”.

In a special section, there is the analysis of the influence of the research results on traffic
flow parameters and pollutants emission at roundabouts, used as a basis for sustainability
evaluation within operative or planning Traffic Impact Assessment Analysis and Traffic
Environmental Impact Analysis. The analysis was conducted in the program “Trafficware
Synchro” by two scenarios depending of the traffic flow speed on the roundabouts. The
results of the analyses showed that there is a significant influence of the speed values on the
traffic flow parameters used for defining the level of service, and the significant influence
of pollutants emission.

With these research results, which imply certain dependence of speeds and geometrical
parameters of the roundabout, it is possible to expect that traffic flow speed will change
in similar patterns at other roundabouts with similar geometrical characteristics. Within
this paper, a regression model was defined, which describes, with an acceptable degree
of determination, the dependence of the circulatory flow speed and certain geometrical
roundabout parameters. Thus, the developed model can be used for a more precise
determination of the influence of this segment of roundabouts with the geometry of similar
roundabouts which were the subject of research, on the emission of all types of pollutants
along street arterials. However, the characteristics of flow speeds at the exit and entry
segment of the roundabout were adopted as empirically determined, and the further
research will be directed to defining a model for determining the characteristics of traffic
flow speed at these segments.

The research results shown in this paper can be used in the procedure of the analysis
of the influence of roundabouts on the level of service of street network segments, that
is, determination of the sustainability of the application of roundabouts at the observed
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segment of the street network in the procedures of planning or operational analysis. Unlike
other parts of street network, the influence of roundabouts on the level of service of
segments of street network in the existing methodologies has not been completely defined.
The result of the analyses conducted within this paper showed that, apart from delays, for
defining the influence of roundabouts on the level of service of segments of street network,
it is necessary to know the characteristics of speeds on the access, circulatory zone and the
exit leg. The application of the real values of speeds on the segments of the roundabout
enables a better quality assessment of traffic conditions at the roundabout in the context
of sustainability.

Further research, as a continuation of this paper, should be focused on the research
of the speed impact and its dependence on the geometric parameters of roundabouts, on
traffic safety, taking into account traffic safety factors, vehicle and road. Such research
would enable an objective consideration of the impact of roundabouts on traffic conditions
and traffic safety in cities that are similar in size to Banja Luka. In addition, it is necessary
to determine in further research the impact of the structure of traffic flow on the speed of
traffic flow at certain segments of roundabouts. Namely, in accordance with the proven
impact of the traffic flow structure on the value of traffic flow parameters on other parts
of the road and street network, one can objectively expect a significant mathematical
dependence of geometric elements of roundabouts and individual vehicle categories, i.e.,
traffic flow structure. Also, One of the further research directions is to develop of a hybrid
fuzzy methodology which would eliminate shortcomings of the crisp approach [40–42].
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Abstract: Bosnia and Herzegovina (B&H) possess many natural resources that can be exploited for
the development of medical tourism. The offer of medical tourism in B&H is focused on spa tourism.
B&H has 16 registered spa-centers offering different types of services. This study provides a complete
overview of the assessment of the current state of spa-centres using expert decision-making and
methods of multi-criteria analysis. An innovative and novel MCDM model based on integration of the
FUCOM (full consistency method) and fuzzy MARCOS (Measurement of Alternatives and Ranking
according to COmpromise Solution) methods was used. The model consists of 16 alternatives and
eight sustainable criteria. The results of this research have shown that the spa-centers of Ilidža near
Sarajevo, Fojnica and Vrućica have the best assessments of the current situation and prerequisites for
sustainable business. These spa-centers should be a benchmark to other spas providing direction on
how to improve their business to be more sustainable and competitive in the market. These esults
were confirmed by a sensitivity analysis with two approaches used. The first approach was to
compare the results obtained by the fuzzy MARCOS method with other fuzzy methods, and the
second approach was to examine the influence of the application of different weights on the final
ranking of the spa. The results of this study can serve spa-canter managers to understand the position
of their spa-centers in order to exploit advantages they have and eliminate the shortcomings to
improve their business.

Keywords: spa-centers; Bosnia and Herzegovina; sustainable tourism; FUCOM method; fuzzy
MARCOS method

1. Introduction

Contemporary trends in tourism require specific tourism products that emphasize authenticity,
uniqueness and intact resources [1]. Bosnia and Herzegovina (B&H) owns significant resources that
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are not used adequately and in a sustained way. Especially, B&H possesses many natural, thermal and
thermo-mineral springs and peloids, among them are very rare mineral springs, which are known in
professional circles around the world [2]. B&H has significant comparative advantages in the field of
tourism where competitiveness can be improved. The offer of spas is a type of medical tourism that
needs to be improved in order to improve tourism to achieve sustainability in B&H.

The use of thermo-mineral waters in B&H dates to the distant past. Since the ancient times of the
Greeks and Romans, the healing properties of geothermal springs have been noted [2]. The spa offer in
B&H is being built on these natural resources. The main activity of spa-centers is the health function of
treatments, which is the most important and oldest function of spas. However, more attention is paid
to the importance of the spa offer for the purpose of sustaining tourism development. The priority
of spa development should be built on the health and tourism function available to spa-centers in
B&H. Furthermore, the development of spa-centers is conducive with development of the local tourist
offer [3].

Although B&H has a rich tradition in medical tourism, in previous studies, a complete overview
of the spas on offer in B&H has not been given. This paper seeks to evaluate the entire offer of medical
tourism in B&H through the offering of spas. In this way, we will provide an insight into the current
state of medical tourism and what B&H currently has in terms of medical tourism. Obtaining this
information is necessary for the implementation of future activities to improve medical tourism in
B&H by improving the spa offer. In addition, this paper will indicate the possibilities for improving
medical tourism in B&H.

The aim of this paper is to develop guidelines for improving the spa offers in B&H in order to
improve the competitiveness of spas. Improvements in competitiveness will be achieved by attracting
more tourists and patients and young people to spas. In order to improve the spas on offer in B&H,
it is necessary to evaluate the current and potential spas on offer. The evaluation of the spas on offer in
B&H was performed by using an innovative multi-criteria decision-making model. The goal of this
model is not to determine which is the best spa-center in B&H, but to determine the advantages and
disadvantages that spas have. The results could form a solid basis to improve the competitiveness of
spas in B&H.

This paper aims to address the following questions: (a) What is the current situation of the spa
sector in B&H? (b) What are the advantages and disadvantages of spas? (c) What are the fundamentals
on which to build a competitive advantage in spa-centres? The expected scientific contribution of this
study is to evaluate the current situation and provide guidelines for the development of the spas on
offer in B&H. Based on these guidelines, every spa manager can develop a business plan to improve
competitiveness of their spa-center on the market. In addition, they will gain insights into the position
of their spa-center relative to other spas. This study will assist in developing medical tourism in order
to build competitive spa offerings in B&H. By strengthening the competitiveness of medical tourism,
it will strengthen the overall tourism in B&H.

In order to achieve the study goals, the evaluation of selected spa-centers was performed by
using a fuzzy approach. The fuzzy approach was adapted to human thinking because grading
is done by applying linguistic values. Selected spa-centers, through a multi-criteria evaluation
model, were evaluated by the expert. This evaluation model was used to evaluate spas in B&H.
Additionally, a contribution of this paper is the development of one integrated Full COnsistency Method
(FUCOM)-Fuzzy MARCOS (Measurement of Alternatives and Ranking according to COmpromise
Solution) model.

2. A Theoretical Framework

The offer of Spas is a representative form of medical tourism [4], where various spa treatments
are provided that include alternative therapies such as: homeopathy, osteopathy, acupuncture,
yoga, counselling, fitness, aromatherapy, beauty treatments, aesthetic treatments, cosmetic surgery,
liposuction, and chiropractic treatments [5]. Spa tourism is a narrower term than health tourism and
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implies a type of health tourism that is carried out in spa centers in order to treat certain diseases,
improve psycho-physical health or relaxation of the body [6]. Spas are used not only by those
seeking a cure for diseases such as arthritis, back pain, obesity, trauma, asthma, sterility, and surgical
rehabilitation, but also by those seeking relaxation, beauty and longevity treatments [7].

New health concepts and wider activities that emerged from the trends of modern Western
societies, have contributed to the growth of spas and the development of the specialization and
segmentation of spas [8]. According to the International Spa Association (ISPA), spas are classified into
seven main categories [9]:

• Daily spas: include facial and body treatment services where overnight stays are not provided.
• Hotel spas, spa resorts: offer fitness and health services and spa services with the possibility of

overnight stay.
• Spa destinations: the main goal of these spas is to direct visitors to an individual healthy lifestyle.

This service can be achieved through a comprehensive program that includes spa services,
fitness activities, health education, healthy cuisine and programs of special interest to users.

• Medical spas: are health centers in which professional on-site medical workers provide
comprehensive medical and health services that integrate all types of therapies and treatments.

• Spa clubs: are facilities that have the purpose of fitness and offer professional spa services that
are offered daily. It should be noted that hotels, gyms and fitness clubs are not spas, unless they
explicitly offer spa products and services as an added offer.

• Mineral spas: offer natural mineral, thermal or sea water used in hydrotherapy treatments.
• Spas on cruise ships: provide professional spa services, fitness and health components and a

selection of spa menus on cruise ships.

Development of the spa is considered a natural response to human desire for treatments in the
context of the evolution of consciousness, globalization, and various global crises [10]. The diversity
of spas has been influenced by the fact that spas are used not only by people seeking treatment for
various diseases, but also by guests who want relaxation, beauty and longevity treatments [7]. On this
basis, spa tourism has developed as one of the sectors of health tourism. Spa tourism is one of the
oldest types of tourism that has been constantly evolving. Complex and various forms have developed
under the influence of political and economic systems, on the one hand, and changes in social options
and tourist interests in relation to this type of tourism, on the other [11].

Health tourism is a comprehensive concept for the application of medical and treatment tourism
in which the main motivation of tourists is to improve and maintain their health [12]. However, there is
no single definition of what spa tourism is [13]. Spa tourism can be defined as a part of health tourism
that refers to the provision of specific services that include mineral and thermal waters, but is also
used for leisure, because it offers accommodation services [7]. Jahić and Selimović [6] point out that
spa tourism is a narrower term than health tourism and implies a type of health tourism that is carried
out in spa centers in order to treat certain diseases, improve psycho-physical health or relax the body.
As a result, more and more people visit spa centers to improve their health. On this basis, spa tourism
is currently one of the fastest growing sub sectors in health tourism [14]. In many Western European
countries, spa tourism is an important factor in local and regional development [13].

B&H is known for its sources of mineral water, which has been used in the treatment of various
types of diseases [2]. Spa centers in B&H with a rich history have been built near these springs.
There are currently 16 registered medical spas in B&H. These spas are the basis for development
of medical tourism in B&H. Therefore, it is necessary to actively invest in the modernization of spa
facilities in order to be able to offer guests quality spa services. It is necessary to improve medical
treatments in spas and expand the range of treatments in order to improve the competitiveness of spas
in B&H. In previous studies, only certain spas in B&H were included and no comparison was made
between them. In previous scientific publications, medical tourism has not been made the focus of
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attention and this paper represents a shift at improving this form of tourism. In the last ten years, only a
few papers on medical tourism in B&H have been published, and some of them are presented below.

In his paper, Segić [15] provided a more precise definition of spa and recreational health tourism
on a scientific and professional basis for the purpose of developing health tourism in the Republic
of Srpska through foreign investments. Zelenbabić [16] took Spa Vrućica as an example of how the
combination of natural resources and financial investments in the long run will produce positive results
for: service providers, users and the local community. In their paper, Operta and Hyseni [17] presented
the problems encountered with spa tourism in B&H, as well as the possibilities for improving tourist
destinations. Bodiroža and Ćerketa [18] pointed out that the further development of health, spa and
climate tourism should be based on modern world achievements, but above all in the construction of
modern spa centers.

Spahić and Temimović [19] pointed out that tourism development in B&H should be based
on the offer of spas which represents the backbone of the tourism development strategy. Jahić and
Selimović [6] focused on the balenology and health tourism in Fojnica, which is based on thermal water,
springs resources. In their paper, they provided guidelines on how to improve the competitiveness of
the spa in Fojnica by offering modern treatments in the form of expanding health treatments to sports
and recreational tourism. It is necessary to look at the current offer of spas in B&H, and they provided
recommendations on how to improve and make this branch of tourism more competitive. Milinković
et al. [20] based on the example of Spa Vrućica, tried to answer whether this spa-center can meet the
modern needs of the tourist market, and thus contribute to economic growth and development of the
national and local economy. Puška et al. [2] presented the spa offer in B&H in their paper, but they did
not compare individual spas, rather they found some areas in which great opportunities are present
for improving the spa offer in B&H.

Based on this literature review, it can be concluded that B&H has a rich range of spas on offer
that can be used for the development of health tourism, but it is necessary to improve and enhance
this offer of spas. Therefore, it is necessary to look at the current state of the spas on offer in B&H
and provide guidelines on how to develop individual spa centers in order to be more competitive
in the market, thus contributing to further development of health tourism in B&H. For this purpose,
a multi-criteria approach for evaluation of the spa offer in B&H was used.

3. Methodology

The phases and methodology used in this paper consists of the following phases (Figure 1):
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The initial phase of any study is to define the problem and goals of the research. The problem
of this research is the evaluation of the current spa offer as a part of the health tourism industry in
B&H. The goal of this paper is to develop guidelines for improving the spas on offer in B&H in order
to improve the competitiveness of spa-centers. In order to evaluate the existing spa offer, it is necessary
to define the criteria for evaluation of the current spa offer. When using this approach, a multi-criteria
analysis of research alternatives is used. All registered spa-centers in B&H were taken as alternatives.
The criteria used in this analysis were taken in collaboration with experts, as follows:

• Accommodation capacity (C1) is the number of rooms and beds that the spa offers
• Food and beverage offer (C2) represent various food and beverage services offered to guests of

these spa-centers
• Internet promotion (C3) includes the existence of its own website and presence on

specialized websites
• The offer of treatment and therapy (C4) includes the existence of different treatments and the

availability of therapies in these spas
• Cosmetic treatments (C5) includes a comprehensive range of cosmetic and beauty and

rejuvenation treatments
• Recreation and relaxation (C6) include the offer of the spa in a form of various services aimed at

the relaxation of spa users
• Education and events (C7) include the possibility of conducting various seminars, congresses and

various entertainment events in spas
• Natural conditions (C8) includes the comprehensiveness of natural resources available to

individual spas.

In order to collect the data necessary for evaluation of the current spa offer in B&H, expert evaluation
was used. Experts were selected from the pool of researchers who worked on the project: “Development
and promotion of health spa tourism in the cross-border area of Bosnia and Herzegovina–Serbia.”
A total of three experts in the field of health tourism were selected. A two-part questionnaire was
sent to these experts. The first part was related to the weight of the criteria of this model, while the
second part of the questionnaire was related to the current state of the spa according to the presented
criteria. These estimates are presented in the form of linguistic value (Table 1). Fuzzy logic was used to
transform these linguistic values. The use of fuzzy logic was done with the fuzzy MARCOS method to
rank the spas according to expert evaluation. The values of the criteria weights were determined using
the FUCOM model.

Table 1. Linguistic values and affiliation function to fuzzy number [21].

Linguistic Values Fuzzy Numbers

Very bad (VB) (0,0,1)
Bed (B) (0,1,3)

Medium bed (MB) (1,3,5)
Medium (M) (3,5,7)

Medium good (MG) (5,7,9)
Good (G) (7,9,10)

Very good (VG) (9,10,10)

After the data were collected from the experts, the methods from multi-criteria analysis were
implemented and the research results were obtained. Sensitivity analysis was performed to confirm
the results. Sensitivity analysis in this paper had the following tasks: to examine the sensitivity of
the rank order to changing the weights of the criteria and to examine the sensitivity of the data on
application of different methods of multicriteria analysis. More details on the steps of the above
methods of multicriteria analysis are shown below.
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3.1. FUCOM (Full Consistency Method) Method

The FUCOM method is a new model for determining the weight of criteria in multicriteria decision
making. The FUCOM method uses the comparison of paired criteria and the validation of results
by deviating from the maximum consistency, developed by Pamučar et al. [22]. Using this method,
the subjectivity in the decision-making process is reduced. This method, in relation to other methods
for determining the subjective weights of criteria, has the following main advantages: reduction in
the number of pairs for comparison, consistency in comparing criteria and contribution to rational
judgment [23,24]. The FUCOM method is implemented using the following steps [25,26]:

Step 1. Ranking of criteria/sub-criteria using expert judgment.
Step 2. Determining the vector of comparative significance of the evaluation criteria.
Step 3. Defining the constraints of a nonlinear optimization model. The values of the weighting

coefficients should satisfy two conditions, namely:

• Condition 1. The ratio of the weight coefficients is equal to the comparative significance between
the observed, that the condition is fulfilled: wk/wk+1 = ϕk/(k+1)

• Condition 2. The final values of the weighted coefficients should satisfy the condition of
mathematical transitivity ϕk/(k+1) ×ϕ(k+1)/(k+2)=[yellow]ϕk/(k+2)

Step 4. Defining a model for determining the final values of the weighting coefficients of the
evaluation criteria.

Step 5. Solving the model and obtaining the final weight of the criteria/sub-criteria
(w1, w2, . . . , wn)

T.

3.2. Fuzzy MARCOS (Measurement of Alternatives and Ranking According to Compromise Solution) Method

The MARCOS method was developed by Stević et al. [27] and it represents a new method of
multicriteria decision making. The MARCOS method is based on a defined relationship between
alternatives and reference values that are presented as ideal and anti-ideal points. Decision making
using the MARCOS method is based on the utility function [28]. The utility function looks at an
alternative to an ideal and anti-ideal solution. The best alternative is the one that is closest to the ideal
and at the same time the furthest from the anti-ideal solution.

The steps for calculating the fuzzy MARCOS method are as follows [29]:
Step 1. Forming an initial fuzzy decision matrix.
Step 2. Expanding the initial fuzzy decision matrix. In this step, the initial matrix is expanded

with anti-ideal (AAI) and ideal solution (AI). The anti-ideal solution (AAI) is an alternative with the
worst characteristic depending on the type of criteria. The ideal solution (AI) is an alternative with the
best characteristic.

The anti-ideal solution (AAI) is obtained by applying the following expression:

Ã(AI) = min
i

x̃i j i f j ∈ B and max
i

x̃i j i f j ∈ C (1)

while the ideal solution (AI) is obtained using the following expression:

Ã(ID) = max
i

x̃i j i f j ∈ B and min
i

x̃i j i f j ∈ C (2)

B represents the criteria that need to be maximized, while C represents the criteria that need to
be minimized.

Step 3. Normalizing the initial fuzzy decision matrix. Normalization is performed using the
following expressions:

ñi j =
(
nl

i j, nm
ij , nu

ij

)
=




xl
id

xu
ij

,
xl

id
xm

ij
,

xl
id

xl
i j


 i f j ∈ C (3)
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 i f j ∈ B (4)

where l is the first fuzzy number, m is the second fuzzy number and u is the third fuzzy number.
Step 4. Weighting the normalized decision matrix. The weighting is done using the following

expression:
ṽi j =

(
vl

i j, vm
ij , vu

ij

)
= ñi j ⊗ w̃ j =

(
nl

i j ×wl
j, nm

ij ×wm
j , nu

ij ×wu
j

)
(5)

Step 5. Calculation of the Si matrix which implies summation of values by rows or alternatives
including alternatives for anti-ideal and ideal solution by the following expression:

S̃i =
n∑

i=1

ṽi j (6)

Step 6. Calculation of the degree of usefulness Ki according to the anti-ideal and ideal solution
using the following expressions:

K̃i
− =

S̃i

S̃ai
=




sl
i
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,
sm

i
sm

ai
,
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i
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ai


 (7)

K̃i
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S̃i
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Step 7. Calculation of the fuzzy matrix T̃i. using the following expression:

T̃i = t̃i =
(
tl
i, tm

i , tu
i

)
= K̃−i ⊕ K̃+

i =
(
k−l

i + k+l
i , k−m

i + k+m
i , k−u

i + k+u
i

)
(9)

Determining the fuzzy number D̃ using the following expression:

D̃ =
(
dl, dm, du

)
= max

i
t̃i j (10)

Step 8. De-fuzzification of fuzzy numbers using the following expression:

d fcrisp =
l + 4m + u

6
(11)

Step 9. Determining the utility function f
(
K̃i

)
through the aggregation of utility functions according

to the anti-ideal solution (a) and the ideal solution (b).

• Utility function according to the anti-ideal solution

f
(
K̃+

i

)
=

K̃−i
d fcrisp

=




k−l
i

d fcrisp
,

k−m
i

d fcrisp
,

k−u
i

d fcrisp


 (12)

• Utility function according to the ideal solution

f
(
K̃−i

)
=

K̃+
i

d fcrisp
=




k+l
i

d fcrisp
,

k+m
i

d fcrisp
,

k+u
i

d fcrisp


 (13)

Step 10. Calculation of the final utility function:

f (Ki) =
K+

i + K−i

1 +
1− f(K+

i )
f(K+

i )
+

1− f(K−i )
f(K−i )

; (14)
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Step 11. Ranking alternatives. The best alternative is the one with the highest value, while the
worst is the alternative with the lowest value.

4. Results

When assessing the current condition of spas in B&H, it was first necessary to determine the
weights of the main criteria and we used the FUCOM method in this study.

4.1. Criteria Weights Obtained Using FUCOM Method

According to the steps from FUCOM method, the experts first had to determine which, in their
opinion, is the most important criterion and this criterion was assigned a value of one. The other criteria
were assigned values in relation to the importance towards the most important criterion. Experts had
at their disposal, values from one to nine, with the possibility to assign decimal values to the criteria.
The less important the criterion, its closer its designated value to nine. It should be noted that it was
possible that the criteria have the same importance and in such cases they were assigned the same
value. Based on these steps, the experts evaluated the criteria (Table 2).

Table 2. Evaluation of criteria by experts.

Expert 1 C4 C8 C2 C6 C5 C7 C1 C3
1 1 2 2 3 3 4 4

Expert 2 C1 C4 C8 C6 C2 C5 C3 C7
1 1.1 1.1 1.4 1.6 1.6 2 2.5

Expert 3 C4 C8 C7 C6 C5 C1 C2 C3
1 1 5 6 7 8 8 8

As can be seen from the value of the criteria, there is no agreement between the experts on
are the most important criteria for assessing the current state of spas in B&H. This can be noticed
from the example in which expert one and expert three have indicated the criterion C4 (treatment
offer and therapy) as the most important criterion, while expert two has indicated the criterion C1
(accommodation capacity). In order to harmonize these opinions, individual values of weights were
calculated for the criteria by individual experts, and these values were harmonized using a geometric
mean. The procedure for implementing the FUCOM method has been previously explained, and in
this part of the paper only the final weights by criteria are presented.

The most important criterion according to the expert is C4 (treatment offer and therapy), followed
by criterion C8 (natural conditions), and the least important criterion according to them is criterion C6
(recreation and relaxation) (Table 3).

Table 3. Criteria weight values.

Expert 1 C1 C2 C3 C4 C5 C6 C7 C8
0.1078 0.1274 0.1078 0.1557 0.1168 0.1274 0.1168 0.1402

Expert 2 C1 C2 C3 C4 C5 C6 C7 C8
0.1545 0.1312 0.1264 0.1377 0.1312 0.0605 0.1209 0.1377

Expert 3 C1 C2 C3 C4 C5 C6 C7 C8
0.1000 0.1000 0.1000 0.1889 0.1063 0.1133 0.1214 0.1700

Joint Grade C1 C2 C3 C4 C5 C6 C7 C8
0.1199 0.1200 0.1121 0.1612 0.1189 0.0966 0.1210 0.1502

4.2. Ranking Alternatives Using Fuzzy MARCOS Method

After determining a weight of the criteria, the experts had to assess the current state of the spas on
offer in B&H. Experts evaluated each spa-center and assigned an appropriate linguistic value (Table 1).
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The experts obtained the necessary information for evaluation of these spas by searching the internet,
visiting these spas and using similar methods. Based on this knowledge, the experts evaluated these
spas and the current state of the spa sector in B&H (Table 4). In order to obtain the results of the
assessment, it was necessary to transform the linguistic values into fuzzy numbers using the affiliation
functions to fuzzy numbers (Table 1).

Table 4. Linguistic assessment of the current state of spas in B&H by experts.

Expert 1 C1 C2 C3 C4 C5 C6 C7 C8

A1—Spa Dvorovi G G MG MG MG G MG G
A2—Spa Fojnica VG G VG VG MG MG VG VG
A3—Spa Gata MG G MG G G G MB G
A4—Spa Guber VB B VB VB VB VB VB VG
A5—Spa Ilidža–Gradačac MG MG G G MG MG G G
A6—Spa Akvaterm–Olovo MG MG G G G G MG MG
A7—Spa Ilidža–Sanski Most MG MG MG MG MB G MB VG
A8—Spa Ilidža near Sarajevo VG VG VG G VG G VG VG
A9—Spa Kulaši G G G MG MG G MB MG
A10—Spa Laktaši MG G G G MG G MB G
A11—Spa Lješljani MB G VB B VB MB VB MG
A12—Spa Mlječanica G MB B MB B G G G
A13—Spa Slatina VG G MB VG MB MB MG G
A14—Spa Vilina Vlas MG MG MG MG MB MG MG G
A15—Spa Vrućica VG G G G MG G VG VG
A16—Slana Spa MG G MG G MG G G MG

Expert 2 C1 C2 C3 C4 C5 C6 C7 C8

A1—Spa Dvorovi G G G MG G MG G MG
A2—Spa Fojnica VG G VG G VG G VG G
A3—Spa Gata MG MG MB MG G G G G
A4—Spa Guber VB B B VB VB VB VB VG
A5—Spa Ilidža–Gradačac G G VG G G G G G
A6—Spa Akvaterm–Olovo MG MG MG G MG MG MG G
A7—Spa Ilidža–Sanski Most MG G MG MG G G MB G
A8—Spa Ilidža near Sarajevo VG G VG G VG G VG G
A9—Spa Kulaši G G G MG G G G G
A10—Spa Laktaši G G G MG G MG G MG
A11—Spa Lješljani MB MG B B B MB VB G
A12—Spa Mlječanica MG MG MB G G G MG G
A13—Spa Slatina VG G MB VG MG MG MG G
A14—Spa Vilina Vlas MG G MG MG MG G MG VG
A15—Spa Vrućica VG G G G VG G G G
A16—Slana Spa G G MG G VG G G MG

Expert 3 C1 C2 C3 C4 C5 C6 C7 C8

A1—Spa Dvorovi G MG MG MG MG MG G MG
A2—Spa Fojnica VG G VG VG G G VG VG
A3—Spa Gata MG MG MG G G MG G G
A4—Spa Guber B B MB G G G MG VG
A5—Spa Ilidža–Gradačac MG G G G MG MG MG MG
A6—Spa Akvaterm–Olovo G G G MG MG MG MG G
A7—Spa Ilidža–Sanski Most MG MG MG MG G G MB MB
A8—Spa Ilidža near Sarajevo VG VG VG VG G G VG VG
A9—Spa Kulaši MG G MG G MG G G G
A10—Spa Laktaši G MG G MG G G G MG
A11—Spa Lješljani B MB B B B MB VB G
A12—Spa Mlječanica MB G MB MG G MB G MG
A13—Spa Slatina VG MG MB G G MG G G
A14—Spa Vilina Vlas G G MG G MG G MG G
A15—Spa Vrućica G VG G VG G G G G
A16—Slana Spa MG G G VG G G G MG
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Since certain spas received the values of Very Bad (VB) and Poor (P), it was not possible to use a
geometric mean to match these scores, but it an arithmetic mean was applied, and a common fuzzy
decision matrix was formed (Table 5). Once this matrix was formed, the next step was to expand this
decision matrix by calculating the ideal and anti-ideal solution. Following this, the next step was to
normalize the data. Since the score for each of the used criteria should have been as high as possible,
these criteria were normalized using expression (3). The next step was to make the normalized decision
matrix (expression 5).

Table 5. Initial fuzzy decision matrix.

C1 C2 C3 C4 C5 C6 C7 C8

A1 4.3 6.3 8.0 6.3 8.3 9.7 5.7 7.7 9.3 5.0 7.0 9.0 5.7 7.7 9.3 5.7 7.7 9.3 6.3 8.3 9.7 5.7 7.7 9.3
A2 9.0 10.0 10.0 7.0 9.0 10.0 9.0 10.0 10.0 8.3 9.7 10.0 7.0 8.7 9.7 6.3 8.3 9.7 9.0 10.0 10.0 8.3 9.7 10.0
A3 5.0 7.0 9.0 5.7 7.7 9.3 3.7 5.7 7.7 5.0 7.0 8.7 3.0 5.0 7.0 3.7 5.7 7.7 2.3 4.3 6.3 4.3 6.3 8.0
A4 0.0 0.3 1.7 0.0 1.0 3.0 0.3 1.3 3.0 1.0 1.7 3.0 1.0 1.7 3.0 1.0 1.7 3.0 1.7 2.3 3.7 9.0 10.0 10.0
A5 5.7 7.7 9.3 6.3 8.3 9.7 7.7 9.3 10.0 7.0 9.0 10.0 5.7 7.7 9.3 5.7 7.7 9.3 5.0 7.0 8.7 6.3 8.3 9.7
A6 5.7 7.7 9.3 5.7 7.7 9.3 6.3 8.3 9.7 6.3 8.3 9.7 4.3 6.3 8.3 5.7 7.7 9.3 5.0 7.0 9.0 3.7 5.7 7.7
A7 5.0 7.0 9.0 5.7 7.7 9.3 5.0 7.0 9.0 5.0 7.0 9.0 2.3 4.3 6.3 4.3 6.3 8.0 1.0 3.0 5.0 5.7 7.3 8.3
A8 9.0 10.0 10.0 8.3 9.7 10.0 9.0 10.0 10.0 7.7 9.3 10.0 8.3 9.7 10.0 7.0 9.0 10.0 9.0 10.0 10.0 8.3 9.7 10.0
A9 6.3 8.3 9.7 7.0 9.0 10.0 6.3 8.3 9.7 5.7 7.7 9.3 5.7 7.7 9.3 7.0 9.0 10.0 5.0 7.0 8.3 6.3 8.3 9.7
A10 6.3 8.3 9.7 6.3 8.3 9.7 7.0 9.0 10.0 4.3 6.3 8.3 5.0 7.0 8.7 5.0 7.0 8.7 2.3 4.3 6.3 4.3 6.3 8.3
A11 0.7 2.3 4.3 3.0 5.0 7.0 0.0 0.7 2.3 0.0 1.0 3.0 0.0 0.7 2.3 1.0 3.0 5.0 0.0 0.0 1.0 6.3 8.3 9.7
A12 4.3 6.3 8.0 3.0 5.0 7.0 0.7 2.3 4.3 4.3 6.3 8.0 2.0 3.7 5.7 3.7 5.7 7.3 5.0 7.0 8.7 6.3 8.3 9.7
A13 9.0 10.0 10.0 6.3 8.3 9.7 1.0 3.0 5.0 8.3 9.7 10.0 3.0 5.0 7.0 3.7 5.7 7.7 5.7 7.7 9.3 7.0 9.0 10.0
A14 5.7 7.7 9.3 6.3 8.3 9.7 5.0 7.0 9.0 4.3 6.3 8.3 3.7 5.7 7.7 5.0 7.0 8.7 5.0 7.0 9.0 7.7 9.3 10.0
A15 8.3 9.7 10.0 7.7 9.3 10.0 7.0 9.0 10.0 7.7 9.3 10.0 7.0 8.7 9.7 7.0 9.0 10.0 7.7 9.3 10.0 7.7 9.3 10.0
A16 5.7 7.7 9.3 7.0 9.0 10.0 5.7 7.7 9.3 7.7 9.3 10.0 7.0 8.7 9.7 7.0 9.0 10.0 7.0 9.0 10.0 5.0 7.0 9.0

What distinguishes the fuzzy MARCOS method from other similar methods is the calculation
of the utility and the utility function. To implement this, it was necessary to sum up the values by
alternatives for individual fuzzy numbers. The calculation of the degree of usefulness was done using
expressions (7) and (8) (Table 6). The next step is calculating the fuzzy matrix T̃i (Table 6) (expression
9). The utility values of the anti-ideal and ideal solution were summed for the alternatives and the
maximum values of the individual fuzzy numbers were determined. After this, these maximum values
of fuzzy numbers (expression 11) were de-fuzzified and the values were calculated df crisp.

Table 6. Summarizing and calculating the degree of utility and Fuzzy matrix T̃i .

Si Ki
− Ki

+ ~
Ti

Ideal 0.85 0.98 1.00 0.85 1.00 1.17 2.72 6.57 15.44

A1 0.56 0.76 0.92 0.56 0.77 1.08 1.77 5.08 14.21 2.32 5.86 15.29
A2 0.81 0.95 0.99 0.81 0.97 1.16 2.56 6.36 15.33 3.37 7.32 16.50
A3 0.41 0.61 0.80 0.41 0.63 0.94 1.32 4.13 12.35 1.73 4.76 13.29
A4 0.20 0.27 0.40 0.20 0.28 0.47 0.63 1.83 6.14 0.82 2.11 6.60
A5 0.62 0.82 0.95 0.62 0.84 1.12 1.97 5.49 14.71 2.59 6.33 15.83
A6 0.53 0.73 0.90 0.53 0.75 1.06 1.69 4.91 13.92 2.22 5.66 14.98
A7 0.43 0.63 0.80 0.43 0.64 0.94 1.37 4.21 12.42 1.80 4.85 13.36
A8 0.83 0.97 1.00 0.83 0.99 1.17 2.65 6.50 15.44 3.48 7.49 16.61
A9 0.61 0.81 0.95 0.61 0.83 1.11 1.95 5.46 14.65 2.56 6.30 15.76

A10 0.50 0.70 0.87 0.50 0.72 1.02 1.59 4.71 13.39 2.10 5.43 14.40
A11 0.15 0.27 0.44 0.15 0.28 0.52 0.47 1.84 6.85 0.62 2.12 7.37
A12 0.38 0.57 0.75 0.38 0.59 0.87 1.21 3.85 11.52 1.59 4.43 12.39
A13 0.57 0.75 0.87 0.57 0.77 1.02 1.83 5.05 13.49 2.40 5.82 14.52
A14 0.54 0.73 0.90 0.54 0.75 1.05 1.71 4.92 13.86 2.25 5.67 14.91
A15 0.75 0.92 1.00 0.75 0.94 1.17 2.39 6.20 15.38 3.15 7.15 16.55
A16 0.65 0.84 0.97 0.65 0.86 1.13 2.07 5.65 14.91 2.72 6.51 16.04

Anti-ideal 0.06 0.15 0.31 0.06 0.15 0.37 0.21 1.00 4.86 Max 3.48 7.49 16.61
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Calculating the value df crisp was done as follows: df crisp = (3.48 + 7.49 + 16.61)/6 = 8.34. This value
was used to calculate the utility function according to anti-ideal and ideal solutions. This was followed
by calculating the value of the utility function. Calculating expressions f

(
K̃ −i

)
was done by taking

the values of the degree of usefulness according to the anti-ideal solution (Ki
−) and dividing with the

value df crisp. The value of the expression f
(
K̃+

i

)
was calculated by dividing the utility values according

to the ideal solution (Ki
+) with the value df crisp (Table 7).

Table 7. Utility functions.

f(
~
K
−
i ) f(

~
K
+

i )

A1 0.21 0.61 1.70 0.07 0.09 0.13
A2 0.31 0.76 1.84 0.10 0.12 0.14
A3 0.16 0.49 1.48 0.05 0.08 0.11
A4 0.08 0.22 0.74 0.02 0.03 0.06
A5 0.24 0.66 1.76 0.07 0.10 0.13
A6 0.20 0.59 1.67 0.06 0.09 0.13
A7 0.16 0.50 1.49 0.05 0.08 0.11
A8 0.32 0.78 1.85 0.10 0.12 0.14
A9 0.23 0.66 1.76 0.07 0.10 0.13
A10 0.19 0.57 1.61 0.06 0.09 0.12
A11 0.06 0.22 0.82 0.02 0.03 0.06
A12 0.14 0.46 1.38 0.05 0.07 0.10
A13 0.22 0.61 1.62 0.07 0.09 0.12
A14 0.20 0.59 1.66 0.06 0.09 0.13
A15 0.29 0.74 1.84 0.09 0.11 0.14
A16 0.25 0.68 1.79 0.08 0.10 0.14

After all the necessary parameters were calculated, the fuzzy numbers were de-fuzzified, namely
the values of the degree of utility (DSK− and DSK+), the functions of the degree of utility (Df(K−) and
Df(K+)) and the value of the final utility function were calculated (Ki) (Table 8).

Table 8. Results of the fuzzy MARCOS method.

DSK− DSK+ Df(
~
K
−
i ) Df(

~
K
+

i ) Ki Rank

A1 0.788 6.051 0.725 0.094 0.6238 7
A2 0.973 7.220 0.866 0.117 0.9391 2
A3 0.644 5.030 0.603 0.077 0.4170 13
A4 0.296 2.347 0.281 0.035 0.0860 16
A5 0.847 6.441 0.772 0.102 0.7182 5
A6 0.763 5.877 0.705 0.091 0.5851 10
A7 0.656 5.106 0.612 0.079 0.4319 12
A8 0.994 7.347 0.881 0.119 0.9779 1
A9 0.842 6.409 0.768 0.101 0.7104 6
A10 0.731 5.640 0.676 0.088 0.5362 11
A11 0.298 2.448 0.293 0.036 0.0904 15
A12 0.600 4.687 0.562 0.072 0.3598 14
A13 0.779 5.921 0.710 0.093 0.6028 8
A14 0.764 5.877 0.705 0.092 0.5861 9
A15 0.949 7.097 0.851 0.114 0.8978 3
A16 0.870 6.596 0.791 0.104 0.7580 4

According to the results obtained by applying the integrated model of the FUCOM method and
fuzzy MARCOS, we have found that the best ratings have been assigned to the alternative A8 (Spa
Ilidža near Sarajevo), followed by the alternative A2 (Spa Fojnica), while spa A4 (Spa Guber) has rated
with the worst position.
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4.3. Sensitivity Analysis

Sensitivity analysis was performed in two ways. The first way was focused to compare the results
obtained using the fuzzy MARCOS method with the other five fuzzy methods, namely: simple additive
weighting (SAW) [30], weighted aggregated sum product assessment (WASPAS) [30], multi-attributive
border approximation area comparison (MABAC) [26], additive ratio assessment (ARAS) [30] and
technique for order preference by similarity ideal solution (TOPSIS) [31]. Another way was focused
to change the weights of the criteria and the impact of these weights on the ranking order of the
alternatives [32].

The first way of conducting sensitivity analysis has aimed to show the sensitivity of the ranking
order based on the use of different methods of multi-criteria analysis. The results of this method
of conducting sensitivity analysis examined the obtained results of the primary method used in the
analysis. The results of this sensitivity analysis have shown that the ranking order of the first seven
alternatives have been the same by applying any fuzzy method (Figure 2). The correlation between
the ranking orders of alternatives using different fuzzy methods was examined using the Spearman
correlation coefficient (SCC) [33] (Table 9).
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Table 9. Spearman correlation coefficient results.

FMARCOS FWASPAS FSAW FMABAC FTOPSIS FARAS Average

FMARCOS 1.000 0.988 1.000 1.000 0.991 0.994 0.995
FWASPAS 1.000 0.988 0.988 0.988 0.988 0.990

FSAW 1.000 1.000 0.991 0.994 0.996
FMABAC 1.000 0.991 0.994 0.995
FTOPSIS 1.000 0.994 0.997
FARAS 1.000 1.000

Another way to conduct sensitivity analysis is to change the weight of the criteria and observe the
effects of change on rankings of the alternatives. This sensitivity analysis eliminates the subjective
attitude of experts regarding the importance of the weights of individual criteria. The implementation
of this method of sensitivity analysis was implemented as follows. First, scenarios were formed with
the assumption: one criterion is three times more important than the other criteria and thus eight
scenarios are formed. The ninth scenario assumes that all criteria are of equal importance (Table 10).
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Table 10. Scenarios in conducting sensitivity analysis.

C1 C2 C3 C4 C5 C6 C7 C8

Scenario 1 0.300 0.100 0.100 0.100 0.100 0.100 0.100 0.100
Scenario 2 0.100 0.300 0.100 0.100 0.100 0.100 0.100 0.100
Scenario 3 0.100 0.100 0.300 0.100 0.100 0.100 0.100 0.100
Scenario 4 0.100 0.100 0.100 0.300 0.100 0.100 0.100 0.100
Scenario 5 0.100 0.100 0.100 0.100 0.300 0.100 0.100 0.100
Scenario 6 0.100 0.100 0.100 0.100 0.100 0.300 0.100 0.100
Scenario 7 0.100 0.100 0.100 0.100 0.100 0.100 0.300 0.100
Scenario 8 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.300
Scenario 9 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125

Applying the scenario setting, a sensitivity analysis was performed (Figure 3).Sustainability 2020, 12, x FOR PEER REVIEW 14 of 18 
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Figure 3. Results of sensitivity analysis for set scenarios.

Managers of all spa-centers can use the study results to understand the current state of their spa
compared to the position of other spa-centers in B&H. Based on this insight, they are able to perceive
their advantages and disadvantages, take competitive advantages and eliminate the shortcomings.

5. Discussion

Based on the obtained results using FUCOM-Fuzzy MARCOS model, it can be noticed that three
spas are especially distant from the others: Ilidža near Sarajevo, Fojnica and Vrućica. This is because
these spas have used natural resources and have incorporated these resources within the offer of their
services. This is the reason why these spa-centers differ from other spas. The situation is the same
at the bottom of the ranking list, where two spas especially deviate from other spas: Guber and Spa
Lješljani. These spas have good natural resources, but accommodation capacities are inadequate or not
exist, and the supply is weak or non-existent. These are the main reasons why such research results
have been obtained.

After conducting the first phase of sensitivity analysis, it can be concluded that only five alternatives
underwent a change in ranking order using different methods. The fuzzy WASPAS method has deviated
the most in the ranking order of five alternatives, the fuzzy ARAS method in the ranking order of four
alternatives and the fuzzy TOPSIS method in ranking order of three alternatives. Other fuzzy methods
MARCOS, SAW and MABAC have provided the same ranking order for all alternatives.

The results of the Spearman correlation coefficient have shown that the fuzzy method MARCOS,
MABAC and SAW deviates the most with the fuzzy WASPAS method (r = 0.988), followed by the

261



Sustainability 2020, 12, 8584

fuzzy TOPSIS method (r = 0.991). One of the characteristics of the fuzzy WASPAS method is not
having a perfect connection with other methods because the ranking order obtained by this method
deviates from other methods, and this is also present in the fuzzy TOPSIS and ARAS methods.
Thus, the results obtained using the fuzzy MABAC method and the ranking of spa-centers in the
analysis were confirmed.

The results of the first method of sensitivity analysis have shown that there is a small difference
between the used fuzzy methods (average r = 0.996), thus the results of the study were confirmed.
Alternatives A6, A13 and A14 have provided the largest deviation in the ranking. We have found that
alternatives A6, A13 and A14 have similar characteristics in terms of assessing the current situation;
therefore, this difference in ranking orders has occurred by individual fuzzy methods. We found a
similar example with alternatives A4 and A11 which have been ranked as the worst alternatives.

The results of the second part of the sensitivity analysis have shown that alternatives A8, A2 and
A15 are not sensitive to changes in criterion weights, and these spas maintained the same ranking
order. This finding has shown that the assessment of the current condition of these spas is the best in
relation to other spas and that they are insensitive to changes in the weight of the criteria. These spas
have also shown the best characteristics, and in order to further improve their competitiveness, it is
necessary to improve those criteria where they did not receive maximum ratings. As an example,
Ilidža Spa near Sarajevo should improve the offer of treatments and therapies (C4) and cosmetic
treatments (C5); however this spa should also improve the criterion of natural conditions (C8), but this
cannot be improved because one spa cannot change the environment where it is located and all the
predispositions offered by that environment.

The second group of spas are spa-centers A5, A9 and A16, in which there were changes in the
rankings in relation to individual scenarios. Thus, the spa A16 has been placed in fourth place in seven
scenarios, while in scenarios three and eight it has been placed in fourth place. These results have
shown that the spa A9 has better natural conditions than the spa A16, while the spa A5 has better
internet promotion. In order to improve its competitiveness, the A16 spa should primarily work on
internet promotion and be more accessible to all potential and future users as well as current users of
the services of this spa. The spa A9 has shown the best ratings in natural conditions and this is the
advantage from which this spa can benefit in order to improve competitiveness. Similarly, all evaluated
spa-centers can use the results of this study to work on improving their business. It should be noted
that this sensitivity analysis has shown that all 16 spas can be grouped into five groups. In order to
move to a better group, the spa must invest in its development, and only in that way it can be more
competitive and achieve better business results.

The disadvantages of this analysis can be found in a restricted number of experts involved and only
certain MCDM methods used in this study. However, the aim of this paper was not to include as many
experts as possible, to assess the current state of the spa offer, in order to improve the competitiveness
of medical tourism in B&H. Moreover, the involvement of a larger number of experts potentially leads
to greater inconsistencies in the opinions and possibilities of obtaining even conflicting opinions of
experts. Therefore, the opinions of experts who worked together on the project “Development and
promotion of health spa tourism in the cross-border area of Bosnia and Herzegovina–Serbia” were
taken. Through the completion of this research, they are informed about the current situation regarding
the spa offers in B&H. Therefore, the opinion of these experts, who are deeply involved in this area,
is fully competent to provide assessments of the current state of medical tourism in B&H.

The use of different methods showed that the results obtained using the fuzzy MARCOS method
are similar to the results obtained by other methods, and there are no significant deviations in the
results. In this way, these results were confirmed, which served to provide guidelines for improving
the competitiveness of medical tourism in B&H. Based on the findings from this study, it is necessary
to implement certain measures in order to improve the spa offers in B&H, and thus improve medical
tourism in B&H, especially due to the fact that spas offer the highest volume of services in medical
tourism in B&H.
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6. Conclusions

In order to improve their business, all business entities must first assess the current situation
in relation to the competition to understand their own advantages and disadvantages. This paper
provides a complete overview of the current state of all registered spa-centers in B&H. An innovative
decision model based on the integration of the FUCOM and fuzzy MARCOS methods was implemented.
The results have shown that the spa-centers of Ilidža near Sarajevo, Fojnica and Vrućica have the best
assessments of the current situation. These spa-centers should be an example to other spas on how to
use their resources to improve their business. The conducted sensitivity analysis confirmed the results
of our research and provided guidelines on which criteria need to be improved by individual spas.

In addition to assessment of the current situation, a new method for multi-criteria analysis was
used in this paper, namely fuzzy MARCOS. With sensitivity analysis we compared the results of this
method with the results given by other fuzzy methods. It has been found that these results did not
differ significantly. Thus, it has been proven that the fuzzy MARCOS method can be used in solving
problems that require multi-criteria decision making. This paper also has shown that different methods
can be integrated into a single model that will make decision-making easier for decision makers.

The limitation of this research is that the analysis was based on expert opinion. This decision-
making is subjective due to the potential tendency that experts sometimes aspire to give better grades
to some alternatives. Therefore, in future decisions it is necessary to include the opinions of users of
these spas. However, this research is the first to give a complete picture of the current state of spas
in B&H. Previous studies have analyzed only a partial overview of individual spas; thus, this paper
makes a significant contribution to improving the business of spas in B&H. Another shortcoming of
this paper are the criteria used. However, these criteria were chosen by experts in order to reduce
the volume of used criteria, but keeping relevant numbers of those adequate for getting appropriate
results to assess the current state of the spa sector in B&H.

In future research, it is necessary to include more criteria in order to get the best possible grade and
to provide additional information to spa-centers’ managers. The proposed current situation assessment
model has shown significant flexibility and could be used in future research where multi-criteria
decision-making needs to be applied. Furthermore, additional studies in the field of the spa-sector of
B&H should be implemented in order to get specific guidelines on how to use the natural resources in
B&H in strengthening medical tourism with the final aim to improve this branch of the economy.
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[CrossRef]

21. Shen, L.; Olfat, L.; Govindan, K.; Khodaverdi, R.; Diabat, A. A fuzzy multi criteria approach for evaluating
green supplier’s performance in green supply chain with linguistic preferences. Resour. Conserv. Recycl.
2013, 74, 170–179. [CrossRef]
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Abstract: The sustainability of China’s Basic Pension System (CBPS) has been challenged by the
ageing of the population and the decline in economic growth. This article establishes a Markov
model for CBPS to examine whether the reforms, including ending the one-child policy and raising
retirement the age, will shrink the negative income–expenditure gap. We find that the negative
income–expenditure gap will destroy CBPS in the future in the absence of fiscal transfer or reform.
Ending the one-child policy will increase the number of contributors and then reduce the gap in the
short term but will worsen the gap in the long term. Raising the retirement age will have several
positive effects overall while increasing expenditures in certain periods. The contributions of this
article are describing CBPS in detail and establishing a precise model to analyze the effectiveness
of reforms.

Keywords: China’s Basic Pension System (CBPS); Markov model; ending one-child policy; raising
retirement age

1. Introduction

After several decades of development and reforms, China has established a three-pillar old-age
security program comprising China’s Basic Pension System (CBPS), Supplementary Pension System,
and Personal Saving. Sponsored by the Government, CBPS plays the most important role because
of the history of the planned economy. CBPS contains several sub-systems for different groups of
people: an urban employees’ basic pension system for workers in urban areas, an urban residents’
basic pension system for workers who are not employed, and a rural residents’ basic pension system
for people in rural areas (now urban residents and rural residents are combined in the urban and rural
residents’ basic pension system). The urban employees’ basic pension system was the benchmark
system, which began in 1997 and included all employees in China (see [1]). Therefore, it is the focus of
this article.

A mixed scheme was designed for China’s urban employees’ basic pension system, comprising
a public account and a private account, for example [1–3]. The public account holds funds from the
pay-as-you-go plan contributed by all employers at a rate of 20% (the ratio was decreased to 16% to
reduce the burden of employers in 2019) of employees’ wages and benefiting all the retirees. The benefit
for public accounts is calculated at the base of an individual’s history of contributions (related to
the historical wages) and the average wages in retirement, awarding 1% for 1 year’s contribution.
The private account holds the funded plan contributions by individuals at a rate of 8% of wages and
benefiting the individuals after retirement. The benefit for private accounts is calculated by dividing
the planned periods from individuals’ cumulative value at retirement.
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China’s urban employees’ basic pension system does not work very well because there was no
fiscal transfer into the start-up fund at the outset, but the system paid benefits to retirees at that time
(see [2]). Consequently, the money in the private account was embezzled. With the aging of the
population, a gap appeared and has grown. In the 2000s, the problem was not apparent because of
the high economic growth, thus providing ample public revenue and millions of subsidies. In fact,
the government awarded large bonuses to retirees by increasing their public account benefits during
2005 to 2015 (the annual average growth rate was above 10% during 2005 to 2015).

Alarm bells rang in the early 2010s. The sustainability of China’s urban employees’ basic
pension system was eroded by the population’s aging, particularly the sudden reduction in new labor
because of the one-child policy beginning in 1978. In addition, economic growth has continued to
decline, thus resulting in a decrease in fiscal subsidies. Therefore, there is an understanding that the
income–expenditure gap not is inevitable and reforms are necessary, for example [1,2,4,5].

The government issued several measures quickly. The one-child policy was ended in 2016,
and couples are now allowed to have two children (see [6]). In addition, the compulsory retirement
age will be increased by 5 years gradually over the course of several years, to 65 and 60 for males and
females (see [7]). In addition, parts of stated-owned assets have been transferred to China’s urban
employees’ basic pension system, thereby allowing the assets’ return to complement the benefits.
Furthermore, a disbursement mechanism allows surplus provinces to subsidize provinces with deficits.

Will these measures enhance CBPS sustainability? The third measure will help because the transfer
will result in cash inflow, whereas the fourth measure will not help because it is only a rebalancing
among provinces. However, what about ending the one-child policy and raising the retirement
age? This is an interesting question because of its details: CBPS income and expenditure are not
actuarial-balanced. Therefore, there may be a surplus or a deficit for each individual, and the surplus or
the deficit may accumulate if the number of contributors increases. Furthermore, raising the retirement
age will shorten the benefit period but increase the benefit level. Thus, whether the expenditure will
decrease is unclear.

This article established a Markov model to simulate CBPS cashflows according to detailed rules
and then analyzed the impacts of population policies and reforms on the sustainability of CBPS.
We found that first, the negative income–expenditure gap will destroy CBPS in the future if there
is no outside transfer or reform; second, ending the one-child policy will increase the number of
contributors and reduce the gap in the short term but will worsen the gap in the long-term; and third,
raising the retirement age will have some positive effects overall while increasing the expenditures in
certain periods.

The remainder of the article is organized as follows. The Section 2 reviews the literature and
summarizes the innovations of this article. The Section 3 establishes an actuarial model of cash inflow
and expenditure, assuming that the contribution is not always continuous and the contributor could
take early retirement. The Section 4 calibrates the parameters in the model. The Section 5 tests the model
and parameters with the data from 2009 to 2015, forecasts CBPS cashflows from 2018 to 2058, and then
discusses how policies and reforms affect the cashflows. The Section 6 describes the conclusions.

2. Literature Review

The prediction of income and expenditure for pension systems has attracted substantial interest.
Some official models have been established to forecast the impacts of reform on sustainability.
For example, the Office of the Chief Actuary of the US Social Security Administration has built an
actuarial model (the OCA Stochastic Model, OSM) to forecast the income and expenditure of the US
Social Security Fund in the next 75 years. The Congressional Budget Office also predicts the cashflows
with a micro-stochastic model. A special report on the short-term and long-term cashflows of Social
Security Funds in the UK has been released by the Government Actuary’s Department. Unfortunately,
similar modeling is not conducted in China, although many researchers have made attempts to do so,
for example [1–3].
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The aging of the population has led to many studies of the pension system’s sustainability;
ref. [8] has proposed the Aaron condition, based on the Samuelson model, in which intergenerational
equilibrium for a pay-as-you-go pension system occurs when the growth rates of the population and
wages exceed the interest rates. However, the pension system will inevitably have a deficit because of
the low fertility rate in an aging society, for example [9–11]. Using an OLG model to calculate the gap
in Slovenia, ref. [12] has shown that the gap increases as the population ages, and ref. [13] believes
that pension system reforms are essential to solving the aging problem, e.g., delaying retirement and
increasing the fertility rate and the contribution rate. Delayed retirement is generally accepted to
enhance a pension system’s sustainability: see [14–16]. In addition, on the basis of an endogenous
fertility model, ref. [17] has suggested that a pension system’s sustainability will be enhanced if the
fertility rate is increased; ref. [18] have claimed that financial sustainability of unfunded pension
systems will be eroded by population ageing and analyzed the impact of immigration flows on the
financial sustainability, taking Spain as a test case.

Some studies have focused on the sustainability of CBPS. For an aging population with a
pay-as-you-go system, ref. [1] have claimed that CBPS will have a current deficit in 2025 if there
are no reforms; ref. [9] believes that the income and expenditure will be balanced if the compulsory
retirement age is 65 years; ref. [4] analyzes the sustainability of China’s basic pension fund under two
macroeconomic scenarios and indicates that China’s present basic pension system faces insolvency
crisis; ref. [6] has claimed that if more than 54% of qualified couples have a second child, the accumulated
deficit of pension insurance fund will not appear before 2090; ref. [19] has suggested that China’s
pension plan is expected to finish the transition in 2081. Postponing the retirement age will delay the
peak time of debt, but the total debt will increase substantially. Ref. [20] has assessed the effects of
rates on enterprises’ incentive to participate in CBPS. The findings suggest that a lower contribution
rate motivates enterprises to participate in CBPS and increases the fund’s revenue; ref. [21] explores
the financial self-balancing ability of the individual accounts of China’s urban enterprise employees’
pension plan and indicates that the self-balancing ability of individual accounts will be improved
if a stochastic bookkeeping rate is adopted; ref. [5] studies the effect of poverty alleviation policy
on the sustainability of China’s basic pension funding for urban and rural residents in the short
term (2020–2025) and medium term (2025–2050) and suggests that the sustainability of the fund will
inevitably face challenges.

Various aspects of CBPS have been studied, but some problems have yet to be solved.
No micro-stochastic actuarial model has been developed for CBPS. Although many models have been
established for CBPS, they do not consider break-off and early retirement. Moreover, CBPS is not
a standard pay-as-you-go system, and it includes many additional bonuses. Existing studies have
ignored the particularities of CBPS, thus potentially resulting in ineffectiveness in delaying retirement
and increasing the fertility rate.

Our article introduces CBPS, describes a Markov actuarial model built to predict the income and
expenditure of CBPS in the future, and discusses the impact of delaying retirement and increasing
fertility rate.

3. Model and Assumption

3.1. Population Model

3.1.1. Markov Model for Contributors and Retirees

Figure 1 shows the state space and the transitions for the contributors and the retirees.
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Figure 1. Markov model for contributors and retirees.

All CBPS participants are divided into two groups: contributors and retirees. There are four
states for each contributor: “normal” describes the state in which the contributor contributes to
CBPS (including the contribution of the employer and employee). “Break-off” describes the state in
which the contributor belongs to CBPS but does not contribute to the system, for example, because of
unemployment. Break-off is a serious problem for CBPS, and the official data show that the break-off

rate is 20%. However, a break-off contributor can re-contribute to CBPS. “Dead” and “retirement” are
two absorbing states. Although there are compulsory retirement ages for men and women, many
contributors have reason to apply for retirement before the compulsory age. Early retirement is taken
by 40% of men and 50% of women. There are two states for each retiree: “retirement” and “dead”.
“Retirement” means that the retiree is alive and receives pension from CBPS.

According to the state transition diagrams, it is easy to construct the transition probabilities matrix
for the contributor, i.e.,

Px(t) =




pll
x(t) pls

x (t) plr
x (t) pld

x (t)
psl

x (t) pss
x (t) psr

x (t) psd
x (t)

0 0 1 0
0 0 0 1




(1)

where Px(t) denotes the matrix of an x-year-old contributor at period t and pi j
x (t) denotes the probability

of an x-year-old contributor transitioning from state i to state j at period t.
The matrix for the retiree is

Qx(t) =
(

qrr
x (t) qrd

x (t)
0 1

)
(2)

where Qx(t) denotes the matrix of an x-year-old retiree at period t and qi j
x (t) denotes the probability of

an x-year-old retiree transitioning from state i to state j at period t.
For simplicity, we assume that the Markov models are time homogeneous. Thus, the transition

probabilities depend only on age. Therefore,

Px =




pll
x pls

x plr
x pld

x
psl

x pss
x psr

x psd
x

0 0 1 0
0 0 0 1



, Qx =

(
qrr

x qrd
x

0 1

)

3.1.2. The Number of Participants in the Future

We forecast the number of participants in the future on the basis of the present population structure
and the transition probability matrix.
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Participants in the future comprise two groups. The first is those who have already participated
in CBPS at period 0. Let LAi

x denote the number of contributors who are x years old and are in state i,
and let LRy denote the number of retirees who are y years old. The second is those who enter CBPS
afterward. We assume that all new participants are c years old and contribute to CBPS at the beginning.
Let NLAc(t) denote the number of new participants at period t.

With those assumptions, the expected number of “normal” contributors at period t is:

x f∑

x=xs

LAl
x·tpll

x +

x f∑

x=xs

LAs
x·tpsl

x +
t∑

k=1

NLAc(k)·t−kpll
c (3)

where xs and x f represent the minimum and maximum age of the contributor, respectively.
The expected number of “retirement” retirees at period t is

y=y f∑
y=ys

LRy·tqrr
y +

x=x f∑
x=xs

[
LAl

x·
t∑

tr=1
P(Rl

x = tr)t−tr
qrr

x+tr

]
+

x=x f∑
x=xs

[
LAs

x·
t∑

tr=1
P(Rs

x = tr)t−tr
qrr

x+tr

]

+
t∑

k=1


NLAc(k)·

t∑
tr=k

P(Rc(s) = tr)t−tr
qrr

c+tr−k




(4)

where P
(
Rl

x = tr
)

(or P(Rs
x = tr)) denotes the probability of an x-year-old “normal” (or “break-off”)

contributor retiring at period tr, P(Rc(s) = tr) denotes the probability of new participants at period s
retiring at period tr, and ys and y f represent the minimum and maximum ages of retirees, respectively.

3.2. Inflow Model of CBPS

CBPS specifies that the contribution base is an individual’s average wage in the previous year.
However, if a person’s wage exceeds 300% of the social average wage, the contribution base is restricted
to 300% of the social average wage, and if a person’s wage is less than 60% of the social average wage,
the contribution base is restricted to 60% of the social average wage. In addition, we assume that
there is no difference in wages for people at the same age. The individual contributes λ (8%) of the
contribution base to the private account, while the employer contributes η (20%) of the base to the
public account. Therefore, the cash inflows for the public account TINt and the private account PINt at
period t are:

TINt =

x=x f∑

x=xs

(ηBt
x+t·LAl

x·tpll
x) +

x=x f∑

x=xs

(ηBt
x+t·LAs

x·tpsl
x ) +

t∑

k=1

(ηBt
c+t−sNLAc(k)·t−kpll

c ) (5)

PINt =

x=x f∑

x=xs

(λBt
x+t·LAl

x·tpll
x) +

x=x f∑

x=xs

(λBt
x+t·LAs

x·tpsl
x ) +

t∑

k=1

(λBt
c+t−sNLAc(k)·t−kpll

c ) (6)

respectively, where Bt
x is the contribution base of an x-year-old contributor at period t.

Either TINt or PINt contains three parts. The first part of the inflow is contributed by those who
are “normal” at the beginning and are “normal” at period t. The second part is contributed by those
who are “break-off” at the beginning and are “normal” at period t. The third part is contributed by
those who entered in CBPS from period 1 to period t and are “normal” at period t.

3.3. Expenditure Model of CBPS

CBPS specifies that the expenditure of the private account includes individual pensions and
unfinished amounts in the plan-month, and the expenditure of the public account includes the public
pension, individual pension out of the plan-month, and the funeral favor, a bonus covering the funeral
expenses of retirees. The structure of expenditures is shown in Figure 2.
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where rr

t yq  denotes the survival probability of retirees from y years old to y + t years old, 
yAVP  and 

yAVB  are the average individual pension and public pension of y-year-old participants at period 0, 
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Figure 2. The expenditure structure of China’s Basic Pension System (CBPS).

In addition, the retirees at period t come from three groups of people:

• Type I: those retired at period 0;
• Type II: those employed at period 0;
• Type III: those who will join CBPS from period 1 to period t.

3.3.1. Expenditure Models for Type I

For participants in type I, their benefits at period 0 have already been determined. Therefore,
we take the living status and the growth rate of public pension into consideration. The expenditures of
the private account and public account for type I are as follows.

PRCt =

y f∑

y=ys

[
tq

rr
y ·AVPy·(1− I{t>Gy}) + t−1qrr

y qrd
y+t−1·AVPy·max(Gy − t, 0)

]
·LRy (7)

TRCt =

y f∑

y=ys


tq

rr
y ·AVBy·

t∏

s=1

(1 + αs) + t−1qrr
y qrd

y+t−1·D·
t∏

s=1

(1 + βs) + tq
rr
y ·AVPy·I{t>Gy}


·LRy (8)

where tq
rr
y denotes the survival probability of retirees from y years old to y + t years old, AVPy and

AVBy are the average individual pension and public pension of y-year-old participants at period 0,
respectively, I{·} is the indicator function, Gy is the average remaining years in the planned period,
αt denotes the growth rate of the public pension at period t, D is the funeral favor, and βt is the growth
rate of the funeral favor at period t.

3.3.2. Expenditure Models for Type II

Among participants in type I, the benefits are partially determined by their contribution history
but still depend on their contributions in the future. Therefore, we must forecast their benefits on the
basis of assumptions regarding their wages and status. Before that, we will review the rules of CPBS.
CPBS specifies that the individual pension equals the accumulated amount of an individual’s private
account divided by the length of the planned period, which is set by the government, i.e.,

Individual pension = accumulated amount of private account/length of planned period
In addition, the public pension is calculated as follows:
Public pension = (years of contribution/100) × . . .
(Average wage of individual contribution + average wage of all employees)/2
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With these specifications, the expenditures of the private account and public account for type II
are as follows:

PLCt =
∑

i=l,s



x=x f∑

x=xs


LAi

x·
t∑

tr=1

P(Ri
x = tr)PLCt,tr,i

x + LAi
x·P(Ti

x = t)PAt,i
x




 (9)

TLCt =
∑

i=l,s



x=x f∑

x=xs


LAi

x·
t∑

tr=1

P(Ri
x = tr)TLCt,tr,i

x




 (10)

where P
(
Ri

x = tr
)

is the probability that an i-status x-year-old individual retires at period tr, P
(
Ti

x = t
)

is the probability that an i-status x-year-old individual dies at period t, PLCt,tr,i
x and TLCt,tr,i

x are the
expenditures at period t of the private account and public account for an i-status x-year-old individual
who retires at period tr, and PAt,i

x is the accumulated amount in the private account for an i-status
x-year-old individual at period t. PLCt,tr,i

x is calculated by

PLCt,tr,i
x = t−tr

qrr
x+tr

PLCtr,i
x (1− I{t−tr≥g(x+tr)}) + t−1qrr

x+tr
qrd

x+tr+t−1PASt,tr,i
x (11)

PLCtr,i
x =

tr∑
k=0

(1 + r)tr−kλBk
x+kkpil

x + PAYi
x(1 + r)tr

g(x + tr)
(12)

PASt,tr,i
x = PLCtr,i

x max(g(x + tr) − (t− tr), 0) (13)

where PLCtr,i
x is the individual pension of an i-status x-year-old individual who retires at period tr,

g(x+ tr) is the length of the planned period for those who retired at age x+ tr, PAYi
x is the accumulated

amount at period 0 of an i-status x-year-old individual, and PASt,tr,i
x is the unfinished amount at period

t for an individual account of an i-status x-year-old individual who retires at period tr.
TLCt,tr,i

x is calculated by

TLCx
t,tr,i = t−tr

qrr
x+tr
·TLCx

tr,i·
t∏

s=tr

(1 + αs) + t−1qrr
x+tr

qrd
x+tr+t−1·

D·
t∏

s=1
(1 + βs) + t−trqrr

x+tr
·PLCtr,i

x ·I{t−tr≥g(x+tr)}
(14)

TLCx
tr,i = W

tr−1 × zequ,i
x × nequ,i

x × 1% + W
tr−1 × zreal92−98,i

x × nreal92−98,i
x × 1%

+1%× 0.5(W
tr−1

+ W
tr−1 × (zreal99−08,i

x +EZreal09−16,i
x + EZreal17−tr,i

x )

×(nreal99−08,i
x + ENreal09−16r,i

x + ENreal17−tr,i
x )

(15)

where TLCx
tr,i is the public pension of an i-status x-year-old individual who retires at period tr and

Equation (15) is the calculation of TLCx
tr,i.

PAt,i
x is calculated by

PAt,i
x =

t∑

k=0

(1 + r)t−kλBk
x+kkpil

x (16)

3.3.3. Expenditure Models for Type III

The expenditure models for new participants (type III) are similar to those for type II, except that
the participants are aged c at period s instead of x at period 0. Therefore, we omit the explanations for
these formulas. The expenditures of the private account and public account for type III are as follows.

PLNCt =
t∑

s=1


NLAc(s)·

t∑

tr=s

P(Rc(s) = tr)PLCt,tr
c (s) + NLAc(s)·P(Td

c (s) = t)PAt
c(s)


 (17)
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TLNCt =
t∑

s=1


NLAc(s)·

t∑

tr=s

P(Rc(s) = tr)TLCt,tr
c (s)


 (18)

where
PLCt,tr

c (s) = t−tr
qrr

c+tr−sPLCtr
c (s)(1− I{t−tr≥g(x+tr)}) + t−1qrr

c+tr−sq
rd
c+tr−s+t−1PASt

c(s) (19)

PLCtr
c (s) =

tr∑
k=s

(1 + r)t−kλBk
c+kk−sp

ll
c

g(c + tr − s)
(20)

PASt
c(s) = PLCtr

c (s)max(g(c + tr − s) − (t− tr), 0) (21)

PAt
c(s) =

t∑

k=s

(1 + r)t−kλBk
c+kt−sp

ll
c (22)

and

TLCc
t,tr(s) = t−tr

qrr
c+tr−s·TLCc

tr(s)·
t∏

m=tr

(1 + αm) (23)

TLCc
tr(s)= 1%× 0.5(W

tr−1
+ W

tr−1 × EZreals−tr
x ) × ENreal09−tr

x (24)

3.4. Balance Model of CBPS

With the population model, inflow model, and expenditure model, the balance models at period t
for private account and public account are

TBt = TINt − TRCt − TLCt − TLNCt (25)

TPt = PINt − PRCt − PLCt − PLNCt (26)

4. Calibration

4.1. Participants in the Future

The population structure in the future depends on the population structure at period 0 and the
mortality and fertility rates. Let Lt

y denote the population of y-year-old people at period t. Then,
Lt+1

0 = nt
∑
y

Lt
y and Lt+1

y+1 = Lt
y·py, where nt is the fertility rate of the total population, and py is the

probability of an individual y years old surviving to y + 1 years old. Therefore, we must estimate the
population structure at period 0 and the mortality and fertility rates.

We calculate the population structure at period 0,
{
L0

y

}
, according to the tabulation of the 2010

Population Census of China.
We must estimate a national life table because one is not currently available. According to the

China Life Insurance Mortality Table (2010–2013) and the actual population and fertility rate issued by
the China National Bureau of Statistics, the actual mortality rate is 1.2 times that in Table 1, China Life
Insurance Mortality Table (2010–2013). The comparison of the actual population and the estimated
population is shown in Table 1.

Table 1. Comparison of the actual population and estimated population in China from 2010 to 2018.

2010 2011 2012 2013 2014 2015 2016 2017 2018

Actual population 13,409 13,474 13,540 13,607 13,678 13,746 13,827 13,901 13,954
Estimated population 13,328 13,406 13,482 13,560 13,632 13,715 13,788 13,838 13,908

Accuracy rate 99.4% 99.5% 99.6% 99.7% 99.7% 99.8% 99.7% 99.6% 99.7%
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Estimating the fertility rate in the future in China is highly difficult. The one-child policy was
issued in 1978, and couples were allowed to have only one child. However, the policy was ended
in 2016, and a new policy allows couples to have two children. The reform of the one-child policy
has attracted great interest. At the beginning of the new policy, many studies claimed that the total
fertility rate would increase rapidly in the short term, e.g., [22,23]. However, those expectations did
not come true. According to data from China National Bureau of Statistics, the total fertility rate was
1.094, which is the lowest in the history of China. In this study, we sought to examine the impact of the
increasing population on the sustainability of CBPS. Therefore, we assume that the fertility rate will
increase in the short term and then decline in the long term. According to the data from a population
sample survey released by the National Bureau of Statistics, we assume a fertility rate of 1.4 from 2019
to 2022 and 1.25 after 2022.

With these assumptions, the population will increase first and then decrease after the 2038 peak,
as shown in Figure 3.
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As described before, only employees participate in CBPS, and the populations who join in CBPS
must be estimated.

Step 1: estimating the structure of populations that have already joined CBPS. We obtained
the number of contributors and retirees from the China Labor Statistical Yearbook 2018. From the
unpublished social security database of Beijing, we obtained the proportions of participants of all ages.
Then, we estimated the number of participants of all ages in China, which are LAi

x and LRy at period 0.
Step 2: estimating the numbers of new participants in all periods. We assumed that the number

of new participants is the product of the new workforce, urbanization rate, and employment rate.
The numbers of the new workforce come from the population in China. According to the China
National Population Development Plan (2016–2030), the urbanization rate in 2030 will be 70%. Given
that the urbanization rate in 2018 was 58.52%, we assume that the urbanization rate will increase 1%
per year from 2019 to 2030 and then remain unchanged after 2030. In addition, the unemployment rate
in China was between 4% and 4.3% from 2002, according to the China National Bureau of Statistics.
Thus, we assume that the unemployment rate in the future will be 4.14%, and the employment rate
will be 95.86%.

Step 3: estimating the transition probability matrix. We collected the unpublished social security
database of Beijing, stratified the data by age and status, and then estimated the probabilities
(Appendix A).

4.2. Wages

Following [24], we assume the following rules for wages:
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• Wt
x+t = Wt

xex+t. The human capital ex+t determines the difference in wages of individuals who
are x years old and x + t years old in the same period.

• Wt
y = Wt−1

y (1 + ε). The wages of individuals of the same age increase ε per year.

Therefore, we have Wt
x+t = W0

xex+t(1 + ε)t, where ex+t and ε will be estimated.
According to the unpublished social security database of Beijing, we calculated the average wages

for all ages and then obtained ex+t, which is shown in Figure 4.
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Figure 4. Human capital for all ages (ex= 1).

The average growth rate of wages ε reached to 13.83% during 2000–2014. However, the subsequent
growth rate will not be as high because of the decline of economic growth in China. According to [2],
we assume that ε = 7.7% for 2018–2020, ε = 6.6% for 2021–2025, and ε = 5.7% for 2026–2068.

4.3. Parameters in CBPS

We assume that the age of the youngest employees is 21, and the maximum age of retirees is 100,
according to the social security database of Beijing. CBPS specifies an individual contribution rate of
8% and an employer contribution rate of 20% (the employer contribution rate has been decreased to
16% to reduce the employer’s burden and promote the development of the private sector in China.
However, the policy is temporary because of the large CBPS gap. Therefore, we still assume 20% but
perform a sensitivity test for the parameter.). The length of the planned period depends on the age at
which the participant retires; for example, the length of the planned period for an individual retiring
at 60 years is 139 months (approximately 12 years). Appendix B shows the relationship between the
length of the planned period and age.

Official documents regulated the interest rate of the private account in 2017, and the interest
rate was above 8%. We assume an interest rate of 8.13% after 2017, according the Annual Report
of National Council of Social Security Funds. Before 2017, the money in the private account was
embezzled. The return of the private account was not recovered and for bookkeeping purposes was
considered to have accrued at the lowest interest rate. Therefore, we assume that the interest rate was
2.84% before 2017.

The public pension increases every year after individuals retire. The increases are a bonus to
retirees to ensure that the standard of living of retirees is not affected by inflation. However, the growth
rate of the public pension was much higher than the inflation rate during 2006–2015, reaching 10% per
year. However, the growth rate began to fall in 2016 and was 6.5%, 5.5%, 5%, and 5% in 2016, 2017,
2018, and 2019, respectively. Therefore, we assume a 5% future growth rate.

The funeral favor, another bonus, differs among provinces. For example, the funeral favor is
5000 CNY in Beijing and four times the average wage in Chengdu. According to [25], we assume that
the funeral favor is 60% of the national average wage.

All parameter values are shown in Table 2.
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Table 2. Parameter values.

Description Value

Mortality rate 1.2 times the value in Table 1, China Life Insurance Mortality Table (2010–2013)
Fertility rate The fertility rate is 1.4 from 2019 to 2022 and 1.25 after 2022

Population structure at period 0 The tabulation on the 2010 Population Census of China

Urbanization rate The urbanization rate in 2018 was 58.52%, which will increase 1% per year from
2019 to 2030 and then remain unchanged.

Unemployment rate 4.14%
Average growth rate of wages 7.7% for 2018–2020, 6.6% for 2021–2025, and 5.7% after 2025

Interest rate 2.84% before 2017 and 8.13% after 2017
Funeral favor 60% of the national average wage

Public pension growth rate 5% after 2018

5. Model Testing and Policy Analysis

5.1. Model Testing

We used the data from 2009 to 2017 to test our model to ensure that the model, parameters, and
codes are correct. The comparison of the actual data and simulated data is shown in Table 3.

Table 3. Comparison of actual data and simulated data (2009–2017).

(0.1 Billion CNY) Actual
Income 1

Simulated
Income Ratio Actual

Expenditure
Simulated

Expenditure Ratio

2009 9534.0 10,924.7 114.59% 8894.4 8965.7 100.80%
2010 11,110.0 12,211.2 109.91% 10,554.9 10,888.1 103.20%
2011 13,956.0 14,199.8 101.75% 12,765.0 13,249.9 103.80%
2012 16,467.0 16,184.8 98.29% 15,561.8 16,049.5 103.10%
2013 18,634.0 18,324.3 98.34% 18,470.4 19,644.0 106.40%
2014 20,434.0 20,844.6 102.01% 21,754.7 23,435.2 107.70%
2015 23,016.0 23,617.4 102.61% 25,812.7 28,030.7 108.60%
2016 26,768.0 27,158.3 101.46% 31,853.8 32,310.4 101.40%
2017 33,403.0 31,453.2 94.16% 38,051.5 37,027.4 97.30%

1 Data source: China Labor Statistical Yearbook 2018; the actual income does not contain the subsidies.

Table 3 shows that our model fits CBPS well. The error rate of income is 4.62% and that of
expenditure is 4.19%. Our model appears to be reliable.

5.2. Forecasting

Taking 2017 as period 0, we predict the income and expenditure of CBPS from 2018 to 2058.
The results are shown in Table 4.

Table 4. Income and expenditure forecasting of CBPS (2018–2058).

(0.1 Billion CNY) Income Expenditure Gap in Single Year

2018 35,288.4 42,417.6 −7129.2
2023 59,106.1 80,415.9 −2,1309.8
2028 88,826.7 152,188.6 −6,3361.8
2033 126,820.4 274,725.0 −147,904.7
2038 177,121.9 459,464.7 −282,342.9
2043 246,078.1 729,378.4 −483,300.3
2048 336,225.5 1,076,058.5 −739,833.0
2053 452,095.0 1,534,990.1 −1,082,895.1
2058 617,958.4 2,093,026.2 −1,475,067.9

Table 4 shows that the contributions are less than the benefits every year from 2018, and CBPS is
unsustainable if there are no reforms or external transfers. In addition, the gap grows in the future.
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As there is a positive accumulated balance at the end of 2017, the accumulated balance will not
become negative in 2018. The accumulated balances from 2018 to 2028 are shown in Table 5.

Table 5. Accumulated balance of CBPS (2018–2028).

Accumulated Balance (0.1 Billion CNY)

2018 40,323.2
2019 34,605.7
2020 26,469.1
2021 14,911.0
2022 −769.2
2023 −22,079.0
2024 −49,565.3
2025 −83,610.6
2026 −125,697.6
2027 −177,370.3
2028 −240,732.2

Table 5 shows that the accumulated balance of CBPS will become negative in 2022, and the deficit
is 76.9 billion CNY. Subsequently, the deficits grow, reaching 24,073.2 billion CNY in 2028, which is
27% of the GDP in 2018.

5.3. Policy Analysis

5.3.1. The Decline in Employer Contribution Rate

As described before, the government decreased the employer contribution rate from 20% to
16% in 2019, to ease employer burden and promote economic growth. However, this change is not
beneficial for the unsustainable CBPS. There is no doubt that the deficits will become larger than before.
The results are shown in Figure 5.Sustainability 2020, 12, x FOR PEER REVIEW 13 of 20 
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As expected, the deficits grow. Owing to the decrease in the employer contribution rate from 20%
to 16%, the time at which the accumulated balance will become negative becomes 2021 instead of 2022.
In addition, the deficit will be 1192.8 billion CNY, instead of 76.9 billion CNY.
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However, the impact of the decline in the employer contribution rate may be substantial.
The decline will increase employer profit and then increase the wages and employment rate, which in
turn, will increase the income of CBPS. However, this topic is beyond the scope of our article.

5.3.2. The End of One-Child Policy

China is getting older faster than anywhere else worldwide. Ending the one-child policy was one
measure taken to alleviate the aging problem. Simultaneously, an increase in fertility rate will also
enhance the sustainability of CBPS, according to the experience of other countries. Here, we study the
impact of ending the one-child policy on the sustainability of CBPS.

We examine three situations:

• High fertility rate: 2 from 2019 to 2022 and 1.8 after 2022.
• Moderate fertility rate (baseline situation): 1.4 from 2019 to 2022 and 1.25 after 2022.
• Low fertility rate: 1.4 from 2019 to 2022 and 1.1 after 2022.

Changes in fertility will affect the income and expenditure of CBPS for more than 100 years.
Therefore, we must extend the prediction period from 2018–2057 to 2018–2107. The results are shown
in Figure 6.
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Figure 6 shows that fertility rate have no effects in the short term because the new generation
does not participate in CBPS until 2038. After these individuals are employed and contribute to CBPS
during 2038–2078, the income will increase, and the gap between expenditure and income will decrease
if the fertility rate increases. Therefore, the increase in fertility rate will also enhance the sustainability
of CBPS in the short to medium term.

However, Figure 6 shows that the sustainability will substantially decrease when the new
generation retires. This conclusion is contrary to those of many other researchers, who have claimed
that the increase in fertility rate will enhance the sustainability of CBPS at all times, e.g., [6]. The reason
for this discrepancy is that CBPS is not actuarially balanced. In other words, every participant receives
more than his/her contributions, as shown in Table 6. Therefore, CBPS has a greater deficit if there are
more participants.
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Table 6. The actuarial present value of the benefits and contributions of a male participant who enters
the system in 2018 (assuming an interest rate of 7%).

Entry Year Contributions (CNY) Benefits (CNY)

2018 61,710 79,420

In conclusion, ending the one-child policy may enhance the sustainability of CBPS in the short to
medium term but will erode the sustainability of CBPS in the long term.

5.3.3. The Increase in Retirement Age

Raising the retirement age is another way to enhance the sustainability of the pension system.
China also issued a delayed retirement policy specifying that the retirement age will increase 1 year
every 2 years, and the final compulsory age will be 65 for men and 60 for women. We consider the
policy as the experimental group and the baseline situation as the control group. The results are shown
in Figure 7.

Sustainability 2020, 12, x FOR PEER REVIEW 14 of 20 

Figure 6 shows that fertility rate have no effects in the short term because the new generation 

does not participate in CBPS until 2038. After these individuals are employed and contribute to CBPS 

during 2038–2078, the income will increase, and the gap between expenditure and income will 

decrease if the fertility rate increases. Therefore, the increase in fertility rate will also enhance the 

sustainability of CBPS in the short to medium term. 

However, Figure 6 shows that the sustainability will substantially decrease when the new 

generation retires. This conclusion is contrary to those of many other researchers, who have claimed 

that the increase in fertility rate will enhance the sustainability of CBPS at all times, e.g., [6]. The 

reason for this discrepancy is that CBPS is not actuarially balanced. In other words, every participant 

receives more than his/her contributions, as shown in Table 6. Therefore, CBPS has a greater deficit 

if there are more participants.  

Table 6. The actuarial present value of the benefits and contributions of a male participant who enters 

the system in 2018 (assuming an interest rate of 7%). 

Entry Year Contributions (CNY) Benefits (CNY) 

2018 61,710 79,420 

In conclusion, ending the one-child policy may enhance the sustainability of CBPS in the short 

to medium term but will erode the sustainability of CBPS in the long term. 

5.3.3. The Increase in Retirement Age 

Raising the retirement age is another way to enhance the sustainability of the pension system. 

China also issued a delayed retirement policy specifying that the retirement age will increase 1 year 

every 2 years, and the final compulsory age will be 65 for men and 60 for women. We consider the 

policy as the experimental group and the baseline situation as the control group. The results are 

shown in Figure 7. 

  
(a) (b) 

Sustainability 2020, 12, x FOR PEER REVIEW 15 of 20 

 
(c) 

Figure 7. Income and expenditure of CBPS with different retirement ages. (a) The income of CBPS 

(2018–2068). (b) The expenditure of CBPS (2018–2068). (c) The gap of CBPS (2018–2068). 

Figure 7 shows that the income will increase because individuals will contribute longer if the 

retirement ages are increased. However, the change in expenditure is slightly more than we expected. 

We expected that the expenditure would decrease if the retirement age increased. Although this is 

true in most years, the expenditure increases between 2049 and 2055, although the gap decreases in 

all years because of delayed retirement. 

We sought to determine why the expenditure increases between 2049 and 2055. Taking a male 

participant who enters the system in 2018 as an example, we calculated the actuarial present value of 

his total contributions and benefits with different retirement ages. The results are shown in Figure 8. 

Although delayed retirement results in a delay in pension payment for part of the working staff, the 

amount of pension payment for this part of the insured staff will increase in the future, thus 

potentially leading to an increase in the total amount of pension funds paid in the future, and in 

contrast, increasing the pressure on pension funds to pay. 

 

Figure 8. The actuarial present value of the benefits and contributions of a male participant who enters 

the system in 2018 with different retirement ages (assuming an interest rate of 7%). 

5.3.4. Comprehensive Analysis 

There are interactions if the above policies are simultaneously affected. Therefore, we 

comprehensively analyzed the effects of the decline in employer contribution rate, the end of the one-

child policy, and the increase in retirement age. The results are shown in Figure 9. 

Figure 7. Income and expenditure of CBPS with different retirement ages. (a) The income of CBPS
(2018–2068). (b) The expenditure of CBPS (2018–2068). (c) The gap of CBPS (2018–2068).

Figure 7 shows that the income will increase because individuals will contribute longer if the
retirement ages are increased. However, the change in expenditure is slightly more than we expected.
We expected that the expenditure would decrease if the retirement age increased. Although this is
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true in most years, the expenditure increases between 2049 and 2055, although the gap decreases in all
years because of delayed retirement.

We sought to determine why the expenditure increases between 2049 and 2055. Taking a male
participant who enters the system in 2018 as an example, we calculated the actuarial present value of
his total contributions and benefits with different retirement ages. The results are shown in Figure 8.
Although delayed retirement results in a delay in pension payment for part of the working staff,
the amount of pension payment for this part of the insured staff will increase in the future, thus
potentially leading to an increase in the total amount of pension funds paid in the future, and in
contrast, increasing the pressure on pension funds to pay.
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5.3.4. Comprehensive Analysis

There are interactions if the above policies are simultaneously affected. Therefore, we comprehensively
analyzed the effects of the decline in employer contribution rate, the end of the one-child policy, and the
increase in retirement age. The results are shown in Figure 9.

Figure 9 shows that the income will increase if all policies go into effect simultaneously. There will
be many more participants because of the ending of the one-child policy. All participants will contribute
for longer times because of delayed retirement. Although the income will decrease because of the
decline in the employer contribution rate, it will be offset by the increases resulting from the other
two policies.

However, the change in expenditure is not consistent. The impacts on expenditure of ending the
one-child policy and increasing the retirement age are opposite. Moreover, the decline in the employer
contribution rate does not affect the expenditure. Therefore, the expenditure will decrease because of
fewer participants, whereas the expenditure will increase when the population exceeds a threshold,
which will occur in 2078.

The changes in income and expenditure determine the gap. Our results show that the gap will
shrink before 2088 and subsequently increase rapidly.
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6. Conclusions

This article describes CBPS and discusses the effectiveness of reforms on its sustainability.
It provides a description of the pension system in China. In addition, a Markov actuarial model, which
had not previously been developed for China, was established and verified for CBPS.

This article found that: (1) The contributions are less than the benefits every year from 2018,
and the accumulated balance will be negative from 2022. (2) Ending the one-child policy may enhance
the sustainability of CBPS in the short to medium term but will erode the sustainability of CBPS in
the long term. (3) Raising the retirement age will shrink the gap of CBPS although the expenditure
increases in a certain period. (4) Comprehensively, the gap will shrink before 2088 and subsequently
increase rapidly if all of the policies are implemented.

From the above results, we believe that CBPS will not be sustainable in the long term if there are
no subsidies or other financial transfers, even with delayed retirement and the increase in fertility.
Moreover, the rise in fertility will shrink the gap of CBPS in the medium to short term but will increase
the gap in the long term. In addition, raising the retirement age may not help, because the benefits
depend on the length of contributions. It is the system itself that is not sustainable. In other words,
the system is not actuarially balanced, by giving everyone extra money. Therefore, thorough reform is
necessary to make the system self-financed, such as the methods to calculate the benefits of the public
and private account.
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There are two limitations of the article. Firstly, there are a lot of parameters and assumptions when
forecasting the future cashflows of CBPS. Because of the uncertainties in future, the actual parameters
and assumptions may be different with the settings in the paper. Secondly, the implementation of
some reforms will not only directly affect the sustainability of CBPS but also have indirect impacts by
changing macroeconomic variables. It is an interesting topic for future works. In addition, our model
can also be applied to projecting the cashflows of other pension systems.
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Appendix A

Table A1. The transition probability matrix of contributors.

Age ll ls lr ld sl ss sr sd

21 0.85463 0.14527 0.00000 0.00010 0.75794 0.24043 0.00000 0.00163
22 0.87759 0.12232 0.00000 0.00009 0.78286 0.21565 0.00000 0.00149
23 0.88040 0.11952 0.00000 0.00008 0.77670 0.22153 0.00000 0.00177
24 0.86935 0.13054 0.00000 0.00011 0.73936 0.25817 0.00000 0.00247
25 0.86049 0.13940 0.00000 0.00011 0.69870 0.29815 0.00000 0.00315
26 0.86177 0.13810 0.00000 0.00013 0.64215 0.35340 0.00000 0.00445
27 0.86705 0.13282 0.00000 0.00013 0.59016 0.40370 0.00001 0.00613
28 0.87679 0.12304 0.00000 0.00016 0.55109 0.44093 0.00000 0.00798
29 0.88109 0.11874 0.00001 0.00017 0.52666 0.46534 0.00004 0.00796
30 0.88877 0.11102 0.00000 0.00021 0.50992 0.48211 0.00000 0.00797
31 0.89559 0.10421 0.00002 0.00018 0.49817 0.49361 0.00008 0.00814
32 0.90243 0.09739 0.00002 0.00016 0.49603 0.49378 0.00008 0.01010
33 0.90865 0.09106 0.00005 0.00023 0.50305 0.48558 0.00021 0.01116
34 0.91690 0.08278 0.00012 0.00019 0.49749 0.48979 0.00049 0.01222
35 0.92598 0.07361 0.00011 0.00030 0.50250 0.48356 0.00047 0.01347
36 0.93114 0.06832 0.00022 0.00032 0.49364 0.48995 0.00100 0.01542
37 0.93625 0.06316 0.00025 0.00034 0.49680 0.48432 0.00116 0.01772
38 0.93906 0.06015 0.00037 0.00041 0.49965 0.47797 0.00179 0.02059
39 0.94039 0.05864 0.00050 0.00047 0.49556 0.47992 0.00261 0.02191
40 0.93309 0.06574 0.00068 0.00049 0.49382 0.47941 0.00360 0.02316
41 0.93850 0.06011 0.00082 0.00057 0.50950 0.46298 0.00445 0.02307
42 0.94005 0.05820 0.00113 0.00062 0.50980 0.45816 0.00625 0.02579
43 0.93781 0.06039 0.00120 0.00060 0.50734 0.45419 0.00726 0.03121
44 0.93427 0.06333 0.00157 0.00083 0.48147 0.46866 0.01078 0.03910
45 0.83349 0.07278 0.09273 0.00099 0.27621 0.27516 0.42243 0.02619
46 0.91394 0.06067 0.02438 0.00101 0.40522 0.39219 0.15931 0.04328
47 0.93032 0.06133 0.00724 0.00112 0.45130 0.43657 0.05695 0.05517
48 0.93977 0.05364 0.00540 0.00119 0.45080 0.44098 0.04425 0.06396
49 0.94059 0.05373 0.00394 0.00175 0.43647 0.46080 0.03496 0.06777
50 0.65188 0.05800 0.28844 0.00167 0.09661 0.12411 0.75741 0.02187
51 0.90594 0.06468 0.02752 0.00186 0.31975 0.41671 0.18588 0.07767
52 0.92773 0.06163 0.00879 0.00184 0.34389 0.49763 0.06597 0.09250
53 0.92894 0.06080 0.00789 0.00237 0.32010 0.51606 0.06332 0.10052
54 0.91843 0.07275 0.00667 0.00215 0.30672 0.53597 0.05690 0.10040
55 0.50985 0.05435 0.43390 0.00189 0.05214 0.09147 0.83271 0.02368
56 0.84429 0.05271 0.10077 0.00223 0.19373 0.29432 0.42343 0.08851
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Table A1. Cont.

Age ll ls lr ld sl ss sr sd

57 0.92097 0.04898 0.02684 0.00322 0.26167 0.43847 0.16313 0.13673
58 0.94414 0.03671 0.01598 0.00317 0.25210 0.50030 0.10868 0.13892
59 0.94620 0.04017 0.00969 0.00394 0.24076 0.53257 0.07314 0.15352
60 0.03196 0.04342 0.92153 0.00310 0.00617 0.04715 0.92728 0.01940
61 0.17245 0.18253 0.64166 0.00336 0.03069 0.35778 0.42889 0.18263
62 0.53000 0.14500 0.32000 0.00500 0.03488 0.63081 0.09302 0.24128
63 0.58182 0.11818 0.30000 0.00000 0.03795 0.64286 0.07366 0.24554
64 0.55556 0.13889 0.30556 0.00000 0.02609 0.74348 0.09565 0.13478
65 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 1.00000 0.00000

“l”, “s”, “r”, “d” denote “Normal”, “Break-off”, “Retirement” and “Dead”, respectively. And “ij” denotes the 1-year
transition probability from state i to state j. For example, “ll” denotes the the 1-year transition probability from
Normal to state Normal. And the denotations the following table are same.

Table A2. The transition probability matrix of retirees.

Age rr rd Age rr rd

41 0.97575 0.02425 71 0.96806 0.03194
42 0.98830 0.01170 72 0.96310 0.03690
43 0.98209 0.01791 73 0.95697 0.04303
44 0.97702 0.02298 74 0.95318 0.04682
45 0.99574 0.00426 75 0.94776 0.05224
46 0.99525 0.00475 76 0.94279 0.05721
47 0.99395 0.00605 77 0.93871 0.06129
48 0.99497 0.00503 78 0.93138 0.06862
49 0.99320 0.00680 79 0.92154 0.07846
50 0.99722 0.00278 80 0.91088 0.08912
51 0.99533 0.00467 81 0.90527 0.09473
52 0.99519 0.00481 82 0.89749 0.10251
53 0.99543 0.00457 83 0.88268 0.11732
54 0.99436 0.00564 84 0.86553 0.13447
55 0.99508 0.00492 85 0.85774 0.14226
56 0.99310 0.00690 86 0.83706 0.16294
57 0.99223 0.00777 87 0.81914 0.18086
58 0.99153 0.00847 88 0.79904 0.20096
59 0.99092 0.00908 89 0.78832 0.21168
60 0.99163 0.00837 90 0.77597 0.22403
61 0.98948 0.01052 91 0.73368 0.26632
62 0.98779 0.01221 92 0.71470 0.28530
63 0.98577 0.01423 93 0.71448 0.28552
64 0.98497 0.01503 94 0.68311 0.31689
65 0.98356 0.01644 95 0.67688 0.32312
66 0.98134 0.01866 96 0.65587 0.34413
67 0.97979 0.02021 97 0.70186 0.29814
68 0.97593 0.02407 98 0.56842 0.43158
69 0.97566 0.02434 99 0.46429 0.53571
70 0.97087 0.02913 100 0.00000 1.00000

“l”, “s”, “r”, “d” denote “Normal”, “Break-off”, “Retirement” and “Dead”, respectively. And “ij” denotes the 1-year
transition probability from state i to state j. For example, “ll” denotes the the 1-year transition probability from
Normal to state Normal. And the denotations the following table are same.
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Appendix B

Table A3. The relationship of the length of planned period and the age.

Retirement Age The Length of Planned
Period (in Months) Retirement Age The Length of Planned

Period (in Months)

40 233 53 180
41 230 54 175
42 226 55 174
43 223 56 164
44 220 57 158
45 216 58 152
46 212 59 145
47 208 60 139
48 204 61 132
49 199 62 125
50 195 63 117
51 195 64 109
52 185 65 101
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Abstract: An important condition for the performance sustainability of organizations, in the public
and state sector, is the maintenance and improvement of the employee motivation policy model.
Motivation for work has a significant impact on the success of modern organizations; the impact is
multidimensional and complex, and it has been confirmed empirically. Motivation is influenced by
numerous factors, of different influence and hierarchy, which depend on socio-economic conditions
and cultural determinants, but also on the characteristics of employees, and it is necessary to
constantly monitor them. The paper presents a sustainable model of employee motivation in
public administration and the results of research on the hierarchy and the impact of motivation
factors on employees of different demographic characteristics. The research was conducted by an
anonymous survey of 2128 respondents (1576 employees in the state administration and 552 persons
employed in the Republic of Serbia outside the state administration), in the period March–June
2020. The questionnaire developed for this research has 16 questions on motivating factors with
a scale with a high level of internal consistency. Using one-factor analysis of variance (ANOVA),
tests of subsequent comparisons, and t-test, statistically significant differences are determined for
the influence of motivational factors on respondents of different levels of education, age, role in
organization, gender, and family status—also, the magnitude of influence ranges from small to large.
The influence of motivational factors is greater for older people, for people with a higher level of
education, for managers in relation to workers, for women in relation to men, as well as for persons
in marriage in relation to persons out of wedlock. By applying multi-criteria analysis, the factors
are ranked: the amount of salary and good interpersonal relations are at the top, while criticism
and information about work are in the last positions. As a factor that negatively affects motivation,
low wages stands out. The difference in the motivation of state administration members was
determined by comparing the results of motivational factors’ influence with the appropriate sample
of employees outside the state administration. Differences were registered for 15 out of 16 factors
(only for the factor high wages, there is no difference), and the magnitude of the impact is medium
and small.

Keywords: state administration; motivation (psychology); sustainability; politics; organizational
performance; motivation factors; hierarchy

1. Introduction

Motivation and cognition of motivated behavior are extremely complex because people’s behavior
is not always consistent or rational and the level of motivation varies not only between individuals but
also within one individual at different times. Motivation is one of the most frequently researched topics
of people’s behavior in organizations [1]. Individuals differ not only by the level of motivation—how
motivated they are—but also by the orientation of that motivation, what motivates them [2]. Interest
in motivation and the factors that guide it is as old as the human race and arises from three reasons:
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improving productivity, efficiency, and creativity; improving the quality of working life in organizations;
and strengthening competitiveness and success [3]. In addition, motivation management creates
corporate resources that cannot be copied and help develop a sustainable competitive advantage.
Both extrinsic and intrinsic motivation are necessary for this development, and in a knowledge-based
society, the focus will be on tasks that require employees to identify with and enjoy their work [4]
(p. 284). Motivation for work can be managed, according to Mihailović [5]; it can be challenged and
encouraged and the model of managing motivated behavior can be established in the organization.
Knowledge of motivational factors is the key to building a system for managing motivated behavior.

The aim of this paper is to determine the hierarchy of motivational factors and formulate a
sustainable model of employee motivation policy in public administration, based on the assumptions of
the theory of needs and the theory of expectations. The sustainable model assumes that the formulation
and changes of motivation policy are based on the results of continuous research, whereby both the
research and the instruments that will be applied will be variable, adapt to environmental conditions,
and register significant changes in motivation research results. Significant changes in employee
motivation will be monitored in relation to the results of previous research and changes in the
environment through the application of appropriate analytical techniques and procedures (SWOT,
PEST, etc.). The paper will also present the differences in the hierarchy of motivational factors for
employees of different demographic characteristics, as well as differences in the impact of certain
factors on employees of different characteristics, which is a condition for applying an individual
approach to employee motivation and adjustment to needs, interests, and preferences.

Given that virtually all motivational theories have been developed in the USA or Western Europe,
where numerous studies have been conducted, and that there are pronounced cultural differences,
there is a need to determine the influence of motivational factors in their own cultural environment,
current time frame, and specific organizational environment—public administration. Bearing in mind
that extensive research on the motivation of public administration employees has not been conducted
in Serbia, there was a need to conduct the research and compare the results with previous research and
assumed results, which can provide a basis for formulating a sustainable motivation policy.

The paper is organized as follows: after the introduction, the second part presents a literature
review, the third part presents the model and procedure of the study, the fourth part presents the
results, the fifth part offers a discussion and comparison of the results with previous research, and the
sixth part lists the most significant findings and contributions of the study.

2. Literature Review

Numerous authors from the fields of organizational behavior, management, and psychology have
defined the concept of motivation, and a brief and concise definition was given by Pinder. According
to him, motivation for work is a set of forces inside and outside the personality that initiate work and
determine its form, direction, intensity, and duration [6] (p. 11). The three key elements of motivation
that are observed are intensity, direction, and persistence. Intensity refers to the effort invested, but high
intensity will lead to favorable work results only if the efforts are channeled in a direction that benefits
the organization, the persistence dimension measures how long a person can sustain the effort because
motivated individuals work long enough to achieve the goal [1].

Due to the importance of motivation, a large number of researchers have tried to unveil the
secrets of motivation and numerous theories have been developed. Still, there is no universally
accepted way of presenting motivational theories. According to Armstrong [7], three main areas of
motivational theories are instrumentality, content, and process. Bahtijarević-Šiber and Mihailović
classify the most important theories of motivation into two groups: theories of needs and theories of
processes [3,8], while Robbins [1] classifies motivational theories in to need theory, self-determination
theory and cognitive evaluation theory, goal settings theory, reinforcement theory, equity theory (theory
of organizational justice), and expectancy theory. Pinder, on the other hand [9], considers motivation
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through a motivational framework by analyzing needs, traits, values, context, person–context fit,
cognition, and affect/emotion.

Continuous and long-term interest in motivation by a wide range of researchers is completely
understandable because discovering motivational mechanisms and knowledge about factors and
mechanisms that are getting employees to work has numerous benefits (reduced fluctuation and
absenteeism, positive impact on job satisfaction, positive impact on employees’ health). The significance
of this research is primarily reflected in the impact of motivation on work performance. Kovach [10]
believes that organizations that know what motivates their employees to work are in a better position
to stimulate them to work better and improve organizational performance, while Spitzer [11] states
that different people respond to different incentives and advises that before investing in reward and
recognition systems, organizations should survey their employees and allow employees to choose the
specific reward that suits them best. The research that was initiated and realized on the assumptions
based on need theories focused on the question “what motivates the worker” and tried to determine
the hierarchy of motivational factors (needs). Mihailović [5] (p. 48) defines motivational factors as a
hypothetical relationship between many individual, social, and organizational aspects of work and
workers with manifestations of motivated behavior.

In addition to the hierarchy of factors, in his research, Kovach analyzed the responses of employees
of different characteristics and found differences in the influence of factors depending on gender, age,
income level, type of work, and organizational level [10] (p. 60). Additionally, Kovach determined
significant differences in the ranking of factors by workers and managers (managers answered the
question of what motivates workers). Similar studies have been conducted several times in the United
States [12], China [13], Russia [14], Malaysia [15,16], Greece [17,18], Pakistan [19], and the Nordic
countries [20]. Motivation in Serbia and surrounding countries has been investigated several times in
extensive research conducted by Jezernik in 1960 and 1962, Možina in 1969, Jušić in 1971, and Mihailović
in 1988 [5] (pp. 50–52). Moreover, a certain amount of research was realized on appropriate samples,
of which the characteristic research of Kujović in 1989 and Mijačika in 1989 stand out [21,22], as well as
recent smaller research in Serbia [23] and in Montenegro [24].

The question of the attitude towards money, that is to say, the dilemma of whether money is a
motivating factor or not, or under what conditions it can be used as a motivator, is very important in the
development of motivational policies. Despite the fact that people are different and have different needs
and work values [13], it is noticed that the amount of salary stands out as the most important motivating
factor in more research in different time periods and cultures [12,13,17–19,25–32], also in Serbia and in
the surrounding countries of Croatia, Slovenia, Bosnia and Herzegovina, and Montenegro [5,21–24].
However, some authors critically consider the impact of money and consider money only as a
“hygienic” factor, i.e., that money is not a motivator or not the most important one [33–39]. It provides
motivation only under the right conditions, i.e., a poorly designed or applied system of monetary
compensation demotivates [7]; in other words, money for workers who are on the edge of existence is
only a stimulus, but not a motivation [40]. A significant number of studies show that money reduces
intrinsic motivation [4,34,35,41–43], that its influence depends on the type of employees [4], or that
it will positively affect the materialist-oriented type of person (“income maximizers”). In addition,
monetary rewards decrease performance in executing complex tasks in order to reach difficult goals [44]
(p. 264). Furthermore, it is noticed that when people are paid for work, they feel that they want to
work less; that is, they work only because they have an obligation [1] (p. 210).

The importance of motivation is also reflected in the influence on performance sustainability.
The impact of motivation on performance and sustainability of performance (performance sustainability
implies a model of continuous changes and improvements in motivational policies and procedures to
preserve or improve the level of employee motivation that ensures maintenance or improvement of
existing performance levels) was identified in several studies presented below.

The positive influence on performance by motivation was found in some models of
motivation [45,46] such as the social identity model for work motivation and performance [47],
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as well as in the self-determination theory model, according to which autonomous motivation affects
performance [48]. In addition, Lord, in his study [49], concludes that the successful application
of motivators improves job satisfaction, which results in increased productivity. Mani finds that
the inability to encourage skilled workers leads to undermining the system’s effectiveness [50].
The influence of motivation on performance has been found both in previous research [51–55] and
in several experimental studies in the last 10 years. Significant impact was found for feedback [56]
as well as changes in the payment scheme, when the fixed fee was changed for a fee per piece,
the effect increased and vice versa—when the payment per piece was changed for a fixed fee,
the effect decreased [57,58]. The studies also found a positive impact of involvement as well as
autonomy on efficiency. Workers who had more autonomy at work achieved higher performance
compared to workers with less autonomy [59], and involvement (measured through empowerment,
teamwork, and development capacity) also led to a higher level of organizational effectiveness [60].
Zhang, in a study conducted in China [61], in addition to finding that motivation has a positive effect
on performance, also finds well-internalized extrinsic motivation was more important than intrinsic
motivation in predicting work performance and that even small increases in external regulation
could lead to an increase in work performance. There are also findings that intrinsic motivation
has a positive impact on performance when leadership is socially oriented, which gives us options
to improve performance without monetary incentives [62].This is especially interesting for sectors
where salary changes are not always under the direct responsibility of management—as is the case
in public (state) administration. Igalens [63], in France, finds that under certain conditions “exempt”
employees (employees who are not paid for overtime: professionals, administrators, and executives)
can be motivated by individualized compensation schemes, and that motivation affects their efforts.
Jenkins meta-analyzes 39 studies [64] and underscores that there is a positive link between financial
incentives and performance, and that there is no evidence that they destroy intrinsic motivation.

Research around the world over the last 10 years has confirmed the existence of a direct link
and a positive impact of motivation on performance in Australia [65], Pakistan [66], Denmark [67],
Italy [68], Ghana [69], and Indonesia [70]. In Greece, Manolopoulos [18] finds that there is a positive
influence of intrinsic motivation factors of public sector employees on performance. Hong, in Taiwan,
finds that benefits have a significant impact on motivation and performance [54]. Wright [71] finds
that motivation affects performance but also it has a moderating role in influencing the situation and
ability to perform. The influence of motivation on performance was also determined by Mihailović [5]
in Serbia, while Armstrong states that motivational strategies aim to create a work environment and
develop policies and practices that will ensure a higher level of employee performance [7] (p. 180).

The assumption, in the setting of the motivation policy model, that there are differences that
depend on the characteristics of the respondents for the influence of motivational factors is based both
on experience and on the results of previous research [5,10,12,16,18–20,22,72–75].

Additionally, Maslow [76] (p. 82) believes that people are much more similar than it seems
at first glance and that their goals are much more universal than the paths leading to those goals,
because the paths to achieving goals are strongly influenced by society. Hofstede [77] (p. 16) also
believes that human characteristics are universal, that all societies have the same problems, but also
different solutions. Bahtijarević-Šiber [3] (p. 709) recommends that an individual approach should be
developed in motivating employees and that the motivation strategy should be adjusted to the needs,
interests, and preferences of employees. One should not disregard the development, changing needs,
complexity, and dynamism of motivation. The premise of effective influence on motivation is to
constantly analyze and monitor the needs, aspirations, and preferences of employees.

The specificity of public administration as a working environment is noticeable, and the specificity
in the hierarchy of motivational factors of civil servants is confirmed by the results of several studies
which found differences in motivation and job satisfaction of public and private sector employees
in different times and cultural frameworks in Estonia [78], Greece [18], Australia [79], Italy [80],
the Czech Republic [81], Taiwan [54], Denmark [72], the USA [28], and Croatia [82]. The results of
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the research indicate that there are differences among employees in the public and private sectors in
their level of motivation [18,72], the motivational potential of jobs [79], and job satisfaction [78,80–82],
as well as the hierarchy of motivators [28,54,72,78]. On the other hand, Jurgensen [83] in his extensive
longitudinal analysis (for the period from 1949 to 1975) finds no significant differences in job satisfaction,
while Wright [71] believes that there is not enough evidence to conclude that the differences in the
working environment in the private and public sector are such that they have a great influence on
motivation—he finds that the basic problem is to create a valid sample.

Different countries have different backgrounds and contextual influences, so environmental and
contextual influences of Serbia may influence the results and they may be different from other countries.
According to Hofstede [84], the environment and national culture of the Republic of Serbia have
the following characteristics: high power distance, high avoidance of uncertainty, high degree of
collectivism, dominant female values, and, in terms of long-term-short-term orientation, Serbia is in
the middle of surveyed countries (Appendix A Table A1).

As stated by Janićijević, in relation to the dominant cultural patterns in the world, Serbian national
culture is closest in its characteristics to Latin American countries (Chile, Mexico, Venezuela, Colombia)
and, to a lesser extent, Latin European countries (France, Italy, Spain). With Latin European and
Latin American countries Serbian culture shares a high power distance and uncertainty avoidance but,
unlike Latin European individualistic cultures, Serbian national culture is a collectivist one. Serbian
culture has female values in opposition to Latin American cultures which value masculinity more.
In terms of female values, Serbian culture is similar to Scandinavia, but differs in all other dimensions.
Serbian culture shares a high uncertainty avoidance with German national cultures, but differs in a
high power distance and collectivism. Ultimately, Serbian culture differs from Anglo-Saxon culture in
all dimensions [85] (p. 54).

A section from the literature review used to identify and set aside motivational factors for the list
of motivational factors that were used in our research is shown in Table 1.

Table 1. Motivation factors in different research.

Motivation Factors Authors

Amount of responsibility Kovach [10]; Harpaz [73]; Wiley [12]; Yang [13]; Brislin et al. [86]; Linc [29];
Huddleston and Good [27]; Elizur et al. [37]

Prizes and awards Kovach [10]; Herzberg et al. [87]; Islam [75]; Wiley [12]; Yang [13];
Mijacika [22]; Linc [29]

Working time Harpaz [73]; Brislin et al. [86]; Karland Sutton [28]

Good working conditions

Kujovic [21]; Kovach [10]; Harpaz [73]; Mihailovic [5]; Wiley [12]; Yang [13];
Islam [75]; Mijacika [22]; Brislin et al. [86]; Karl and Sutton [28]; Charles and

Marshall [26]; Ismail and Ahmed [16]; Manolopoulos [18];
Worthley et al. [88]; Wright and Kim [89]; Elizur et al. [37];

Silverthorne [39]; Fisher and Yuan [32]; Chitiris [17]; Cukic [90]

Quality of supervision and leadership

Kujovic [21]; Mihailovic [5]; Yang [13]; Islam [75]; Mijacika [22]; Chitiris [17];
Brislin et al. [86]; Karl and Sutton [28]; Charles and Marshall [26]; Ismail

and Ahmed [16]; Worthley et al. [88]; Huddleston and Good [27];
Elizur et al. [37]; Cukic [90]

Feeling of being involved or in on things Mihailovic [5]; Karl and Sutton [28]; Charles and Marshall [26]; Fisher and
Yuan [32]; Chitiris [17]; Silverthorne [39]; Elizur et al. [37]

Criticism Kovach [10]; Wiley [12]; Karl and Sutton [28]; Charles and Marshall [26];
Silverthorne [39]; Fisher and Yuan [32]; Chitiris [17]; Wright and Kim [89]

Interesting work

Kujovic [21]; Kovach [10]; Harpaz [73]; Wiley [12]; Yang [13]; Islam [75];
Mijacika [22]; Brislin et al. [86]; Karl and Sutton [28]; Charles and

Marshall [26]; Ismail and Ahmed [16]; Manolopoulos [18];
Worthley et al. [88]; Wright and Kim [89]; Elizur et al. [37]; Fisher and

Yuan [32]; Chitiris [17]; Silverthorne [39]; Cukic [90]
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Table 1. Cont.

Motivation Factors Authors

Promotion

Kovach [10]; Herzberg et al. [87]; Mihailovic [5]; Wiley [12]; Yang [13];
Islam [75]; Mijacika [22]; Brislin et al. [86]; Karl and Sutton [28]; Charles and

Marshall [26]; Ismail and Ahmed [16]; Manolopoulos [18];
Worthley et al. [88]; Wright and Kim [89]; Linc [29]; Huddleston and

Good [27]; Chitiris [17]; Cukic [90]

Possibility of development and
improvement

Kujovic [21]; Harpaz [73]; Islam [75]; Karl and Sutton [28]; Ismail and
Ahmed [16]; Manolopoulos [18]; Worthley et al. [88]; Linc [29]; Huddleston

and Good [27]; Silverthorne [39]; Fisher and Yuan [32]; Elizur et al. [37]

Job security

Kovach [10]; Harpaz [73]; Wiley [12]; Yang [13]; Islam [75]; Brislin et al. [86];
Karl and Sutton [28]; Charles and Marshall [26]; Ismail and Ahmed [16];

Manolopoulos [18]; Worthley et al. [88]; Linc [29]; Elizur et al. [37];
Silverthorne [39]; Fisher and Yuan [32]; Chitiris [17]

Good interpersonal relationships

Kujovic [21]; Kovach [10]; Harpaz [73]; Mihailovic [5]; Wiley [12]; Yang [13];
Islam [75]; Mijacika [22]; Brislin et al. [86]; Karl and Sutton [28]; Charles and

Marshall [26]; Ismail and Ahmed [16]; Manolopoulos [18];
Worthley et al. [88]; Linc [29]; Huddleston and Good [27]; Elizur et al. [37];

Fisher and Yuan [32]; Silverthorne [39]; Chitiris [17]; Cukic [90]

High wages

Kujovic [21]; Kovach [10]; Harpaz [73]; Mihailovic [5]; Wiley [12]; Yang [13];
Islam [75]; Mijacika [22]; Brislin et al. [86]; Karl and Sutton [28]; Charles and

Marshall [26]; Ismail and Ahmed [16]; Manolopoulos [18];
Worthley et al. [88]; Linc [29]; Huddleston and Good [27]; Elizur et al. [37];

Chitiris [17]; Fisher and Yuan [32]; Silverthorne [39]; Cukic [90]

Challenging job and sense of achievement

Mihailovic [5]; Herzberg et al. [87]; Harpaz [73]; Yang [13]; Islam [75];
Brislin et al. [86]; Karl and Sutton [28]; Charles and Marshall [26]; Ismail

and Ahmed [16]; Manolopoulos [18]; Worthley et al. [88]; Linc [29];
Huddleston and Good [27]; Elizur et al. [37]; Cukic [90]

Decision-making influence Mihailovic [5]; Mijacika [22]; Worthley et al. [88]; Wright and Kim [89]

Work/job recognition Mihailovic [5]; Herzberg et al. [87]; Mijacika [22]; Brislin et al. [86];
Worthley et al. [88]; Wright and Kim [89]; Elizur et al. [37]

The list of factors is adjusted to the environment and time, whereby factors with ideological
connotation (self-management), those that are not current in the current time frame (housing),
and factors that are not in widespread use in Serbia, especially in government services and the public
sector (profit sharing and various types of benefits) were excluded.

Based on the analyzed literature, we set three hypotheses:

Hypothesis 1. There are significant differences in the influence of motivational factors on employees of different
demographic characteristics (gender, age, education, marital status, position).

Hypothesis 2. Money is not an important motivational factor for persons employed in public administration.

Hypothesis 3. There are significant differences in the influence of motivational factors on employees in the state
administration in relation to other employees in the Republic of Serbia.

3. Materials and Methods

Motivation research was realized in five steps and it was designed as a sustainable, continuous
model. The model is shown in Figure 1.
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Figure 1. The concept of developing a framework for motivation research.

3.1. Initiation

The initiation stage involved the analysis of literature and conducted research in order
to make a list of important motivating factors while adapting to cultural and socio-economic
conditions. In this step, the relevant literature was analyzed—realized research in the
world [10,12,13,16–18,26–29,32,37,39,73,75,86–89] and also previous research in Serbia and surrounding
and neighboring countries [5,21,22,90]. The research questionnaire was made by entering the mentioned
16 factors whose influence on motivation the respondents evaluated using a five-point Likert scale
(offered answers about the degree of influence: no influence, little, moderately, considerably, greatly).
The questionnaire also has a section related to the ranking of motivational factors (after assessing the
impact of 16 factors on motivation, respondents ranked only five factors that have the highest impact
on motivation, assigning them ranks from 1 to 5) and factors that negatively affect motivation. There is
also the part that collects data on the characteristics of the respondents.

3.2. Data Collection

Data collection was realized in two steps, by conducting a preliminary study on a suitable sample
(135 respondents), and then by collecting data on a suitable sample of 2128 persons (1576 employees
in the security sector of state administration and a control sample of 552 respondents—employees
in the Republic of Serbia; detailed sample structure is shown in Table 2). Based on the pre-research,
the obtained results (step 1*: if α < 0.8 or response rate <90%; then data collection; else refinement of the
questionnaire) and usability of the questionnaire (internal reliability of the scale, number/percentage of
unusable/incomplete questionnaires, observed uncertainties that respondents had) were assessed and,
if necessary, the instruments were refined, and then the research was realized.
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Table 2. Demographic variables of the respondents.

Variable Category Number Percentage

Gender

N1 N2 N1 N2

Male 1308 188 83.0 35.9

Female 267 335 17.0 64.1

Age

<25 139 27 8.8 5.2
26–35 428 143 27.2 27.6
36–45 546 190 34.6 36.6
>46 463 159 29.4 30.6

Education

Elementary 6 3 0.4 0.6
High school 940 125 59.6 23.9

College 417 226 26.5 43.3
MA 142 150 9.0 28.7
PhD 71 18 4.5 3.5

Marital
status

Married 1093 332 69.4 63.5
Single 483 191 30.6 36.5

Position
Manager 345 117 21.9 22.4

Non-manager 1231 405 78.1 77.6

Note: N = 2128 (N1 = 1576, N2 = 552, missing 29–33).

3.3. Result Processing

Procedures and techniques of statistical processing and multicriteria analysis were applied.
Statistical processing of the collected data was performed by using the IBM SPSS Statistic 23 program
(descriptive statistics, analysis of variance, normality tests, t-test, and scale reliability). Significance
of differences in attitudes about the influence of motivational factors on motivation was determined
by analysis of variance and subsequent tests (post hoc tests—Tukey HSD) for multiple comparisons
(for categorical variables with three or more subpopulations) and the application of two-tailed t-test,
for independent samples (for categorical variables with two subpopulations).

To estimate the effect size, we used the eta square (η2) using Equation (1). Eta square represents
the proportion of variance in the variable explained by the independent variable and ranges between 0
and 1, with the influence being small (η2 = 0.01), medium (η2 = 0.06), and large (η2 = 0.138) [91] (p. 24),

η2 =
t2

t2 + (N1 + N2− 2)
(1)

N1 and N2 are the sizes of groups, and t is the value of two-tailed t-test.
The ranking of motivational factors was realized with the method of arithmetic averaging [92] by

applying the Equations (2) and (3), then by normalizing the sum of the ranks and with conversion to
aggregated weights,

W j =

∑m
i=1 wi,j

m
J = 1, . . . , n (2)

Wi, j = 100− sn
(
ri, j − 1

)
i = 1, . . . , m, j = 1, . . . , n (3)

3.4. Analysis

Analysis of results and determination of differences in subpopulations and analysis of changes in
the environment was done with SWOT/PEST analysis.

Based on the research results (step 2*), policy changes can be formulated in the motivation model.
In the following research, if there were no significant differences in relation to the results of the previous
research, no corrections of the motivation model would be made and the research would be realized
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again in the next period of motivation monitoring from step II. In case of significant differences,
the necessary changes in motivation policies should be formulated in order to adjust the model.

If there were no significant changes in the results (step 3*) of the environment analysis or conditions
that affect the functioning of the organization by using appropriate analytical techniques—SWOT,
PEST, etc. (for more on how to implement SWOT/PEST analysis, see references [93–98])—the analysis
would be evaluated in the next assessment period, and if there were changes, the next step would
be taken (step 4*). Political guidelines in case of rapid changes have a direct impact on changes in
motivation models, and in case of regular situations and minor changes, they are taken into account in
step 3* and have an impact on the analysis of the situation on changes in the motivation model or on
changes in the list of factors for examining motivation.

Significant and pronounced changes (if they exist in step 4*) require direct changes in the
motivation model (also in the instruments) and changes of smaller scopes and significance require
changes in the data collection instruments (forming new lists of factors).

3.5. Modifying a Model

Based on the previous steps and the obtained results, changes can be realized and the motivation
model upgraded by changes and improvements in motivation policies (changes in the amount and type
of incentives, changes in the organization of work, changes in the structure of the organization, etc.).

4. Results

The study was conducted in the period 2018–2020. A list of 16 factors was made by analyzing the
literature: amount of responsibility, prizes and awards, working time, good working conditions, quality
of supervision and leadership, feeling of being involved or in on things, criticism, interesting work,
promotion, possibility of development and improvement, job security, good interpersonal relationships,
high wages, challenging job and sense of achievement, decision-making influence, and work/job
recognition (Table 1, Table A7).

The pre-research which checked the scale-questionnaire in which the mentioned factors were
entered was realized in October 2018 on a suitable sample of 135 employees in the state administration.
It was determined that the questionnaire is clear to all respondents, and the internal consistency
(Cronbach’s alpha) is at the required level, α = 0.877.

The research was realized during 2020 on a suitable sample of 1576 employees in the state
administration. The sample included 7% of all employees in the security sector of state administration.
In relation to the structure of employees, the sample has minimal deviations, also in relation to age
categories. Deviation in relation to gender is5% (the number of female respondents in the sample is
higher than their representation in the population). The research was conducted in 8 cities, in 20 different
locations, and in 27 different organizational units. The survey at all locations was conducted by the
same researcher, thus excluding the negative impact or approach of the interviewers on the survey
results. The detailed structure by gender, age category, education, marital status, and role in the
organization is shown in Table 2 (N1). The survey of a control sample with 552 people was conducted
through the internet platform soscisurvey.de; respondents accessed the platform via a link which was
distributed by the “snowball” method (Table 2, N2).

After processing the data, the values of descriptive statistics for the sample were determined
(Table 3), as well as the rank for 16 factors. The metric characteristics of the scale—internal consistency
(Cronbach’s alpha)—were checked and are at a high level, αN1 = 0.838 (αN2 = 0.895 for respondents
who filled out the survey via the internet platform), which is fully within the recommendations,
since Nunnally recommends a minimum level of 0.8 and 0.9 as excellent for basic and applied
research [99].
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Table 3. Descriptive statistics and rank motivators.

Motivators Rank Min Max M SD

Good interpersonal relationships 1 1 5 4.16 0.908
Challenging job and sense of achievement 2 1 5 3.94 0.953

Amount of responsibility 3 1 5 3.92 0.899
High wages 4 1 5 3.88 1.100

Quality of supervision and leadership 5 1 5 3.83 0.938
Working time 6 1 5 3.82 1.109
Job security 7 1 5 3.70 1.232

Interesting work 8 1 5 3.66 0.913
Good working condition 9 1 5 3.61 1.039

Decision-making influence 10 1 5 3.49 0.945
Feeling of being involved or in on things 11 1 5 3.48 0.926

Promotion 12 1 5 3.48 1.286
Prizes and awards 13 1 5 3.43 1.084

Possibility of development and improvement 14 1 5 3.39 1.183
Work/job recognition 15 1 5 3.35 0.983

Criticism 16 1 5 2.78 1.014∑
Motivation 1.94 5.00 3.62 0.561

Note: N = 1576.

Using one-way analysis of variance in the SPSS program (one-way ANOVA procedure), the results
of independent categorical variables with three or more subpopulations were compared: age and
education. Significant differences in arithmetic mean values in subpopulations were determined,
after which tests of subsequent comparisons were applied (post hoc—Tukey HSD).

Tests confirm statistically significant differences for different age groups in the assessment of the
impact on motivation for nine factors, with seven factors having a greater impact on older people,
and, as expected, two developmental factors have a greater impact on younger employees (promotion,
possibility of development and improvement). The most significant differences were found between
groups younger than 25 years old and older than 45 years old for amount of responsibility (η2 = 0.041)
and decision-making influence (η2 = 0.050) and between groups from 26 to 35 years old and older than
45 years old for amount of responsibility (η2 = 0.047) (Table 4).

Table 4. Age—multiple comparisons.

Motivators (I) (J)
Mean

Diff. (I–J) Std. Error Sig. η2
95% CI

LL UL

Interesting work
<25

36–45 −0.273 * 0.086 0.008 0.013 −0.49 −0.05
>45 −0.391 * 0.088 0.000 0.028 −0.62 −0.17

26–35 >45 −0.259 * 0.061 0.000 0.019 −0.41 −0.10

Quality of supervision and
leadership

<25
36–45 −0.276 * 0.089 0.010 0.014 −0.50 −0.05
>45 −0.364 * 0.090 0.000 0.026 −0.60 −0.13

26–35 >45 −0.183 * 0.063 0.019 0.009 −0.34 −0.02

Amount of responsibility
<25

36–45 −0.249 * 0.084 0.016 0.013 −0.47 −0.03
>45 −0.415 * 0.086 0.000 0.041 −0.64 −0.20

26–35
36–45 −0.235 * 0.057 0.000 0.016 −0.38 −0.09
>45 −0.401 * 0.059 0.000 0.047 −0.55 −0.25

36–45 >45 −0.166 * 0.056 0.016 0.009 −0.31 −0.02

Decision-making influence <25
26–35 −0.348 * 0.091 0.001 0.022 −0.58 −0.11
36–45 −0.443 * 0.089 0.000 0.034 −0.67 −0.21
>45 −0.567 * 0.090 0.000 0.050 −0.80 −0.33

26–35 >45 −0.218 * 0.063 0.003 0.014 −0.38 −0.06
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Table 4. Cont.

Motivators (I) (J)
Mean

Diff. (I–J) Std. Error Sig. η2
95% CI

LL UL

Feeling of being involved or
in on things >45

<25 0.238 * 0.089 0.039 0.012 0.01 0.47
26–35 0.210 * 0.062 0.004 0.013 0.05 0.37

Challenging job and sense
of achievement 26–35 >45 −0.165 * 0.064 0.048 0.008 −0.33 0.00

Promotion >45
26–35 −0.309 * 0.086 0.002 0.015 −0.53 −0.09
36–45 −0.229 * 0.081 0.024 0.008 −0.44 −0.02

Job security >45
<25 0.379 * 0.119 0.008 0.014 0.07 0.68

26–35 0.225 * 0.082 0.033 0.008 0.01 0.44

Possibility of development
and improvement >45

<25 −0.460 * 0.114 0.000 0.026 −0.75 −0.17
26–35 −0.347 * 0.079 0.000 0.021 −0.55 −0.14
36–45 −0.206 * 0.074 0.029 0.008 −0.40 −0.02

Note: * Difference significant at 0.05.

Numerous differences have been identified in relation to the education level. As the level of
education increases, the influence of motivational factors grows (Table 5). Differences in the influence
of motivational factors on respondents of different levels of education were found for all analyzed
factors except for criticism. The greater the difference in the education level, the greater the difference
in the influence of motivational factors. Differences for the group of respondents whose highest level of
education was primary school (E) are not shown because the group has only six respondents. Compared
to persons with secondary education (high school diploma—H), higher impact on motivation has
nine factors on persons with a bachelor’s degree (college diploma—C) and with a master’s degree
(MA), while 12 factors have higher impact son persons with a doctoral degree (PhD). There were also
differences in the motivation factors’ impacts on persons with a university degree (C) in relation to
persons with a master’s degree (MA) for three factors and in relation to persons with a doctorate
(PhD) for 12 factors. Differences in the impact on persons with a master’s degree and a doctorate were
determined for four factors. The effect sizes for the identified differences (η2) range from small to
large. The most significant differences were found between the groups with high school (H) and PhD
(PhD) educations for the factors quality of supervision and leadership (η2 = 0.110), decision-making
influence (η2 = 0.134), and promotion (η2 = 0.108). The group with a bachelor’s(C) vs. a doctorate
(PhD) differed for the factors quality of supervision and leadership (η2 = 0.114) and decision-making
influence (η2 = 0.118), as well as the groups with master’s degree (MA) and doctorate (PhD) for the
factors decision-making influence (η2 = 0.108) and feeling of being involved or in on things (η2 = 0.104).

Table 5. Education level—multiple comparisons.

Motivators (I) (J)
Mean

Diff. (I–J) Std. Error Sig. η2
95% CI

LL UL

Interesting work H
C −0.222 * 0.052 0.000 0.012 −0.37 −0.08

MA −0.457 * 0.080 0.000 0.035 −0.68 −0.24
PhD −0.753 * 0.110 0.000 0.074 −1.05 −0.45

C PhD −0.531 * 0.115 0.000 0.069 −0.84 −0.22

Quality of supervisionand
leadership

H
C −0.230 * 0.053 0.000 0.013 −0.38 −0.08

MA −0.530 * 0.082 0.000 0.050 −0.75 −0.31
PhD −0.945 * 0.112 0.000 0.110 −1.25 −0.64

C
MA −0.300 * 0.088 0.006 0.027 −0.54 −0.06
PhD −0.716 * 0.117 0.000 0.114 −1.03 −0.40

MA PhD −0.415 * 0.132 0.014 0.069 −0.78 −0.06

Amount of responsibility H PhD −0.339 * 0.110 0.018 0.016 −0.64 −0.04
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Table 5. Cont.

Motivators (I) (J)
Mean

Diff. (I–J) Std. Error Sig. η2
95% CI

LL UL

Good interpersonal
relationships

H C −0.169 * 0.053 0.012 0.007 −0.31 −0.03
MA −0.294 * 0.081 0.003 0.011 −0.51 −0.07

PhD −0.632 * 0.110 0.000 0.076 −0.93 −0.33

C PhD −0.462 * 0.115 0.001 0.072 −0.78 −0.15

Decision-making influence
H C −0.291 * 0.054 0.000 0.020 −0.44 −0.14

MA −0.428 * 0.083 0.000 0.030 −0.65 −0.20
PhD −0.900 * 0.113 0.000 0.134 −1.21 −0.59

C PhD −0.609 * 0.118 0.000 0.118 −0.93 −0.29

MA PhD −0.472 * 0.133 0.004 0.108 −0.84 −0.11

Feeling of being involvedor
in on things

H PhD −0.680 * 0.113 0.000 0.057 −0.99 −0.37
C PhD −0.647 * 0.118 0.000 0.094 −0.97 −0.33

MA PhD −0.556 * 0.133 0.000 0.104 −0.92 −0.19

Good working condition H PhD −0.572 * 0.127 0.000 0.029 −0.92 −0.23

C PhD −0.456 * 0.132 0.005 0.035 −0.82 −0.09

Challenging job and sense
of achievement

H C −0.248 * 0.055 0.000 0.015 −0.40 −0.10
MA −0.333 * 0.084 0.001 0.014 −0.56 −0.10
PhD −0.798 * 0.115 0.000 0.085 −1.11 −0.48

C PhD −0.550 * 0.120 0.000 0.074 −0.88 −0.22
MA PhD −0.465 * 0.136 0.006 0.081 −0.84 −0.09

Promotion H C −0.347 * 0.074 0.000 0.016 −0.55 −0.15
MA −0.638 * 0.113 0.000 0.036 −0.95 −0.33
PhD −1.082 * 0.154 0.000 0.108 −1.50 −0.66

C PhD −0.736 * 0.161 0.000 0.090 −1.18 −0.30

Job security H PhD −0.441 * 0.151 0.030 0.015 −0.85 −0.03

H C −0.371 * 0.103 0.000 0.021 −0.56 −0.19
Possibility of development

and improvement MA −0.751 * 0.141 0.000 0.054 −1.03 −0.47

PhD −0.906 * 0.111 0.006 0.073 −1.29 −0.52
C MA −0.380 * 0.147 0.003 0.024 −0.68 −0.08

PhD −0.535 * 0.067 0.000 0.046 −0.94 −0.13

Prizes and awards C PhD −0.449 * 0.139 0.004 0.023 −0.83 −0.07

High wages PhD H 0.452 * 0.135 0.004 0.017 0.08 0.82
C 0.426 * 0.141 0.004 0.027 0.04 0.81

Work/job recognition

H C −0.199 * 0.057 0.005 0.009 −0.35 −0.04
MA −0.291 * 0.087 0.008 0.010 −0.53 −0.05
PhD −0.671 * 0.119 0.000 0.052 −1.00 −0.34

C PhD −0.472 * 0.125 0.001 0.046 −0.81 −0.13

Working time H C −0.295 * 0.064 0.000 0.015 −0.47 −0.12
MA −0.530 * 0.099 0.000 0.036 −0.80 −0.26

Note: E—elementary school, H—high school, C—college, MA—master’s degree, PhD—doctorate of social or
technical sciences. * Difference significant at 0.05.

Differences in relation to the variable position were determined for 12 factors, with a greater
impact on the manager than on the non-manager positions, and the differences in the impact are small.
For the factor decision-making influence, the magnitude of the impact (η2 = 0.033) is close to middle
levels (Table 6).
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Table 6. Position (t-test).

Motivators
Manager Non-Manager

t P η2

M SD M SD

Interesting work 3.87 0.896 3.60 0.909 4.909 0.000 0.015
Quality of supervision and leadersh. 4.08 0.913 3.76 0.932 5.811 0.000 0.021

Good interpersonal relationships 4.40 0.721 4.09 0.943 6.597 0.000 0.027
Decision-making influence 3.80 0.867 3.41 0.949 7.339 0.000 0.033
Good working condition 3.71 0.980 3.58 1.053 2.111 0.035 0.003

Challenging job and sense of achiev. 4.12 0.910 3.89 0.958 4.064 0.000 0.010
Promotion 3.84 1.144 3.38 1.306 6.432 0.000 0.026
Job security 3.91 1.012 3.64 1.282 4.142 0.000 0.011

Possibility of development and impr. 3.70 1.087 3.31 1.195 5.757 0.000 0.021
High wages 4.10 0.950 3.82 1.131 4.679 0.000 0.014

Work/job recognition 3.50 1.000 3.31 0.975 3.076 0.002 0.006
Working time 4.05 0.991 3.76 1.132 4.606 0.000 0.013

Note: Manager = 345, non-manager = 1231, df = 1574, Difference significant at 0.05.

Statistically significant differences in relation to the variable gender were found for six factors,
to men, the more important factor was good interpersonal relationships while women found feeling of
being involved or in on things, good working condition, job security, possibility of development and
improvement, and prizes and awards significantly more important. Differences in impact are minimal
(Table 7).

Table 7. Gender (t-test).

Motivators
Male Female

t P η2

M SD M SD

Good interpersonal relationships 4.18 0.881 4.03 0.937 2.206 0.028 0.003
Feeling of being involved or in on things 3.45 0.932 3.63 0.881 −2.822 0.005 0.005

Good working condition 3.59 1.043 3.74 1.011 −2.162 0.031 0.003
Job security 3.67 1.239 3.86 1.189 −2.441 0.015 0.004

Possibility of development and impr. 3.23 1.169 3.54 1.242 −2.153 0.031 0.003
Prizes and awards 3.40 1.096 3.56 1.015 2.223 0.027 0.003

Note: Male = 1308, female = 267, df = 1573, Difference significant at 0.05.

Differences in relation to the variable marital status were determined for eight factors.
Married people had greater influence from interesting work, quality of supervision and leadership,
amount of responsibility, decision-making influence, job security, and high wages. Out-of-wedlock
people were more influenced by factors related to development and promotion (promotion, possibility
of development and improvement), and the differences in influence are small (Table 8).

Table 8. Marital status (t-test).

Motivators
Married Single

t P η2

M SD M SD

Interesting work 3.71 0.897 3.56 0.941 2.877 0.004 0.005
Quality of supervision and leadersh. 3.88 0.939 3.70 0.924 3.605 0.000 0.008

Amount of responsibility 3.99 0.870 3.78 0.948 4.247 0.000 0.011
Decision-making influence 3.54 0.916 3.38 1.000 3.213 0.001 0.007

Promotion 3.44 1.322 3.57 1.197 −1.971 0.049 0.002
Job security 3.74 1.203 3.59 1.292 2.207 0.028 0.003

Possibility of development and impr. 3.34 1.179 3.52 1.185 −2.809 0.005 0.005
High wages 3.92 1.004 3.77 1.034 2.440 0.015 0.004

Note: Married = 1093, single = 483, df = 1574, Difference significant at 0.05.
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Applying Equations (2) and (3) based on the ranking of factors (respondents after assessing the
impact of 16 factors on motivation ranked only 5 factors that have the highest impact on motivation),
the rank of factors was obtained and shown by subpopulations (Table A2), also normalized values are
shown (Table A3 and Figure A1).

The ranking results show that the motivating factor with the greatest influence is high wages
(rank 1; 0.139);in the second position is the factor good interpersonal relationships (0.128).The difference
between them and other factors is pronounced (job security, rank 3—0.087; working time, rank 4—0.082;
and quality of supervision and leadership, rank 5—0.079). It is evident that the differences in values
for other motivational factors ranked from 6–14 positions are not large (in the range 0.068 to 0.030),
and that, in the end, there are feeling of being involved or in on things (rank 15; 0.017) and criticism
(rank 15; 0.011) whose values stand out as significantly lower than other motivational factors.

The most pronounced deviations from the established ranks are for job security (3), which is
ranked by women in the 1st position (0.119) and men in5th (0.082). Managers rank this factor in the
8th position (0.067), and non-managers in the 3rd (0.094). The importance of this factor decreases
with the growth of education, so persons with a master’s degree ranked it in the 9th position (0.058),
and persons with a doctorate in the 12th position (0.035). Quality of supervision and leadership are
ranked lower by unmarried people and people under 25 than by married and people from older age
groups. The possibility of development and improvement is much more important for younger people
(0.091 for people under 25) than for older people (0.026—older than 45). There is also a difference in
the significance of achievement (for persons with a high school degree 0.049 and for PhD −0.103).

The rank of the factors that negatively affect motivation was also determined by applying
Equations (2) and (3) based on the ranking of the offered five factors (respondents ranked the negative
influence on the motivation of five factors). The ranking results confirm the importance of salary
because the respondents ranked low wages as the most significant demotivating factor (the most
significant factor in 12 out of 15 subpopulations). The biggest differences were found in the group of
managers and non-managers. The ranking of factors that negatively affect motivation is shown in
tables and graphs by subpopulations (Tables A4 and A5 and Figure A2).

The existence of specificity in the influence of motivational factors of employees in the state
administration organizational unit from the security sector, in relation to the general population control
sample, was determined by t-test of aggregate independent samples (Table 9). Differences in the
influences of motivational factors were determined for 15 factors (for all examined factors except
high wages), and the effect sizes of the influences range from small to medium. The most significant
differences were found for the factors interesting work (η2 = 0.035), feeling of being involved or in on
things (η2 = 0.054), and good working conditions (η2 = 0.040).

It was found that the factors interesting work (η2 = 0.055) and good working condition (η2 = 0.030)
were more significant to women in the control sample than to women employed in the surveyed
state administration organization, and there were differences in influence in relation to the education
level in the manner that feeling of being involved or in on things (η2 = 0.067) and good working
condition (η2 = 0.061) had a greater influence on persons in the control sample with a university degree.
Interesting work (η2 = 0.052) also had a greater influence on persons with a master’s degree in the
control sample. The most significant differences were found for persons of PhD level—for the factors
quality of supervision and leadership (η2 = 0.182) and decision-making influence (η2 = 0.115) and the
impact was greater on persons employed in public administration (Table A6).
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Table 9. Differences in the influences of motivational factors on the sample and the control sample (t-test).

Motivators
N2 N1

M Diff. t Sig η2
M SD M SD

Interesting work 4.06 0.933 3.66 0.913 0.40 8.717 0.000 0.035
Quality of supervision and leaders. 3.97 1.016 3.83 0.938 0.14 2.841 0.005 0.004

Amount of responsibility 4.09 0.861 3.92 0.899 0.17 3.946 0.000 0.007
Good interpersonal relationships 4.26 0.877 4.16 0.908 0.10 2.284 0.025 0.002

Decision-making influence 3.78 0.914 3.49 0.945 0.29 6.359 0.000 0.019
Feeling of being involved or in on th. 3.96 0.865 3.48 0.926 0.48 11.01 0.000 0.054

Good working conditions 4.06 0.939 3.61 1.039 0.45 9.419 0.000 0.040
Challenging job and sense of achiev. 4.20 0.902 3.94 0.953 0.26 5.742 0.000 0.015

Promotion 3.83 1.117 3.48 1.286 0.35 5.678 0.000 0.015
Job security 3.99 1.103 3.70 1.232 0.29 4.887 0.000 0.011

Possibility of development and imp. 3.66 1.134 3.39 1.183 0.27 4.664 0.000 0.010
Prizes and awards 3.69 1.168 3.43 1.048 0.26 4.751 0.000 0.011

High wages 3.86 1.026 3.83 0.938 0.02 0.374 (not significant)
Criticism 2.88 1.021 2.78 1.014 0.10 1.984 0.048 0.002

Work/job recognition 3.46 0.955 3.35 0.983 0.12 2.311 0.021 0.002
Working time 3.95 1.056 3.82 1.109 0.13 2.399 0.017 0.003

Note: N2—control sample = 552, N1—state administration = 1576, df = 2126, Difference significant at 0.05.

5. Discussions

The research determined the hierarchy of motivational factors for the work of employees in
the security sector of state administration (Table 3, Table A2, Table A3, Figure A1), and established
the existence of differences in the influence of motivational factors on different subpopulations of
the sample.

The obtained results indicate the importance of money and that employees’ incomes are not at the
required level and are not in line with the basic principles of the motivational theory of the hierarchy
of needs [76], according to which needs are hierarchically organized, and unmet needs of lower levels
dominate influencing motivation. On the other hand, the high rank of good interpersonal relationships
indicates that this factor is internalized at the level of autonomous motivation—in accordance with the
theory of self-determination [48,100,101].

The following had greater impacts on older employees: interesting work, quality of supervision
and leadership, amount of responsibility, decision-making influence, feeling of being involved or
in on things, job security, and challenging job and sense of achievement. On younger employees,
higher influence was exerted by the factors related to promotion and development: promotion and
possibility of development and improvement. The effect size of the determined differences is mostly
small and ranges up to the limits of the middle level (η2 = 0.008 to 0.050). Research in the United
States had similar results [10], where the importance of interesting work increases with age, and the
importance of advancement and personal development decreases with age. In the Scandinavian
countries, motivation and intrinsic motivation increase with age [20], and the results of research in
several countries [73] find that younger people are more motivated with the possibility for personal
development and improvement. In Russia, the opportunity for the development of abilities and skills
and advancement is more important for younger people, while for older people, job security and
colleagues’ respect are more important [29]. In Japan, job security has also been found to be more
important to older workers [88]. In Greece, as the manager’s age increases, so does his motivation [17].

The influence of motivational factors grows with the increase of education level for all factors,
and the magnitude of the influence of the determined differences is the greatest for factors
decision-making influence and quality of supervision and leadership. As the level of education
increases, the influence of motivational factors also increases, nine factors (interesting work, quality
of supervision and leadership, amount of responsibility, decision-making influence, challenging
job and sense of achievement, promotion, possibility of development and improvement, work/job
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recognition, working time) have a greater impact on persons with a university degree and master’s
degree (C and MA) compared to persons with high school only (H). Moreover, 12 factors (interesting
work, quality of supervision and leadership, amount of responsibility, decision-making influence,
feeling of being involved or in on things, good working condition, challenging job and sense of
achievement, promotion, possibility of development and improvement, prices and awards, high wages,
work/job recognition) have a greater impact on doctors of science (PhD) in relation to respondents
with a bachelor’s degree (C). Furthermore, there are also differences between the respondents with
PhD degrees and Master of Science degrees, where four factors (quality of supervision and leadership,
decision-making influence, feeling of being involved or in on things, challenging job and sense of
achievement) have a greater influence on PhDs. The effect size is in the range from small to large
(η2 = 0.007 to 0.134). Similar results have been found in China [13], as well as in the Scandinavian
countries [20] and Greece [18], where people with a higher level of education are more intrinsically
motivated. In Russia, as well, college-educated employees value praise and recognition more than
employees with high school only [102]. In Malaysia, also, working conditions are more important for
people with a doctoral degree than for people with a university degree and a master’s degree [75],
as well as in Bosnia and Herzegovina [22], where people with a higher level of training are more
influenced by a good managerial attitude.

The role in the organization (position) influence is different for 12 factors; managers are more
motivated than non-managers by all 12 factors (interesting work, quality of supervision and leadership,
good interpersonal relationship, decision-making influence, good working condition, challenging
job and sense of achievement, promotion, possibility of development and improvement, high wages,
work/job recognition, working time), and the size of the influence is the greatest for decision-making
influence, and it is bigger for the managers in relation to the non-managers—the size of the influence is
small (η2 = 0.006 to 0.033). Differences in the influence of motivation factors for different levels have
been found in several studies [10,14,73,75,103]. Additionally, non-managers in the public sector value
the sense of control over work less [28], and employees in managerial positions are significantly more
satisfied than other employees and have a higher level of intrinsic motivation than other employees [20].

The influence of motivational factors in relation to gender is different for six factors. Men are
more motivated by good interpersonal relationships, while women were more motivated by all six
factors (feeling of being involved or in on things, good working condition, job security, possibility of
development and improvement, and prizes and awards). The differences in influence are very small
(η2 = 0.003 to 0.005). Similar results have been found in Denmark, where job security is more important
for women in the public sector [72]. Recognition and good working conditions have also been found
to be more important for women in the United States [12].

Differences in the influence of motivational factors were determined for eight factors in relation to
family status. Married people show greater influence from interesting work, quality of supervision
and leadership, amount of responsibility, decision-making influence, job security, and high wages,
while single people are more motivated by factors related to development and advancement: promotion
and possibility of development and improvement. The differences in impact are small (η2 = 0.002
to 0.011). In Greece, in the public sector, married people have a higher level of extrinsic motivation,
and unmarried people have a higher level of intrinsic motivation [18].

After the analysis of research results, the role of salary amount can be viewed in two ways,
as a hygienic factor whose absence creates dissatisfaction [34] (low salary is the most important
demotivating factor), but also as a significant extrinsic motivating factor (salary is in fourth place in
relation to the influence on motivation).

The specifics of motivation for employees in the security sector of state administration and the
justification for the development of a sustainable model of motivation policy for a specific organization
was confirmed by establishing differences in the influence of motivational factors for members of the
security sector and the control sample of random employees in the Republic of Serbia. The differences
were determined for 15 factors (for all factors except high wages), and the magnitude of the impact
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is in the range of small to medium. Differences were also found in the subpopulations of the two
samples, so that the factors interesting work and good working condition are more important to
women in the Republic of Serbia than to women employed in the surveyed organization of state
administration (security sector). Moreover, the feeling of being involved or in on things and good
working condition have greater influence on people with a college education. Interesting work also
has a greater impact on persons with a master’s degree. The most significant differences were found
for persons at the PhD level, for the factors quality of supervision and leadership and decision-making
influence, and the impact is greater on persons employed in public administration. Differences in the
size of the impact by subpopulations range from small to large (η2 = 0.002 to 0.182). Similar results
were obtained in Taiwan where employees in private corporations had greater needs for benefits
than their counterparts in public organizations [54]. In the Czech Republic, employees working in
public/governmental organizations are the least satisfied, and significant differences have been found
for all aspects of work, except for the nature of work and communications [81]. In Italy, civil servants
differ from private-sector employees in the way they assess the following factors: satisfaction with job
security, peer relationships, safety, and health characteristics. Differences between civil servants and
private sector employees in Italy do not exist in their assessment of the level of the factors of effort
needed for the job and interesting job [80]. In the USA, information about their work is more important
to workers in the private sector, but in contrast to our results, public sector workers are more interested
in interesting work, while private-sector workers are more interested in their salaries [28].

Hypotheses 1 and 3 are supported by findings (significant differences in the influence of
motivational factors were found depending on the demographic characteristics of the respondents,
as well as significant differences in the influence of motivational factors on public administration
employees and other employees in the Republic of Serbia). Contrary to expectations and hypothesis 2
—money is not a significant motivating factor for public administration employees—findings are not
supported by the data used in this study (high wages ranked in the first position, and low wages as a
demotivator are also in the first position, which indicates that money in public administration of the
Republic of Serbia is a significant motivating factor).

6. Conclusions

The paper presents the results of research conducted in order to develop a sustainable model of
motivation for the work of employees in the security sector of public (state) administration. The research
identified a hierarchy of 16 factors that have an impact on work motivation: good interpersonal
relationships, challenging job and sense of achievement, amount of responsibility, high wages, quality
of supervision and leadership, working time, job security, interesting work, good working condition,
decision-making influence, feeling of being involved or in on things, promotion, prizes and awards,
possibility of development and improvement, work/job recognition, and criticism. The resulting order
indicates that good relationships, nature of the profession, and the essence of the work have immense
impacts on work motivation (1. Good interpersonal relationships, 2. Challenging job and sense of
achievement, 3. Amount of responsibility, 8. Interesting work), as well as the characteristics of leaders
(5. Quality of supervision and leadership). The smallest influences on work motivation were work/job
recognition (15th) and criticism (16th). The pronounced impact of money as a motivator for work,
which can be noticed experientially is not fully confirmed by the resulting hierarchy (4. High wages),
however, the importance of the salary for the respondents came up during the ranking of demotivating
factors, where the small salary was ranked as the most important demotivating factor.

The existence of differences in the influence of motivational factors for work of the analyzed
sample in relation to the control sample was confirmed, as well as differences depending on the
characteristics of employees: age, level of training, gender, role in organization, and marital status.

Specificity of the examined sample is reflected in the difference from the general population of
employees in 15 factors, and the most significant differences were found for interesting work, feeling of
being involved or in on things, and good working condition. Similar differences were found in research
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in Italy, the Czech Republic, and Taiwan, while, on the other hand, in the USA, different results were
obtained in relation to an interesting job which is more important for public sector employees and the
level of salaries which is more important for private-sector employees.

We also emphasize the results of ranking, which was realized simultaneously with the assessment
of the influence of motivational factors, whereby the ranking method more precisely determines the
differences in the hierarchy of motivational factors. It led us to the conclusion that in the security sector
of public (state) administration, money is the most influential motivating factor for the employees,
because high wages are in the first position ahead of good interpersonal relations.

The obtained results met the goal of the research; they provide a good basis for further research and
methodological and practical improvements of data collection instruments. We believe that the results
can be applied in improving motivation and developing a sustainable model of motivation policy
in public administration, which should be based on increasing salaries, maintaining and developing
good interpersonal relationships, and an adequate attitude of managers toward executors, as well as
job enrichment.

We also believe that the presented model and organization of motivation research can have a wider
use value; it can be applied in other countries and their public companies and state bodies, especially
because the research was conducted on a large sample of employees who expressed their views based
on perceptions and experience in specific jobs. Bear in mind that the use of results has minor limitations
because the sample was not stratified by all attributes of the respondents, which partially reduces the
prospects of generalization. Additionally, the influence of a limited number of factors was investigated.

We believe that the following research can be further improved by working on a stratified
sample by all attributes and randomization of the order of factors, as well as by using an appropriate
computer platform.
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the manuscript.
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Appendix A

Table A1. Dimensions of national cultures in the world in relation to Serbia.

Culture (State)
N Min–Max

Serbia Anglo-Saxon German Scandinavian Latin European Latin American

Dimension Index Rank GBR USA DEU AUT SWE NOR ITA FRA MEX VEN

Power distance 76 11–104 86 8 35 40 35 11 31 31 50 68 81 81
Individualism 76 6–91 25 55–56 89 91 67 55 71 69 76 71 30 12

Masculinity 76 5–110 43 47–50 66 62 66 79 5 8 70 43 69 73
Uncertainty avoidance 76 8–112 92 11–13 35 46 65 70 29 50 75 86 82 76
Long-term orientation 93 0–100 52 38–39 51 26 83 60 53 35 61 63 24 16

Indulgence versus
restraint 93 0–100 28 70–72 69 68 40 63 78 55 30 48 97 100

Note: GBR—Great Britain, DE—Germany, AU—Austria, SW—Sweden, NO—Norway, IT—Italy, FR—France,
ME—Mexico, VE—Venezuela. Source: Adapted from Hofstede, G. (2010).
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Table A7. Motivation factors—meaning.

1 Interesting work
An interesting job, good work organization, well-designed job
according to skills or education, a job you love, stimulating job,
amusing job, etc.

2 Quality of supervision and leadership Satisfaction with the leading style, loyalty of the leader, attitude of
the leader, correct leadership with respect for subordinates.

3 Amount of responsibility
Independence in work, independence in performing tasks, a sense
of “one’s own” control over work, that no one “stands over
worker’s head” while working.

4 Good interpersonal relationships
Good friends at work, healthy work environment without quarrels
and conflicts, socializing with colleagues, reputation with
colleagues, good associates.

5 Decision-making influence Participation in decision-making, respect for suggestions and
opinions of workers, seeking and respecting the views of workers.

6 Feeling of being involved or in on things
Employees are familiar with the goals/business/realization of tasks,
information isnot hidden, and employees are involved and up to
date with processes.

7 Good working condition
Safety at work, good working conditions, good organization of
work, good microclimatic conditions (temperature, humidity,
cleanliness).

8 Challenging job and sense of
achievement

Self-actualization—to achieve and be what you can be, your own
satisfaction in doing work, the ability to excel in work, respect for
the work done, achievement, success in work.

9 Promotion Possibility of promotion, appointment to a higher position or
advances in the profession.

10 Job security No fear of losing a job, that the job is safe/secure.

11 Possibility of development and
improvement

Possibility of professional development, availability of courses,
possibility of career development.

12 Prizes and awards Awards and recognitions for finished jobs/tasks/hard work.

13 High wages

The amount of salary in general—that is, the money received for
work—does not refer to satisfaction or dissatisfaction with the
current salary, but to the importance of the amount of salary and
money received for work.

14 Criticism Criticism of the mistake made and fear of punishment or
consequences.

15 Work/job recognition Job significance/status, status expert in that field, business contacts
that job provides.

16 Working time
That working hours correspond to the needs, that workers can be
absent from work if necessary, that vacations are used according to
the plan and needs, that workers do not work often overtime.
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Abstract: Healthcare systems worldwide are facing problems in providing health care to patients in a
pandemic caused by the SARS-CoV-2 virus (COVID-19). The pandemic causes an extreme disease to
spread with fluctuating needs among patients, which significantly affect the capacity and overall
performance of healthcare systems. In addition, its impact on the sustainability of the entire economic
and social system is enormous and certain sustainable management strategies need to be selected.
To meet the challenges of the COVID-19 pandemic and ensure sustainable performance, national
healthcare systems must adapt to new circumstances. This paper proposes an original multi-criteria
methodology for the sustainable selection of strategic guidelines for the reorganization of a healthcare
system under the conditions of the COVID-19 pandemic. The selection of an appropriate strategic
guideline is made on the basis of defined criteria and depending on infection capacity and pandemic
spread risk. The criteria for the evaluation of strategic guidelines were defined on the basis of a
survey in which the medical personnel engaged in the crisis response team during the COVID-19
pandemic in the Republic of Serbia participated. The Level-Based Weight Assessment (LBWA) model
and Measuring Attractiveness by a Categorical-Based Evaluation Technique (MACBETH) method
were used to determine the weight coefficient criteria, while a novel fuzzy Ranking of Alternatives
through Functional Mapping of Criterion Subintervals into a Single Interval (RAFSI) model was
used to evaluate the strategic guidelines. The proposed multi-criteria methodology was tested in a
case study in the Republic of Serbia. The validity of the proposed methodology is shown through
the simulation of changes in input parameters of Bonferroni aggregation functions and through a
comparison with other multi-criteria methodologies.

Keywords: COVID-19; multi-criteria; level-based weight assessment; fuzzy sets; sustainability

1. Introduction

The World Health Organization (WHO) declared a global pandemic, coronavirus disease 2019
(COVID-19) in March 2020, when the international mission of SARS-CoV-2 virus research began.
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The pandemic was caused by a new virus from the coronavirus group, which was first isolated in
1962. Since then, some coronaviruses have been known to infect only some animals, others humans,
while some can break the species barrier and cause conditions ranging from mild colds to severe
acute respiratory syndrome (SARS). The coronavirus disease (COVID-19) pandemic has brought many
surprises and posed many new challenges to healthcare systems worldwide and their sustainable
performance. The pandemic has set numerous operational, logistical, organizational and moral–ethical
requirements before management, healthcare workers and associates: the organization of specialized
training for medical personnel in accordance with emerging conditions; the conversion of facilities
for patient accommodation; the procurement of medical equipment; information and communication
management; the continuous monitoring of healthcare systems; the availability of health care to specific
groups of population in new conditions, etc.

The sustainability of healthcare systems during a pandemic is defined by the Global Health
Security Index (GHS Index). The GHS Index assesses the preparedness of healthcare systems to
prevent the outbreak and spread of epidemics/pandemics, assesses the preparedness for a rapid
response, and also assesses compliance with international protocols in crisis situations, including the
COVID-19 pandemic. There are two strategic phases in the fight against the COVID-19 pandemic:
(1) Phase I—rapid and aggressive action (rapid reorganization of healthcare systems, restriction of
movement, etc.) and (2) Phase II—long-term effort to maintain control over the virus until finding an
optimal solution (vaccination, appropriate therapy or increasing the level of community immunity).
An integral part of Phase II also includes capacity improvement, forecasting pandemic dynamics,
he risk assessment of the further spread of the pandemic and other analyses. The assessment of each
parameter reflects structural or other deficiencies in terms of funding, the ability to provide adequate
services, management, and workforce and resource management. All of this exposes healthcare
systems to great challenges and different outcomes. Due to all of the stated specific characteristics
of the COVID-19 pandemic, it is necessary to continuously analyze all weaknesses and strengths
of healthcare systems, forming a plan based on adaptive models of healthcare system organization
since immediate requirements and the unpredictability of COVID-19 infection require agility and the
flexibility of all services to respond in a timely manner, especially qualified medical personnel.

Accordingly, this paper proposes an adaptive model for the organization of a healthcare system
in a country, or a region within a country, in cases of emergencies or specific pandemic conditions.
The starting point is an assumption that there are (or may be) spas, i.e., spa rehabilitation centers in a
given country (region) and that by the interruption of work within the industry, the lives of their users
will not be endangered. There are such centers in almost all European countries. In many European
countries, spa tourism is very developed, as evidenced by the data shown in Table 1 [1].

Table 1. Overview of spa capacities in several European countries [1].

No. Country Number of Spas Average Number of Visitors Average Number of Overnight Stays

Germany 313 >550,000 * >3,550,000
Spain 128 >1,000,000 >2,000,000
France 96 >200,000 >4,000,000
Austria 81 >500,000 >4,100,000
Serbia 36 >200,000 >1,000,000

Czech Republic 34 >300,000 >5,500,000
Slovakia 21 >100,000 >1,500,000
Slovenia 15 >200,000 >1,000,000

* The average number of visitors and overnight stays is shown for one year.

It should be emphasized that Table 1 shows data for several European countries since we did not
have publicly available data for the remaining European countries. Considering these data, we can
conclude that in most European countries there is a great potential of spa centers which can give
support to healthcare systems in providing health care to patients in a pandemic.
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Hospitals, as healthcare facilities that play a key role in a healthcare system, face problems
worldwide in providing health care to patients with different types of diseases. Today, these problems
have significantly increased with the occurrence of the COVID-19 pandemic. The pandemic causes an
extreme spread of disease with fluctuating needs of patients, which significantly affects the capacity
and overall performance of hospitals. In order to cope with the challenges of the COVID-19 pandemic,
and remain sustainable under such conditions, national healthcare systems have to adapt to the new
circumstances and form special hospitals in which only patients infected with the SARS-CoV-2 virus
are treated. This paper proposes a multi-criteria model for the development of strategic guidelines
for the adjustment and reorganization of the healthcare system in the Republic of Serbia under the
conditions of the COVID-19 pandemic. Four strategic guidelines have been proposed and defined
on the basis of a survey conducted with members of the Republic Crisis Response Team in Serbia in
the period of March–May 2020. The strategic guidelines are based on the capacity utilization of spa
centers and their personnel as a support for the healthcare system of a certain region in the Republic of
Serbia. The selection of a strategic guideline that determines the utilization rate of spa centers depends
on pandemic infection capacity, which is defined by the WHO. In addition to pandemic infection
capacity, the selection of a strategic guideline is also influenced by the prediction of disease spread,
which is defined for each country or region individually. Based on pandemic infection capacity and
the prediction of disease spread, we determined five levels of risk on the basis of which a multi-criteria
model for the selection of strategic guidelines is defined.

Accordingly, the aim of this paper is to develop a multi-criteria model for the evaluation and
selection of strategic guidelines that define a strategy for reorganization and adjustment of healthcare
systems under the conditions of the COVID-19 pandemic. The proposed multi-criteria model is based
on the application of the Level-Based Weight Assessment (LBWA) model [2], Measuring Attractiveness
by a Categorical-Based Evaluation Technique (MACBETH) method [3] and the Ranking of Alternatives
through Functional Mapping of Criterion Subintervals into a Single Interval (RAFSI) model [4].
The LBWA–MACBETH model was used to determine the weight coefficients of criteria, while the
fuzzy RAFSI model was used to evaluate and select strategic guidelines for reorganizing and adjusting
the healthcare system. In addition, the proposed model has the following advantages which improve
the literature that considers the application of multi-criteria techniques in the medical field:

• The original multi-criteria methodology was developed for the reorganization and adjustment of
healthcare systems in an emergency situation caused by the COVID-19 pandemic;

• The multi-criteria methodology allows the evaluation and selection of a strategy for the
reorganization of a healthcare system of a region/country depending on a risk level defined
on the basis of pandemic infection capacity and the prediction of disease spread;

• Strategic guidelines and criteria for the evaluation of guidelines were defined on the basis of
several months of research in which medical experts and other members of the crisis response
team in Serbia participated;

• The presented multi-criteria methodology represents a contribution to the decision-making
methodology, which is reflected through an original extension of the RAFSI algorithm in a
fuzzy environment;

• Since decision making under the conditions of the COVID-19 pandemic is accompanied by
numerous uncertainties and dynamic characteristics of input parameters, a special contribution of
this paper is an original hybrid fuzzy LBWA–MACBETH–RAFSI model that allows the evaluation
and selection of alternative solutions under conditions of uncertainty;

• The fuzzy LBWA–MACBETH–RAFSI multi-criteria methodology is characterized by flexibility
and applicability in various areas where strategic decision making is required;

• The proposed multi-criteria methodology provides a new framework for resource management.
The model presented in this paper can help decision makers in hospitals and national policy
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makers to establish strategic guidelines for the adjustment of healthcare systems depending on
the capacity of the COVID-19 pandemic.

The paper is structured into four sections. After the introduction, in which the problem and
objectives of the paper are presented, the second section of the paper presents an analysis of the
literature that includes studies which consider the application of multi-criteria techniques in the
healthcare field. In the third section of the paper, a multi-criteria model for the evaluation of strategic
guidelines for the organization of a healthcare system under the conditions of the COVID-19 pandemic
is formulated. The fourth section presents the implementation of the multi-criteria model and the
validation of the results shown. In the fourth section of the paper, conclusions and guidelines for future
research are presented.

2. Literature Review

The assessment of preparedness of healthcare systems to work in crisis situations, such as the
COVID-19 pandemic, has been performed in a small number of papers to date. This especially refers
to the application of multi-criteria optimization techniques for assessing the degree of organization of
healthcare systems, as well as for making strategic decisions. The analysis of the literature shows that
most authors apply two main concepts for the analysis of the preparedness of healthcare systems in
crisis situations. The first concept implies the application of multi-criteria models, while the second
concept is based on the application of statistical tools for data processing and the analysis of their
statistical correlation. In their study, Nekoie-Moghadam et al. [5] presented a comprehensive literature
review with an analysis of various methodologies used to assess the ability of healthcare institutions to
work in crisis situations. Nekoie-Moghadam et al. [5] considered studies that analyzed the level of
preparedness of healthcare institutions in terms of logistical capacity, capacity of medical personnel,
preparedness of communications for an emergency, management skills, training of medical and
non-medical personnel, development of procedures for evacuation of seriously ill people and isolation
in case of infectious diseases, disaster recovery, transport capacity, etc. [5–7]. In all analyzed studies,
the authors applied different statistical tools for processing data collected by questionnaire surveys [5].
A comprehensive review of the literature that considers the application of statistical tools for the analysis
of the preparedness of healthcare institutions to work in crisis situations is also presented in [5–8].
Tabatabaei and Abbasi [9] defined the hospital safety index on the basis of which the risk assessment of
healthcare institutions for work in crisis conditions was performed. In their study, Samsuddin et al. [10]
showed that human resources, their training and the ability of healthcare institution to adjust in a
timely manner are key factors for defining a risk level for work in crisis situations. Marzaleh et al. [11]
performed an analysis of the assessment of the preparedness of emergency services in hospitals to work
in crisis situations. For the evaluation, they used 31 criteria which were processed using statistical
tools and the Delphi technique. A similar methodology was applied by Shabanikiya et al. [12] for
hospital capacity analysis. Mulyasari et al. [13] assessed hospital capacity preparedness in Japan using
six parameters that consisted of 21 indicators. The study analyzed the preparedness of healthcare
systems to work in a crisis situation caused by a tsunami in the Tohoku area.

In addition to the application of statistical tools for assessing the significance of factors for the
evaluation of healthcare institutions, there are a number of publications in which the evaluation of
healthcare institutions is performed using multi-criteria tools. Hosseini et al. [14] evaluated hospitals
using the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) multi-criteria
technique. The significance of four clusters and 21 factors used to evaluate healthcare facilities was
defined based on experts’ group preferences. In their study, Ortiz-Barrios et al. [15] demonstrated the
application of a complex hybrid multi-criteria technique for the evaluation of hospitals. An integrated
Analytic Hierarchy Process (AHP) and Decision-Making Trial and Evaluation Laboratory (DEMATEL)
model were used to determine the weight coefficients of factors, while the Technique for Order
of Preference by Similarity to Ideal Solution method was used for the evaluation. In order to
consider interrelations and define graphically the relationships between the factors used for evaluation,
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Ortiz-Barrios et al. [15] used the Decision-Making Trial and Evaluation Laboratory (DEMATEL) method.
After defining the significance and interrelation of factors using the DEMATEL method, Ortiz-Barrios
et al. [15] showed the TOPSIS methodology as a powerful tool for defining ideal reference values
on the basis of which the comparison and evaluation of hospitals were performed. Similar to [15],
the advantages of using the DEMATEL technique in their study were shown by Roy et al. [16]. However,
in contrast to previous studies that ignored the existence of inaccuracies and uncertainties in the data
used to evaluate healthcare systems, in their study, Roy et al. [16] used rough numbers to present
inaccuracies in expert preferences.

Given that the COVID-19 pandemic is ongoing and that there are no publications considering the
problem of evaluation and assessment of the preparedness of medical institutions to work under the
conditions of COVID-19 pandemic, the following section analyzes only a few articles dealing with
multi-criteria techniques in the COVID-19 pandemic. Sarkar [17] performed a spatial analysis and
mapping of areas susceptible to COVID-19 infection in Bangladesh. A multi-criteria methodology
(AHP method), which was implemented in a Geographic Information System (GIS), was used to map
the area. In addition to the presented study, a spatial analysis of the risk of spreading COVID-19
infection in urban areas in Italy was performed by Sangiorgio and Parisi [18]. They used the Artificial
Neural Network and GIS to create spatial risk maps in 257 city districts. Nardo et al. [19] showed
the application of multi-criteria decision analysis to determine weights for eleven criteria in order to
prioritize COVID-19 non-critical patients for admission to hospital in healthcare settings with limited
resources. Yildirim et al. [20] evaluated the available COVID-19 treatment options in hospitals. For the
evaluation, they used a hybrid methodology based on the application of two well-known multi-criteria
tools: (1) Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE)
and (2) Vlsehriterijumska Optimizacija I Kompromisno Resenje (VIKOR) method. The mathematical
formulation of both models is presented by fuzzy arithmetic and fuzzy sets.

By analyzing the presented articles, we can conclude that there is a gap in the literature that
considers the application of hybrid multi-criteria methods for the evaluation of healthcare systems
under the conditions of the COVID-19 pandemic. In general, there are only a few articles in the
literature that consider the application of hybrid multi-criteria techniques for the evaluation of
hospital capacities in crisis situations [14,15,21]. Despite the fact that decision making under the
conditions of the COVID-19 pandemic and crisis situations in general is accompanied by a greater
or lesser number of uncertainties, there are only a few studies that apply fuzzy numbers to treat
uncertainties [20]. Additionally, the analysis of the literature shows that there is no study that considers
the possibility of including spa centers in healthcare systems in order to reduce the pressure on primary
hospital capacities under the conditions of COVID-19 pandemic. This study proposes an original
multi-criteria methodology (fuzzy LBWA–MACBETH–RAFSI model) that has not been considered in
the literature so far. The proposed methodology fills a gap in the literature considering the application
of multi-criteria techniques for evaluating healthcare systems under the conditions of COVID-19
pandemic and for evaluation of healthcare systems in general. It should be emphasized that the novel
fuzzy LBWA–MACBETH–RAFSI multi-criteria methodology has a universal algorithm that can be
applied to solve various real-world problems, which refreshes and improves the field of multi-criteria
decision making from a theoretical and methodological perspective.

3. MCDM Methodology for Proposing a Possible Organization of a Healthcare System under the
Conditions of the COVID-19 Pandemic

The basic model of organizing healthcare systems in case of emergency is that each healthcare
center within a region/country organizes work within its infectious disease ward in cooperation with
appropriate infectious disease clinics. Experiences from a period of February–May 2020 have shown
that organizing a healthcare system in this way satisfies the needs of users only in the case of low to
medium pandemic infection capacity, i.e., in the case of low to medium disease spread risk. In the
case of a higher pandemic infection capacity and higher pandemic spread risk, it is necessary to
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reorganize the healthcare system using secondary healthcare facilities. A large number of countries,
including Serbia, in addition to secondary healthcare facilities, have used other facilities of large
capacity (e.g., sports halls) for the accommodation and isolation of mildly ill patients.

However, in case of an emergency, spa centers can be successfully re-oriented to providing care
for patients referred by appropriate healthcare institutions. Depending on the infection capacity and
pandemic spread risk, it is possible to define variants of the inclusion of spa centers for patient care.
Each variant of the inclusion of spa centers in healthcare systems is a strategic guideline for a possible
reorganization of healthcare systems. In this research, four variants (strategic guidelines) for the
reorganization of healthcare systems are defined:

Strategic guideline 1 (A1): A healthcare center organizes its work through three levels. The initial
level implies that each healthcare center organizes the admission of infected patients within its infectious
disease ward in cooperation with infectious disease clinics. When the healthcare center capacity
becomes insufficient for the admission and care of patients, the second level of organization is applied.
Within the second level, the healthcare center is divided into the main and infectious disease part of the
healthcare center. In the infectious disease part, patients who have received positive results after testing
for the coronavirus are taken care of. The main part of the healthcare center provides medical services
to patients who are not infected. If the second level of organization cannot provide a satisfactory level
of health care, the third level of organization is applied. In the third level, the organization of the
healthcare center of the second level is maintained, activating additional capacities for the admission
of infected patients, such as sports halls, hotels, hostels, etc., which are adapted for the admission and
care of positive patients.

Strategic guideline 2 (A2): A healthcare center organizes its work through two levels. The initial
level, as for A1, implies that the healthcare center organizes the admission of infected patients within
its infectious disease ward in cooperation with infectious disease clinics. When the healthcare center
capacity becomes insufficient for the admission and care of positive patients, the second level of the
organization is applied. The second level of organization involves the activation of spa centers to
provide medical services to patients who are positive to the coronavirus and have milder symptoms.
The infectious disease ward of the healthcare center treats patients who are positive to the coronavirus,
who have more severe symptoms and who need artificial lung ventilation. Other units (non-infectious
disease units) of the healthcare center provide medical services to patients suffering from other diseases.
Here, a spa center represents a recreation and wellness center that is not connected to any healthcare
center, but which has staff that as medical personnel can be involved in providing care for positive
patients. Patients from superior healthcare institutions are referred to the spa center. In accordance with
their protocols, healthcare institutions engage medical personnel to work in spa centers. The defined
protocols also apply to the present staff of the spa center, which may, depending on the assessment of
the crisis response team, be engaged in treatment.

Strategic guideline 3 (A3): A healthcare center organizes its work through two levels: (1) the initial
level implies that the healthcare center organizes the admission of infected patients within its infectious
disease ward in cooperation with infectious disease clinics and (2) the second level is applied when
the healthcare center capacity becomes insufficient for the admission and care of positive patients.
The second level involves the use of spa centers to provide medical services to patients infected with
the coronavirus. In this strategic guideline, spa centers are rehabilitation centers that are an integral
part of the observed healthcare center. In addition to medical personnel from superior healthcare
institutions, the personnel from the spa center are directly involved in a work process. For the staff

from the spa center, an assessment is made as to whether they are trained to work in emergency
situations. For non-trained staff of rehabilitation center, the healthcare center organizes training for
work in pandemic conditions.

Strategic guideline 4 (A4): The strategic guideline A4 represents healthcare center organization
through two levels. Within the initial level, the healthcare center organizes the admission and care of all
patients. Coronavirus-positive patients are treated within an infectious disease ward in collaboration
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with infectious disease clinics. Patients who are not positive are treated in the remaining specialized
units of the healthcare center. When the healthcare center capacity becomes insufficient for the
admission and care of patients, the second level of organization is applied, which includes the use
of spa centers. Here, a spa center represents a rehabilitation center that is connected to several
healthcare centers that gravitate towards the spa center and it is capable of providing medical care
for patients suffering from infectious diseases. The personnel of this center are trained to work under
the conditions of a pandemic. In addition to medical personnel from a directly superior healthcare
center and trained staff of the spa center, the personnel of other regional centers that gravitate towards
the spa center are also involved in a work process of the spa center. At the same time, these regional
centers refer their patients for treatment to the spa center. If the spa center has reached its full capacity,
other facilities, such as halls, hotels, hostels and others, are used and adapted for the admission and
care of positive patients.

The selection of an appropriate strategic guideline for the reorganization of healthcare systems is
made depending on infection capacity and pandemic spread risk. The main cause of the epidemic is
that one infected person spreads the infection to (on average) p other persons. If p > 1, the infection
spreads exponentially; if p < 1, the infection subsides and disappears [22]. The parameter p can be
changed in several ways. One way is to find a number of immune people in the community over time
that cannot be infected, which reduces p. The higher the number of immune people, the lower the p,
and when p falls below 1, the infection subsides [23]. Based on the value of p and risk assessment (θ),
infection capacity and pandemic spread risk (δ), δ = p · θ, are defined. The value of θ is defined by
experts in the crisis response team on the basis of a five-degree scale: 1—very low risk, 2—low risk,
3—medium risk, 4—high risk and 5—very high risk. For the purpose of this study, we defined a scale
on the basis of which infection capacity and pandemic spread risk (δ) are determined; see Table 2.
The limit values of the scale are defined on the basis of recommendations by experts from the crisis
response team in the Republic of Serbia.

Table 2. A scale for defining infection capacity and pandemic spread risk.

No. Linguistic Value Numerical

1. Low infection capacity and risk 0 ≤ δ ≤ 2.0
2. Medium infection capacity and risk 2.0 < δ ≤ 3.0
3. Serious infection capacity and risk 3.0 < δ ≤ 5.0
4. High infection capacity and risk 5.0 < δ ≤ 7.0
5. Very high infection capacity and risk >7.0

After defining infection capacity and pandemic spread risk, a multi-criteria model is applied to
select an appropriate strategic guideline for the reorganization of the healthcare system; see Figure 1.

The multi-criteria model implies the application of the LBWA model for determining the weight
coefficients of criteria. The evaluation and selection of an appropriate guideline is completed using
the fuzzy RAFSI method. The evaluation of guidelines (alternatives) in relation to defined criteria C j
( j = 1, 2, . . . , n) is performed by experts using a predefined fuzzy linguistic scale. After defining expert
correspondent matrices, expert preferences are aggregated into an averaged initial matrix in which
uncertainties are represented by triangular fuzzy numbers. Fuzzy linguistic variables were chosen due
to their ability to present uncertainties and dilemmas that exist when evaluating strategic guidelines.
In the following sections, the mathematical formulation of the fuzzy LBWA–MACBETH–RAFSI
multi-criteria methodology is given.
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Figure 1. Multi-criteria model for the selection of strategic guidelines for the reorganization of the
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3.1. LBWA Model for Determining Weight Coefficients of Criteria

The LBWA method (Figure 2) for determining weight coefficients of criteria is characterized
by a small number of pairwise comparisons of criteria and a rational and logical mathematical
algorithm [2]. Despite the fact that the LBWA method belongs to a group of multi-criteria methods
developed recently, there are already a number of publications that exploit the advantages of the LBWA
methodology [24–28].

Sustainability 2018, 10, x FOR PEER REVIEW  8 of 25 

Figure 1. Multi-criteria model for the selection of strategic guidelines for the reorganization of the 
healthcare system. 

The multi-criteria model implies the application of the LBWA model for determining the weight 
coefficients of criteria. The evaluation and selection of an appropriate guideline is completed using 
the fuzzy RAFSI method. The evaluation of guidelines (alternatives) in relation to defined criteria jC  
( 1, 2,...,j n= ) is performed by experts using a predefined fuzzy linguistic scale. After defining expert 
correspondent matrices, expert preferences are aggregated into an averaged initial matrix in which 
uncertainties are represented by triangular fuzzy numbers. Fuzzy linguistic variables were chosen 
due to their ability to present uncertainties and dilemmas that exist when evaluating strategic 
guidelines. In the following sections, the mathematical formulation of the fuzzy LBWA–MACBETH–
RAFSI multi-criteria methodology is given. 

3.1. LBWA Model for Determining Weight Coefficients of Criteria 

The LBWA method (Figure 2) for determining weight coefficients of criteria is characterized by 
a small number of pairwise comparisons of criteria and a rational and logical mathematical algorithm 
[2]. Despite the fact that the LBWA method belongs to a group of multi-criteria methods developed 
recently, there are already a number of publications that exploit the advantages of the LBWA 
methodology [24–28]. 

{ }1 2, , , nS C C C= 

1 2 ... nC C C> > >

{ }[1,2),  1, 2, ,iC i n∈ ∈ 

{ }[2,3),  1, 2, ,iC i n∈ ∈ 

{ }[ , 1),  1,2, ,iC l l i n∈ + ∈ 

 
Figure 2. The LBWA model. 

From a group of subjective models for determining the weights of criteria, the LBWA 
methodology is distinguished on the basis of the following advantages: (1) The LBWA model allows 
the calculation of weight coefficients with a small number of criteria comparisons; (2) The LBWA 
model algorithm does not become more complex with the increase in the number of criteria, which 
makes it suitable for use in complex multi-criteria decision making (MCDM) models with a larger 
number of evaluation criteria; (3) The LBWA model allows decision makers to present their 
preferences through a logical algorithm when prioritizing criteria; (4) LBWA methodology eliminates 
inconsistencies in expert preferences since comparisons in the LBWA model are always consistent. 
Keeping in mind the stated advantages of LBWA, the authors decided to use the LBWA model for 

Figure 2. The LBWA model.

From a group of subjective models for determining the weights of criteria, the LBWA methodology
is distinguished on the basis of the following advantages: (1) The LBWA model allows the calculation of
weight coefficients with a small number of criteria comparisons; (2) The LBWA model algorithm does
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not become more complex with the increase in the number of criteria, which makes it suitable for use
in complex multi-criteria decision making (MCDM) models with a larger number of evaluation criteria;
(3) The LBWA model allows decision makers to present their preferences through a logical algorithm
when prioritizing criteria; (4) LBWA methodology eliminates inconsistencies in expert preferences
since comparisons in the LBWA model are always consistent. Keeping in mind the stated advantages
of LBWA, the authors decided to use the LBWA model for determining the weights of the criteria in
this paper. The following section presents the algorithm for the LBWA model that includes six steps.

Step 1: Determining the most significant criterion from the set of criteria. Assume that there is a
group of k experts who have defined the set of criteria C = {C1, C2, . . . , Cn}, where n represents the
total number of criteria. Experts arbitrarily make a decision on the selection of the most influential
criterion CB from the set C.

Step 2: Grouping criteria by levels of significance. The following algorithm is used to group the
criteria by levels of significance:

Level L1: At the level L1, group the criteria whose significance is equal to the significance of the
criterion CB or up to twice less than the significance of the criterion CB, i.e., C j ∈ [1, 2), j = 1, 2, . . . , n.

Level L2: At the level L2, group the criteria whose significance is exactly twice less than the
significance of the criterion CB or up to three times less than the significance of the criterion CB,
i.e., C j ∈ [2, 3), j = 1, 2, . . . , n.

Level Ll: At the level Ll, group the criteria whose significance is exactly l times less than the
significance of the criterion CB or up to l + 1 times less than the significance of the criterion CB,
i.e., C j ∈ [l, l + 1), j = 1, 2, . . . , n.

If the significance of the criterion C j is denoted by s(C j), where j = 1, 2, . . . , n, then we have
L = L1 ∪ L2 ∪ · · · ∪ Ll, where for every level i = 1, 2, . . . , l, the following applies:

Li =
{
Ci1 , Ci2, . . . , Cis

}
=

{
C j ∈ L : i ≤ s(C j) < i + 1

}
(1)

Step 3: Comparison of criteria by significance. Within the formed levels of significance, each expert
compares the criteria by their significance. Each criterion Cip ∈ Li within the subset Ci =

{
Ci1 , Ci2, . . . , Cis

}

is assigned the value Iip such that the most significant criterion CB within the first level is assigned the
value IB = 0. Moreover, if Cip is more significant than Ciq then Iip < Iiq , and if Cip is equivalent to Ciq
then Iip = Iiq . The maximum value on the scale for the comparison of criteria is defined by applying
Equation (2):

λ = max{|L1|, |L2|, . . . , |Ll|} (2)

Step 4: Defining the elasticity coefficient. Based on the defined maximum value of the scale for
the comparison of criteria (λ), Equation (2), the elasticity coefficient ∆λ (∆λ > λ) is defined:

∆λ = max{|L1|, |L2|, . . . , |Ll|} (3)

Step 5. Calculation of the influence function of criteria. For each criterion C j within the observed
level of significance C j ∈ Li, the influence function of the criterion is defined:

f (C j) =
∆λ

i · ∆λ+ Iip
(4)

where i represents the number of significance level in which the criterion C j is classified, ∆λ represents
the elasticity coefficient, while Iip represents the value assigned to the criterion C j within the observed
level Li.
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Step 6. Calculation of the optimal values of the weight coefficients of criteria. By applying
Equation (5), the weight coefficient of the most influential criterion CB is calculated:

wLBWA
B =

1

1 +
n∑

j = 1
j , B

f (C j)

(5)

where wB represents the value of the weight coefficient of the most influential criterion (CB), while f (C j)

represents the function of the influence of criteria defined by Equation (4).
The values of the weight coefficients of the remaining criteria are obtained by applying Equation (6):

wLBWA
j = f (C j) ·wB (6)

where wB represents the value of the weight coefficient of the most influential criterion (CB).

3.2. MACBETH Model for Determining Weight Coefficients of Criteria

The Measuring Attractiveness by a Categorical-Based Evaluation Technique (MACBETH)
method [3] is one of the multi-criteria decision making methods that depends upon the qualitative
judgments between alternatives and criteria [3]. The algorithm of the MACBETH method is similar to
the algorithm of the Analytical Hierarchy Process (AHP) method, since both methods use comparative
comparison matrices. The main difference between these two methods is that AHP uses a ratio scale
but MACBETH uses an interval scale [3]. The semantic categories used for pairwise comparisons can
be seen in Table 3.

Table 3. Semantic Categories for Measuring Attractiveness by a Categorical-Based Evaluation Technique
(MACBETH).

Semantic Categories Scale

No 0
Very weak 1

Weak 2
Moderate 3

Strong 4
Very strong 5

Extreme 6

The MACBETH method uses a linear programming model for finding the importance levels of
the alternatives or criteria. In this study, the MACBETH method is used for the importance levels of
the criteria. This linear programming model has been constructed as follows (Burgazoğlu, 2015):

zmin = φ(o1)

oi > o j ⇒ φ(oi) ≥ φ
(
o j
)
+ δ(i, j); ∀oi, o j, i, j ∈ {1, 2, . . . , n}

φ(oi) −φ
(
o j
)
≥ φ(ok) −φ(ol) + δ(i, j, k, l); ∀oi, o j, i, j, k, l ∈ {1, 2, . . . , n}

φ(on) = 1

(7)

After solving linear model (7), the criteria weights have been determined. The next step is to
normalize these values. The normalization process can be made as in Equation (8).

wMACBETH
j =

φ
(
o j
)

n∑
j=1

φ
(
o j
) (8)
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The final values of the weighting coefficients of the criteria were obtained by fusing the values of
the weighting coefficients obtained by the LBWA and MACBETH methodology, Equation (9):

w j = ξ ·wLBWA
j + (1− ξ) ·wMACBETH

j (9)

where w j ( j = 1, 2, . . . , n) represents the final values of the weighting coefficients, wLBWA
j represents the

value of the weighting coefficient obtained using the LBWA methodology, wMACBETH
j represents the

value of the weighting coefficient obtained using the MACBETH methodology, while the coefficient
ξ ∈ [0, 1] defines the percentage share of weights criteria in the final decision. It is recommended to
define a value ξ = 0.5 for the initial ranking of alternatives, since for this value both methodologies
equally (50% each) participate in defining the final weights of the criteria.

3.3. Fuzzy RAFSI Method for the Evaluation of Alternatives

The Ranking of Alternatives through Functional Mapping of Criterion Subintervals into a
Single Interval (RAFSI) method [4] integrates three starting points on which it bases its decision
making algorithm: (1) defining referential points—ideal and anti-ideal criteria values; (2) defining the
relationship between alternatives in relation to defined ideal/anti-ideal values; (3) defining criterion
functions that map criterion sub-intervals into a unique criterion interval. The RAFSI method has
three key advantages that recommend it for further application [4]: (i) the simple algorithm of the
RAFSI method; (ii) the fact that the RAFSI method has a new methodology for data standardization
that enables the transformation of data from an initial decision matrix into an interval that is suitable
for rational decision making; (iii) the fact that the mathematical formulation of the RAFSI method
eliminates the rank reversal problem, which is one of the significant shortcomings of many traditional
MCDM methods.

The following section shows the extension of the RAFSI method to a fuzzy environment (RAFSI-F).
By applying fuzzy sets, the RAFSI algorithm has been improved and adapted to handle inaccuracies
and uncertainties that arise when solving real-world problems. The algorithm of the RAFSI-F method
is realized through six steps:

Step 1: Forming an aggregated fuzzy initial decision matrix. Assume that the evaluation
of alternatives from the set Ai (i = 1, 2, . . . , m) is carried out by k experts. The experts evaluate the
alternatives in relation to the defined set of criteria C j ( j = 1, 2, . . . , n) using a predefined fuzzy linguistic

scale. Then, we can present the judgment of k expert as a matrix X(e) = [ξ̃
(e)
i j ]

m×n
, where 1 ≤ e ≤ k.

X(e) =




ξ̃
(e)
i j ξ̃

(e)
12 · · · ξ̃

(e)
1n

ξ̃
(e)
21 ξ̃

(e)
22 · · · ξ̃

(e)
2n

...
...

. . .
...

ξ̃
(e)
m1 ξ̃

(e)
m2 · · · ξ̃

(e)
mn




m×n

; 1 ≤ i ≤ m; 1 ≤ j ≤ n; 1 ≤ e ≤ k (10)

where ξ̃(e)i j =
(
ξ

l(e)
i j , ξs(e)

i j , ξu(e)
i j

)
; (i = 1, . . . , m; j = 1, . . . , n) represents a fuzzy value from the fuzzy

linguistic scale.
Accordingly, we obtain a matrix X(e) for each expert, i.e., we obtain k expert initial decision matrices

X(1), X(2), . . . , X(e), . . . , X(k). For each expert matrix X(e) =
[
ξ̃
(e)
i j

]

m×n
at position (i, j), we obtain a fuzzy

sequence ξ̃(e)i j =
(
ξ

l(e)
i j , ξs(e)

i j , ξu(e)
i j

)
. By applying Equation (11), we obtain an averaged fuzzy number
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ξ̃i j =
(
ξl

i j, ξ
s
i j, ξ

u
ij

)
, where ξl

i j and ξu
ij represent the lowest and highest limits of the fuzzy number interval,

respectively, while ξs
i j represents the value in which the fuzzy number ξ̃i j has a maximum value.

ξ̃i j =
(
ξl

i j, ξ
s
i j, ξ

u
ij

)
=



ξl
i j =




1
k(k−1)

k∑

i, j = 1
i , j

ξ
lp
i ξ

lq
j




1
p+q

ξs
i j =




1
k(k−1)

k∑

i, j = 1
i , j

ξ
sp
i ξ

sq
j




1
p+q

ξu
ij =




1
k(k−1)

k∑

i, j = 1
i , j

ξ
up
i ξ

uq
j




1
p+q

(11)

By applying Equation (11), we obtain an averaged fuzzy initial decision matrix

X =




ξ̃11 ξ̃12 · · · ξ̃1n

ξ̃21 ξ̃22 · · · ξ̃2n
...

...
. . .

...
ξ̃m1 ξ̃m2 · · · ξ̃mn




m×n

(12)

where ξ̃i j =
(
ξl

i j, ξ
s
i j, ξ

u
ij

)
denotes the value of the i-th alternative for the j-th criterion (i = 1, 2, . . . , m;

j = 1, 2, . . . , n). The elements of the matrix X (Equation (12)) represent the fuzzy numbers obtained by
averaging the elements from the expert initial decision matrices X(k).

Step 2: Defining ideal and anti-ideal values. For each criterion C j( j = 1, 2, . . . , n), a decision
maker defines ξ̃I j and ξ̃N j , where ξ̃I j represents an ideal value by criterion C j, while ξ̃N j represents an
anti-ideal value by criterion C j.

Step 3: Mapping the elements of the initial decision matrix into criterion intervals. In the
previous step, the criterion intervals C j ∈

[
ξ̃N j , ξ̃I j

]
(for max criteria) and C j ∈

[
ξ̃I j , ξ̃N j

]
(for min criteria)

are defined.
For each alternative from the set Ai (i = 1, 2, . . . , m), we define the function f̃Ai

(
C j

)
that maps

the criterion intervals from the aggregated initial decision matrix (12) to the criterion interval [n1, nb],
Equation (13):

f̃Ai

(
C j

)
=

nb − n1

ξ̃I j − ξ̃N j

ξ̃i j +
ξ̃I j · n1 − ξ̃N j · nb

ξ̃I j − ξ̃N j

(13)

where nb and n1 represent a relation that shows how much an ideal value is better than an anti-ideal
value; ξ̃I j and ξ̃N j represent the ideal and anti-ideal value for the criterion C j, respectively, while ξ̃i j
denotes the value of the i-th alternative for the j-th criterion from the aggregated initial decision matrix
(12). It is recommended that the ideal value is at least six times better than the anti-ideal (barely
acceptable values), i.e., that n1 = 1 and nb = 6.
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Thus, we obtain a standardized decision matrix T =
[
ϕ̃i j

]
m×n

(i = 1, 2, . . . , m, j = 1, 2, . . . , n) in
which all elements of the matrix are transformed into an interval ϕ̃i j ∈ [n1, nb].

C1 C2 . . . Cn

T =

A1

A2
...
Am




ϕ̃11 ϕ̃12 · · · ϕ̃1n
ϕ̃21 ϕ̃22 · · · ϕ̃2n
...

...
. . .

...
ϕ̃m1 ϕ̃m2 · · · ϕ̃mn




(14)

where the elements ϕ̃i j of the matrix T are obtained by applying Equation (13), i.e., ϕ̃i j = fAi

(
C j

)
.

Step 4: Forming a normalized decision matrix N =
[
ϕ̂i j

]
m×n

(i = 1, 2, . . . , m, j = 1, 2, . . . , n).
By applying Equation (15), the normalization of the element of matrix T is performed.

ϕ̂i j =



ϕ̃i j
2A , f or max criteria
H

2ϕ̃i j
, f or min criteria

(15)

where A and H represent the arithmetic and harmonic means of the elements n1 and nb, respectively,
i.e.,

A =
n1 + nb

2
(16)

H =
2

1
n1

+ 1
nb

(17)

Thus, we form a new normalized decision matrix, Equation (18):

C1 C2 . . . Cn

N =

A1

A2
...
Am




γ̃11 γ̃12 · · · γ̃1n
γ̃21 γ̃22 · · · γ̃2n
...

...
. . .

...
γ̃m1 γ̃m2 · · · γ̃mn




(18)

where γ̃i j ∈ [0, 1] represent the normalized elements of the matrix N.
Step 5: Calculation of fuzzy criterion functions of alternatives Q̃(Ai) and ranking the alternatives.

By applying Equation (19), the criterion functions of alternatives Q̃(Ai) are calculated and the ranking
of alternatives is performed.

Q̃(Ai) =
n∑

j=1

w jγ̃i j (19)

From the considered set of alternatives, the alternative that has a higher value of fuzzy criterion
function Q̃(Ai) is selected. In order to simplify the ranking of criterion functions Q̃(Ai), it is proposed
defuzzification using the equation Q(Ai) =

(
Q(Ai)

l + 4 ·Q(Ai)
s + Q(Ai)

u
)
/6.

4. Application of Fuzzy LBWA–MACBETH–RAFSI Multi-Criteria Model

This section presents the application of a proposed multi-criteria methodology for the selection
of strategic guidelines for the reorganization of the healthcare system under the conditions of the
COVID-19 pandemic in the Republic of Serbia.

For the evaluation of strategic guidelines, five criteria were defined: C1—Assessment of which
strategic guideline provides the best results in circumstances considered; C2—Assessment of the
quality of services provided for patients treated in an infectious disease ward of a clinical center;
C3—Assessment of the quality of services provided in non-infectious disease units of a clinical
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center; C4—Assessment of the effectiveness of preventing the spread of infection in the considered
region/country; C5—Assessment of the ratio of the cost for implementing the strategic guideline to the
quality of performance of the healthcare center within the strategic guideline. The criteria were defined
on the basis of a questionnaire survey of 30 experts who participated in the work of the Republic Crisis
Response Team. Most of the surveyed experts are medical professionals. The values of the weights of
the criteria are directly dependent on infection capacity and pandemic spread risk (δ). Depending on
infection capacity and pandemic spread risk (δ), the values of weight coefficients of criteria are defined
and a strategic guideline for the reorganization of the healthcare system is selected. Based on statistical
reports and experts’ estimation, the Republic Crisis Response Team have defined the values p = 1.8
and θ = 3, on the basis of which we obtain δ = 5.4. Since the value δ = 5.4 is in the interval 5.0 < δ ≤ 7.0,
this implies that there is a high infection capacity and pandemic spread risk (Table 2). Based on the
defined value δ, experts of the crisis response team were surveyed and the values of weight coefficients
were defined using the LBWA model.

(a) Application of LBWA model

The following section presents the procedure for defining weight coefficients applying the
LBWA model:

Step 1: Determining the most significant criterion from the set of criteria S = {C1,C2, . . . ,C5}.
A total of 30 experts from three crisis response teams participated in the research. Since the experts
were grouped within the crisis response teams, group decisions were submitted by each crisis response
team separately. Thus, in this study, each crisis response team is viewed as a separate expert preference.
As the most significant/influential criterion, all three expert groups (EG1, EG2 and EG3) defined the
criterion C1.

Step 2. Grouping criteria within significance levels. In accordance with expert preferences,
the criteria are grouped into the following levels:

EG1 and EG3 :
L1 = {C1, C2, C3},
L2 = {C4},
L3 = {C5}.

EG2 :
L1 = {C1, C2, C3},
L2 = {C4},
L3 = ∅
L4 = {C5}.

Step 3. Based on Equation (2), the maximum value of scale (λ) for the evaluation of criteria within
the significance levels is defined.

EG1 and EG3 :
L1 = {C1, C2, C3},
L2 = {C4},
L3 = {C5}.


⇒ λ = max{|L1|, |L2|, |L3|} = 3

EG2 :
L1 = {C1, C2, C3},
L2 = {C4},
L3 = ∅
L4 = {C5}.


⇒ λ = max{|L1|, |L2|, |L3|, |L4|} = 3
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The scale for the evaluation of criteria is defined for each expert group separately. The maximum
number of criteria within the significance levels is the same for all three expert groups. Therefore,
the same scale for evaluation of criteria I ∈ [0, 3] was defined. Comparisons of the criteria by expert
groups EG1, EG2 and EG3 are shown in Table 4.

Table 4. Comparisons of the criteria within significance levels by EG1, EG2 and EG3.

Criteria EG1 EG2 EG3

C1 Level 1; I = 0.0 Level 1; I = 0.0 Level 1; I = 0.0
C2 Level 1; I = 1.0 Level 1; I = 1.2 Level 1; I = 1.5
C3 Level 1; I = 1.5 Level 1; I = 1.4 Level 1; I = 1.7
C4 Level 2; I = 0.5 Level 2; I = 1.0 Level 2; I = 0.8
C5 Level 3; I = 0.0 Level 4; I = 0.0 Level 3; I = 0.3

Step 4. Based on the value λ and conditions that the elasticity coefficient is ∆λ > λ,
λ = max{|L1|, |L2|, . . . , |Ll|}, in this research, the value ∆λ = 4 is taken as the elasticity coefficient.

Step 5. Defining the influence function of the criteria. By applying Equation (4), the influence
functions of the criteria for each expert group are calculated:

EG1 : f (C j) =

C1
C2
C3
C4
C5



1.000
0.800
0.727
0.471
0.333



; EG2 : f (C j) =

C1
C2
C3
C4
C5



1.000
0.769
0.741
0.444
0.250



; EG3 : f (C j) =

C1
C2
C3
C4
C5



1.000
0.727
0.702
0.455
0.325



Thus, for the criterion C2 from EG1, by applying Equation (4), we obtain the value
f (C2) = 4/(1 · 4 + 1) = 0.800. In a similar way, we obtain the remaining values of the influence
function of the criteria.

Step 6. Calculation of optimal values of the weight coefficients of the criteria. By applying
Equation (5), we obtain the weight coefficient of the best criterion (C1).

EG1 : w1 =
1

1 + 0.800 + 0.727 + 0.471 + 0.333
= 0.300

EG2 : w1 =
1

1 + 769 + 0.741 + 0.444 + 0.250
= 0.312

EG3 : w1 =
1

1 + 0.727 + 0.702 + 0.455 + 0.325
= 0.312

The values of the weight coefficients of the remaining criteria are obtained by applying Equation (6).

EG1 : w j =

w1

w2

w3

w4

w5




0.300
0.240
0.218
0.141
0.100




; EG2 : w j =

w1

w2

w3

w4

w5




0.312
0.240
0.231
0.139
0.078




; EG3 : w j =

w1

w2

w3

w4

w5




0.312
0.227
0.219
0.142
0.101




By arithmetic averaging, we obtain the final values of weight coefficients wLBWA
j =

(0.308, 0.236, 0.223, 0.141, 0.093)T.

(b) Application of MACBETH model:

The following section presents the procedure for defining weight coefficients applying the
MACBETH model.
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In the first step, the criteria were discussed with the decision makers in the expert groups and the
group decision can be seen in Table 5.

Table 5. Pairwise comparison matrix of expert groups.

Crit. C2 C3 C4 C5

C1 moderate strong moderate moderate
C2 weak weak weak
C3 moderate moderate
C4 weak

According to the decision makers’ evaluations, the linear programming model (7) is constructed
as follows:

zmin = φ(o1)

φ(o1) ≥ φ(o2) + 3; φ(o1) ≥ φ(o3) + 5; . . . ;
φ(o3) ≥ φ(o5) + 3; φ(o4) ≥ φ(o5) + 2;
φ(o1) −φ(o2) ≥ φ(o4) −φ(o5) + 1;
φ(o1) −φ(o3) ≥ φ(o4) −φ(o5) + 3;
. . .
φ(o3) −φ(o4) ≥ φ(o4) −φ(o5) + 1;
φ(o3) −φ(o5) ≥ φ(o4) −φ(o5) + 1;
φ(o5) = 1
∀φ

(
o j
)
≥ 0; j = 1, 2, . . . , 5; .

By solving the linear model, we get the criterion values φ
(
o j
)
= (11, 8, 6, 3, 1). By applying

Equation (8), the values φ
(
o j
)

are normalized, and we obtain the final values of the weighting
coefficients according to the MACBETH methodology wMACBETH

j = (0.379, 0.276, 0.207, 0.103, 0.034).
Finally, based on the obtained values of the weights of the criteria according to the LBWA

and MACBETH methodology, using Equation (9) we obtain the combined values of the weighting
coefficients; see Table 6.

Table 6. Combined values of weight coefficients.

Criteria LBWA MACBETH Final Weights

C1 0.308 0.379 0.344
C2 0.236 0.276 0.256
C3 0.223 0.207 0.215
C4 0.141 0.103 0.122
C5 0.093 0.034 0.064

To obtain aggregated values of weighting coefficients, a value ξ = 0.5 was used, whereby both
methodologies equally participate in defining the final weights of the criteria.

(C) Application of fuzzy RAFSI model:

After defining the weight coefficients of the criteria, the experts from the crisis response teams
evaluated the strategic guidelines using the fuzzy RAFSI model. The following section presents
the application of the fuzzy RAFSI model for the evaluation of four strategic guidelines for the
reorganization of the healthcare system for the value δ = 5.4. The experts evaluated the strategic
guidelines Ai (i = 1, 2, . . . , 4) in relation to five criteria C j ( j = 1, 2, . . . , 5) defined in the previous
section of the paper. All criteria C j ( j = 1, 2, . . . , 5) belong to the group of max criteria. To evaluate the
strategic guidelines (alternatives), the experts used a fuzzy linguistic scale shown in Table 7.
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Table 7. Fuzzy linguistic scale for evaluating alternatives [29,30].

Linguistic Terms Membership Function

Very poor (VP) (1, 1, 1)
Poor (P) (1, 2, 3)

Medium poor (MP) (2, 3, 4)
Medium (M) (3, 4, 5)

Medium high (MH) (4, 5, 6)
High (H) (5, 6, 7)

Very high (VH) (6, 7, 8)
Extremely high (EH) (7, 8, 9)
Absolutely high (AH) (8, 9, 9)

After the evaluation of the strategic guidelines, expert correspondence matrices are obtained,
which are presented in the following section:

C1 C2 C3 C4 C5

X(e) =

A1

A2

A3

A4




H; MP; H M; H; H MH; MH; H H; H; VH MH; VH; VH
H; H; M M; M; H H; MH; M MH; H; H VH; H; VH
VH; H; VH VH; EH; EH H; EH; VH H; VH; MH MH; MH; H
VH; VH; H H; VH; VH MH; VH; VH VH; H; VH H; H; MH




By applying Equation (11), we obtain an averaged initial decision matrix:

C1 C2 C3 C4 C5

X =

A1

A2

A3

A4




(3.87, 4.90, 5.92) (4.28, 5.29, 6.30) (4.32, 5.32, 6.32) (5.32, 6.32, 7.33) (5.29, 6.30, 7.30)
(4.28, 5.29, 6.30) (3.61, 4.62, 5.63) (3.96, 4.97, 5.97) (4.65, 5.66, 6.66) (5.66, 6.66, 7.66)
(5.66, 6.66, 7.66) (6.66, 7.66, 8.66) (5.97, 6.98, 7.98) (4.97, 5.97, 6.98) (4.32, 5.32, 6.32)
(5.66, 6.66, 7.66) (5.66, 6.66, 7.66) (5.29, 6.30, 7.30) (5.66, 6.66, 7.66) (4.65, 5.66, 6.66)




Step 1: Experts defined an ideal ξ̃I j and anti-ideal ξ̃N j value for each criterion C j (i = 1, 2, . . . , 5
)
.

For the considered example, by consensus, the decision makers defined the following ideal and
anti-ideal points: ξ̃I j = (10, 10.5, 11.0) and ξ̃N j = (0.5, 0.5, 1.0). Since the same linguistic scale have

been used to evaluate all criteria, the same ideal and anti-ideal points, ξ̃I j = (10, 10.5, 11.0) and

ξ̃N j = (0.5, 0.5, 1.0), apply to all criteria.

Step 2: Based on the defined ideal and anti-ideal points, criterion intervals C j ∈
[
ξ̃N j , ξ̃I j

]
are

formed, where ξ̃N j = (0.5, 0.5, 1.0) and ξ̃I j = (10, 10.5, 11.0). In this research, it is defined that the ideal
value of the alternative is nine times higher than the anti-ideal value, i.e., that n1 = 1 and ns = 9.
By applying Equation (13), we define the functions on the basis of which the standardization of criteria
is performed, i.e., the transformation of the values of the initial decision matrix into an interval [1, 9].
Thus, we obtain the following fuzzy functions:

f̃Ai

(
C j

)
=

9− 1
(10, 10.5, 11) − (0.5, 0.5, 1.0)

ξ̃i j +
(10, 10.5, 11) · 1− (0.5, 0.5, 1.0) · 9

(10, 10.5, 11) − (0.5, 0.5, 1.0)

i.e.,

f̃Ai

(
C j

)
=

(
f l
i j

(
C j

)
, f s

i j

(
C j

)
, f u

ij

(
C j

))

=



f l
Ai
(C1) =

9−1
10−1ξ

l
i j +

10·1−1·9
10−1 = 0.89 · ξl

i j + 0.11

f s
Ai
(C1) =

9−1
10.5−0.5ξ

s
i j +

10·1−0.5·9
10.5−0.5 = 0.80 · ξs

i j + 0.60

f u
Ai
(C1) =

9−1
11−0.5ξ

u
ij +

11·1−0.5·9
11−0.5 = 0.76 · ξs

i j + 0.62

where ξ̃i j =
(
ξl

i j, ξ
s
i j, ξ

u
ij

)
represent elements of the aggregated initial decision matrix.
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Since all criteria values in the initial decision matrix cover the same value interval, i.e., they are
defined using the same linguistic scale, the same function f̃Ai

(
C j

)
is applied to map all criteria

C j j = 1, 2, . . . , 5).

By applying the function f̃Ai

(
C j

)
, we obtain a standardized decision matrix (T =

[
ϕ̃i j

]
4×5

,
i = 1, 2, . . . , 4, j = 1, 2, . . . , 5) in which all elements of the matrix are transformed into an interval [1, 9].

C1 C2 C3 C4 C5

T =

A1
A2
A3
A4




(3.55, 4.52, 5.13) (3.91, 4.83, 5.42) (3.95, 4.86, 5.44) (4.84, 5.66, 6.20) (4.81, 5.64, 6.18)
(3.91, 4.83, 5.42) (3.31, 4.30, 4.91) (3.62, 4.57, 5.17) (4.24, 5.13, 5.69) (5.13, 5.93, 6.45)
(5.13, 5.93, 6.45) (6.02, 6.73, 7.22) (5.41, 6.18, 6.70) (4.52, 5.38, 5.93) (3.95, 4.86, 5.44)
(5.13, 5.93, 6.45) (5.13, 5.93, 6.45) (4.81, 5.64, 6.18) (5.13, 5.93, 6.45) (4.24, 5.13, 5.69)




By substituting the values from the matrix X, Equation (12), into the function f̃Ai

(
C j

)
, Equation (13),

we obtain the remaining values of the elements ϕ̃i j. Elements at position Ai-C1 are obtained by applying

the function f̃Ai

(
C j

)
:

f̃A1(C1) = (3.55, 4.52, 5.13) =



f l
A1
(C1) = 0.89 · ξl

11 + 0.11 = 0.89 · 3.87 + 0.11 = 3.55
f s
A1
(C1) = 0.80 · ξs

11 + 0.60 = 0.80 · 4.90 + 0.60 = 4.52
f u
A1
(C1) = 0.76 · ξu

11 + 0.62 = 0.76 · 5.92 + 0.62 = 5.13

f̃A2(C1) = (3.91, 4.83, 5.42) =



f l
A2
(C1) = 0.89 · 4.28 + 0.11 = 3.91

f s
A2
(C1) = 0.80 · 5.29 + 0.60 = 4.83

f u
A2
(C1) = 0.76 · 6.30 + 0.62 = 5.42

f̃A3(C1) = (5.13, 5.93, 6.45) =



f l
A3
(C1) = 0.89 · 5.66 + 0.11 = 5.13

f s
A3
(C1) = 0.80 · 6.66 + 0.60 = 5.93

f u
A3
(C1) = 0.76 · 7.66 + 0.62 = 6.45

f̃A4(C1) = (5.13, 5.93, 6.45) =



f l
A3
(C1) = 0.89 · 5.66 + 0.11 = 5.13

f s
A3
(C1) = 0.80 · 6.66 + 0.60 = 5.93

f u
A3
(C1) = 0.76 · 7.66 + 0.62 = 6.45

Step 3: We calculate the arithmetic mean and the harmonic mean of the minimum and maximum
elements, n1 = 1 and nb = 9:

A = (n1 + nb)/2 = (1 + 9)/2 = 5

H =
2

1
n1

+ 1
nb

=
2

1
9 + 1

1

= 1.80

So, for n1 = 1 and nb = 9, we obtain that the arithmetic mean is A = 5.5, while the harmonic
mean is H = 1.80.

Step 4: By applying Equation (15), the elements of the matrix T are normalized and transformed
depending on whether they belong to the min or max type of criteria. Since, in our example, all the
criteria are of the max type, only the arithmetic mean will be used to normalize the elements of the T
matrix. So, we obtain a new matrix N =

[
γ̃i j

]
4×5

(i = 1, 2, . . . , 4, j = 1, 2, . . . , 5), Equation (18).

C1 C2 C3 C4 C5

N =

A1
A2
A3
A4




(0.35, 0.45, 0.51) (0.39, 0.48, 0.54) (0.39, 0.49, 0.54) (0.48, 0.57, 0.62) (0.48, 0.56, 0.62)
(0.39, 0.48, 0.54) (0.33, 0.43, 0.49) (0.36, 0.46, 0.52) (0.42, 0.51, 0.57) (0.51, 0.59, 0.65)
(0.51, 0.59, 0.65) (0.60, 0.67, 0.72) (0.54, 0.62, 0.67) (0.45, 0.54, 0.59) (0.39, 0.49, 0.54)
(0.51, 0.59, 0.65) (0.51, 0.59, 0.65) (0.48, 0.56, 0.62) (0.51, 0.59, 0.65) (0.42, 0.51, 0.57)
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Thus, for example, for criterion C1, at position A1-C1, we obtain that γ̃11 =
(3.55,4.52,5.13)

2·5 =(
3.55
10 , 4.52

10 , 5.13
10

)
= (0.355, 0.452, 0.513).

Step 5: By applying Equation (19), the criterion functions of alternatives Q̃(Ai) are calculated.
The alternative is ranked on the basis of value Q̃(Ai), so it is more desirable that the alternative has a
higher value Q̃(Ai).

The ranking of alternatives is shown in Table 8.

Table 8. Criterion functions and final ranking of alternatives.

Alt. Q̃(Ai) Crisp Q(Ai) Rank

A1 (0.397, 0.489, 0.547) 0.4829 3
A2 (0.382, 0.475, 0.534) 0.4690 4
A3 (0.527, 0.605, 0.658) 0.6011 1
A4 (0.501, 0.582, 0.635) 0.5771 2

Based on the obtained results, we can single out the strategic guideline A3 as the dominant solution.

5. Validation of the Results

The validation of the results was carried out through two sections. The first section considers
the analysis of the influence of changing parameters p and q in the Bonferroni integration
operator. The second section presents the validation of the results through comparison with other
multi-criteria techniques.

5.1. Influence of Changing Parameters p and q on the Results of Ranking

The Bonferroni integration operator was used to integrate expert preferences into an aggregated
initial decision matrix. During the formation of the aggregated initial decision matrix on the basis of
which the initial rank was obtained (Table 8), the values of the parameters p = q = 1 were adopted.
Considering the mathematical equation of the Bonferroni integration operator, it is clear that different
values of parameters p and q lead to the transformation of the mathematical Equation (11) [31,32].
Having in mind the stated facts, it is necessary to examine the influence of changing parameters p
and q on changing the values in the aggregated decision matrix. Additionally, changes in values
in the aggregate decision matrix indirectly lead to changes in the values of criterion functions and
potential changes in the ranks of strategic guidelines. Therefore, in the following section, the influence
of changing parameters p and q on changing the values of the criterion functions of strategic guidelines
is analyzed.

In order to validate the results, the change in parameters p and q was simulated and analyzed in
the interval [1, 100] through 300 scenarios. In the first 200 scenarios, the impact of changing only one
parameter of the parameters in the interval [1, 100] was analyzed, while the other parameter had the
value one. Thus, through the first 100 scenarios, the change in the parameter value 1 ≤ p ≤ 100 was
simulated, while in the next 100 scenarios, the change in the parameter 1 ≤ q ≤ 100 was simulated;
see Figure 3a. In the last 100 scenarios, the change in both parameters in the interval 1 ≤ p, q ≤ 100 was
simulated; see Figure 3b.

By analyzing the results from Figure 3, we notice that for changes in the values of parameters
1 ≤ p, q ≤ 100 through all 300 scenarios, there is no change in the ranks of strategic guidelines and
that the initial rank A4 > A3 > A2 > A1 is confirmed. We notice that the change in the values of the
parameters in the interval 1 ≤ p, q ≤ 100 leads to a change in the values of criterion functions. However,
changes in the values of the criterion functions of the strategic guidelines are not large enough to
cause changes in the initial rank. In addition, the results presented show that the initial ordering is
credible and robust despite drastic changes in input parameters. It is necessary to emphasize that
such an analysis is an indispensable step in multi-criteria models in which integration functions are
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used for the aggregation of input parameters. The integration functions have free parameters whose
values are arbitrarily determined by decision makers. This is confirmed by numerous studies that
have shown that changes in the values of integration function parameters can often lead to changes in
initial ranks [33–35].Sustainability 2018, 10, x FOR PEER REVIEW  21 of 25 
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5.2. Computation of Stability of Ranking Based on Different Ranking Methodologies

In order to validate the initial rank, four more multi-criteria techniques were applied under the same
conditions (with the same input values) as for the RAFSI method: Compressed Proportional Assessment
(COPRAS) [36], Multi-Attributive Ideal-Real Comparative Analysis (MAIRCA) [37], Multi-Attributive
Border Approximation area Comparison (MABAC) [38] and Measurement of Alternatives and Ranking
According to Compromise Solution (MARCOS) [39]. A comparative overview of the ranks obtained by
applying the above multi-criteria techniques is shown in Figure 4.

Based on the comparison of results shown in Figure 4, the order of ranking of the strategic
guidelines according to the LBWA–MACBETH–RAFSI model is similar to the order proposed by
the multi-criteria techniques developed in [36–39]. The presented analysis proves the validity of
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the methodology proposed in this paper and that the proposed selection of strategic guideline A3
is credible.Sustainability 2018, 10, x FOR PEER REVIEW  22 of 25 
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6. Conclusions

The adaptability of healthcare systems is a key segment that affects the efficiency of the healthcare
system of each country. This fact is particularly evident in crisis situations, such as the COVID-19
pandemic, which has affected the whole world. Therefore, it is necessary to efficiently manage the
organization of healthcare systems in order to provide adequate medical care to patients and reduce
dangers for the population caused by the COVID-19 pandemic to a minimum. This paper presents a
multi-criteria model that proposes strategic guidelines for possible adaptation of healthcare system
depending on infection capacity and pandemic spread risk. Four strategic guidelines have been defined
and five criteria for the evaluation of the strategic guidelines have been determined. The paper proposes
a scale on the basis of which infection capacity and pandemic spread risk are defined. Based on the
estimation of infection capacity and pandemic spread risk by the crisis response team, the weight
coefficients of criteria are defined and a strategic guideline is selected for the possible reorganization
of a healthcare system of a region within a country or a whole country. The LBWA and MACBETH
methods were proposed to define the values of the weight coefficients of the criteria, while the novel
fuzzy RAFSI method was proposed for the evaluation of strategic guidelines and for the proposal of
the possible organization of healthcare systems.

The proposed multi-criteria methodology was tested for values of high infection capacity and
pandemic spread risk (1.5 < δ ≤ 2.0). The application of the fuzzy LBWA–MACBETH–RAFSI
methodology was demonstrated and the results were validated. Based on the validation of the results,
strategic guideline S3 was proposed as the best solution for the reorganization of the healthcare system
under the conditions of a high infection capacity and pandemic spread risk. The testing was performed
using the example of the healthcare system in the Republic of Serbia.

The proposed methodology has several contributions that can be observed from two perspectives.
The first standpoint refers to the contribution of the proposed methodology within the healthcare filed,
where we can highlight the following advantages: (1) an original methodology for reorganization and
adjustment of healthcare systems in emergency situations caused by the COVID-19 pandemic has
been proposed; (2) a methodology for determining infection capacity and pandemic spread risk has
been defined, which is a prerequisite for the application of a multi-criteria methodology; (3) strategic
guidelines and criteria for the evaluation of the guidelines were defined on the basis of real research
conducted during the COVID-19 pandemic and in which medical experts and other members of the
crisis response team in Serbia participated; (4) the proposed methodology provides a new framework
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for managing the organization of healthcare systems under the dynamic conditions of a pandemic.
The model enables national policy makers to establish strategic guidelines for adapting healthcare
systems to the capacity of the COVID-19 pandemic; (5) the universality of the proposed multi-criteria
methodology allows the application of the proposed methodology for the reorganization of healthcare
systems of other countries with minor pre-adjustments of strategic guidelines and criteria depending
on the specific characteristics of the country or region in which it is applied.

The second standpoint refers to the contributions of the proposed methodology within the MCDM
area, where we can highlight the following contributions: (1) within the proposed multi-criteria
methodology, an original extension of the RAFSI method in a fuzzy environment was performed;
(2) the fuzzy LBWA–MACBETH–RAFSI model has a flexibility and universality that allow it to be
effectively applied to various areas where the application of a rational and robust methodology is
required; (3) the hybrid fuzzy LBWA–MACBETH–RAFSI model contributes to the improvement
of the literature that considers the theoretical and practical application of multi-criteria techniques;
(4) the proposed multi-criteria methodology allows the evaluation of alternatives despite inaccuracies
and a lack of quantitative information in a decision-making process and (5) the methodology for the
evaluation of healthcare systems in emergency situations is improved through a new approach to
treating inaccuracies since the application of this or a similar approach to the healthcare field was not
observed in our analysis of the literature.

There are certain limitations that should be considered when interpreting the results of this
study. The effectiveness of the proposed fuzzy MCDM tool is evident, but acceptance by other
users and decision makers can be a limiting factor. Most users and decision makers readily accept
mathematically simple and easy-to-understand decision-making tools. However, tools that require
the processing of group information, while respecting the uncertainties and inaccuracies that exist in
group preferences, are complex in nature. Therefore, the model used in this paper does not fall into the
mathematically simple category of decision-making tools. A particular limitation of this model is the
complex mathematical formulations for the fusion of expert preferences into a single group decision.
However, integrating the LBWA–MACBETH–RAFSI model into a decision-making system will make it
more acceptable for use by heath care management who have to deal with a high degree of uncertainty
and inaccuracy during decision making. The proposal of a user-oriented decision support system was
made during the preparation of this study and is based on the implementation of Visual Basic and
Matlab software packages.

Other limitations of our study relate to the determination of weighting criteria that significantly
depend on the subjective characteristics of the available experts participating in the study. Another
limitation is the small size of the sample examined and the possible impact of survey formatting on
study results. Therefore, it is recommended that further research be organized on a larger sample of
respondents familiar with the context of the decision and consider the possibility of increasing the
number of criteria that would be grouped into clusters.

The proposed LBWA–MACBETH–RAFSI model is a tool that can be successfully integrated with
other MCDM techniques. The development of hybrid multi-criteria models for group decision making,
which would be based on the integration of LBWA–MACBETH–RAFSI model and other MCDM tools,
is one of the future directions for its application. Another logical step for the future improvement
of the LBWA–MACBETH–RAFSI model is its application in other uncertain theories, such as rough,
grey, neutrosophic, etc. Numerous linguistic approaches have been developed in recent years, such as
extensions of linguistic variables in a neutrosophic environment and an unbalanced linguistic approach.
These approaches have attracted a lot of attention in the field of decision making, through the possibility
of applying linguistic variables in a decision-making process. Linking these linguistic approaches to the
LBWA–MACBETH–RAFSI model and researching the possibility of linguistic modeling of preferences
are interesting and promising topics for future research.
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Abstract: Globalization and decentralization of production generate the intensive growth of goods
and transport flows, mostly performed by the maritime transport. Ports, as the main nodes in the
global logistics networks, are becoming congested, space for their expansion limited, and traffic
in their hinterland congested. As a solution to these and many other hinterland-transport-related
problems stands out the development of dry port (DP) terminals. Selection of their location is one
of the most important strategic decisions on which depends their competitiveness in the market
and the functionality of the logistics network. Accordingly, the evaluation and selection of locations
for the development of the DP in accordance with the requirements of various stakeholders is
performed in this paper, as a prerequisite for the establishment of an ecological, economic, and socially
sustainable logistics network in the observed area. To solve this problem, a new hybrid model of
multi-criteria decision-making (MCDM) that combines Delphi, AHP (Analytical Hierarchy Process),
and CODAS (Combinative Distance-based Assessment) methods in a grey environment is developed.
The main contributions of this paper are the defined model, the problem-solving approach based
on finding a compromise solution, simultaneous consideration of the environmental, economic,
and social sustainability of the DP concept and its implementation in the regional international
markets. The applicability of the approach and the defined MCDM model is demonstrated by solving
a real-life case study of ranking the potential DP locations in the Western Balkans region. Based on
the obtained results, it is concluded that in the current market conditions, it would be most realistic to
open three DP terminals, in Zagreb, Ljubljana, and Belgrade.

Keywords: dry port; location; sustainability; MCDM; grey; Delphi; AHP; CODAS

1. Introduction

Trends in the global economy, implying decentralized production and a significant increase in the
flow of goods around the world, generate major problems and challenges for the logistics sector [1].
As 80% of the total quantity and 70% of the total value [2] of goods flows are done by maritime
transport, seaports as nodes in the logistics networks through which connections are established
between two transport systems, maritime and land, become key factors for supply chain efficiency [1].
However, the increasing intensity of activities in ports leads to increased traffic congestion, especially
in the immediate vicinity of the port, lack of space for port operations, and environmental pollution [1].
There is also a significant increase in pressure on the transport flows in the port hinterland, especially
in terms of sustainability, which is manifested in the form of public opinion pressure or through formal
legislation [3]. In addition, the part of the logistics chain in the port hinterland represents as much
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as 60% of the total logistics costs of the chain [4]. As a sustainable solution to all these problems,
in not only environmental, but also economic and social terms, the use of dry port (DP) terminals is
advocated by researchers.

When it first appeared, the term DP referred to a land terminal where (or for which) shipping
companies could issue a bill of loading [5]. Later, the term DP had different definitions and was equated
with terms such as inland clearance depot, inland container depot, intermodal terminal, land freight
terminal, land port, etc. [6]. There are different definitions of DP in the literature, but in this paper
the term DP is used in accordance with the definition given by Roso et al. [7], according to which the
DP is an inland intermodal terminal directly connected by various modes of transport, primarily rail
with one or more seaports, in which users can leave/pick up the goods as if directly at a seaport. It is
important to emphasize that the DP, being an inland intermodal terminal, can be connected to the
other inland terminals (freight centers) in the logistics network in a wider catchment area in the port
hinterland by various transport modes.

The main positive effects and, at the same time, the basic motive for the implementation of the
DP concept are the reduction of negative impacts generated by transport flows on the environment,
efficiency improvement of the logistics activities, and economic development of the region. DP plays a
key role in achieving the sustainability of logistics processes in the port hinterland, and its efficiency
and ability to reach full potential largely depend on the choice of an adequate location [3]. Terminal
location is one of the most important strategic decisions in the implementation of the DP concept.
The functionality of the entire logistics network [8] and its competitiveness in the market depend
on this decision [9,10], which is why it requires a thorough analysis [1,6,11]. Therefore, the main
purpose of this research is to develop a new hybrid MCDM model, combining the Delphi, AHP
(Analytical Hierarchy Process), and CODAS (Combinative Distance-based Assessment) methods in a
grey environment, for the location of the DP terminal as a way to achieve economic, environmental,
and social sustainability of the logistics system. The model provides compromise solutions that take
into account the requirements of different stakeholders and was tested in a real-life case study of
locating the DP terminals in the Western Balkans. For the observed area, Zagreb, Ljubljana, and
Belgrade are obtained as the most favorable locations for the establishment of the DP terminals. An
approach to solving this location problem, based on reaching the compromise solution and including
the various aspects of the sustainable development, the new hybrid model, and its application in a
case study covering the regional international market, is the main contribution of this paper.

The paper is organized as follows. The second section provides an overview of the literature on
the application of the DP concept in the function of sustainability, the location of DP terminals, and the
methods that make up the hybrid MCDM model. The third section describes the developed MCDM
model in detail and gives the steps of its application. The structure of the problem for the observed
case study, application of the MCDM model, sensitivity analysis, and the discussion of the obtained
results are presented in the fourth section. The last section provides concluding remarks and future
research directions.

2. Literature Review

This section provides an overview of the literature in accordance with the basic aspects of observing
the defined problem. The first aspect involves the development of the DP terminals as a concept for
achieving environmental, economic, and social sustainability. The second aspect refers to the technique
of the DP terminal location selection as one of the most important factors for its efficient functioning
and achieving the full potential. The third aspect involves an overview of the basic characteristics of
the methods that make up the model developed in this paper for locating the DP terminals.

2.1. Dry Port Terminals in the Function of Sustainability

The term “dry port” was first mentioned in scientific papers in 1984 as the “Port of Memphis as a
dry port for New Orleans” [6], but more extensive research on DP terminals was done by Beresford and
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Dubey on landlocked countries in Africa in 1990 [7,12]. DP is interesting as a subject of research due to
numerous advantages generated by its implementation, and some of them are: significant reduction of
traffic congestion in the immediate vicinity of the seaport it serves, as well as on the roads connecting
the port to the hinterland; more efficient transport and faster movement of goods; improved rail–sea
intermodal capacity; port competitiveness improvements through the better market access; significant
increase of the market share of railway and inland waterway transport operators; transport cost
reduction; expansion of the range of logistics services offered to the customers (shippers and recipients);
improvement of the efficiency and reliability of supply chains; reduction of the environmental impacts
(air pollution, noise, vibration); development of the regional economy through the creation of new jobs;
and attraction of a larger volume of flows, etc. [3,6,13–15].

The DP concept has been the subject of various studies dealing with the geographical location
of the terminals (e.g., [16]), hinterland access strategies (e.g., [17]), the selection of efficient terminal
types (e.g., [18]), directions of the concept development (e.g., [19]), etc. However, taking into account
the role of the DP terminal in logistics networks and some of the basic effects it generates, one of
the most important directions of research relates to the analysis of the sustainability of the concept.
The impact of the DP terminal concept on the environmental sustainability has been most frequently
investigated in the literature, especially the effect of reducing the emissions of carbon dioxide and
other carbon-based components [6,20–24], and also other positive effects on the environment, such as
reduction of emissions of other gases, particles, noise and vibration, and reduction of traffic congestion,
traffic accidents, etc. (e.g., [25]). There are also a significant number of studies that, in addition
to the environmental, also take into account the economic or social sustainability (e.g., [6,13,26,27]),
while the studies that simultaneously analyze environmental, economic, and social sustainability are
very rare [1,28,29]. This paper follows up the previous research in this area and builds upon it by
considering the most favorable locations for establishing the concept of the DP terminals based on
criteria that include the requirements of all stakeholders in the decision-making process in order to
achieve environmental, economic, and social sustainability of the logistics system of the observed area.

2.2. Dry Port Terminal Location Selection

The location of the DP terminal plays a key role in achieving the competitive advantage of the
terminal, high efficiency of the terminal operation, and the full potential of the terminal in achieving the
goals of sustainable development. In the literature, the problem of the DP terminal location selection
has been solved in different ways, i.e., by applying different techniques. A significant group is formed
by the studies in which the DP terminals are located by solving the optimization problems, most
often formulated as the mixed integer linear programming (MILP) problems (e.g., [30–34]). Various
metaheuristics are often used to solve these problems, e.g., greedy algorithm (e.g., [35]), genetic
algorithm (e.g., [36]), or heuristics developed exclusively to solve the defined problem (e.g., [37]).
There are also examples in the literature where DP terminal locations are selected using the cluster
analysis (e.g., [38–40]), simulation models (e.g., [26,41,42]), or by combining different techniques,
e.g., geographic information systems (GIS) and heuristics [43], data mining and complex network
theory [44], etc. However, the problem with all of the above techniques is that decisions on DP
terminal locations are made solely on the basis of one or several parameters, most often investment
and operating costs, and neglect the whole set of qualitative factors that have a significant impact on
location [11]. Therefore, for solving this type of problem the MCDM methods, able to consider a large
number of criteria, stand out in the literature. Some of the MCDM methods applied to locating the DP
terminals, either alone or in combination with some other methods, in a conventional form or in the
fuzzy environment, are: Analytical Network Process (ANP) [10,45,46], AHP [8,47], a combination of
AHP and ELECTRE methods [48], a combination of CFA, MACBETH and PROMETHEE methods [49],
etc. However, in most of these studies, the location of the DP terminal was done without considering
the requirements and goals of different stakeholders. One of the few studies in which the views of
different stakeholders were considered when locating the DP terminals is the work of Nguyen and
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Notteboom [11], but even they did not obtain the location as a compromise solution but simply by
aggregating the results of the independent potential location rankings by each stakeholder. This is
another research gap that this paper covers, since the final ranking of the potential DP locations is
obtained as a compromise solution that integrates the requirements of all stakeholders.

Considering the geographical area of research, most papers deal with the DP terminal locations
in Asia (e.g., [10,35,36,43,46]) and Europe (e.g., [8,26,33,41]), and considerably fewer with locations
in Africa (e.g., [34]), North America (e.g., [50]), and South America (e.g., [47]). The vast majority of
papers deal with the DP terminal locations for the area of a state or region within a state, as well as for
serving a single port [51]. Studies covering areas of multiple countries and ports, such as the case in
this paper, are very rare [30,31,52].

2.3. An Overview of the Methods that Make Up the MCDM Model

The paper proposes a new hybrid MCDM model based on a combination of Delphi, AHP, and
CODAS methods in a grey environment to solve the defined problem. As the problem has a hierarchical
structure with criteria, sub-criteria, and alternatives at different levels, it was justified to apply the
AHP method to solve it. However, as the AHP method requires comparison of all pairs of elements
(criteria, sub-criteria, alternatives) at the same hierarchical levels, and considering the large scale of the
problem (large number of elements), the AHP method was used only to determine the criteria weights.
The CODAS method was used for the evaluation of the alternatives and the final ranking, which
significantly reduced the complexity of the problem. Since evaluations were performed by the decision
makers representing different stakeholders for whom the considered criteria may have different
significance, a part of the Delphi method that enabled the unification of the different evaluations
was introduced into the model. The entire MCDM model was developed in a grey environment
because it enabled the processing of partial data, as well as the combination of unclear and incomplete
assessments by the decision makers. Below is a review of the literature on the methods that make up
the model.

The Delphi method was developed by Dalkey and Helmer [53], and is generally used to iteratively
process the decision makers’ opinions until a consensus on the subject of research is reached [54].
The Delphi method is used in situations where there is a risk of subjectivity; when problems are
large, complex, and multidisciplinary; when there is uncertainty in the decision-making process
and the time frame for decision-making is short; when the opinions of multiple decision makers
are sought and anonymity is desirable, etc. [55]. Accordingly, the basic characteristics as well as
the advantages of this method are: anonymity, iterativity, controlled feedback, and statistical group
response [55]. Some of the disadvantages are the need for multiple repetition of the questionnaire to
achieve the convergence of the assessments and the high cost of data collection, especially for large and
complex problems [56]. The Delphi method is widely accepted in the literature, and either alone or in
combination with some other methods it has been used to solve various problems, such as defining the
typical structures of the intermodal terminals [57], selecting the development indicators of the urban
sustainability [58], planning of intermodal terminals [59], selecting the maintenance strategy for ship
machinery systems [60], locating intermodal terminals [61], etc.

The AHP method was developed by Saaty [62], and is based on defining the hierarchical structure
of the problem, i.e., arranging the elements of the problem (criteria, sub-criteria, alternatives) in several
levels and their mutual comparison within them. As a result, it gives the weights, i.e., the significance of
the elements at each hierarchical level in relation to the decision-making goal. It is used to solve complex
problems with a large number of elements that have a strong mutual influence [63]. The AHP method
is theoretically easy to understand and simple to apply in practice [64], allows consideration of both
quantitative and qualitative parameters [62], and the pairwise comparison of elements, on which it is
based, makes it one of the most transparent and technically most appropriate methods for determining
the weights (significance) of the problem elements [65]. On the other hand, the main disadvantages of
the method are that it requires a large number of comparisons in cases of larger problems, making it
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very difficult to maintain consistency of the decision makers’ assessments [63], as well as that it uses
a discrete scale for comparisons, which cannot adequately express ambiguity and vagueness in the
decision makers’ assessments [66]. The AHP method requires a greater effort to obtain a solution,
compared to some other methods that perform direct ranking of elements, such as the SMART or
SWARA methods [67], but on the other hand allows decision makers to better understand the relative
importance of and interactions between the elements and to perform more precise evaluation, resulting
in better solutions [68,69]. In addition, compared to the methods that require complete consistency,
e.g., MACBETH or FUCOM [70], the AHP method is more flexible and allows for an increase or
decrease in the tolerance threshold according to the decision makers’ preferences [71,72]. Because
of the above, AHP is one of the most commonly used MCDM methods, especially for determining
the criteria weights, and either alone or in combination with some other methods it has found wide
application for solving various problems, such as evaluating energy systems [73], selecting intermodal
transport chains [74], locating warehouses for humanitarian logistics [75], ranking of logistics systems
scenarios [76], locating dry port terminals [77], locating city logistics terminals [78], etc.

The CODAS method was developed by Ghorabaee et al. [79], and is based on determining the
overall performance of the elements of the decision problem (usually an alternative), based on the
Euclidean and Taxicab distances from the negative ideal point (solution, alternative). Euclidean
distances are used as the primary measures of evaluation, and if these distances are too close for
some alternatives, Taxicab distances are included in the evaluation to make the alternatives easier
to compare. The degree of closeness (similarity) of Euclidean distances is determined on the basis
of the closeness threshold parameter. The CODAS method, as well as methods such as TOPSIS,
VIKOR, EDAS, COPRAS, etc., belongs to the group of distance-based methods. The main advantage of
these, in relation to some other methods such as AHP, ANP, BWM, etc., is that they do not require
comparison of all pairs of elements (criteria, sub-criteria, alternatives), which makes them much more
efficient, especially when considering problems with a large number of elements. On the other hand,
the advantage of the CODAS method over the other methods from the same group is the ability to
evaluate the elements of the problem by applying more than one type of distance, which significantly
increases the accuracy of results and allows fine differentiation between closely ranked alternatives [79].
CODAS is a relatively new method, but in a short period of time it has been applied, either alone
or in combination with some other methods, to solve problems in various areas, such as locating
dismantling centers in reverse logistics [80], evaluating organizational culture in the field of innovation
and sustainable development [81], selecting staff [82], selecting suppliers [83,84], selecting renewable
energy sources [85], etc.

Most of the shortcomings of the individual methods that make up the model can be solved by
applying intuitive or interval sets (e.g., fuzzy, rough, grey). Fuzzy [86], rough [87], and grey [88]
sets are the different ways of representing uncertainty in data sets [89]. They are introduced into the
MCDM with the aim of more efficient problem-solving in situations where elements of the problem
are assessed by the decision makers, who very often give inaccurate, incomplete, or ambiguous
evaluations. Although there are some overlaps between them, these sets differ significantly. Grey
sets, unlike fuzzy and rough sets, allow better processing of partial data as well as combining obscure
and incomplete data into one model [89]. In addition, grey sets can present situations that cannot
be represented by either fuzzy or rough sets [89]. Therefore, in this paper, the previously described
MCDM methods are combined in a grey environment. Grey extension of the Delphi method was
performed by Lingkan [90] and has since been applied to solve various problems, either alone or in
combination with other methods [91–93], while grey extension of the AHP method was first performed
by Liu et al. [94] and has since been recorded in different variants of the AHP method applications in
the grey environment for solving various problems, either alone or in combination with some other
methods [95–97]. There have been no examples in the literature so far of extending the CODAS method
in the grey environment, nor of combining these three methods in any form (conventional or in an
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environment of intuitive or interval assessments). This is another research gap covered by this paper,
i.e., another of the main contributions of the paper.

3. Hybrid Grey MCDM Model

The hybrid MCDM model proposed in this paper for the DP terminal location selection involved
the application of the Grey Delphi-based grey AHP (GDAHP) method for determining criteria and
sub-criteria weights and the Grey CODAS (GCODAS) method for ranking and selecting the most
favorable alternatives. The steps for applying the model are explained in detail below, and a general
overview of the model structure is given in Figure 1.
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Step 1: Define the problem structure, i.e., form the sets of alternatives, criteria, and sub-criteria for
their evaluation and identify the stakeholders.

Step 2: Define the grey scale for the evaluation of the criteria, sub-criteria, and the alternatives by
the decision makers. Linguistic terms and the corresponding grey values are given in Table 1.

Table 1. Grey scale for the evaluations.

Linguistic Term Abbreviation Grey Scale

None N [0, 2]
Very low VL [1, 3]

Low L [2, 4]
Moderately low ML [3, 5]

Medium M [4, 6]
Moderately high MH [5, 7]

High H [6, 8]
Very high VH [7, 9]

Extremely high EH [8, 10]

Step 3: Obtain the criteria and sub-criteria weights by applying the GDAHP method. Decision
makers belonging to the different stakeholders perform the pairwise comparisons of the elements
(criteria and sub-criteria) using the linguistic terms, which can be transformed into grey values
according to the relations given in Table 1. These values indicate the relative importance, i.e., the
elements’ preference in relation to the other elements.

Step 3.1: Unify the decision makers’ evaluations by applying the following equations:

⊗ αij = [αij,αij], i = j = 1, . . . , n, (1)

αij =
(∏o

h=1
aijh

)1/o
, (2)

αij =




o∏

h=1

aijh




1/o

, (3)

where αij and αij are the lower and upper values of the unified grey evaluation ⊗ αij, respectively, and
stands αij ≤ αij. ai jh and ai jh are the lower and upper values of the grey evaluation ⊗ ai j, indicating
the comparison of the element (criteria, sub-criteria) i in relation to the element j by the decision
maker belonging to the stakeholder h. n is the number of criteria/sub-criteria, and o is the number of
stakeholders involved in the process.

Step 3.2: Form the grey decision matrix (⊗ A) elements of which are the unified values of the
criteria/sub-criteria comparisons ⊗ αi j:

⊗ A =




⊗ α11 ⊗ α21 · · · ⊗ αn1

⊗ α21 ⊗ α22 · · · ⊗ αn2
...

⊗ αn1

...
⊗ αn2

. . .
· · ·

...
⊗ αnn



. (4)

Step 3.3: Calculate the relative weights of the elements (criteria, sub-criteria). For each matrix of
the pairwise comparisons, it is necessary to obtain the priority vector. For obtaining the priority vector
the Logarithmic Grey Preference Programming (LGPP) method is developed, based on the Logarithmic
Fuzzy Preference Programming (LFPP) method developed by Wang and Chin [98]. The elements of the
grey decision matrix ⊗ A are approximated by the logarithms of the grey evaluations ⊗ αi j by applying
the following equation:

ln⊗ αi j ≈
[
lnαi j, lnαi j

]
; i = j = 1, . . . , n. (5)
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For obtaining the elements’ priority values (wj) it is necessary to solve the following non-linear
priority model:

minJ = (1− λ)2 + M
n−1∑

i=1

n∑

j=i+1

(
ε2

i j + η2
i j

)
, (6)

subject to:

yi − y j − λ ln



αi j

αi j


+ εi j ≥ lnαi j; i = 1, . . . , n− 1; j = i + 1, . . . , n, (7)

− yi + y j − λ ln



αi j

αi j


+ ηi j ≥ − lnαi j; i = 1, . . . , n− 1; j = i + 1, . . . , n, (8)

λ, yi, j ≥ 0; i = j = 1, . . . , n, (9)

ε2
i j, η

2
i j ≥ 0; i = 1, . . . , n− 1; j = i + 1, . . . , n, (10)

where λ is the minimum membership degree obtained in the following way:

λ = min
(
ln

(
wi/w j

))
, i = 1, . . . , n− 1; j = i + 1, . . . , n. (11)

J denotes the objective function, which should be minimized, wi, j are the white values of the
priority vector, yi, j = ln wi, j for i = 1, . . . , n − 1; j = i + 1, . . . , n, and M is the large enough constant
such as M = 103. ε2

i j and η2
i j for i = 1, . . . , n− 1; j = i + 1, . . . , n are the non-negative deviation variables

introduced in order to avoid λ from taking a negative value. It is most desirable that the values of the
deviation variables are as small as possible, and that they meet the following inequalities:

ln wi − ln w j − λ ln



αi j

αi j


+ εi j ≥ lnαi j; i = 1, . . . , n− 1; j = i + 1, . . . , n,

− ln wi + ln w j − λ ln



αi j

αi j


+ ηi j ≥ − lnαi j; i = 1, . . . , n− 1; j = i + 1, . . . , n.

Let y∗j( j = 1, . . . n) be the optimal solution to the model (6)–(11). Normalized criteria values for

the grey decision matrix ⊗ A =
[
⊗ αi j

]
n×n

are obtained in the following way:

w∗j =
exp

(
y∗j

)

∑n
j=1 exp

(
y∗j

) , j = 1, . . . , n, (12)

where exp() is the exponential function, namely, exp
(
y∗j

)
= ey∗j for j = 1, . . . , n. This method results in

white normalized weights.
In order to control the result of the method, the Consistency Ratio (CR) for each matrix is calculated

as follows [98]:
CR = CI/RI, (13)

where CI is the Consistency Index and is calculated as follows:

CI =
λmax − n

n− 1
. (14)

λmax is the eigenvalue of the matrix ⊗ A. RI the Random Index, whose values for matrices
of various sizes are contained in Saaty [99]. The CR values should be less than 0.10 in order for
comparisons to be acceptable.
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Step 4: Perform the alternatives evaluation by applying the GCODAS method developed in this
paper as the grey extension of the conventional CODAS method developed by Ghorabaee et al. [79].

Step 4.1: Form the grey decision matrix (⊗X) in the following way:

⊗ X =
[
⊗ xkj

]
m×n

=




⊗ x11 ⊗ x12 · · · ⊗ x1n
⊗ x21 ⊗ x22 · · · ⊗ x2n

...
⊗ xm1

...
⊗ xm2

. . .
...

· · · ⊗ xmn



, (15)

where ⊗ xkj =
[
xkj, xkj

]
represents the grey evaluation of the alternative k (k = 1, . . . , m) in relation

to the criterion j ( j = 1, . . . , n), while xkj and xkj represent the lower and upper values of the grey
number ⊗ xkj.

Step 4.2: Form the weighted grey decision matrix (⊗R) in the following way:

⊗ R =
[
⊗ rkj

]
m×n

, (16)

⊗ rkj =
[
rkj, rkj

]
= w∗j × ⊗ xkj, (17)

where w∗j represents the values indicating the weight of the criterion j.
Step 4.3: Define the negative ideal solution ⊗ ns in the following way:

⊗ ns =
[
⊗ ns j

]
1×m

, (18)

⊗ ns j =
[
ns j, ns j

]
=

[
min

k
rkj, min

k
rkj

]
. (19)

Step 4.4: Calculate the grey Euclidian distances (⊗ Ek) of the alternatives from the negative ideal
solution in the following way:

⊗ Ek =
[
Ek, Ek

]
, (20)

Ek =

√√√ m∑

j=1

max
(
0, min

(
ekj × ekj, ekj × ekj, ekj × ekj, ekj × ekj

))
, (21)

Ek =

√√√ m∑

j=1

max
(
ekj × ekj, ekj × ekj, ekj × ekj, ekj × ekj

)
, (22)

where ekj and ekj are the lower and upper values of the grey number ⊗ ekj obtained in the following way:

⊗ ekj =
[
ekj, ekj

]
= ⊗ rkj −⊗ ns j, (23)

ekj = rkj − ns j, (24)

ekj = rkj − ns j. (25)

Step 4.5: Calculate the grey Taxicab distances (⊗ Tk) of the alternatives from the negative ideal
solution in the following way:

⊗ Tk =
[
Tk, Tk

]
, (26)

Tk =
∑m

j=1

∣∣∣∣ekj

∣∣∣∣, (27)

Tk =
∑m

j=1

∣∣∣ekj
∣∣∣. (28)
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Step 4.6: Form the grey matrix (⊗ Ra) of the relative values of comparisons of the alternatives’
distances from the negative ideal solution (⊗ gkp) in the following way:

⊗ Ra =
[
⊗ gkp

]
m×m

, (29)

⊗ gkp =
[
g

kp
, gkp

]
, (30)

where g
kp

and gkp are the lower and upper values of the grey number⊗ gkp obtained in the following way:

g
kp

=
(
Ek − Ep

)
+

(
ψ
(
Ek − Ep

)
×

(
Tk − Tp

))
, (31)

gkp =
(
Ek − Ep

)
+

(
ψ
(
Ek − Ep

)
×

(
Tk − Tp

))
, (32)

where p = 1, . . . , m is the index of the alternative with which all the other alternatives k are compared
(all pairs of alternatives are compared), and ψ represents the function that determines the equality
threshold of the Euclidian distances of any two alternatives, and it is obtained in the following way:

ψ =


1 i f

∣∣∣∣white(⊗ Ek) −white
(
⊗ Ep

)∣∣∣∣ ≥ τ
0 i f

∣∣∣∣white(⊗ Ek) −white
(
⊗ Ep

)∣∣∣∣ < τ
, (33)

where white(⊗Ek,p) is obtained by applying the following equation [100]:

White
(
⊗ Ek,p

)
=

(
Ek,p + Ek,p

)
/2. (34)

In the Function (33) τ represents the threshold parameter defined by the decision maker. It is
recommended that this parameter take the value between 0.1 and 0.5. Introduction of this parameter
ensures that if the difference of the Euclidian distances of any two alternatives is greater than τ, the
alternatives are compared by the values, including the Taxicab distances, as well.

Step 4.7: Calculate the Grey Possibility Degrees (GPDs) for all pairs of alternatives in the following
way [101]:

GPD
{
⊗ qk ≤ ⊗ qp

}
=

max
(
0, L(⊗ qk) + L

(
⊗ qp

)
−max

(
0, qk − q

p

))

L(⊗ qk) + L
(
⊗ qp

) , (35)

L
(
⊗ qk,p

)
=

∣∣∣∣∣qk,p − q
k,p

∣∣∣∣∣, (36)

where L represents the span of the grey value obtained as the difference between the lower and upper
values of a grey number, ⊗ qk and ⊗ qp are the grey values of the unified distances of the alternatives
from the negative ideal solution, while qk and q

k
, i.e., qp and q

p
, are their lower and upper values,

respectively, obtained in the following way:

q
k,p

=
∑m

k,p=1
g

k,p
, (37)

qk,p =
∑m

k,p=1
gk,p. (38)

The defined GPDs have the following characteristics:
If ⊗ qk = ⊗ qp, then GPD

{
⊗ qk ≤ ⊗ qp

}
= 0.5,

If q
p
> qk, then GPD

{
⊗ qk ≤ ⊗ qp

}
= 1,

If qp < q
k
, then GPD

{
⊗ qk ≤ ⊗ qp

}
= 0.
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When there is an intersection between ⊗ qk and ⊗ qp, if GPD
{
⊗ qk ≤ ⊗ qp

}
< 0.5 then ⊗ qp is less

than ⊗ qk, and if GPD
{
⊗ qk ≤ ⊗ qp

}
> 0.5 then ⊗ qk is less than ⊗ qp.

Step 4.8: Perform the final ranking of the alternatives based on the GPD values. The best alternative
is the one that has the GPD < 0.5 in most of the alternative pairs comparisons.

4. Case Study: Locating a Dry Port in the Western Balkans

The case study discussed in this section of the paper implies the location selection for the DP
terminal in the Western Balkans region, in a geographical and not a political sense, which includes the
territories of the following countries: Slovenia, Croatia, Serbia, Bosnia and Herzegovina, Montenegro,
North Macedonia, and Albania. This region is of great importance for the transport flows through
Europe. It is a gateway for a significant part of the goods flows entering Europe, primarily from
Asia, through the ports that gravitate towards it: Trieste, Koper, Rijeka, Split, Ploče, Bar, Durres, and
Thessaloniki [102,103]. In addition, it is very well-connected by land with both Central and Western
Europe via Pan-European [102] and TENtec corridors [103], and with Asia via Eurasian corridors [104].
All this makes the region of the Western Balkans ideal for the development of the DP concept.
However, not all countries in this region are equally suitable for the development of the concept.
Apart from obvious differences in geographical terms (position, access to the sea, inland waterways,
etc.), the countries of the Western Balkans also differ significantly in terms of political, economic, and
technological development as a consequence of different cultural and historical heritage. There are also
significant differences in the transport sector. Slovenia long ago understood the importance of adequate
planning and development of this area through institutionalization and definition of financing models,
with the developed system of public bodies, institutions and economic organizations, and related
documents defined in accordance with the needs of the country [105]. Croatia and Serbia lag behind,
so even though they have defined strategies and plans, they are not updated regularly and do not have
clearly defined dynamics, priority goals, and measures [105]. The problem in these countries is the lack,
or insufficient development, of the systems that interlock the economy and science, state bodies, and
economic entities at the national level, so groups within a sector of the ministry responsible for traffic
or transportation deal with transport [105]. Other countries, Montenegro, Bosnia and Herzegovina,
Macedonia, and Albania, above all, have inadequately developed plans that contain clumsily inserted
parts of planning documents of other countries. Because of the above, the independent development
of the DP concept in each of the countries of the region is not justified, but it is necessary to observe a
broader, regional aspect that would imply the opening of the DP terminals for the markets transcending
the national borders. Accordingly, a comprehensive approach that takes into account different aspects
of the problem is necessary to locate them. The structure of the problem is defined below, i.e., the sets
of potential locations, as well as the criteria and sub-criteria for their evaluation.

4.1. Potential Locations and the Criteria for Their Evaluation

The problem considered in this paper was structured as follows. The capitals of the Western
Balkan countries, being the economic, administrative, political, traffic, etc., centers of the region,
were defined as potential locations (PLs) for the establishment of the DP. These were Ljubljana (PL1),
Zagreb (PL2), Belgrade (PL3), Sarajevo (PL4), Podgorica (PL5), Skopje (PL6), and Tirana (PL7). For the
evaluation of potential DP locations, 20 sub-criteria were defined that could be classified into one of
the four groups of criteria: environmental (EN), economic (EC), infrastructure (IN), and socio-political
(SP). Environmental, economic, and socio-political criteria in the process of selecting the DP locations
directly included the principles of the basic pillars of sustainability (environmental, economic, and
social). On the other hand, the infrastructure criteria indirectly considered the environmental and
economic sustainability of the DP locations. The criteria were defined based on an extensive review
of the literature on locating the DP terminals using the MCDM methods [8,10,11,45,46,48,49,106].
An overview of the defined criteria and sub-criteria, as well as their description, are given in Table 2.
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Table 2. Criteria and sub-criteria for the evaluation of the potential dry port (DP) locations.

Criteria Sub-Criteria Description

Environmental criteria
(EN)

Energy consumption
(C1)

The amount of energy required to realize the
transport flows between ports and potential

DP locations, as well as the total energy
savings as a result of the DP terminal

implementation.

Harmful emissions (C2)

The amount of harmful gasses, particles, and
noise emission as a result of the transport

flows realization between ports and potential
DP locations, as well as the total emission

reduction as a result of the DP terminal
implementation.

Traffic congestion (C3)

The degree of traffic congestion as a result of
activating the DP location as well as the
overall reduction of traffic congestion

(primarily on roads) as a result of the DP
terminal implementation.

Traffic accidents (C4)

The risk of traffic accidents as a result of more
intensive transport flows due to the activation

of the DP location, as well as the overall
reduction of accidents (primarily on roads) as
a result of the DP terminal implementation.

Economic criteria
(EC)

Economic development
(C5)

The economic development of the country in
which the potential DP location is located,

observed through the GDP, production
indices, trade, state of the market, etc., as well

as the impact of the DP terminal
implementation on the economic growth.

Volume of flows (C6) Potential volume of flows that the DP could
attract at the designated location.

Investment costs (C7)
Costs of activating a potential DP location

that depend on the land price, costs of
building and equipping the terminal, etc.

Exploitation costs (C8)

The operating costs of the DP terminal, which
largely depend on the labor price in the

countries of potential locations, but also the
price of energy, consumables, tax policy,

utilities, etc.

Transportation costs
(C9)

Freight transport costs depending on the
mode of transport, as well as the costs of

establishing and maintaining lines in rail and
inland waterway transport.

Transport time (C10)

The time required for the realization of
transport, depending on the mode of
transport, established lines, quality of

infrastructure, etc.

352



Sustainability 2020, 12, 6983

Table 2. Cont.

Criteria Sub-Criteria Description

Infrastructure criteria
(IN)

Distances (C11)

Distances of potential DP locations from the
ports they are supposed to serve on one side,
and potential markets (primarily Central and

Western European countries) on the other.

Transport
infrastructure (C12)

The degree of development and condition of
the transport infrastructure of all modes of

transport used in connecting the ports,
potential DP locations and markets.

Multimodality (C13)

Possibility of using multiple transport modes
in connecting the ports and potential DP

locations, and especially in connecting the DP
locations with the markets in Europe.

Network status (C14)

Connection of potential DP locations with the
TENec network, development of the logistics
network in the surrounding area (presence of
logistics centers, logistics providers, etc.), the
possibility of achieving a significant status in

the network.

Information
infrastructure (C15)

The development of information technologies
in the surroundings of the potential location,
application of newer generation networks,

internet speed, etc.

Socio-political criteria
(SP)

Political stability (C16)

Stability of the political situation in the
country where the potential DP location is

situated, which includes corruption control,
government efficiency, absence of violence,

rule of law, freedom of speech, etc.

EU integration (C17)

Status of the country/region in which the
potential DP location is located in relation to
the EU (member, accession negotiations are
underway, candidate, potential candidate).

Strategies and planes
(C18)

The development and implementation of
development strategies and plans (economy,
logistics and transport, etc.) at the national,

regional, EU level.

Regulation (C19)

Existence and the degree of application of
laws in the field of logistics, transport, traffic,

international trade, customs, finance,
insurance, etc.

Labor force (C20)
Employment rate and availability of labor

force, primarily qualified experts in the field
of logistics.

4.2. Application of the Hybrid MCDM Model for Ranking the Potential DP Locations

The first step in applying the model, in addition to defining a set of alternatives and criteria
and sub-criteria for their evaluation, involved identifying stakeholders interested in solving the
problem. Three stakeholders were identified: investors/owners and operators (Inv.), users (Use.), and
government/administration and residents (A&R). The main goal of investors and operators was to
maximize profit, i.e., financial benefits, as a result of successful operation of the terminal. A large
number of secondary goals contributed to the realization of this primary goal, such as minimization
of logistics costs, optimization of position in the logistics chain, synergy with existing activities,
synergy with external strategic initiatives, maximization of expansion possibilities, and utilization of
the available infrastructure capacity, etc. The main goal of the users was to get quality service at a
reasonable price. Regardless of whether the logistics and organization of transport were the primary
activities of users, service quality was crucial for the efficiency of their business, while the price directly
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affected the possibility of making a profit. The goals of administration and residents were divided into
economic and strategic. The main economic goal was the economic development of the surrounding
area (city, region, state) in which the terminal was located. The main strategic goal was the ecological
and social responsibility through preserving the environment, improving mobility and accessibility,
reducing traffic congestion, reducing traffic accidents, etc.

For the purpose of this research, the representatives belonging to each group of defined
stakeholders, who had the noticeable knowledge and experience in the investigated field, were
selected. They were given by the questioners the instructions to neglect their personal territorial,
political, cultural, etc., preferences in order to provide an attitude that was as objective as possible of the
stakeholder group they represented, for the observed area. The questions were designed to be as simple
as possible in order to capture the attitudes of the stakeholders’ representatives by the defined criteria.
For example, they were asked: “In your opinion, how much more important is energy consumption
(C1) than harmful emissions (C2)?” In the same manner the questioner followed all remaining criteria
and sub-criteria. In accordance with their preferences, the stakeholders’ representatives evaluated
the significance of the criteria with linguistic evaluations, which were then converted into the grey
evaluations using the relations given in Table 1. An example of an evaluation of the EN criteria by the
stakeholders’ representatives is given in Table 3.

Table 3. Evaluation of the EN criteria by the stakeholders’ representatives.

C1 C2 C3 C4

Inv. Use. A&R Inv. Use. A&R Inv. Use. A&R Inv. Use. A&R

C1 / / / M VL VL
C2 S / / / VL L
C3 VL L ML MH ML / / / L VL VL
C4 VL L ML L / / /

Inv.—investors/owners and operators, Use.—users, A&R—government/administration and residents.

By applying the Equations (1)–(3), their evaluations were re-unified and the grey decision matrix
(4) was formed. For each matrix of comparison of criteria, and then the sub-criteria, the nonlinear
priority model (6) was solved, subject to (7)–(11), and the optimal solutions were obtained and
normalized by using the Equation (12). In this way, the white weights of criteria and sub-criteria
were obtained. For each matrix of criteria or sub-criteria comparison, the consistency ratios were
calculated by the Equations (13) and (14), and since all the values were less than 0.10, it was concluded
that the evaluations were valid. The final sub-criteria weights for the potential locations evaluation
were obtained by multiplying the weights of criteria with the weights of the belonging sub-criteria.
These weights are shown in Table 4.

Then, the evaluation of alternatives in relation to the sub-criteria was performed according to the
reports and indicators of the development of logistics, transport, economy, and political situation in each
country [107], statistical data [108], environmental indicators of the transport chain operations [109],
the results of previous research [30–32,110], and the experience of the decision makers. Linguistic
evaluations of the alternatives in relation to the sub-criteria, given in Table 5, were then converted into
the grey evaluations by applying the relations given in Table 1, and thus a grey decision Matrix (15)
was formed.
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Table 4. Criteria and sub-criteria weights.

Criterion Weight Sub-Criterion Weight Final Weight

EN 0.230

C1 0.088 0.020
C2 0.048 0.011
C3 0.663 0.153
C4 0.201 0.046

EC 0.427

C5 0.204 0.087
C6 0.491 0.210
C7 0.111 0.047
C8 0.056 0.024
C9 0.111 0.047
C10 0.028 0.012

IN 0.197

C11 0.013 0.003
C12 0.131 0.026
C13 0.585 0.115
C14 0.237 0.047
C15 0.033 0.007

SP 0.145

C16 0.564 0.082
C17 0.017 0.002
C18 0.096 0.014
C19 0.288 0.042
C20 0.035 0.005

Table 5. Evaluations of the alternatives in relation to the sub-criteria.

PL1
(Ljubljana)

PL2
(Zagreb)

PL3
(Belgrade)

PL4
(Sarajevo)

PL5
(Podgorica)

PL6
(Skopje)

PL7
(Tirana)

C1 VH EH H MH M VL ML
C2 VH EH M MH H VL ML
C3 M ML L MH EH H VH
C4 ML ML MH EH H M VH
C5 EH VH H M MH ML L
C6 VH EH H MH M ML L
C7 ML H EH H MH VH H
C8 L ML MH EH MH VH H
C9 VH EH EH H MH ML M
C10 MH H EH VH M ML L
C11 H EH VH M L N VL
C12 EH VH H MH M MH ML
C13 M MH EH M ML ML ML
C14 EH VH H L N M VL
C15 EH VH VH H MH M ML
C16 EH VH ML L H M MH
C17 EH EH VH MH VH H H
C18 EH H H MH MH ML ML
C19 EH VH H M MH ML L
C20 VH VH EH MH M ML L

By applying the Equations (16) and (17), the weighted grey decision matrix was formed, and then by
applying the Equations (18) and (19), the negative ideal solution was defined. By applying the Equations
(20)–(25), the grey Euclidian distances were obtained, and by applying the Equations (26)–(28), the grey
Taxicab distances of the alternatives from the negative ideal solution were obtained. Afterwards, by
applying the Equations (29)–(34), the grey matrix of the relative values of the alternatives was obtained
and is presented in Table 6.
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Table 6. Grey matrix of relative values of the alternatives.

PL1 PL2 PL3 PL4 PL5 PL6 PL7

PL1 [–1.1, 1.1] [–3.2, 5.4] [–1.3, 0.9] [–5.6, 2.8] [–5.3, 2.9] [–6.5, 0.8] [–5.6, 1]
PL2 [–5.4, 3.2] [–1, 1] [–6.1, 2.9] [–6.9, 1.8] [–6.5, 2] [–7.8, –0.1] [–6.9, 0.1]
PL3 [–0.9, 1.3] [–2.9, 6.1] [–1.1, 1.1] [–1.2, 0.9] [–1, 0.9] [–6.2, 1.5] [–5.2, 1.7]
PL4 [–2.8, 5.6] [–1.8, 6.9] [–0.9, 1.2] [–0.9, 0.9] [–0.8, 1] [–5.2, 2.3] [–4.2, 2.5]
PL5 [–2.9, 5.3] [–2, 6.5] [–0.9, 1] [–1, 0.8] [–0.8, 0.8] [–5.3, 1.9] [–4.4, 2.1]
PL6 [–0.8, 6.5] [0.1, 7.8] [–1.5, 6.2] [–2.3, 5.2] [–1.9, 5.3] [–0.9, 0.9] [–0.6, 1]
PL7 [–1, 5.6] [–0.1, 6.9] [–1.7, 5.2] [–2.5, 4.2] [–2.1, 4.4] [–1, 0.6] [–0.7, 0.7]

By applying the Equations (35)–(38), the GPD values were calculated, based on which the final
ranking of the alternatives, i.e., potential locations, was obtained (Table 7).

Table 7. Grey Possibility Degree (GPD) values of the alternatives’ comparisons and the final ranking.

GPD (PLk ≤ PLk) PL1 PL2 PL3 PL4 PL5 PL6 PL7 Rank

PL1 / 0.583 0.443 0.391 0.407 0.271 0.3 2
PL2 0.417 / 0.353 0.311 0.324 0.205 0.228 1
PL3 0.557 0.647 / 0.435 0.454 0.294 0.329 3
PL4 0.609 0.689 0.565 / 0.519 0.365 0.401 5
PL5 0.593 0.676 0.546 0.481 / 0.345 0.381 4
PL6 0.729 0.795 0.706 0.635 0.655 / 0.541 7
PL7 0.7 0.772 0.671 0.599 0.619 0.459 / 6

4.3. Sensitivity Analysis

In order to examine the stability of the obtained solution, a sensitivity analysis was performed in
which the influence of changes in certain parameters on the result was examined. For this purpose, six
additional scenarios were defined, the first of which (Sc.1) implied the equalization of the importance
of all criteria, while the other scenarios implied the exclusion of one of the five most important criteria,
i.e., the criteria with the greatest weight and thus the strongest influence on the potential location
ranking. Criteria C6 (Sc.2), C3 (Sc.3), C13 (Sc.4), C5 (Sc.5), and C16 (Sc.6), respectively, were excluded
in the scenarios. Changes in the ranking of potential locations in additional scenarios compared to
the initial (basic) scenario are shown in Table 8 and Figure 2. As it can be seen from the conducted
sensitivity analysis, in all scenarios except Sc.2, PL2 was ranked first and PL1 second. PL3 was ranked
third in all scenarios except Sc.2 and Sc.4. The remaining potential locations were mostly ranked
between fourth and seventh place in all scenarios, and the only step forward was made by PL5, which
was ranked second in Sc.2 and third in Sc.4, respectively. Taking everything into account, it can be
concluded that the obtained solution is sufficiently stable and that Zagreb (PL2), Ljubljana (PL1), and
Belgrade (PL3) stand out as the most favorable potential locations, respectively. The worst locations for
the opening of the DP terminal are Skopje (PL6) and Tirana (PL7), respectively.

Table 8. Sensitivity analysis.

Basic Sc.1 Sc.2 Sc.3 Sc.4 Sc.5 Sc.6

PL1 2 2 1 2 2 2 2
PL2 1 1 3 1 1 1 1
PL3 3 3 4 3 4 3 3
PL4 5 4 7 4 5 5 5
PL5 4 5 2 5 3 4 4
PL6 7 6 6 6 7 7 7
PL7 6 7 5 7 6 6 6
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4.4. Discussion of the Obtained Results and Analysis of the Proposed Approach

Zagreb (PL2) is the best ranked potential location for the opening of the DP terminal in the Western
Balkans region. As well as in the case of Ljubljana (PL1), which is the second-ranked potential location,
proximity and good transport connections with the ports of Koper, Trieste, Rijeka, Split, and Ploče, as
well as the fact that the countries whose capitals are these potential locations are EU member states,
mostly contributed to their good ranking. As such, they have more developed economies, they are
more politically stable and part of a single customs zone, they have higher levels of development of
planning and regulatory documents, etc., which result in better potential to attract more goods and
better connectivity. On the other hand, Belgrade (PL3), as the capital of Serbia, is ranked third, with a
significant advantage over the remaining PLs, despite the fact that Serbia is not an EU member and
is the only country in the Western Balkans, besides North Macedonia, that has no access to the sea.
Belgrade has a very good geographical position at the crossroads between Western Europe and Asia.
It is the only PL that has the possibility of using inland waterways, and although no seaport is close
to it, all ports are within a radius of 700 km, which gives it a significant advantage in relation to all
the other PLs and makes it the only one with a realistic possibility to achieve a significant connection
with all observed ports. Cheaper labor and lower investment and operating costs are other factors that
make this PL better than PL2 and PL1. On the other hand, although plans and regulations are not at a
satisfactory level, they are significantly more developed than in the other countries, whose capitals are
ranked lower. The lack and insufficient development of planning and regulatory documents, as well
as political instability, lack of professional staff, and underdeveloped economy are some of the main
reasons for the weaker ranking of the other PLs. In addition, these PLs mainly gravitate to the local
ports (in the immediate vicinity), they are not located, or are partially located, on major transport
routes, and it is not realistic to expect that they could attract a larger volume of flows and achieve more
significant status in the network.

The implications of the obtained results of potential location rankings are such that when
considering the Western Balkans region for the opening of a DP terminal, it is not possible to talk about
the opening of a single terminal. None of the defined PLs would fully satisfy the requirements of the
market, goods flows between the observed ports and their wider catchment areas, i.e., the markets of
Central and Western Europe. Accordingly, the end result of the analysis is the establishment of three
DP terminals, in Zagreb, Ljubljana, and Belgrade, since this would be the only way to achieve the full
effect of redirecting flows from the observed ports and to create preconditions for the development of a
sustainable logistics network in the Western Balkans and its integration into a comprehensive European
network. This does not mean that DP terminals should never be considered for the remaining PLs,
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but it means that in the current market conditions the emphasis should be placed on establishing
the selected locations, while the remaining locations could be activated in later stages of the DP
terminal network development. These PLs would most likely be used for the establishment of the
close- and mid-range DP terminals that would enable the connection of the ports from their immediate
surroundings with the rest of the network.

The applicability of the proposed hybrid model, which combines Delphi, AHP, and CODAS
methods in a grey environment, was proven by solving a real-life case study. Since the problem
was structured as a hierarchy, with the ultimate goal at the top, groups of criteria and sub-criteria,
and the alternatives, i.e., the potential locations, at the bottom, the AHP method imposed itself as a
logical technique for solving it. However, considering that when applying only the AHP method the
dimensions of the problem would be very large due to the need to compare all pairs of alternatives in
relation to each of the sub-criteria, and that its solution would require significant time, financial and
other resources, the CODAS method was introduced in the MCDM model. Since, on the other side,
the criteria did not have the same significance for all stakeholders involved in the problem, a part of
the Delphi method was introduced in the model in order to obtain unified assessments of the criteria.
The model was developed in a grey environment because the elements of the problem were evaluated
by the decision makers who very often gave inaccurate, incomplete, or ambiguous assessments. The
model is universally applicable and after certain adjustments it can be used to solve various problems,
in both this and other areas. The main advantages of the defined model are simplicity of application,
provision of quality results with reasonable consumption of resources, and the possibility of fine
differentiation between mutually similar alternatives. The limitations of the defined model are reflected
in the inability to consider possible cause-and-effect relationships between the criteria themselves.
This can be solved by applying the ANP (Analytical Network Process) method [99], but in that case
one should take into account the number of criteria and sub-criteria that are considered, because the
problem dimensions grow exponentially with their increase. The model also does not take into account
the different influence that stakeholders have on problem solving, but views them all as equals, which
is not usually the case in real-life situations, but this aspect can easily be included in the model by
assigning the different weights to the stakeholders.

5. Conclusions

The subject of the paper was the selection and evaluation of locations for the DP terminals with
the aim of establishing an environmentally, economically, and socially sustainable logistics network in
the hinterlands of the ports, taking into account the requirements of different stakeholders. To solve the
defined problem, a new hybrid MCDM model, which combined Delphi, AHP, and CODAS methods
in a grey environment, was developed. The applicability of the developed model was successfully
demonstrated by solving a real-life case study of ranking the potential locations for the establishment
of the DP terminals in the Western Balkans region. As the result, the most realistic scenario would be
the opening of three DP terminals, in Zagreb, Ljubljana, and Belgrade.

The main contributions of the paper are defining a new approach for the ranking and selection of
the DP terminal locations based on finding a compromise solution that integrates the requirements of all
stakeholders, as well as the extension of the CODAS method in a grey environment and development
of the new hybrid MCDM model. In addition, the paper makes a significant contribution and upgrade
to the previous research in the field of sustainability analysis of the DP concept and its implementation
for the needs of regional international markets.

In future research, the defined MCDM model can be extended to include cause-and-effect
relationships between the criteria and sub-criteria, e.g., by including the ANP method, as well as the
different influences of stakeholders through the assignment of weighting coefficients to their grades.
The number of stakeholders’ representatives could also be increased in order to capture the fine
differentiations in the characteristics of the regions within the observed area. Since the defined MCDM
model is universally applicable and can be applied to solve various problems after certain adjustments,

358



Sustainability 2020, 12, 6983

one of the directions of future research can be its application to solve problems with a similar structure,
in this or any other area. In addition, in future research, some new, different approaches can be
developed to solve the defined problem, and the problem itself can be expanded to include a wider
area, a larger number of ports, and more potential locations. It would be interesting to define models
and plans for the future development of the logistics network and to explore the possibilities and
conditions for activating the other potential DP locations, both existing and the newly defined.
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1 Technical Faculty in Bor, University of Belgrade, Vojske Jugoslavije 12, 19210 Bor, Serbia;

an.dobrosavljevic@gmail.com (A.D.); surosevic@tfbor.bg.ac.rs (S.U.); mvukovic@tfbor.bg.ac.rs (M.V.)
2 Military Academy, University of Defence, Pavla Jurišića Šturma 33, 11000 Belgrade, Serbia;
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Abstract: The dimensions that influence the establishment of business process management (BPM)
practices and the progression to higher levels of process maturity derive from exploring the dimensions
of process orientation of organizations. Small and medium-sized clothing enterprises (SME’s) are
characterized by various specifics that can affect the degree of process orientation adoption and
the pace of transition from lower to higher levels of process maturity. According to these specifics,
the acceptance of the process approach may be differently affected. For the purpose of adequate
evaluation and prioritization of the most influential dimensions, a new integrated multicriteria
decision-making (MCDM) model that combines classical and fuzzy theory was developed. First,
the full consistency method (FUCOM) method was applied, followed by the fuzzy pivot pairwise
relative criteria importance assessment (fuzzy PIPRECIA) method to obtain more accurate criteria
values. Prioritization of the most influential BPM dimension contributes to highlighting the area of
business that needs to be primarily strengthened by appropriate actions for successful establishment
of BPM in apparel industry SMEs. Within this research, the prioritized dimension refers to human
resource management in accordance with the specific aspects of business within the apparel industry.

Keywords: business process orientation (BPO); business process management (BPM); FUCOM; fuzzy
PIPRECIA; apparel industry; SMEs

1. Introduction

In the contemporary business environment, organizations are becoming aware of the need to
implement adequately defined and controlled processes, which will contribute not only to acquiring
the status of a process-mature organization, but also to improving the methods of management,
development, and product quality [1]. Organizational orientation towards business processes and
managing them ensures gaining knowledge about the possibilities of adopting best business practices
and differentiating from the competition [2]. In the case of textile manufacturing organizations in
countries such as Serbia, Bulgaria, and North Macedonia, several specific aspects make the whole
approach to the implementation of business process management (BPM) relevant because it can
contribute to the generation of new insights important for the improvement of business processes of
these types of organizations. There were textile giants in these countries, in the past, that employed
thousands of workers. The past and present picture of this sector is quite different. Today, there are
mainly garment manufacturing small and medium-sized clothing enterprises (SMEs) [3].
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The evaluation of the influence of different dimensions of process orientation is partly stimulated,
among other specific aspects of the apparel industry, by the statement of author Chong [4], who stated
that although process-oriented research is mainly focused on the operations of large organizations,
this concept applies to the business of small and medium-sized enterprises (SMEs).

Consideration of the apparel industry SMEs’ business appears through the literature precisely
because of the particularities that accompany their business, among which the labor-intensive character
and the dominant presence of the female workforce can be emphasized [5–7]. Besides, specific aspects
of the apparel industry are highlighted in terms of constant model changes, short deadlines due to the
change in fashion trends, and grading, which signifies the production of items by size. Then, there
are the particularities of the textile material in terms of impermanence in shape, solidity, creasing,
and pattern. All of these specific aspects make the production process complex [8]. The apparel
industry is creative; however, design as a strategic resource is underutilized due to limited human
and financial resources, as well as the informal process of developing and innovating apparel within
SMEs [9,10]. The managerial role of the owner, as well as informality of interpersonal relationships and
communication processes in SMEs, can, also, be added to this set of specific aspects [11]. The problems
encountered by SMEs in the apparel industry in the surveyed countries are reflected in the lack of
skilled personnel, batch size, type of assortment, production subcontracting or “lohn” production,
cheap labor, and poor information, among others [12].

The fact is that in the modern business world, only those organizations that are ready to
adapt quickly and effectively to generate new, more appropriate, and flexible concepts of business
and development manage to survive [13,14]. In such organizations, the issue of adopting and
implementing certain business practices based on strengthening certain elements or dimensions of
process orientation arises.

2. Motivation and Research Aim

The business process consists of a set of activities performed in coordination with an organizational
environment, with each element of the activity being subject to effective management [15]. BPM is
implemented through the application of methods, techniques, and software for design, adoption,
control, and analysis of operational processes that encompass people, organization, implementation,
documentation, and other sources of information [16]. However, some authors have emphasized that
in the SMEs sector there is a lack of understanding and interest for the proper implementation of
BPM practice with respect to the principles of the concept [17,18]. Key elements in applying a BPM
approach relate to a clear explanation of intentions to carry out this practice, the links between BPM
and strategic programs that an organization develops, and the acquisition of process competencies,
skills, and knowledge, among others [19]. An array of elements, such as structure, focus, measurement,
responsibility, and consumer orientation, make up an integral part or basis of the business process
orientation [20,21].

Various authors have researched the elements that influence the adoption of process orientation
and BPM, and in the next section, this issue will be considered through a literature review. Considering
the dimensions as important parts for understanding the overall picture of the establishment of BPM
practices, the thought of the multidimensionality of this practice develops. Each of the elements can
be categorized as an element of a particular process dimension. This statement was the driver of the
research question within this paper. To what extent do each of the identified categories of process
orientation adoption elements realistically contribute to the establishment of BPM practice and the
progression towards a state of stability and high degree of process maturity within the SMEs of the
apparel industry?

The aim of this paper was, therefore, reflected in the evaluation of the adopted process dimensions,
while prioritizing the most influential one considering the apparel industry sector and its specific
aspects. In this way we sought to identify which link in the business process management chain
makes a more pronounced contribution to enhancing the process maturity of apparel industry SMEs,
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in comparison to other links. The findings of such a nature, except the scientific contributions,
can provide a practical contribution in terms of advising organizations in which direction they should
focus their activities and in what areas they need to make improvements in order to achieve higher
process maturity.

In the next section, a literature review of the study of the elements and characteristic dimensions of
process orientation is presented, with an emphasis on the recognized importance of each. The application
of different multicriteria decision-making methods in the textile and clothing industry is also highlighted
in this section. The research part of the paper begins with a description of the methodological framework
and structure of the research. The presented methodology, which includes the application of the FUCOM
and fuzzy PIPRECIA methods as elements of an integrated multicriteria model, was implemented to
evaluate the process orientation dimensions of the apparel industry organizations. Finally, in addition
to concluding considerations, guidelines for further research in this area are provided.

3. Literature Review of Research on the Process Orientation Dimensions

BPM is driven by a few basic rules concerning the appropriate way of mapping and documenting
process activities, a focus on consumers, and a reliance on systems and documentation procedures to
maintain discipline, consistency, and repeatability of performance quality. Also, BPM is concerned
with the measurement and processing activities and business process management with continuous
optimization, as pointed out by [22]. According to this author, BPM represents the approach of
cultural changes, and it is not only about the establishment of good systems and the right kind
of structure. It should be inspired by the best practices to ensure the achievement of superior
competitiveness. Within each of these rules, it is possible to notice the existence of dimensions that
influence the establishment of BPM. Adoption of the process view may depend on elements such
as alignment of the process with strategic goals, established culture, human resources, management
style, application of methods, and development of information systems, according to authors [23].
Another author [24] highlighted the success factors of BPM. These are strategy alignment, level of
IT investment, performance measurement, level of employee specialization, organizational change,
the appointment of process owner, implementation of proposed changes, implementation of continuous
improvement systems, process standardization, computerization, automation, training, and employee
empowerment. These elements and factors are also considered in the literature as interconnected areas
of BPM capability [25,26].

3.1. Significance of Process Orientation Dimensions for Establishment of BPM

An organization’s strategic program can be more easily implemented by applying BPM
practices [27]. There is an assumption within the literature that process activities support the
organization’s strategy [28,29]. The chosen strategy must rely on processes that are coordinated
and designed to simplify its successful implementation [30]. Harmonization of operational and
strategic priorities is the basis for gaining competitiveness, and involvement of top management is
important to ensure that the right priorities are set [31,32].

The requirements of the business are expressed through a description of the business processes,
which are related to the strategy, and the explanation of the organizational goals, which answers the
questions “why” and “what” is being done. These requirements also motivate the definition of specific
processes, that is, the answer to the question “how” [33]. BPM relies on documented procedures to
ensure discipline, consistency, and repeatability of performance quality [22]. An organization that does
not, in any way, define or document its processes, inevitably remains at the lowest level of process
maturity [34].

Business process performance reflects in overall organizational performance [35,36]. BPM relies
on the measurement of activities to evaluate the performance of each process, to set goals, and to
deliver results at a level that reaches corporate goals [22]. Performance measurement and evaluation
help to evaluate the effectiveness and efficiency of performance, as well as the performance potential of
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different objects within an organization, so determining specific performance measures or performance
indicators is essential [37,38]. Considering that consumer orientation is one of the core values that the
BPM culture concept emphasizes, process performance measures based on consumer expectations are
of great importance [11,39,40].

A process-oriented organization tries to organize responsibilities as horizontally as possible,
as opposed to the traditional vertical hierarchical structure [41]. The business processes of all partners
in the network should be conceptually modeled, focusing on documenting the flow and structure of
interorganizational process activities [42]. Communication in the service of process execution, as well
as the application of adequate techniques, are integrated within the organizational structure [43].

In a process-oriented organization, human resources are the drivers that enable the execution
of a process. Process quality depends on the competencies of the human resources that work on its
realization [44,45]. The application of BPM has a significant impact on the people in the organization.
Adopting a process orientation affects employees because they have to accept responsibility for the
outcomes of their processes. Accordingly, employees get new and different roles [41], like the role
of the process owner responsible for overseeing functioning and process performance; the match
between organizational information, management systems, and process needs; and the quality of the
measures used in the process to measure process performance [46]. Management should focus on
educating employees about process implementation and the benefits of process-based performance
management [47]. It is of great importance to train the employees and make them able to work in a
changing business environment [48]. Process-mature organizations encourage their employees to be
process-oriented, enabling them to participate actively in process definition and process improvement
activities. Rewards and incentives for the efforts of the employees should exist. Employees in such an
environment develop a belief in the process, and when errors occur, they are focused on improvements
rather than the measures of punishment. The value and importance of good staff are recognizable in
process-mature organizations, therefore the knowledge and skills of employees are nurtured because
modern business operations and the presence of new technologies require the upgrading of specialized
skills and knowledge of human resources [49,50].

Business processes are conducted in a group environment, where the effectiveness of their
realization depends on elements such as communication, coordination, and cooperation [51].
Organizational culture plays a key role during any change initiative [52]. Research [53,54] has
identified four distinctive values that define the concept of culture within business process management.
These values include customer orientation, excellence, responsibility, and teamwork.

Market orientation enhances organizations’ motivation to explore consumer and competitor
reactions, as it is marked by the degree of information generated from the external environment. Then,
it is used to share information with the external environment and to respond to consumer needs and
demands [55,56]. The application of BPM practices provides the opportunity to gain a competitive
advantage and secure the market position of the organization [57]. Besides, careful BPM can help clients
gain extraordinary experience in consuming products and services marketed by an organization [58].

The desire to meet the requirements of both internal and all external stakeholders, including
suppliers, lies in the core of the BPM [59]. The term “cross-organizational business processes” is referred
to in the literature, with the notion that contemporary businesses meet the wave of cross-organizational
BPM among partners [60,61]. This term refers to the process collaboration that exceeds the limits
of the organization while maintaining the autonomy of the organization in terms of the freedom of
modification of the internal operation to achieve organizational objectives while achieving the common
partnership goals [62].

The application of information and communication technologies to support BPM in companies
and administration is quite an important element. Adequate techniques and software tools to support
activities from design to control, as well as analysis of operating business processes, are being put
into practice to facilitate value creation [63]. Information technology typically provides automatic
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support for business processes and inter-process connections [36]. Besides, they enable business
process innovation in line with industry best practices and IT trends [64].

All of the business dimensions can reflect the state of the process orientation by how they
perform. Using a holistic approach and evaluating each one of them might be beneficial. Some of the
authors [65–68] highlighted some of these dimensions as factors of success or dimensions for analysis
of process maturity within organizations operating in various industries. Authors [69] applied the
fuzzy Delphi method to isolate dimensions by which BPM practice adoption can be assessed in a
labor-intensive business environment, from a wider list of factors from the literature. The final list
of dimensions consists of: (1) compliance of process and strategic goals; (2) process identification,
documentation, and standardization; (3) performance measurement and business process improvement;
(4) process structure; (5) human resource management; (6) process organizational culture; (7) focus
on consumers and competitors; (8) supplier relations processes; and (9) process-based information
systems development.

3.2. Application of Multicriteria Decision-Making Methods in Textile and Apparel Industries

Multicriteria decision-making methods [70,71] take into account expert evaluation of the criteria.
Experts rank alternatives according to specified standards in the most objective way possible [72].
Each of the multicriteria methods has its advantages and disadvantages, as well as its application areas.
In order to solve complex decision problems, a combination of several methods is also possible [73].
These methods have found application in the field of BPM through the evaluation and selection of
business processes [74], evaluation of the most appropriate business process outsourcing decision [75],
assessment of process factors when developing a methodology for analyzing business processes
weaknesses and possible improvements [76], and BPM decision-making support [77], among others.

The analytic hierarchy process (AHP) method was applied to formulate a decision support system
for determining the potential for clustering in the textile and clothing sectors [78]. The AHP method
for calculation of weight coefficients of each criterion was applied to solve the problems of ranking and
selection of suppliers within the textile industry in China and India, and then using the calculated
weights, the ranking of suppliers was performed using the TOPSIS method [79]. Authors [80] grouped
suppliers using the AHP method and cluster analysis. The AHP method was used to make a prototype
selection of fashion items by [81]. Fuzzy AHP was used for the selection of adequate manufacturing
technology for the textile laminating process [82].

In addition to the AHP method, which is present in a large number of papers related to the apparel
and textile industries, the combination of PROMETHEE II and V methods has been applied in the
development of a multicriteria optimization model for the optimal blending of cotton [83]. Ranking of
workplaces according to the severity of working conditions in the textile industry was done by [84] by
applying the ELECTRA method.

Some of the newer MCDM methods, such as the full consistency method (FUCOM) [85] and pivot
pairwise relative criteria importance assessment (PIPRECIA) [86] might, as well as the ones previously
mentioned, make their contribution to the research in the textile and apparel industry. The successful
implementation of these methods is notable in the examples of sustainable supplier selection [87,88].

4. Methodology

Within the apparel industry in Serbia, Bulgaria, and North Macedonia, as well as in the other
European countries, the most common business entities are small and medium-sized enterprises
(SMEs). SMEs are interesting for research on BPM, and the sector within which they operate makes
them even more interesting because business processes are creative and labor-intensive. The initial
assumption of this research was that the establishment of BPM in apparel industry organizations can be
considered by taking different process orientation dimensions into account. Each of these dimensions
can have a different degree of contribution according to the conditions of business in a particular
industry. With that in mind, this research attempted to evaluate and prioritize different process
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orientation dimensions according to their influence on BPM establishment in the apparel industry
based on experts’ opinions, and to discuss the practical contribution of the prioritized dimensions to
the establishment of efficient, effective, and continuous BPM in the apparel industry organizations.
Figure 1 illustrates the proposed steps to conduct this research in order to fulfil the stated research aim.Sustainability 2020, 12, x FOR PEER REVIEW 6 of 18 
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apparel industry using an integrated FUCOM–fuzzy PIPRECIA model.

The proposed research methodology for conducting an evaluation of process orientation
dimensions in the apparel industry consisted of four major research phases, as presented in Figure 1.
The initial phase of this research focused on criteria definition and data collection. Considering the
dimensions that influence the establishment of BPM, described in detail within the literature review,
nine criteria stood out. The optimal size of expert panel was investigated by [89], who came to the
conclusion that final calculation scores are stable when more than 15 experts provide their estimations,
and with 30 experts involved the stable mean can be reached. They further stated that having a large
panel of experts is good, but expert panels of smaller sizes can, as well, provide a reliable evaluation of
criteria. Within this research, a panel of 24 experts from apparel industry was formed. By contacting
them, a database of criteria evaluations was collected. Collected data, in the form of expert evaluations,
presented the input for the second and the third phase.

The second phase relied on the application of the full consistency (FUCOM) method to calculate
the weight coefficients of dimensions based on the evaluations of each expert. One of the new
methods based on the principles of pairwise comparison and validation of results through deviation
for maximum consistency is the full consistency method (FUCOM) [85]. The decisive advantages
of applying the FUCOM method are the small number of pairwise comparisons of criteria (n − 1
comparisons only), the ability to validate results by determining deviations from the maximum
consistency (DMC) of comparisons, and to appreciate the transitivity in pairwise comparisons of
criteria. This is particularly true of the first and second steps of the FUCOM method, in which decision
makers rank the criteria according to their personal preferences and make comparisons of pairs of
ranking criteria. However, unlike other subjective models, FUCOM showed smaller deviations in the
criteria weight values obtained relative to the optimal value [85,90–92]. In addition, the methodological
procedure of the FUCOM method eliminates the problem of redundancy of comparison of criteria
pairs, which exists in some subjective models for determining the weight coefficients of criteria.
The assumption is that there are n evaluation criteria in the multi-criteria model denoted by wj, j = 1, 2,
. . . , n, and that their weight coefficients should be determined. Subjective weighting models based on
pairwise comparisons require the decision maker to determine the degree of influence of the criterion i
and on the criterion j [93].

The third phase used the fuzzy PIPRECIA and the inverse fuzzy PIPRECIA to calculate weight
coefficients of the same dimensions using the fuzzy logic. The fuzzy logic in PIPRECIA method was
introduced by [94]. Inclusion of fuzzy logic in decision-making increases the reliability of the decision
by minimization of misjudgment possibility [95,96]. The main advantage of the PIPRECIA method is
that it allows criteria evaluation without sorting by relevance [97].
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Phases two and three provided the input for final evaluation. The main focus within the fourth
phase was on the comparison and final calculation of weight coefficients of considered process
orientation dimensions in the business environment of the apparel industry using an integrated
FUCOM–fuzzy PIPRECIA model.

5. Evaluation of Process Orientation Dimensions Priority within the Apparel Industry

5.1. Criteria Definition and Data Collection

By reducing the initial list of 13 factors, through which it is possible to observe the level of process
orientation of organizations in labor-intensive activities, a list of nine factors was obtained within
the research [69]. As labor-intensive character appears to be one of the particularities within apparel
industry organizations, along with the dominant participation of the female workforce, the creative
character, and the need to acquire specific knowledge, the possibility of evaluating the influence of
these dimensions in the apparel industry has been noticed. Table 1 presents the complete list of these
dimensions, codified in order to be used in the integrated FUCOM–fuzzy PIPRECIA multicriteria
decision-making model as criteria. A description of each dimension is, as well, provided.

Table 1. Codification of the criteria used in the questionnaire.

Code Criteria Description of the Criteria

C1 Compliance of process and
strategic goals

Business processes support the strategy and are aligned and
designed to simplify its execution.

C2
Process identification,
documentation, and

standardization

The well-defined and documented procedures ensure discipline,
consistency, and repeatability of performance quality.

C3
Performance measurement

and business process
improvement

Measuring the performance of each individual process is
important for goal setting, delivering excellent results, and

continuity in improvements.

C4 Process structure
The process organizational structure integrates elements in the

service of execution of business processes, with a horizontal
organization of responsibilities.

C5 Human resources
management

Adopting a process orientation affects employees because they
have to accept responsibility for the outcomes of their processes.

C6 Process organizational
culture

Organizational culture plays a key role in adopting values
aligned with BPM practices.

C7 Focus on consumers and
competitors

The possibility of achieving competitive advantage and securing
the organization’s market position arises under the influence of

adequate BPM in relations with consumers and competitors.

C8 Supplier relations
processes

Impact of managing cross-organizational business processes
with suppliers.

C9 Process-based information
systems development

Adequate techniques and software tools to support activities
from design to control, as well as analysis of operating business
processes are being put into practice to facilitate value creation.

Source: [22,30,41,43,53,54,57,62,63,69].

Experts evaluated defined criteria using a seven-point scale given in the questionnaire for experts’
assessments. By comparing the criteria, experts measured their preferences using scores from 1 to 7,
where 1 stood for an almost equal value of two compared criteria, 2 for slightly more significant criteria,
3 for moderately more significant criteria, 4 for more significant criteria, 5 for much more significant
criteria, 6 for dominantly more significant criteria, and 7 for absolutely more significant criteria [97].

Objective evaluation of the criteria was carried out by 24 experts from Serbia, Bulgaria, and
North Macedonia in the period from September to October 2019. Experts who evaluated the criteria
gained practical experience by investigating organizations’ aspirations to adopt business process
management practices or by being responsible for process execution within the textile and apparel
industry. This group included experts in managerial positions in the procurement, production, quality
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control, and sales processes, as well as those engaged in educational and scientific research in the
textile and apparel industries.

5.2. Criteria Evaluation Using the FUCOM Method

Table 2 shows the evaluation of the criteria by all decision makers, which is essentially the first
and second step of the FUCOM method.

Table 2. The first two steps of the FUCOM method—ranking and rating.

DM1
C4 C5 C6 C2 C3 C7 C8 C1 C9

1 1 1 1.5 1.5 1.5 1.8 1.8 1.8

DM2
C1 C5 C2 C8 C9 C7 C4 C3 C6

1 1 1.5 1.5 1.5 1.8 1.8 1.8 2.7

DM3
C5 C9 C6 C3 C2 C4 C1 C7 C8

1 1 1.5 1.5 1.8 1.8 2.7 4 5

DM4
C3 C2 C5 C9 C1 C7 C8 C6 C4

1 1.5 1.5 1.5 1.8 2.7 2.7 4 4

DM5
C3 C9 C5 C2 C1 C4 C6 C7 C8

1 1 1 1.5 1.8 1.8 1.8 2.7 2.7

. . .

DM20
C5 C9 C8 C6 C4 C1 C2 C3 C7

1 1 1.5 1.5 1.5 1.5 1.8 1.8 1.8

DM21
C7 C8 C9 C6 C5 C4 C3 C2 C1

1 1 1.5 1.5 1.5 1.5 1.8 1.8 1.8

DM22
C9 C7 C5 C3 C2 C1 C4 C6 C8

1 1.5 1.5 1.5 1.5 1.8 1.8 1.8 2.7

DM23
C5 C7 C9 C1 C4 C6 C2 C3 C8

1 1.5 1.5 1.5 1.5 1.8 1.8 1.8 2.7

DM24
C1 C3 C7 C9 C8 C6 C5 C4 C2

1 1 1 1 1.5 1.5 1.5 1.5 1.5

The following is an example of a FUCOM method calculation for a third decision maker. As can
be seen from Table 2, a ranking and rating was performed showing that the best criterion was C5 and
the worst was C8. Based on the obtained criteria importance, the comparative values of the criteria
importance for each decision-maker were calculated:

ϕC5/C9 = 1/1 = 1, ϕC9/C6 = 1.5/1 = 1.5, ϕC6/C3 = 1.5/1.5 = 1, ϕC3/C2 = 1.8/1.5 = 1.2,
ϕC2/C4 = 1.8/1.8 = 1, ϕC4

C1

= 2.7/1.8 = 1.5, ϕC1
C7

= 4/2.7 = 1.48, ϕC7
C8

= 5/4 = 1.25.

In the third step, the final values of the weighting coefficients of the evaluation criteria were
calculated, which needed to satisfy two conditions:

(1) The final values of the weighting coefficients should satisfy the condition where:

w5/w9 = 1, w9/w6 = 1.5, w6/w3 = 1, w3/w2 = 1.2, w2/w4 = 1, w4/w1 = 1.5,
w1/w7 = 1.48, w7/w8 = 1.25.
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(2) In addition to the defined relations, the final values of the weighting coefficients should satisfy
the condition of mathematical transitivity:

ϕC5/C6 = 1× 1.5 = 1.5, ϕC9/C3 = 1.5× 1 = 1.5, ϕC6/C2 = 1× 1.2 = 1.2, ϕC3/C4 = 1.2× 1 = 1.2,
ϕC2/C1 = 1× 1.5 = 1.5, ϕC4/C7 = 1.5× 1.48 = 2.22, ϕC1/C8 = 1.48× 1.25 = 1.85.

w5/w6 = 1.5, w9/w3 = 1.5, w6/w2 = 1.2, w3/w4 = 1.2, w2/w1 = 1.5, w4/w7 = 2.22,
w1/w8 = 1.85.

The final model for determining the final values of the weighting coefficients of the evaluation
criteria can be defined by applying the model:

minχ

s.t.



∣∣∣∣w5
w9
− 1

∣∣∣∣ = χ,
∣∣∣∣w9
w6
− 1.5

∣∣∣∣ = χ,
∣∣∣∣w6
w3
− 1

∣∣∣∣ = χ,
∣∣∣∣w3
w2
− 1.2

∣∣∣∣ = χ,
∣∣∣∣w2
w4
− 1

∣∣∣∣ = χ,∣∣∣∣w4
w1
− 1.5

∣∣∣∣ = χ,
∣∣∣∣w1
w7
− 1.48

∣∣∣∣ = χ,
∣∣∣∣w7
w8
− 1.25

∣∣∣∣ = χ,∣∣∣∣w5
w6
− 1.5

∣∣∣∣ = χ,
∣∣∣∣w9
w3
− 1.5

∣∣∣∣ = χ,
∣∣∣∣w6
w2
− 1.2

∣∣∣∣ = χ,
∣∣∣∣w3
w4
− 1.2

∣∣∣∣ = χ,∣∣∣∣w2
w1
− 1.5

∣∣∣∣ = χ,
∣∣∣∣w4
w7
− 2.22

∣∣∣∣ = χ,
∣∣∣∣w1
w8
− 1.85

∣∣∣∣ = χ,
9∑

j=1
w j = 1, w j ≥ 0,∀ j

Criteria values according to the third decision maker were 0.70, 0.106, 0.127, 0.106, 0.190, 0.127,
0.047, 0.038, and 0.190.

The calculation for the other decision makers was performed in an identical manner and the
results are presented in Figure 2. After finding the mean of all values for each criterion, taking into
account the values of all experts, the final values of the weights of the criteria for the FUCOM method
were obtained.
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Figure 2. Criteria weights for each of the decision makers and final criteria values obtained by the
FUCOM method.

The final values of the criteria obtained by the FUCOM method are indicated by AV, which stands
for average value, in Figure 2. Using the FUCOM method calculation, the following values of the
criteria were obtained: C1 = 0.103, C2 = 0.101, C3 = 0.111, C4 = 0.109, C5 = 0.135, C6 = 0.099, C7 = 0.117,
C8 = 0.098, C9 = 0.128. The final values can be ranked from highest to lowest. At the same time, it was
concluded that criteria C5, called human resource management, was the best-rated criteria by experts,
while the lowest-rated and ninth-ranked criteria, C8, is called supplier relations processes.

5.3. Criteria Evaluation Using the Fuzzy PIPRECIA Method

The evaluation was performed using a linguistic scale that involves quantification into fuzzy
triangular numbers. Table 3 shows the evaluation of the criteria for fuzzy PIPRECIA and inverse
fuzzy PIPRECIA by the decision makers and the geometric mean (GM), based on which values were
further calculated.
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Table 3. Criteria evaluation by decision makers for fuzzy PIPRECIA and inverse fuzzy
PIPRECIA method.

PIPR. C2 C3 . . . C8 C9

DM1 1.100 1.150 1.200 1.000 1.000 1.000

. . .

0.500 0.667 1.000 1.000 1.000 1.000
DM2 0.500 0.667 1.000 0.500 0.667 1.000 1.100 1.150 1.200 1.000 1.000 1.000
DM3 1.100 1.150 1.200 1.100 1.150 1.200 0.500 0.667 1.000 1.500 1.750 1.800
DM4 1.100 1.150 1.200 1.100 1.150 1.200 1.000 1.000 1.000 1.200 1.300 1.350
DM5 1.100 1.150 1.200 1.100 1.150 1.200 1.000 1.000 1.000 1.300 1.450 1.500

. . . . . .

DM20 0.500 0.667 1.000 1.000 1.000 1.000 1.100 1.150 1.200 1.100 1.150 1.200
DM21 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.500 0.667 1.000
DM22 1.100 1.150 1.200 1.000 1.000 1.000 0.400 0.500 0.667 1.300 1.450 1.500
DM23 0.500 0.667 1.000 1.000 1.000 1.000 0.400 0.500 0.667 1.200 1.300 1.350
DM24 0.500 0.667 1.000 1.100 1.150 1.200 0.500 0.667 1.000 1.100 1.150 1.200

GM 0.795 0.912 1.095 0.969 1.015 1.076 0.689 0.793 0.956 1.082 1.185 1.267

PIPR-I C8 C7 C2 C1

DM1 1.000 1.000 1.000 1.100 1.150 1.000

. . .

1.200 1.000 1.000 1.000 0.500 0.667
DM2 1.000 1.000 1.000 0.500 0.667 1.000 1.000 1.100 1.150 1.200 1.100 1.150
DM3 0.250 0.286 0.333 1.100 1.150 0.250 1.200 0.500 0.667 1.000 0.500 0.667
DM4 0.400 0.500 0.667 1.000 1.000 0.400 1.000 0.500 0.667 1.000 0.500 0.667
DM5 0.333 0.400 0.500 1.000 1.000 0.333 1.000 0.500 0.667 1.000 0.500 0.667

. . . . . .

DM20 0.500 0.667 1.000 0.500 0.667 0.500 1.000 1.000 1.000 1.000 1.100 1.150
DM21 1.100 1.150 1.200 1.000 1.000 1.100 1.000 1.000 1.000 1.000 1.000 1.000
DM22 0.333 0.400 0.500 1.200 1.300 0.333 1.350 1.000 1.000 1.000 0.500 0.667
DM23 0.400 0.500 0.667 1.200 1.300 0.400 1.350 1.000 1.000 1.000 1.100 1.150
DM24 0.500 0.667 1.000 1.100 1.150 0.500 1.200 0.500 0.667 1.000 1.100 1.150

GM 0.511 0.598 0.732 0.929 1.013 0.511 1.122 0.765 0.862 1.018 0.735 0.863

Based on the evaluation of the criteria and the geometric mean, a matrix sj was formed. Following
the rules of operations with fuzzy numbers, the k j matrices were obtained as follows:

k1 = (1.000, 1.000, 1.000),
k2 = (2− 1.058, 2 −0.899, 2− 0.795) = (0.942, 1.101, 1.205).

Fuzzy weights, denoted by q j, were calculated in the following manner:

q1 = (1.000, 1.000, 1.000), q2 =
(1.000

1.205
,

1.000
1.101

,
1.000
0.942

)
= (0.830, 0.908, 1.062).

The relative weight (w j) of the criterion was then determined:

w1 =
(

1.000
11.086 , 1.000

6.910 , 1.000
5.377

)
= (0.090, 0.145, 0.186)

w2 =
(

0.830
11.086 , 0.908

6.910 , 1.062
5.377

)
= (0.075, 0.131, 0.197).

In order to determine the final weights of the criteria, the inverse methodology of fuzzy PIPRECIA
method was applied. The following calculations refer to determination of coefficient k j

′; fuzzy weights
for inverse fuzzy PIPRECIA, denoted by q j

′; and relative weights for the inverse fuzzy PIPRECIA,
denoted by w j

′.

k9
′ = (1.000, 1.000, 1.000),

k8
′ = (2− 0.861, 2− 0.720, 2− 0.628) = (1.139, 1.280, 1.372)

q9′ = (1.000, 1.000, 1.000), q8′ =
(1.000

1.372
,

1.000
1.280

,
1.000
1.139

)
= (0.729, 0.781, 0.878)
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w9′ =
(1.000

9.844
,

1.000
6.019

,
1.000
4.702

)
= (0.102, 0.166, 0.213)

w8′ =
(0.729

9.844
,

0.781
6.019

,
0.878
4.702

)
= (0.074, 0.130, 0.187).

The complete calculation and results of the inverse fuzzy PIPRECIA method are presented in
Table 4 and illustrated in Figure 3. The last column shows the deficient values of the relative weights
of the criteria.

Table 4. Calculation and results of fuzzy PIPRECIA and inverse fuzzy PIPRECIA.

P. sj kj qj wj DF

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.090 0.145 0.186 0.143
C2 0.795 0.899 1.058 0.942 1.101 1.205 0.830 0.908 1.062 0.075 0.131 0.197 0.133
C3 0.930 0.996 1.084 0.916 1.004 1.070 0.776 0.904 1.159 0.070 0.131 0.216 0.135
C4 0.757 0.863 1.023 0.977 1.137 1.243 0.624 0.796 1.187 0.056 0.115 0.221 0.123
C5 1.041 1.086 1.125 0.875 0.914 0.959 0.650 0.870 1.356 0.059 0.126 0.252 0.136
C6 0.600 0.703 0.870 1.130 1.297 1.400 0.465 0.671 1.200 0.042 0.097 0.223 0.109
C7 0.879 0.969 1.089 0.911 1.031 1.121 0.414 0.651 1.317 0.037 0.094 0.245 0.110
C8 0.689 0.793 0.963 1.037 1.207 1.311 0.316 0.539 1.270 0.029 0.078 0.236 0.096
C9 0.953 1.055 1.172 0.828 0.945 1.047 0.302 0.570 1.535 0.027 0.083 0.285 0.107

SUM 5.377 6.910 11.086

P-I sj′ kj′ qj′ wj′ DF

C1 0.795 0.899 1.058 0.942 1.101 1.205 0.222 0.427 1.257 0.023 0.071 0.267 0.096
C2 0.730 0.835 1.006 0.994 1.165 1.270 0.267 0.470 1.185 0.027 0.078 0.252 0.099
C3 0.798 0.906 1.062 0.938 1.094 1.202 0.339 0.548 1.178 0.034 0.091 0.250 0.108
C4 0.681 0.763 0.889 1.111 1.237 1.319 0.408 0.599 1.104 0.041 0.100 0.235 0.112
C5 1.065 1.123 1.171 0.829 0.877 0.935 0.538 0.741 1.227 0.055 0.123 0.261 0.135
C6 0.619 0.765 1.019 0.981 1.235 1.381 0.503 0.650 1.017 0.051 0.108 0.216 0.117
C7 0.951 1.027 1.121 0.879 0.973 1.049 0.695 0.803 0.999 0.071 0.133 0.212 0.136
C8 0.628 0.720 0.861 1.139 1.280 1.372 0.729 0.781 0.878 0.074 0.130 0.187 0.130
C9 1.000 1.000 1.000 1.000 1.000 1.000 0.102 0.166 0.213 0.163

SUM 4.702 6.019 9.844
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5.4. Final Evaluation Based on Integrated FUCOM–Fuzzy PIPRECIA Model

The integrated FUCOM–fuzzy PIPRECIA model enables the final evaluation of the process
orientation dimensions of the clothing industry organizations. Figure 4 shows the values obtained by
the FUCOM method marked by columns, the values obtained by the fuzzy PIPRECIA method marked
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with the red line, and the final values, expressed as the mean of the FUCOM and fuzzy PIPRECIA
criteria, indicated by the green line.
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Therefore, the best-ranked criteria was human resource management (0.135), followed by the
process-based information systems development (0.131), followed by a focus on consumers and
competitors (0.120). In fourth place was the criteria of performance measurement and business process
improvement (0.116), fifth was the process structure (0.113), and sixth was the compliance of process
and strategic goals (0.113). The lowest on the impact scale were process identification, documentation,
and standardization (0.108), ranked seventh, followed by process organizational culture (0.106), eighth,
and finally supplier relations processes (0.106), ninth. It should be emphasized that the criteria of
process organizational culture and supplier relations processes share the same weight value, both in
the result of the fuzzy PIPRECIA method and in the final result of the integrated multicriteria model.

6. Discussion

For SMEs in the apparel industry to adequately apply the principles of BPM and ensure growth
and development based on the application of this practice, it is necessary to satisfy several elements of
process orientation. Earlier research has noted the importance of each of the dimensions examined,
but within this paper, the need to evaluate the strength of their individual impact on the adoption of
process orientation and the establishment of BPM practice in SMEs in the apparel industry in Serbia,
Bulgaria, and North Macedonia has been recognized.

The integrated FUCOM–fuzzy PIPRECIA model made it possible to evaluate and prioritize
process orientation dimensions based on the evaluations of the 24 experts, taking into account the
SMEs of the apparel industry and the specificities that occur in the businesses of these organizations.
Ranking the criteria based on the final values of the weight coefficients of the implemented integrated
multicriteria model provided the answer to the basic research question that motivated this research,
which read: “To what extent do each of the identified categories of process orientation adoption
elements realistically contribute to the establishment of BPM practices and the progression towards a
state of stability and a high degree of process maturity within the SMEs of the apparel industry?”

The final values of the overall integrated model shown in Figure 4 indicate the most influential
contribution of the human resource management element in comparison to the other eight considered
elements. Routine tasks can be automated, however, within labor-intensive industries such as the
apparel industry, which involves a large number of manual operations in the manufacturing processes,
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especially of uniquely designed garments; human resources are required [24,98]. Managing them is
also necessary.

Process-based information systems development follows the previous element in its potential
impact. The apparel industry, as well as others in terms of business modernization, is accompanied
by the automatization and implementation of information technology [61]. As [99] stated, manual
cutting of materials is still present in the production of apparel because of lower production costs,
however, this makes the production process labor-intensive and reduces productivity. The impact
of this element is increasing due to the recognized need to use computer numerical control (CNC)
machines in production with the implementation of specialized tailoring software.

The criterion of focus on consumers and competitors was third-ranked within the integrated
FUCOM–fuzzy PIPRECIA model. A system that responds quickly and adequately to the needs and
demands of consumers attracts a large number of consumers and ensures their loyalty while gaining a
more favorable competitive position [100].

The dimensions related to performance measurement and business process improvement, process
structure, compliance of process and strategy goals, and process identification, documentation, and
standardization were ranked fourth to seventh. Measuring the performance of the creative processes
within the apparel industry can be of great importance, as regularly measuring and setting improvement
goals would ensure the delivery of added value to consumers. The lack of human and financial
resources in the SMEs of the apparel industry is an obstacle to carrying out a large number of activities
that strengthen the process orientation. A large number of activities within the work practices of these
companies are performed by one person, and the responsibility for performing multiple processes and
multiple process roles is also up to one person.

The criterion of process organizational culture is estimated to have a lower contribution and was,
accordingly, ranked eighth. The value of the weight coefficient was the same for the dimension relating
to processes in supplier relations, which was ranked ninth, out of the nine evaluated criteria. Therefore,
it is noted that this criterion has the weakest impact compared to the previously discussed ones on the
establishment of BPM practices in apparel SMEs.

7. Conclusions

BPM is a comprehensive approach, dependent on strategic and operational elements, the use of
modern techniques and tools, the involvement of human resources, and a horizontal focus that enables
the delivery of added value to end consumers [22].

The textile and apparel industries in Serbia, Bulgaria, and North Macedonia represent a fruitful
area of research, taking into account the past and the present picture of business within these industries
in these areas. Based on the review of available research regarding the application of multicriteria
methods in the textile, but especially the apparel industry, no research has been observed focusing
on the ranking of process orientation dimensions; that is, elements that influence the higher level
of establishment of BPM practices within apparel industry SMEs. The considered elements have
implications for establishing BPM practice within different areas, however, the conducted research
provides an opportunity to see the impact of different process dimensions in accordance with the
specificities of this sector.

A new integrated FUCOM–fuzzy PIPRECIA model has been developed in order to achieve the
research objective related to the evaluation of adopted process orientation dimensions, prioritizing
the most influential ones in accordance with the research problem. Through various phases within
this model, the calculation of the weight coefficients of each of the considered process orientation
dimensions was performed based on the responses of 24 experts.

The final values of the integrated model highlighted the human resource management (HRM)
element as the most influential link in the chain of influence on the establishment of BPM practice in
apparel industry SMEs in Serbia, Bulgaria, and North Macedonia. Clearly, in the labor-intensive sector
with a majority share of female workers, this element is recognized as the most influential. In terms of
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impact, this element is accompanied by process-based information systems development and a focus
on consumers and competitors. Other dimensions provide a weaker contribution to the establishment
of BPM practice and the adoption of process orientation, while the weakest contribution was attributed
to the dimension of supplier relations processes. Although the impacts of all the dimensions considered
are different according to the sector and size of the organizations, each of them has an impact, and none
of the dimensions were excluded by this research.

To properly manage business processes and build a mature organization, all the elements need to
be considered. For SMEs within the apparel industry to achieve this, they need to focus their initial
steps on human resource management activities, then the development of process-based information
systems, in line with the rankings obtained from the implementation of the integrated FUCOM–fuzzy
PIPRECIA model.

The practical significance of conducted prioritization within this research is reflected in highlighting
the importance and priority of particular dimensions according to the specific aspects of business
in that domain. Decision makers in the domain can use these results to develop a process-based
development strategy.

Based on this result, there is a need for further research within the HRM dimension to provide a
more comprehensive understanding of the activities that need to be undertaken for this dimension to
have its full impact on the establishment of BPM practices in the apparel industry SMEs.

Future research will be devoted to a deeper understanding of the problem by applying calculated
weights of process orientation dimensions in future evaluations to generate solutions for improvements.
An evaluation of the attitudes of managers and employees regarding the adoption of BPM practices,
considering the role of process owners within the creative processes of the apparel industry, will
also be done. Particular attention will be paid to assessing the degree of process maturity within
small and medium-sized enterprises in the apparel industry based on the evaluations of managers
and employees.
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Information Technology in a Warehouse System: A Novel Fuzzy PIPRECIA Method. Symmetry 2018, 10, 586.
[CrossRef]

95. Albu, A.; Precup, R.E.; Teban, T.A. Results and challenges of artificial neural networks used for
decision-making and control in medical applications. Facta Univ. Ser. Mech. Eng. 2019, 17, 285–308.
[CrossRef]

96. Popović, G.; Đorđević, B.; Milanović, D. Multiple Criteria Approach in the Mining Method Selection.
Industrija 2019, 47, 47–62. [CrossRef]

97. Vesković, S.; Milinković, S.; Abramović, B.; Ljubaj, I. Determining criteria significance in selecting reach
stackers by applying the fuzzy PIPRECIA method. Oper. Res. Eng. Sci. Theory Appl. 2020, 3, 72–88. [CrossRef]

382



Sustainability 2020, 12, 4145

98. Güner, M.G.; Ünal, C. Line Balancing in the Apparel Industry Using Simulation Techniques. Fibres Text.
East. Eur. 2008, 16, 75–78.

99. Nemeša, I. Automatizovani sistemi za krojenje tekstilnih materijala. Tekst. Ind. 2017, 65, 24–31.
100. De Toni, A.; Meneghetti, A. The production planning process for a network of firms in the textile-apparel

industry. Int. J. Prod. Econ. 2000, 65, 17–32. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

383





sustainability

Article

A New Comprehensive Approach for Efficient Road
Vehicle Procurement Using Hybrid
DANP-TOPSIS Method

Marko Stokic * , Davor Vujanovic and Dragan Sekulic

University of Belgrade, Faculty of Transport and Traffic Engineering, Vojvode Stepe 305, 11000 Belgrade, Serbia;
d.vujanovic@sf.bg.ac.rs (D.V.); d.sekulic@sf.bg.ac.rs (D.S.)
* Correspondence: m.stokic@sf.bg.ac.rs; Tel.: +381-64-006-0007

Received: 29 April 2020; Accepted: 11 May 2020; Published: 14 May 2020
����������
�������

Abstract: The efficient vehicle procurement is an important business segment of different companies
with their own vehicle fleet. It has a significant influence on reducing transport and maintenance
costs and on increasing the fleet’s energy efficiency. It is indispensable that managers consider
various criteria from several aspects when procuring a vehicle. In that sense, we defined 13 relevant
criteria and divided them into four multidisciplinary aspects: Construction-technical, financial,
operational, and environmental. Decision-Making Trial and Evaluation Laboratory-Based Analytic
Network Process (DANP) method was applied to evaluate the significance of defined criteria and
aspects and their interdependency. It is established that the three most important criteria for vehicle
procurement are vehicle price, vehicle maintenance, and vehicle selling price. The most important
aspect is construction technical aspect, while the aspect of the environment is the least important.
The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method was used to rank
eight different vehicles, which were considered by vehicle fleet manager at the observed company.
This model assists fleet managers in the selection of the most suitable vehicle for procurement, while
significantly reducing decision-making time and simultaneously observing all necessary criteria and
their weights. Moreover, we have considered 10 different scenarios to establish whether and how the
rank of the observed alternatives would change.

Keywords: vehicle procurement; MCDM; fleet energy efficiency; transport costs; maintenance costs;
alternative fuel vehicles

1. Introduction

The vehicle procurement represents one of the significant activities of the fleet managers [1].
Transport and logistics companies often have a heterogeneous vehicle fleet, composed of different
vehicle types and different construction-operation characteristics [2]. One of the main goals of the
observed companies is to reduce transport and maintenance costs, as well as to increase the fleet’s
energy efficiency in order to increase profit [3]. This paper analyzes the road vehicles procurement
as one of the factors which contribute to the achievement of the defined goal. Besides choosing the
right vehicle type during the procurement, an additional potential for achieving the defined goal is
to choose the appropriate vehicle model within the selected type. However, the problem is that the
managers during vehicle procurement often observe only certain criteria of certain aspects that they
consider important, while other criteria and aspects that they insufficiently know about are neglected
and considered insignificant. An additional problem is that managers evaluate the importance of
observed criteria according to their (subjective) perceptions. All of the above leads to higher transport
and maintenance costs and lower fleet’s energy efficiency, and thereby, to lower profit.
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Vehicle procurement has been often covered in the literature as part of solving the fleet renewal or
fleet replacement problem [4–6]. Some authors propose various models of integer programming to
achieve efficient road vehicle fleet renewal or replacement [7–9]. Although the authors observed many
different criteria, there is a lack of criteria that indirectly have an impact on transport and maintenance
costs and energy efficiency. Moreover, the interdependent influences between criteria are not taken into
account even though they exist in managers’ decision-making during the vehicle procurement process.
The task of fleet renewal consists of defining the number and type of vehicles that are added to the fleet
by procurement or that are removed from the fleet by selling [10], but there are only a few papers that
deal with the decision which type and model of vehicle to procure. This is especially important for
road vehicles since there are many different models of the same vehicle type (e.g., various models of
van with gross vehicle weight up to 3.5 t) where each model has different characteristics which have an
impact on transport and maintenance costs and energy efficiency. Besides that, although it gives good
results, the integer programming is not commonly used by vehicle fleet managers, and it is not how
they make a decision during the road vehicle procurement process. Considering the above-mentioned,
the observed problem belongs to the Multi-Criteria Decision Making (MCDM).

In order to determine criteria weights, we used the Decision-Making Trial and Evaluation
Laboratory-Based Analytic Network Process (DANP) method because the interdependent effects of
the vehicle procurement criteria are non-reciprocal values. DANP method calculates non-weighted
supermatrices by applying pairwise comparisons to the total impact matrix within the whole system,
which better describes the real system [11]. The integration of the Decision-Making Trial and Evaluation
Laboratory (DEMATEL) and Analytic Network Process (ANP) method is still widely used for solving
different problems. The authors of [12] used integration of these two methods to establish the
relationship between six important performance criteria and eighteen key performance indicators
that describe the performance measurement system of any food supply chain, as well as to determine
their ranking. Gudiel Pineda et al. [13] used the DANP method to obtain relative weights of the
criteria important to evaluate the financial and operational performance of airlines. Hsu et al. [14],
in their paper, observe multiple criteria regarding the quality of service for bike-sharing systems, as
well as the relationships between them in order to better reflect the real-world situation and thus they
used DANP method to determine the observed criteria relative weights. The authors of [15] have
researched the inhibitors in the intermodal freight transport system, and they used grey-DEMATEL
and ANP (gDANP) method to establish relationships between these inhibitors, as well as their relative
weights. DANP method was used in [16] in order to determine relative weights and interdependency
of 11 criteria from four clusters with an aim to support vehicle fleet managers in decision making
on the selection of vehicle service centers. After that, we used the well-known Technique for Order
Preference by Similarity to Ideal Solution (TOPSIS) method to rank the observed vehicles. This method
is one of the best in addressing the rank reversal problem [17]. The TOPSIS method as MCDM method
was applied in [18], where authors used this method to integrate environmental, economic, and
social dimensions in order to assess the sustainability of battery electric vehicles and to compare
it with the sustainability of internal combustion engine vehicles. TOPSIS method was used in [19]
for problem-solving in urban public transportation by ranking observed alternatives (electric buses)
and evaluating them through seven different criteria. Additionally it was used in the selection of
Brazilian furniture industry suppliers [20], an egg supplier for a Thai restaurant [21], evaluation of
different fuel characteristics [22], vehicle manufacturer evaluation [23], performance evaluation of
seven Indian industries based on financial ratio analysis taking into account 15 criteria [24], selection
of the best railroad container terminal location out of 11 potentional ones observing seven different
criteria [25], etc.

We are not aware of a model that selects the most suitable road vehicle while taking into
account construction-technical, financial, operational, and environmental aspects of road vehicle,
simultaneously from three points of view: Transport costs, maintenance costs, and energy efficiency.
Thus, the main contribution of this paper is such a developed model for efficient vehicle procurement.

386



Sustainability 2020, 12, 4044

This model is easily understandable for vehicle fleet managers since it describes better their perception
in case there are multiple interdependent criteria. It significantly reduces decision making time,
observing all necessary criteria and their weights. The aim of the model is to increase companies’
profit through a comprehensive and multidisciplinary approach. Additionally, we have conducted
a literature review and engaged 50 experts to define relevant criteria for road vehicle procurement
and their relative weights. Finally, this model is applicable for the selection of alternative fuel vehicles
(AFVs) as well as for conventional (diesel) vehicles.

The paper is structured as follows. Section 2 comprises a literature review with the aim of defining
the relevant vehicle procurement criteria. The developed model methodology is presented step-by-step
in Section 3. The model implementation, obtained results, and discussion are presented in Sections 4
and 5, while the conclusions are given in Section 6.

2. Vehicle Procurement Criteria

In this chapter, a literature review was conducted to identify significant aspects and criteria for
vehicle procurement within the developed model that have a direct and indirect impact on transport
and maintenance costs and fleet’s energy efficiency.

Many authors, while researching efficient fleet renewal/replacement, consider criteria such
as the existence of new vehicle technologies, which includes vehicle equipment regarding safety
and technical systems [26]. The same author points out the vehicle comfort and vehicle technical
condition (age) as relevant criteria in order to increase the competitiveness of companies in the market.
The older vehicles contribute to increased transport and maintenance costs [27], as well as to increased
environmental costs [2]. The vehicle technical condition concerning the vehicle mileage is important in
the calculation of the expected costs [6]. In order to increase a vehicle’s energy efficiency and reduce
CO2 emission, vehicle manufacturers endeavor to reduce engine capacity [28,29]. It is established that
the homogeneous fleet in air traffic has an influence on reducing transport and maintenance costs,
pilots and technicians training costs, spare parts stock costs, and other costs [30]. Since this can be
applied for road vehicles, the criterion compatibility with the existing vehicle fleet is also significant
for our model. Vehicle price is considered in solving strategic fleet renewal in shipping and depends
on the size, age and vessel technical condition [27]. This criterion is also used to calculate the life cycle
costs of vehicles in [18]. For example, the electric commercial vehicles (ECVs) have approximately
three times higher procurement costs in relation to conventional vehicles, and because of that, the
fleet managers should not plan ECV procurement if the vehicle life cycle is shorter than 12 years [8].
Thus, government subsidies as a form of financing options when buying a vehicle are necessary for
the electric vehicles to become more competitive [7]. The national and local financial subsidies were
observed in taken into account in [18]. The criterion financing options when buying a vehicle in
the form of vehicle leasing was taken into consideration in the developed model for fleet renewal
with the aim to minimize AFVs’ expected and risk costs [9]. The discounted value of vehicle price,
also as a form of financing options, should be contained within economic factors in the model for
fleet replacement [8]. As the vehicle ages and its’ technical condition degrades, vehicle selling price
decreases as well, while transport and maintenance costs tend to increase [31]. One of the factors that
influence transport (operating) costs is fuel/energy consumption [18]. Fuel/energy consumption is the
key parameter in stochastic processes because it depends on vehicle operation conditions and drivers’
skills [6]. With a decrease in fuel efficiency with diesel-fueled commercial vehicles, ECVs become much
more competitive [8]. The fuel (energy) costs are about 62% lower for electric vans, about 37% lower for
compressed natural gas (CNG) vans, and about 2% higher for biodiesel B30 vans, compared to diesel
vans [32]. Some vehicle manufacturers and distributors, with a longer period of vehicle maintenance
at their service centers, provide certain discounts on vehicle price [33]. In this way, fleet managers
obtain lower initial vehicle procurement costs, but the overall maintenance costs are higher (due to the
contracted extended maintenance in authorized service centers). While considering the AFVs, it is
important to take into account the preventive maintenance costs since the electric vehicles have lower
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maintenance costs than conventional [8]. The maintenance costs are about 30% lower for electric vans
and about 11% higher for biodiesel B30 and CNG vans compared to diesel vans [32]. This criterion is
also observed in [18] for comparing battery electric vehicles and internal combustion engine vehicles.
Besides all, legislation requirements, competition, and clients themselves play a remarkable role when
procuring vehicles [33]. In that sense, in order to be in compliance with legislation requirements and to
conduct efficient vehicle procurement, it is necessary to consider vehicle’s CO2 emissions. The CO2

emissions depend directly on the vehicle age and weight, so older or heavier vehicles emit more CO2

than newer or lighter vehicles [34]. The AFVs, such as electric vehicles, can significantly reduce harmful
gas emissions, but only if electricity is generated from renewable energy sources [35]. CO2 emission
is 50%-70% lower for electric vans, 28% lower for biodiesel B30, and about 5% lower for CNG vans
compared to diesel vans [32]. The vehicle dimensions and weight sometimes represent a limitation
for vehicle access to the transportation network, especially in dense urban environments [2]. In this
sense, it is also necessary to take into account the criterion of vehicle’s compliance with the road-traffic
infrastructure requirements on the transport network. This criterion can be quantified and measured
through the vehicle turning diameter, which is of great importance in urban areas where diameters
of road curves are smaller, and traffic lanes’ width is usually narrower. A potential to increase the
fleet’s energy efficiency is much greater if managers optimize vehicle utilization and choose the right
size and type of vehicle according to transport operations [36]. In that sense, we will observe vehicle’s
compliance with the customers’ transport requirements as a criterion in our model.

Based on the literature review and authors’ own experience, we defined 13 relevant criteria and
divided them into the four multidisciplinary aspects: Construction-technical, financial, operational,
and environment (Table 1).

Table 1. Preview of relevant criteria and aspects related to vehicle procurement.

Aspects/Criteria Criteria Description Criteria Parameter

CONSTRUCTION-TECHNICAL ASPECT (CT)

CT1–Vehicle equipment regarding
safety and technical systems

Existence of advanced onboard systems:
ABA, Cruise Control with Variable Speed Limiter,
Active Distance Assist Distronic, Blind Spot Assist

Mirror, Rear View Camera, Stop&Start System, TSR,
LGS, TPMS, HSA.

Number of safety-technical
systems: CT1p

CT2–Engine characteristics Engine capacity Engine capacity (cm3): CT2p

CT3–Vehicle comfort

Existence of further devices and equipment on the
vehicle: Automatic air condition, driver’s armrest,
Electric windows, Rain sensors, LCD display with

navigation, Bluetooth connection, Automatic
transmission, Seat heating, Seat cooling, Seat

massagers

Number of on-board
devices/equipment: CT3p

CT4–Vehicle’s compatibility with
the existing vehicle fleet

Number of the observed vehicle model in the
existing vehicle fleet

Percentage of the observed vehicle
model (%): CT4p

CT5–Vehicle’s technical condition 1+Vehicle current mileage at the moment of procurement
Average vehicle annual mileage in observed company

Vehicle mileage coefficient: CT5p

FINANCIAL ASPECT (F)

F1–Vehicle price The price of the observed vehicle model on the
market Vehicle price (£): F1p

F2–Financing options when
buying a vehicle

Existence of further options: Leasing, government
subsidies, discounts on the vehicle price Number of options: F2p

F3–Vehicle selling price
The residual value of the observed vehicle model on

the market with the certain number of years and
miles traveled

Vehicle selling price (£): F3p

OPERATIONAL ASPECT (O)

O1–Fuel/energy costs Specific fuel (energy) consumption multiplied by
fuel/energy price

Fuel (energy) costs
(£/100 km): O1p

388



Sustainability 2020, 12, 4044

Table 1. Cont.

Aspects/Criteria Criteria Description Criteria Parameter

O2–Vehicle maintenance

Price of preventive maintenance multiplied by the
number of obligatory annual preventive maintenance
services (vehicle manufacturer requirements during

warranty period)

Preventive maintenance costs
(£/year): O2p

ASPECT OF THE ENVIRONMENT (E)

E1–Environmental protection
requirements

Amount of CO2 emission from the observed vehicle
model CO2 emission (g/km): E1p

E2–Vehicle’s compliance with the
road-traffic infrastructure

requirements on the transport
network

Compliance of vehicle turning diameter with the
characteristics of the road infrastructure on the
transport network (road curve diameter, curves

frequency, traffic lane width, etc.)

Vehicle turning diameter “curb to
curb” (m): E2p

E3–Vehicle’s compliance with
customers’ transport requirements

Compliance of the vehicle’s payload capacity with
the cargo amount that should be carried

Utilization of vehicle’s payload
capacity (%): E3p

Note: ABA: Active Brake Assist; TSR: Traffic Sign Recognition; LGS: Lane Guard System; TPMS: Tire Pressure
Monitoring System; HSA: Hill Start Assist.

3. Building an Evaluation Model for Vehicle Procurement

The procedure of the developed model for efficient vehicle procurement is shown in Figure 1.
There are six phases that are described in the following subchapters.
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Figure 1. The procedure of the Multi-Criteria Decision Making (MCDM) model for efficient
vehicle procurement.

3.1. Defining Criteria Relative Weights with DANP Method

DANP was used to determine the intensity of relevant criteria interdependencies, as well as to
calculate the criteria significance to attaining the main goal of the observed companies. DANP shows
the criteria interdependent effects as non-reciprocal values and calculates non-weighted supermatrices
by applying pairwise comparisons (comparison of impact pairs) to the total impact matrix within the
whole system, which better describes the real system [11]. The basic steps of DANP are [11]:

Step 1: Defining criteria (factors) and aspects (dimensions). In order to define the relevant criteria
and aspects, it is necessary to conduct a scientific literature review in the considered area and conduct
a survey.

Step 2: Calculation of direct-relation matrix-B. Matrix B represents the matrix of average responses
of all H experts as follows:
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B=[bij]n×n=
1
H

H∑

k=1

[pk
ij]; 1 ≤ i, j ≤ n ; 1 ≤ k ≤ H (1)

where Pk =
[
pk

ij

]

n×n
represents the answers of the expert k on the interaction of the ith and jth factors in

the form of integer non-negative numbers within the n × n rank matrix.
Step 3: Calculation of normalized direct-relation matrix-X. Matrix X is calculated as follows:

X=[xij]n×n=g·B ; 0 ≤ xij ≤ 1; 1 ≤ i, j ≤ n (2)

where g is the normalization factor which is calculated as follows:

g=min
( 1

max1≤i≤n
∑n

j=1bij
,

1
max1≤j≤n

∑n
i=1bij

)
(3)

Step 4: Determining the total impact matrix-T. In order to determine the total impact matrix T, it
is used the identity matrix I of rank n × n, as follows:

T=[tij]n×n=X(I−X)−1; 1 ≤ i, j ≤ n; lim
k→∞

Xk = [0]n×n (4)

Step 5: Adjusting a threshold value-q. According to expert opinion, the threshold value q can be
adjusted in order to disregard the criteria relationships with small impacts in the matrix T.

Step 6: Calculating the criteria influence and making the Influence Relation Map–IRM. On the
basis of adopted threshold value q, the row and column sum values of the matrix T are calculated
as follows

r=[ri]n×1=
[∑n

j=1
tij

]

n×1
; 1 ≤ i ≤ n; s=[sj]

′
1×n=

[∑n

i=1
tij

]′

1×n
; 1 ≤ j ≤ n (5)

where a row sum values r indicates the overall influence of a given criterion on other criteria, and a
column sum values s indicates the overall influence of other criteria on a given criterion. A sign

′

indicates a transposed matrix. The expression (r + s) shows the importance of criteria and aspects.
The expression (r − s) sorts the criteria and aspects into cause and receive groups. With positive
(r − s) value, a criterion (or aspect) is into the cause group. Otherwise, criterion (or cluster) is into the
receive group.

Step 7: Obtaining the unweighted super-matrix-W. For this purpose, the total impact matrix-T is
used. The matrix T actually represents the total impact matrix for criteria-Tc. The normalized total
impact matrix for criteria Tα

c is calculated, according to Expression (6):
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where Dm indicates the mth aspect and 𝑐 marks the nth criterion in the mth aspect. The matrix Tc
α11207 

shows the normalized sub-matrix of the matrix Tc
α with criteria impacts in the aspect D1.  208 
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where Dm indicates the mth aspect and cmnm marks the nth criterion in the mth aspect. The matrix Tα11
c

shows the normalized sub-matrix of the matrix Tα
c with criteria impacts in the aspect D1.
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The normalized total impact matrix for aspects Tα

D is calculated, as shown in Expression (8)

Tα
D =




t11
D /d1 · · · t1j

D/d1 · · · t1m
D /d1

...
...

...

ti1
D/di

...

tm1
D /dm

· · ·

· · ·

tij
D/di

...

tmj
D /dm

· · ·

· · ·

tim
D /di

...

tmm
D /dm




=




tα11
D · · · tα1j

D · · · tα1m
D

...
...

...

tαi1
D
...

tαm1
D

· · ·

· · ·

tαij
D
...

tαmj
D

· · ·

· · ·

tαim
D

...

tαmm
D




(8)

where tij
D indicates the sum of all impacts from the sub-matrix Tij

c of the total impact matrix for criteria
and where di denotes the sum of ith row in the super-matrix for aspects TD, while i = 1,2, . . . ,m.

The super-matrix Wα is calculated according to Expression (9):
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Step 9: Obtaining the criteria relative weights. It is necessary to multiply the super-matrix Wα

by itself multiple times in order to calculate the limited weighted super-matrix Wk
α with a stable

convergence value, as shown in Expression (10):

lim
k→∞

(W∝)k=Wk
α (10)

where the number k denotes a positive integer number, which tends to infinity. Every vector of the
limited super-matrix Wk

α represents the relative weight of each criterion in relation to the defined goal.

3.2. Establishing a Group of Observed Vehicles–Defining Alternatives

Within this phase, the suitable vehicle types and models necessary for the realization of the
transport process are defined. Since the observed companies are different regarding their characteristics,
when defining a set of considered vehicles (alternatives) for procurement, it is necessary to take into
account the following elements: The available company budget, the transport network specifics, the
characteristics of the customers’ transport requirements, and legislation requirements.

Road characteristics (road curve diameter, traffic lanes width, existing traffic regulations, etc.)
can be limiting factors for certain vehicle types and models. This is especially the case in urban areas
with small road curve diameters and lane widths, with traffic restrictions for certain vehicles, such
as trucks over 7.5 t gross vehicle weight (GVW) and vehicles with lower Euro standard than it is
prescribed. Based on the analysis of customers’ transport requirements, the quantities and types of
cargo most often transported by the company have to be determined, and therefore, the suitable types
and models of vehicles are established (by type of vehicle’s cargo compartment, vehicle’s payload
capacity). Legislation requirements (vehicle emission, noise, etc.) also represent limiting factors
for certain vehicle categories when defining the vehicles set, especially for vehicles that operate in
urban areas.

3.3. Determination of Criteria Parameters Values for Each Alternative

After defining a set of considered vehicles, it is necessary to determine for each vehicle the
parameter values that quantitatively express each of the defined criteria, as noted in Table 1. These
values of parameters are determined on the basis of the vehicles’ technical and operational data
using vehicle specifications, available scientific and professional literature, information obtained from
vehicle distributors, as well as from vehicle service centers. After determining the parameter value of
the defined criteria for each vehicle, it is necessary to rank the considered vehicles by applying the
TOPSIS method.

3.4. Ranking of Observed Alternatives with TOPSIS Method

TOPSIS method [37] was applied in order to rank the considered vehicles (alternatives) within the
procuring process. The basic steps of the TOPSIS method are [37]:

Step 1: Construct the normalized decision matrix. Starting matrix XT =
[
xij

]
m×n

is transformed

into a normalized matrix RT =
[
rij

]
m×n

, where rij are normalized values obtained by normalization.

i represents ith alternative considered Ai (1 ≤ i ≤ m) and j represents jth criterion Kj (1 ≤ j ≤ n).
Normalization of starting matrix is carried out by vector normalization based on Equations (11)
and (12):

rij=
xij√∑m
i=1xij2

; ∀Kj ∈ K′; for benefit criteria (11)

rij=

1
xij√∑m

i=1(
1

xij
)

2
; ∀Kj ∈ K′′ ; for cos t criteria (12)
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Step 2: Construct the weighted normalized decision matrix. This step involves incorporating
the relative weights of the criteria Wj =

[
wj

]
1×n

obtained with the DANP method on the basis of Wk
α

matrix, where j represents jth criterion and j = 1, . . . ,n. Criteria relative weights are included in the
decision matrix, which transforms the matrix RT into a weighted matrix VT based on Equation (13):

VT =
[
vij

]
m×n

=
[
Wj . rij

]
m×n

; i = 1, . . . , m; j = 1, . . . , n (13)

Step 3: Determine the ideal and anti-ideal solution. Ideal (A+) and anti-ideal (A−) solutions are
vectors that are calculated, as shown in Equations (14) and (15):

A+ =
((

max
i

vij

∣∣∣∣∣∀Kj ∈ K′
)
,
(
min

i
vij

∣∣∣∣∣∀Kj ∈ K′′
))
=

(
v+1 , v+2 , . . . , v+j , . . . , v+n

)
, i = 1, . . . , m; i = 1, . . . , n (14)

A− =
((

min
i

vij

∣∣∣∣∣∀Kj ∈ K′
)
,
(
max

i
vij

∣∣∣∣∣∀Kj ∈ K′′
))
=

(
v−1 , v−2 , . . . , v−j , . . . , v−n

)
, i = 1, . . . , m; i = 1, . . . , n (15)

Step 4: Calculate the separation measure. The alternative distance from ideal (S+
i ) and anti-ideal

(S−i ) solution is calculated by Euclidean distance in n-dimensional space of criteria as shown in
Equation (16):

S+
i =

√√√ n∑

j=1

(vij−v+
j )2 ; S−i =

√√√ n∑

j=1

(vij−v−j )2; i = 1, . . . , m; j = 1, . . . , n (16)

Step 5: Calculate the relative closeness to the ideal solution. This is calculated as follows (17):

Ci=
S−i

S−i +S+
i

, i = 1, . . . , m (17)

where 0 ≤ Ci ≤ 1. The closer Ci is to 1 the alternative is relatively closer to A+.
Step 6: Rank the preference order. A compromise solution is one or more alternatives that make

the set A∗ determined in accordance with (18):

Ci =
S−i

S−i +S+
i

, i = 1, . . . , m (18)

where the rank of alternatives Ai (from best to worst) corresponds to the order of Ci values ranked in
descending order.

3.5. Selecting The Best Vehicle Model

After obtaining the best vehicle model for procurement, an analysis of the obtained results is
carried out according to defined criteria. It is considered by which criteria the chosen alternative takes
precedence over the other alternatives. In addition, the expected effects and losses of other alternatives
are analyzed. Fleet managers consider the obtained results and make a decision on the choice of an
appropriate vehicle for procurement. The presented model is a support for fleet managers in the road
vehicle procurement process in order to reduce the transport and maintenance costs and increase the
fleet’s energy efficiency.

4. Model Application

The developed model was applied at a company that owns a vehicle fleet for automotive spare
parts distribution. According to the model’s second phase (Figure 1), the relative weights of the vehicle
procurement criteria were calculated. In accordance with the other phases of the model, a set of vehicles
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(alternatives) was determined, as well as values of the observed parameters. Afterwards, the observed
alternatives were ranked.

4.1. Calculating Criteria Relative Weights

Within Phase 2 of the developed model, a survey was conducted to gather experts’ opinions on
the interdependencies between the defined criteria. The survey included 50 opinions of experts in this
field. The demographic information of experts is shown in Table 2. The survey was conducted during
the period from January to March 2019. The experts were informed about the model idea and therefore
tasked to determine the interdependencies of 13 defined criteria with a score from 0 to 4 (from “no
impact” to “very strong impact”). The inconsistent rate of 50 responses was less than 5%.

Table 2. Demographic information of survey participants.

Demographic Information Frequency Percentage

Age

25–34 10 20%

35–44 26 52%

45–54 12 24%

55–65 2 4%

Education level

High school 1 2%

College 5 10%

Bachelor of Science 7 14%

Master of Science 16 32%

Doctor of Science 21 42%

Based on the results of the survey and Equations (1)–(4), the total impact matrix-T was calculated,
which simultaneously represents the total impact matrix for criteria −Tc (Table 3). As can be seen from
Table 3, the more important criteria are those with higher value of (r + c): Vehicle procurement price
(F1), Vehicle maintenance (O2), and Engine characteristics (CT2). The criterion that influences the other
criteria the most has the highest value of (r − s), and that is Environmental protection requirements
(E1). The criterion with the lowest value of (r − s) is influenced the most by the other criteria, and that
is Vehicle procurement price (F1).

Table 3. Total impact matrix of criteria Tc and effects.

Criteria. CT1 CT2 CT3 CT4 CT5 F1 F2 F3 O1 O2 E1 E2 E3

CT1 0.0477 0.0850 0.0699 0.0874 0.1196 0.2012 0.0712 0.1582 0.1463 0.1732 0.0591 0.0784 0.0876
CT2 0.0790 0.0724 0.0773 0.1055 0.1165 0.2133 0.0865 0.1603 0.1800 0.1709 0.0978 0.1184 0.1486
CT3 0.0614 0.0673 0.0301 0.0639 0.0621 0.1554 0.0575 0.1175 0.1140 0.1130 0.0525 0.0675 0.0745
CT4 0.0800 0.1090 0.0600 0.0456 0.0800 0.1345 0.0641 0.0888 0.1077 0.1539 0.0514 0.0920 0.1038
CT5 0.0987 0.1078 0.0955 0.0773 0.0644 0.2096 0.0829 0.1548 0.1599 0.1737 0.0888 0.0747 0.0880
F1 0.0959 0.0969 0.0812 0.0745 0.0981 0.0928 0.0949 0.1293 0.1050 0.1222 0.0621 0.0697 0.0869
F2 0.0757 0.0757 0.0587 0.0690 0.0648 0.1596 0.0315 0.0877 0.0629 0.0985 0.0436 0.0438 0.0592
F3 0.0552 0.0782 0.0526 0.0586 0.0857 0.1450 0.0733 0.0566 0.0955 0.1078 0.0540 0.0420 0.0714
O1 0.0483 0.0812 0.0339 0.0492 0.0693 0.1204 0.0555 0.1169 0.0548 0.0903 0.0771 0.0618 0.0851
O2 0.0764 0.0927 0.0565 0.0910 0.1133 0.1585 0.0695 0.1427 0.1325 0.0741 0.0788 0.0510 0.0759
E1 0.1010 0.1469 0.0901 0.1033 0.1513 0.2068 0.0927 0.1605 0.1557 0.1775 0.0510 0.1004 0.1152
E2 0.0922 0.1222 0.0740 0.1200 0.0977 0.1881 0.0675 0.1351 0.1682 0.1494 0.0717 0.0492 0.1314
E3 0.0522 0.1088 0.0591 0.1134 0.0966 0.1704 0.0591 0.1202 0.1586 0.1418 0.0575 0.0878 0.0548

(r + s) 2.3484 2.8704 1.8756 2.2296 2.6957 3.3649 1.8370 2.6045 2.5846 2.9593 2.4977 2.4035 2.4628

(r − s) 0.4211 0.3824 0.1979 0.1120 0.2567 −0.9462 0.0246 −0.6528 −0.6973 −0.5334 0.8070 0.5299 0.0981
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In order to show the interdependencies of aspects, the total impact matrix of aspects −TD was
calculated (Table 4). As can be seen in Table 4, the Construction-technical aspect (CT) is very important.
The aspect of the environment (E) has the most influence on other aspects, while the Financial aspect
(F) is influenced the most by the other aspects.

Table 4. Total impact matrix of aspects TD and effects.

Aspects Construction-Technical
CT

Financial
F

Operational
O

Environment
E

Construction technical-CT 1.9634 1.9558 1.4926 1.2831
Financial-F 1.1208 0.8707 0.5918 0.5327

Operational-O 0.7118 0.6635 0.3516 0.4297
Environment-E 1.5288 1.2004 0.9513 0.7189

(r + s) 12.020 7.8064 5.5439 7.3639

(r − s) 1.3701 −1.5744 −1.2307 1.4350

Based on the calculated total caused and received effects, Figure 2 shows the Influence Relation
Map (IRM), in order to clarify the relationships between defined criteria and aspects. As can be seen in
Figure 2, aspect E has the highest value of (r − s), so it affects all other aspects. Aspect CT influences
aspects O and F, while aspect F has the most received effects from the other aspects (Figure 2). When
considering the impacts of criteria within one aspect such as e.g., CT aspect, the CT1 criterion affects
all other criteria within CT aspect because it has the highest value of (r − c), while the CT4 criterion
with the lowest value of (r − c) receives the most effects from the other criteria of CT aspect.
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Based on Equation (10), a limited weighted super-matrix Wk
α was calculated (Table 5). The vectors

in super-matrix Wk
α represent the relative weights of vehicle procurement criteria Wj. As it is shown in

Table 5, the criterion Vehicle procurement price (F1) has the highest relative weight, i.e., has the highest
importance for the procurement of vehicles, in achieving the defined goal. Other significant criteria for
vehicle procurement are: Vehicle maintenance (O2), Vehicle selling price (F3), and Fuel/energy Cost
(O1). The most important vehicle procurement aspect is construction-technical aspect (CT), followed
by financial (F), operational (O) and aspect of the environment (E), which has the least significance for
the vehicle procurement process (Table 5).
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Table 5. Relative weights of criteria and aspects.

Criteria CT1 CT2 CT3 CT4 CT5 F1 F2 F3 O1 O2 E1 E2 E3

Relative weights-Wj 0.0603 0.0773 0.0516 0.0643 0.0762 0.1291 0.0588 0.1002 0.0963 0.1039 0.0544 0.0562 0.0715

Rank 9 5 13 8 6 1 10 3 4 2 12 11 7

Aspects Construction technical
CT

Financial
F

Operational
O

Environment
E

Local weights 0.3296 0.2881 0.2002 0.1821

Rank 1 2 3 4

4.2. Establishing and Ranking the Vehicles and Selecting the Best Vehicle for Procurement

The observed company (Delmax Ltd.) has a heterogeneous fleet of 66 vehicles, with small pickup
vehicles (GVW up to 2.5 t), vans (GVW up to 3.5 t), and trucks (GVW up to 15 t). The analysis of the
operation data shows that the vehicles’ average annual mileage is 55,000 km. Based on the analysis of
transport routes and history of customers’ transport requirements in the observed company, it was
found that more than 90% of the transport routes pass through urban areas, and the weight of the
transported cargo is between 800 and 1300 kg in more than 80% cases. According to the obtained results
of conducted analyses, it was determined that possible vehicle types that can meet transportation
requirements are: Vans with GVW up to 3.5 t and trucks with GVW up to 7.5 t. Regarding this, different
types and models of vehicles from different manufacturers were considered in order to determine which
vehicle model contributes the most to achieving the company’s goal. For the purpose of calculating the
rank of alternatives, we have used the adjusted program code written in Python 3.7 [38].

Alternative A5 is a truck with a GVW up to 7.5 t, and the other alternatives are vans with a GVW
up to 3.5 t (Table 6). Alternatives A1, A2, A3, and A4 are conventional (diesel) vans from different
manufacturers, while the alternative A6 is an electric van. The alternatives A7 and A8 are a variation of
the alternative A2 that use different alternative fuel CNG and biodiesel B30, respectively. Criteria values
of the observed alternatives were determined based on the brochures from vehicle manufacturers’
websites and websites that advertise used vehicles, as well as from authorized maintenance services
and vehicle dealers. These values were also determined based on the characteristics of the observed
companies’ vehicle fleet and their transport requirements, considered the price of diesel is £1.08/lit and
the price of electricity is £0.11/kWh. After determining the nature of each criterion (min./max.) the
relative closeness of the observed alternatives to the ideal solution (Ci) was calculated on the basis of
Equations (11)–(18), and the rank of each alternative was determined (Table 6).

Table 6. Criteria values and rank of alternatives.

Criteria CT1 CT2 CT3 CT4 CT5 F1 F2 F3 O1 O2 E1 E2 E3 Ci Rank

A1 diesel 6 2179 5 10.61 1 38801 1 7600 10.42 495 159 12.6 84 0.485 4

A2 diesel 2 2300 4 24.24 1 36693 1 8000 8.21 243 186 12.8 84 0.570 1

A3 diesel 1 2298 4 12.12 1 38331 1 7500 7.45 248 182 13.6 89 0.489 3
A4 diesel 3 2143 1 3.03 1 39852 1 11500 8.75 288 213 13.6 100 0.459 5
A5 diesel 2 4580 1 0 1 59605 1 21150 15.34 471 375 13.2 33 0.315 8

A6 electric 1 0 4 0 1 66373 1 11445 3.63 174 55 13.6 94 0.522 2
A7 CNG 2 3000 4 0 1 43901 1 5832 5.18 270 177 12.8 84 0.413 7
A8 B30 2 2300 4 0 1 36693 1 8000 8.40 269 134 12.8 84 0.432 6

max/min max min max max min min max max min min min min max

Crit. Wj 0.0603 0.0773 0.0516 0.0643 0.0762 0.1291 0.0588 0.1002 0.0963 0.1039 0.0544 0.0562 0.0715

5. Results and Discussion

As it is shown in Table 6 the A2 (diesel van) is the first ranked alternative, while the A6 (electric
van) is the second one. This vehicle has the lowest procurement price (about £30,000 lower than A6
and more than £1600 lower than the third ranked alternative, i.e., A3), which is the most important
criterion. If a period of five years in operation (275,000 km) is observed, it can be seen that the sum of
fuel/energy and maintenance costs is the lowest for the observed electric van (about £10,800), which is
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almost £13,000 less than for A2, about £11,000 less than for A3 and £4700 for CNG van. Regarding
CO2 emission, it can be seen that A6 is the best alternative since it emits about 15 t of CO2 during a
period of five years (well to wheel emission), which is 36 t less than the first ranked alternative and 88 t
less than A5. However, if we observe overall transport and maintenance costs (sum of vehicle price,
fuel/energy, and maintenance costs minus vehicle selling price) we can see that A2 has about £13,300
lower costs than A6. Besides the higher procurement price of alternative A3, the first ranked vehicle
has one additional safety/technical system, twice as good compatibility with the existing vehicle fleet,
higher vehicle selling price, as well as smaller vehicle turning diameter (which is very important in
dense urban environments). Despite the fact that alternative A1 has the most safety-technical systems
and equipment regarding vehicle comfort, it has very high maintenance costs (£495/year), which is
the second most important criterion. Some of the reasons why the alternative A5 is the worst ranked
are very high procurement, fuel/energy, and maintenance costs, as well as low payload utilization
(33% of payload utilization means that this vehicle has 67% of free space while transporting goods,
which means about 725,800 tonne-kilometer of loss compared to full payload utilization observed over
a period of five years and 275,000 km traveled). It can be seen that electric van (A6) is second ranked
mostly due to its high procurement price, zero compatibility with the existing vehicle fleet, and very
low importance of criterion related to CO2 emission. Thus, we have considered different scenarios to
establish whether and how the rank of the alternatives would change.

Scenario S-0 represents the existing scenario, while the S-1 represents the ranking of observed
alternatives if the electric power is produced from renewable sources (zero emission of CO2 from well
to wheel). S-2 and S-3 represent scenarios where there are subsidies of £15,000 and £20,000, whereby
the use of renewable sources is significantly increased, respectively. Additionally, we have observed
scenarios where the relative weights of criteria vehicle price (F1) and CO2 emission (E1) are the same
(S-4), they have the same weights but the electric van emission is zero (S-5), where the importance of
E1 criterion is twice as high as the importance of F1 (S-6), and where the relative weights of criteria F1
and E1 switch places (S-7). We have researched the rank of alternatives when the compatibility with
the existing vehicle fleet of all alternatives is the same (S-8). Scenario S-9 represents the case where
the number of safety technical systems is the same for all vehicles. Since the maintenance costs for
alternative A1 are very high, in scenario S-10 we examined what would happen if these costs were the
same as for the alternative A2. The ranks of alternatives for all of these scenarios are shown in Figure 3.
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As can be seen from Figure 3, in our case study, scenarios S-1 and S-2 are the same as the basic
scenario. If there are subsidies of £20,000 (about 30% of new electric vehicle price) and the electric
energy production is mostly from renewable sources (S-3), A6 is the first ranked alternative. In scenario
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S-4 the only change is between alternatives A1 and A3. Scenarios S-5, S-6, and S-7 show that there
are changes in rank between alternatives A2 and A6 (which is first ranked alternative in this case),
between A1 and A3, as well as between A8 and A4. If the compatibility with the existing vehicle fleet
of all alternatives is the same (S-8), then electric van is the first ranked alternative, and the second one
is A4, while the first ranked alternative from the basic scenario (A2) is now the third ranked. The rank
of alternatives A4 and A8 in scenario S-9 has improved, while the rank of alternative A1 has gone
down from fourth to sixth. In the final scenario (S-10) it can be seen that the alternative A1 would
be second ranked if its’ maintenance costs were lower, such as for the alternative A2. The rank of
alternatives A5 and A7 is the same for all scenarios.

6. Conclusions

Vehicle procurement as a factor that contributes to making more profit in companies with their
own vehicle fleet has been researched in this paper. We developed a model that selects the most
suitable road vehicle while taking into account construction-technical, financial, operational, and
environmental aspects of a road vehicle, simultaneously from three points of view: Transport costs,
maintenance costs, and energy efficiency. Using the DANP method and engaging 50 experts from this
field, we determined the criteria relative weights and their interdependency, which was ignored in
most previous studies. The most important criteria for vehicle procurement are vehicle price (F1),
vehicle maintenance (O2), vehicle selling price (F3), and fuel/energy costs (O1), while environmental
protection requirements (E1) and vehicle comfort (CT3) are the least significant criteria. The TOPSIS
method was used to rank the observed vehicles by their suitability. Besides the basic scenario, we
have considered 10 more different scenarios to establish whether and how the rank of the observed
alternatives would change.

On the basis of collected criteria parameter values observing five–year period and annual mileage
of 55,000 km, the first ranked alternative (diesel van) has lower overall transport and maintenance costs
(fuel/energy costs, maintenance costs, vehicle price and vehicle selling price) for £13,300 than second
ranked alternative (electric van). In our case (observed company) the electric vehicle price should be
about 30% lower (there should be subsidies) in order for this alternative to become the first ranked.
We think there should be government subsidies, as well as the increase in usage of renewable energy
sources, which will together encourage vehicle fleet managers to procure electric vehicles. For example,
this difference in the vehicle price can be used to train the maintenance technicians and drivers, as well
as to buy some spare parts and equipment to maintain electric vehicles. We can see that the sum of
fuel/energy costs and vehicle maintenance costs of electric van are almost £15,000 lower, on average,
than for diesel vans (observing five-year period). However, if overall transport and maintenance costs
of electric van are observed, it can be seen that these costs are about £10,000 higher, on average, for five
years in operation than for diesel vans.

This model is evaluated by road vehicle fleet managers as easy to understand and operate, while
it gives extremely satisfying results in a short period of time. The managers said that without the
model they were not aware of all criteria, and they did not observe all of them in previous vehicle
procurements. Moreover, it was almost impossible for them to simultaneously observe all relevant
criteria necessary for vehicle procurement, as well as their weights and parameters (vehicle data). With
the model, the only thing managers should do is to provide vehicles’ data and import them into the
model. Managers in the observed company during the vehicle procurement process have replaced
two old, less suitable vans, with two new ones of the same manufacturer and the same model as the
A2 alternative, based on the obtained results of the model. By choosing this alternative instead of
second ranked alternative, this company saved about 20% of overall transport and maintenance costs.
Moreover, this alternative has proven to be a better choice than all of the other ones as well, taking into
account transport and maintenance costs and energy efficiency.

Since the criteria values of the observed alternatives should be determined based on the brochures
from vehicle manufacturers’ websites and websites that advertise used vehicles, as well as from
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authorized maintenance services and vehicle dealers, the accuracy of the obtained information could
affect the accuracy of derived results. Additionally, the limitation could represent the non-existence of
parameter information that is needed for the model (e.g., vehicle CO2 emission), as well as a little longer
time to collect all necessary data compared to the time when managers observed only a few criteria.
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Abstract: The use of computers with outstanding performance has become a real necessity in order to
achieve greater efficiency and sustainability for the accomplishment of various tasks. Therefore, with
the development of information technology and increasing dynamism in the business environment,
it is expected that these computers will be more intensively deployed. In this paper, research
was conducted in Danube region countries: Austria, Bosnia and Herzegovina, Bulgaria, Croatia,
Czech Republic, Germany, Hungary, Moldova, Montenegro, Romania, Serbia, Slovakia, Slovenia, and
Ukraine. The aim of the research was to determine what criteria are most significant for the introduction
of high-performance computing and the real situation in each of the countries. In addition, the aim was
to establish the infrastructure needed to implement such a system. In order to determine the partial
significance of each criterion and thus the possibility of implementing high-performance computing,
a multi-criteria model in a fuzzy environment was applied. The weights of criteria and their rankings
were performed using the Fuzzy PIvot Pairwise RElative Criteria Importance Assessment—fuzzy
PIPRECIA method. The results indicate different values depend on decision-makers (DMs) in
the countries. Spearman’s and Pearson’s correlation coefficients were calculated to verify the
results obtained.

Keywords: supercomputers; Fuzzy PIPRECIA; Danube region countries; high-performance
computing (HPC)

1. Introduction

The use of supercomputers is increasing today, both in science and in economy. Advances in
algorithms and software technologies at all levels are essential for further progress in problem-solving
with the use of supercomputers. A supercomputer represents computer architecture of high-capacity,
i.e., high performance, capable of processing large amounts of data in a very short time. Such computers
are usually considered high-performance computers whose construction is not based primarily on von
Neumann architecture. Typically, it enables the distribution and parallelization of computer processes.
Although today’s desktop computers are more powerful than supercomputers developed just a decade
ago, it can be said that common characteristics of supercomputers, regardless of the period in which
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they occurred, are as follows: maximum available processing speed, maximum possible memory size,
the largest physical dimensions, and the highest price, compared to other computers.

Supercomputers are used to solve a variety of problems, including intensive calculations [1], e.g.,
in inventory management [2], military intelligence [3], climate forecasting [4], earthquake modeling [5],
transport [6], production [7], human health and safety [8], medical applications [9], i.e., practically
in every field of science or business. The role of supercomputers in all these fields is becoming
increasingly important, and supercomputers are increasingly influencing future progress. Clustering
of European supercomputers was initiated in 2002, by the project Distributed European Infrastructure
for Supercomputing (DEISA), when 11 of the largest supercomputing centers from seven European
countries were connected to a 10 Gbit/s network [10]. The next frontier in achieving performance for
supercomputers is 1018 instructions per second and is expected to be reached around 2021–2022 [11].

The idea that computing power can be provided to customers as a useful service is not new,
as it has been dating since 1966 [12]. Despite that, new technologies, as well as customer demands
for high-quality services, come daily, and all of that obviously leads to day-to-day, new competition.
In recent decades, the economy and industry have faced a large inflow of new and intensively
data-oriented services, including data collection, storage, analysis, and use [13]. Search engines [14],
social networks, and business intelligence [15] are just a few examples of such trends [16].

The amount of digital data in our world has grown enormously, with an exponential trend.
The size of the digital universe is estimated to grow from 4.4 zettabytes in 2013 to 44 zettabytes
by 2020 [17,18]. The vast amount of data being produced, commonly referred to as Big Data [19],
provides great potential in the form of undiscovered structures and relationships [15]. In order for this
potential to be exploited, new knowledge acquired, and business value gained, the produced data
must be accessed, then processed, analyzed, and visualized in the most efficient way. To this end,
the application of specialized architectures based on the use of supercomputers, often referred to as
high-performance computing (HPC) architectures, becomes a necessity in practice [20–22]. This will
certainly also mean the rapid transition from small, closed computers and storage architectures to
large, open, and service-oriented infrastructures [23]. Since introducing early supercomputers in the
1980s, the high-performance industry has been striving for continuous performance growth. This can
be noticed from the trends expressed by the list of top 500 supercomputers [24], which shows an
exponential increase in computing power over the last twenty years. Traditionally, the computing
power provided by HPC is mainly used in enterprises, as well as research institutes and academic
organizations, which benefit from the rich offerings given by HPC. For example, from the arrangement
of complex sequences in DNA to complex simulations in meteorological phenomena, HPC has been
proven to be the primary basis for providing procedures for solving complex problems that require
very high computational performance [25–28].

Science and industry face extensive challenges to cope with very large complex data sets. These big
data needed to be processed. A collaborative exchange between scientists and data analysis experts is
essential to provide insights and solutions for a specific challenge [29].

HPC providers appreciate cooperation in HPC-related aspects among national and foreign research
centers, as well as mainly with national enterprises. They believe that cooperation with an industry
is important for the future development of their organization and that they can help enterprises to
meet their needs through HPC. On the other hand, enterprises believe that cooperation with science or
industry could foster the HPC usage and their organization development [30]. HPC intermediaries,
which provide consultancy or advisory services in the field of HPC, are important for connecting
users of HPC services and HPC centers, as many companies and public research centers lack technical
knowledge about HPC. In Europe there is a strong presence of independent software vendors whose are
successfully working with research institutions. They struggle to expand their businesses successfully
due to their difficulties in raising financing. Commercial banks are generally engaged in the financing
of private and commercially oriented HPC centers [31].
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HPC is, according to the European Commission [32], a strategic resource for Europe’s future.
Creating awareness among the students about the importance of HPC topics is very important to
educate a workforce to continue work in this area. Students can be introduced to HPC topics through
courses, projects, and summer internship programs. Quality of education can be, according to the
experiences from India [33], enhanced with better outcome in undergraduate computer science and
engineering programs with the introduction of HPC courses into their curriculum.

Taking into account the increased requirements for performing complex data analyses in research
and the application of HPC technologies to support those analyses, there is an objective need for an
adequate evaluation and selection of an appropriate HPC architecture, which presents a challenge to
the engineering community in the field of computing and informatics.

Supercomputer software, algorithms, and hardware are closely coupled. As architectures change,
new software solutions are needed. If a selection of architectures is made without considering software
and algorithms, the results of such a decision may be unsatisfactory.

Educated and qualified people are an important part of a supercomputing system. Professionals,
i.e., multidisciplinary expert teams for supercomputers, need a set of specialized knowledge of the
applications they work with, as well as of various supercomputing technologies. This further implies
that both forms of support are necessary for a supercomputing system to operate effectively. In addition
to the long implementation and required customizations, one of the problems that occurs when
deciding to select some HPC architecture is the possibility of various types of risks occurring. As the
biggest, a financial risk arises, and together with it a business risk. It implies that in addition to
the resources that need to be allocated for the analysis when selecting some HPC architecture, it is
also necessary to provide the resources for the architecture itself, as well as the standards that the
architecture requires in order to work. In addition, a team of experts should be provided, which is also
necessary to support the implementation of the HPC architecture, in order to achieve positive business
results, particularly in the case of specialized problems or projects and the creation of space for future
projects. Different risks can lead to the failure of the HPC architecture to be implemented, most often
when it cannot meet specific requirements or needs.

In order to avoid the risk of failure of implementation and application of some HPC architecture,
it is necessary to clearly define all the undertakings in the entire life cycle of the HPC architecture,
starting with the analysis of the architecture selection and throughout its lifetime, in order to achieve
positive business results.

A typical process for selecting some architecture could be implemented in several steps. In the
first step, an assessment of the current state is important, when it is decided whether architecture
changes are needed and if so, why and under what conditions. Then, the next steps would be to
analyze plans and budgets, taking into consideration requirements and needs, i.e., assessing the needs
for a new solution. Following these information and constraints, we explore current technologies and
their capabilities. The next step is deciding which solution is appropriate for the desired changes.
The whole process results in decisions that represent the basis for negotiating and creating contracts
for the procurement and implementation of the desired architecture.

In such a process, it is necessary to have as much information as possible before making a
decision, since when establishing some architecture in an organization, wrong decisions can be made
by not paying attention to each criterion and its domain in the required way, so such an approach
will not produce the desired results. Failure to achieve the desired results can lead to failure in the
implementation and application of the desired HPC architecture. Therefore, it is necessary to provide
a multidimensional database model and analysis procedures over such a model, in order to provide
opportunities for decision simulations according to specific criteria.

Despite cost reductions and ease of access to high-performance computing platforms, they are
still unavailable to most institutions and companies. Supercomputing systems consume a significant
amount of energy, leading to high operating costs, reduced reliability, and waste of natural resources.
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This fact clearly indicates the sensitivity of a decision-making process regarding the selection and
implementation of such an architecture.

2. Methods

2.1. Operations on Fuzzy Numbers

A fuzzy number [34] A on R can be a triangular fuzzy number (TFN) if its membership function
µA(x): R→[0,1] is equal to following Equation (1) [35,36]:

µA(x) =



x−l
m−l l ≤ x ≤ m
u−x
u−m m ≤ x ≤ u
0 otherwise

, (1)

From Equation (1), l and u mean the lower and upper bounds of the fuzzy number A, and m is the
modal value for A. The TFN can be denoted by A = (l, m, u).

The operational laws of TFN A1 = (l1, m1, u1) and A2 = (l2, m2, u2) are displayed as the following
equations [37,38].

Addition:

A1 + A2 = (l1, m1, u1) + (l2, m2, u2) = (l1 + l2, m1 + m2, u1 + u2) (2)

Multiplication:

A1 ×A2 = (l1, m1, u1) × (l2, m2, u2) = (l1 × l2, m1 ×m2, u1 × u2) (3)

Subtraction:

A1 −A2 = (l1, m1, u1) − (l2, m2, u2) = (l1 − u2, m1 −m2, u1 − l2) (4)

Division:
A1

A2
=

(l1, m1, u1)

(l2, m2, u2)
=

(
l1
u2

,
m1

m2
,

u1

l2

)
(5)

Reciprocal:

A1
−1

= (l1, m1, u1)
−1 =

(
1
u1

,
1

m1
,

1
l1

)
(6)

2.2. Fuzzy PIvot Pairwise RElative Criteria Importance Assessment–Fuzzy (PIPRECIA) Method

The fuzzy PIPRECIA method [39] consists of 11 steps that are shown below, and so far, it has
been used in a few studies. Stanković et al. [38] used fuzzy PIPRECIA in integration with the newly
developed Fuzzy Measurement Alternatives and Ranking according to the COmpromise Solution
(fuzzy MARCOS) for road traffic risk analysis. The significance of the six criteria for evaluating
road sections was evaluated using Fuzzy PIPRECIA. The results showed that the most important
criterion in their study was the number of access points on each section, i.e., the second criterion.
The original study [39] in which fuzzy PIPRECIA was developed dealt with the assessment of conditions
for the implementation of information technology in the warehouse. This method was integrated
into Strengths, Weaknesses, Opportunities, and Threats (SWOT) analysis to obtain values of each
SWOT dimension. Marković et al. [40] showed that fuzzy PIPRECIA as a subjective Multi-Criteria
Decision-Making (MCDM) method can be very successfully applied in integration with other objective
methods, such as Criteria Importance Through Intercriteria Correlation (CRITIC). They used an
integrated model for the ranking banks in order to achieve business excellence and sustainability.
Fuzzy PIPRECIA in the study in [41] was used for determining criteria weights for the evaluation of
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green suppliers. This method was successfully applied in integration with Rough Simple Additive
Weighting (Rough SAW) method.

Step 1. Form the required benchmarking set of criteria and form a decision-making team. Sort the
criteria according to marks from the first to the last, and this means that they need to be sorted
unclassified. Therefore, in this step, their significance does not play any role.

Step 2. In order to determine the relative importance of criteria, each decision-maker individually
evaluates pre-sorted criteria by starting from the second criterion, Equation (7):

sr
j =



> 1 i f C j > C j−1

= 1 i f C j = C j−1

< 1 i f C j < C j−1

, (7)

where sr
j denotes the assessment of criteria by a decision-maker r.

In order to obtain a matrix s j, it is necessary to perform the averaging of matrix sr
j using a geometric

mean. Decision-makers evaluate criteria by applying the defined scales in Tables 1 and 2.

Table 1. Scale 1–2 for the assessment of criteria [22].

l m u DFV

Almost equal value

Scale 1–2

1 1.000 1.000 1.050 1.008
Slightly more significant 2 1.100 1.150 1.200 1.150

Moderately more significant 3 1.200 1.300 1.350 1.292
More significant 4 1.300 1.450 1.500 1.433

Much more significant 5 1.400 1.600 1.650 1.575
Dominantly more significant 6 1.500 1.750 1.800 1.717
Absolutely more significant 7 1.600 1.900 1.950 1.858

Table 2. Scale 0–1 for the assessment of criteria [22].

l m u DFV

Scale 0–1

0.667 1.000 1.000 0.944 weakly less significant
0.500 0.667 1.000 0.694 moderately less significant
0.400 0.500 0.667 0.511 less significant
0.333 0.400 0.500 0.406 really less significant
0.286 0.333 0.400 0.337 much less significant
0.250 0.286 0.333 0.288 dominantly less significant

0.250 0.286 0.251 absolutely less significant

When the criterion is of greater importance in relation to the previous one, assessment is made
using the above scale in Table 1. In order to make it easier for decision-makers to evaluate the criteria,
the table shows the defuzzified value (DFV) for each comparison.

When the criterion is of less importance compared to the previous one, assessment is made using
the above-mentioned scale in Table 2.

Step 3. Determine the coefficient k j:

k j =


= 1 i f j = 1
2− s j i f j > 1 . (8)

Step 4. Determine the fuzzy weight q j:

q j =



= 1 i f j = 1
q j−1

k j
i f j > 1

. (9)
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Step 5. Determine the relative weight of the criterion w j:

w j =
q j

n∑
j=1

q j

. (10)

In the following steps, the inverse methodology of fuzzy PIPRECIA method (fuzzy PIPRECIA-I)
needs to be applied.

Step 6. Perform the assessment of above-defined applying scale, but this time starting from a
penultimate criterion:

sr
j
′ =



> 1 i f C j > C j+1

= 1 i f C j = C j+1

< 1 i f C j < C j+1

, (11)

where sr
j
′ denotes the assessment of criteria by a decision-maker r.

It is again necessary to perform the averaging of matrix sr
j by applying a geometric mean.

Step 7. Determine the coefficient k j
′:

k j
′ =


= 1 i f j = n
2− s j

′ i f j > n , (12)

where n denotes a total number of criteria. Specifically, in this case, it means that the value of the last
criterion is equal to the fuzzy number one.

Step 8. Determine the fuzzy weight q j
′:

q j
′ =



= 1 i f j = n
q j+1

′

k j
′ i f j > n

. (13)

Step 9. Determine the relative weight of the criterion w j
′:

w j
′ =

q j
′

n∑
j=1

q j′
. (14)

Step 10. In order to determine the final weights of criteria, it is first necessary to perform the
defuzzification of the fuzzy values w j and w j

′:

w j
′′ =

1
2
(w j + w j

′). (15)

Step 11. Check the results obtained by applying Spearman and Pearson correlation coefficients.

3. Input Parameters for the Evaluation of Criteria for the Implementation of HPC in Danube
Region Countries

Determining the significance of the criteria relevant to the implementation of high-performance
computing (HPC) was carried out in 14 countries. Countries that participated in this research
were: Austria (AT), Bosnia and Herzegovina (BA), Bulgaria (BG), Croatia (HR), Czech Republic
(CZ), Germany (DE), Hungary (HU), Moldova (MD), Montenegro (ME), Romania (RO), Serbia (RS),
Slovakia (SK), Slovenia (SL), and Ukraine (UA). All countries were countries of Central and South-East
Europe, forming the so-called Danube region. Challenges of the Danube region are, according to
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Coscodaru et al. [42], its backwardness and substantial disparities between its well-off westernmost
parts and the rest of the region. Most HPC infrastructure and knowledge are located in the West
of the Danube region. Those countries are either EU member states, pre-accession countries, or EU
neighboring countries. Regional nuances were considered in this paper. Countries, as well as the
number of respondents and the number of correctly completed questionnaires, are shown in Figure 1.
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Figure 1. Countries, respondents, and correctly completed questionnaires.

The total number of questionnaires sent to the experts for evaluation was 78. Since it is a very
complex area still insufficiently researched, the total number of correctly completed questionnaires
was 58, which represents 74.36% of the total number of questionnaires sent. The largest number of
decision-makers to whom the questionnaire was forwarded was from Slovenia (13), then from Hungary,
Montenegro, Romania, 11 each. For other countries, the number of questionnaires forwarded was
fewer, which can be seen in Figure 1. The data for the study were gained by the online survey by the
InnoHPC [43] database conducted in 2017 and by Lapuh postdoctoral research in 2018. Experts using
HPC employed in the research institutions and HPC providers were part of the survey. Research
institutions were chosen by the convenience, which was based on the literature review, the authors’
expert analysis on the potential usage of HPC in research organizations, and the online search.
The experts were found on the basis of organizations’ website research or their published or presented
scientific works in the field of HPC. The snowball sampling was used in parallel: participants were
asked to suggest partners from other institutions dealing with HPC.

Data in this section represent input parameters in the model. Figure 1 shows the total number of
respondents (decision-makers) per each of 14 Danube region countries. The number of respondents
was various and depended on the number of experts in each country (marked with green bar). Some of
the decision-makers did not properly fulfil surveys or just gave equal assessments for all criteria.
Such surveys were not useful for computation in our methodology, so we have excluded them.
The number of correctly completed questionnaires is presented in Figure 1 and marked with a red line.
For example, in Austria, three respondents were included in the research, but one of them did not fulfil
the questionnaire in the proper way, so two questionnaires were entered in the further model.

Figure 2 shows that the performance of correctly completed questionnaires was 100% in the
following countries: Bosnia and Herzegovina, Bulgaria, Croatia, Czech Republic, Germany, and
Ukraine. Moldova, Romania, Slovenia, and Serbia had slightly lower percentages, 83%, 82%, 77%,
and 75%, respectively. Countries with 50% or more correctly completed questionnaires were Slovakia
(50%), Hungary and Montenegro (55%), and Austria (67%).
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The criteria, shown in Table 3, were evaluated using fuzzy PIPRECIA and fuzzy PIPRECIA-I.

Table 3. Criteria for evaluating the implementation of high-performance computing (HPC).

Designation Criteria

C1 Availability of free HPC infrastructure (e.g., having a sort of public funding)
C2 Availability of commercial HPC infrastructure (where you have to pay for using it)
C3 Availability of skilled human resources

C4
Degree to which universities equip students with the necessary knowledge to work

in HPC

C5
Availability of competitive public funding (e.g., direct public funding, grants, awards,

baseline funding)
C6 Availability of private funding for R&D related to HPC
C7 Degree of awareness about HPC benefits
C8 Degree of science-industry cooperation related to HPC
C9 Degree of industry-public authorities’ cooperation related to HPC
C10 Degree of science-public authorities’ cooperation related to HPC
C11 HPC prioritization in legislative documents and strategies

The point of interest of this study was how the experts employed in the research institutions or by
the HPC providers dealing with HPC perceive the general degree of HPC development in the country
they are working in. The HPC experts were asked to evaluate the HPC situation in the individual
countries, regarding the HPC infrastructure, HPC competences, if curriculums contain gaining HPC
skills, about the existence of project calls on gaining funding for HPC usage, about their perspective on
the general awareness on advantages of using HPC in the country, if and how organizations in the
selected individual countries cooperate related to HPC, and if individual countries encourage HPC
usage in the legislative documents or strategies.

4. Results

A detailed calculation procedure performed on two respondents from Austria is shown in
Tables 4–8. Attitudes of respondents using linguistic scales (step 2) shown in Tables 1 and 2 are
presented in Table 4. It is important to note that when evaluating for fuzzy PIPRECIA, it was performed
by Equation (7) and the initial criterion was the second one; therefore, cell C1 in Table 4 is empty.
The evaluation for the inverse fuzzy PIPRECIA method was performed by Equation (11), starting from
the penultimate criterion C10.
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Table 4. Respondents’ attitudes using a linguistic scale for fuzzy PIPRECIA and inverse fuzzy PIPRECIA.

Fuzzy PIPRECIA Inverse Fuzzy PIPRECIA

DM1 DM2 DM1 DM2

Criterion l m u l m u l m u l m u

C1 1.100 1.150 1.200 1.000 1.000 1.000
C2 0.500 0.667 1.000 1.000 1.000 1.000 0.400 0.500 0.667 0.500 0.667 1.000
C3 1.200 1.300 1.350 1.100 1.150 1.200 1.100 1.150 1.200 0.667 1.000 1.000
C4 0.500 0.667 1.000 1.000 1.000 1.050 0.400 0.500 0.667 1.100 1.150 1.200
C5 1.200 1.300 1.350 0.500 0.667 1.000 1.300 1.450 1.500 1.200 1.300 1.350
C6 0.333 0.400 0.500 0.400 0.500 0.667 0.400 0.500 0.667 1.000 1.000 1.000
C7 1.200 1.300 1.350 1.000 1.000 1.000 1.100 1.150 1.200 0.400 0.500 0.667
C8 0.500 0.667 1.000 1.200 1.300 1.350 1.100 1.150 1.200 1.000 1.000 1.000
C9 0.500 0.667 1.000 1.000 1.000 1.000 0.400 0.500 0.667 0.500 0.667 1.000
C10 1.200 1.300 1.350 1.100 1.150 1.200 1.300 1.450 1.500 1.100 1.150 1.200
C11 0.333 0.400 0.500 0.500 0.667 1.000

Aggregating the values of decision-makers using the average mean yielded the values of sj shown
in Table 5. Subsequently, using Equation (8) in the third step, the values of kj were obtained as follows:

k1 = (1.000, 1.000, 1.000),

k2 = (2− 1.000, 2− 0.833, 2− 0.750) = (1.000, 1.167, 1.250).

In order to obtain the values of qj, it was necessary to apply the fourth step, i.e., Equation (9).

q1 = (1.000, 1.000, 1.000)

q2 =
(1.000

1.250
,

1.000
1.167

,
1.000
1.000

)
= (0.800, 0.857, 1.000)

q3 =
(0.800

0.850
,

0.857
0.775

,
1.000
0.725

)
= (0.941, 1.106, 1.379)

In order to obtain the value of wj, the fifth step, i.e., Equation (10), is applied. The sum previously
calculated for the values of qj was (6.287, 8.741, 17.158), obtained in the following way:

n∑
j=1

q j = (6.287, 8.741, 17.158)

= (1.000 + 0.800 + 0.941 + 0.753 + 0.655 + 0.401 + 0.455 + 0.387 + 0.310 + 0.365 + 0.230) = 6.287
= (1.000 + 0.857 + 1.106 + 0.948 + 0.932 + 0.602 + 0.708 + 0.696 + 0.597 + 0.770 + 0.525) = 8.741
= (1.000 + 1.000 + 1.379 + 1.415 + 1.715 + 1.210 + 1.467 + 1.778 + 1.778 + 2.453 + 1.962) = 17.158

w1 =
( 1.000

17.158
,

1.000
8.741

,
1.000
6.287

)
= (0.058, 0.114, 0.159).

The following equation, d fcrisp = l+4m+u
6 , was then applied to perform the defuzzification of the

values, as shown in the penultimate column of Table 5.

w1crisp =
0.058 + 4× 0.114 + 0.159

6
= 0.112

Finally, the ranks for the obtained criterion values are shown (Table 5), which were further used to
determine Spearman’s correlation coefficient and determine the final ranks of the criteria.
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Table 5. Details of the calculation carried out using fuzzy PIPRECIA.

sj kj qj wj DF Rank

l m u l m u l m u l m u

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.058 0.114 0.159 0.112 5
C2 0.750 0.833 1.000 1.000 1.167 1.250 0.800 0.857 1.000 0.047 0.098 0.159 0.100 7
C3 1.150 1.225 1.275 0.725 0.775 0.850 0.941 1.106 1.379 0.055 0.127 0.219 0.130 1
C4 0.750 0.833 1.025 0.975 1.167 1.250 0.753 0.948 1.415 0.044 0.108 0.225 0.117 4
C5 0.850 0.983 1.175 0.825 1.017 1.150 0.655 0.932 1.715 0.038 0.107 0.273 0.123 3
C6 0.367 0.450 0.583 1.417 1.550 1.633 0.401 0.602 1.210 0.023 0.069 0.193 0.082 11
C7 1.100 1.150 1.175 0.825 0.850 0.900 0.445 0.708 1.467 0.026 0.081 0.233 0.097 8
C8 0.850 0.983 1.175 0.825 1.017 1.150 0.387 0.696 1.778 0.023 0.080 0.283 0.104 6
C9 0.750 0.833 1.000 1.000 1.167 1.250 0.310 0.597 1.778 0.018 0.068 0.283 0.096 9
C10 1.150 1.225 1.275 0.725 0.775 0.850 0.365 0.770 2.453 0.021 0.088 0.390 0.127 2
C11 0.417 0.533 0.750 1.250 1.467 1.583 0.230 0.525 1.962 0.013 0.060 0.312 0.094 10

Σ 6.287 8.741 17.158

Using the methodology of inverse fuzzy PIPRECIA, the values shown in Table 6 were obtained.
It is important to note that in the same way as previously described, these values were obtained by
applying Equations (11)–(14). Assessment by decision-makers from the sixth step was previously
shown in Table 4.

Step 7. Determining the coefficient k j
′:

k11
′ = (1.000, 1.000, 1.000)

k10
′ = (2− 1.350, 2− 1.300, 2− 1.200) = (0.650, 0.700, 0.800).

Step 8. Determining the fuzzy weight q j
′:

q11
′ = (1.000, 1.000, 1.000)

q10
′ =

(1.000
0.800

,
1.000
0.700

,
1.000
0.650

)
= (1.250, 1.429, 1.538)

q9
′ =

(1.250
1.550

,
1.429
1.417

,
1.538
1.167

)
= (0.806, 1.008, 1.319).

In order to obtain the value of wj, the ninth step, i.e., Equation (14), was applied. The sum
previously calculated for the values of qj was obtained in the following way:

n∑
j=1

q j
′ = (7.520, 11.093, 17.833)

= (1.000 + 1.250 + 0.806 + 0.849 + 0.679 + 0.522 + 0.697 + 0.557 + 0.499 + 0.322 + 0.339) = 7.520
= (1.000 + 1.429 + 1.008 + 1.090 + 0.928 + 0.742 + 1.188 + 1.011 + 1.093 + 0.771 + 0.834) = 11.093
= (1.000 + 1.538 + 1.319 + 1.465 + 1.374 + 1.177 + 2.048 + 1.920 + 2.133 + 1.828 + 2.031) = 17.833

w11
′ =

( 1.000
17.833

,
1.000
11.093

,
1.000
7.520

)
= (0.056, 0.090, 0.133).

The following equation, d fcrisp = l+4m+u
6 , was then applied to perform the defuzzification of

the values.
w11
′
crisp =

0.056 + 4× 0.090 + 0.133
6

= 0.092

Step 10. In order to determine the final weights of criteria, it was necessary to apply Equation (15).
For example:

w1
′′ =

1
2
(0.112 + 0.098) = 0.105.
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Table 6. Details of the calculation carried out using fuzzy PIPRECIA-I.

sj’ kj’ qj’ wj’ DF Rank

l m u l m u l m u l m u

C1 1.050 1.075 1.100 0.900 0.925 0.950 0.339 0.834 2.031 0.019 0.075 0.270 0.098 6
C2 0.450 0.583 0.833 1.167 1.417 1.550 0.322 0.771 1.828 0.018 0.070 0.243 0.090 10
C3 0.883 1.075 1.100 0.900 0.925 1.117 0.499 1.093 2.133 0.028 0.098 0.284 0.118 3
C4 0.750 0.825 0.933 1.067 1.175 1.250 0.557 1.011 1.920 0.031 0.091 0.255 0.108 4
C5 1.250 1.375 1.425 0.575 0.625 0.750 0.697 1.188 2.048 0.039 0.107 0.272 0.123 2
C6 0.700 0.750 0.833 1.167 1.250 1.300 0.522 0.742 1.177 0.029 0.067 0.157 0.076 11
C7 0.750 0.825 0.933 1.067 1.175 1.250 0.679 0.928 1.374 0.038 0.084 0.183 0.093 8
C8 1.050 1.075 1.100 0.900 0.925 0.950 0.849 1.090 1.465 0.048 0.098 0.195 0.106 5
C9 0.450 0.583 0.833 1.167 1.417 1.550 0.806 1.008 1.319 0.045 0.091 0.175 0.097 7

C10 1.200 1.300 1.350 0.650 0.700 0.800 1.250 1.429 1.538 0.070 0.129 0.205 0.132 1
C11 1.000 1.000 1.000 1.000 1.000 1.000 0.056 0.090 0.133 0.092 9

Σ 7.520 11.093 17.833

The columns labeled DF in Tables 5 and 6 contain the defuzzified weights of the criteria. On the
basis of these values, the final weight of the criteria was calculated using Equation (15), as shown in
Table 7 and Figure 3.

Table 7. The final weights of criteria obtained from Austrian respondents.

wp wp-i Final wj Rank

C1 0.112 0.098 0.105 5
C2 0.100 0.090 0.095 9
C3 0.130 0.118 0.124 2
C4 0.117 0.108 0.113 4
C5 0.123 0.123 0.123 3
C6 0.082 0.076 0.079 11
C7 0.097 0.093 0.095 8

C8 0.104 0.106 0.105 6
C9 0.096 0.097 0.097 7

C10 0.127 0.132 0.129 1
C11 0.094 0.092 0.093 10

Sustainability 2020, 12, x FOR PEER REVIEW 12 of 18 

C8 0.104 0.106 0.105 6 

C9 0.096 0.097 0.097 7 

C10 0.127 0.132 0.129 1 

C11 0.094 0.092 0.093 10 

 

Figure 3. Final criteria weights according to DMs for Austria. 

Spearman’s correlation coefficient was 0.900, while Pearson’s correlation coefficient was 0.957, 

which is a very high correlation of both the ranks and values of the criteria obtained by fuzzy and 

inverse fuzzy PIPRECIA. 

As can be seen in Figure 3, the tenth criterion was the most significant—the degree of science-

public authorities’ cooperation related to HPC, which also had a minor variation in weights 

considering both approaches. A slightly lower value was obtained for C3—availability of skilled 

human resources—which was in the second position, with a variation of 0.012. The third most 

significant criterion was C5—availability of competitive public funding (e.g., direct public funding, 

grants, awards, baseline funding)—with a value of 0.123, which indicates that it had almost the same 

significance as C3. Its variation or deviation was equal to zero, since it had an identical value by 

applying both approaches. In the fourth position is C4—degree to which universities equip students 

with the necessary knowledge to work in HPC—whose value was 0.113 and a deviation of 0.09. The 

fifth most significant criterion was C1—availability of free HPC infrastructure (e.g., having some sort 

of public funding)—and it had a value of 0.105. Other criteria were less significant, with values below 

0.100. 

The determination of criteria weights from the remaining 13 countries was carried out in a 

similar way. The obtained criteria weights according to countries are shown in Table 8 and Figure 4. 

Table 8. Criteria weights according to countries. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

AT 0.105 0.095 0.124 0.113 0.123 0.079 0.095 0.105 0.097 0.129 0.093 

BA 0.180 0.084 0.142 0.117 0.097 0.082 0.099 0.099 0.099 0.121 0.085 

BG 0.125 0.102 0.125 0.113 0.126 0.092 0.107 0.101 0.099 0.108 0.110 

HR 0.116 0.114 0.103 0.101 0.110 0.091 0.100 0.099 0.098 0.115 0.114 

CZ 0.127 0.128 0.148 0.101 0.102 0.083 0.098 0.100 0.101 0.122 0.085 

DE 0.092 0.092 0.092 0.092 0.092 0.092 0.092 0.083 0.095 0.086 0.104 

Figure 3. Final criteria weights according to DMs for Austria.

411



Sustainability 2020, 12, 3017

Spearman’s correlation coefficient was 0.900, while Pearson’s correlation coefficient was 0.957,
which is a very high correlation of both the ranks and values of the criteria obtained by fuzzy and
inverse fuzzy PIPRECIA.

As can be seen in Figure 3, the tenth criterion was the most significant—the degree of science-public
authorities’ cooperation related to HPC, which also had a minor variation in weights considering both
approaches. A slightly lower value was obtained for C3—availability of skilled human resources—which
was in the second position, with a variation of 0.012. The third most significant criterion was
C5—availability of competitive public funding (e.g., direct public funding, grants, awards, baseline
funding)—with a value of 0.123, which indicates that it had almost the same significance as C3.
Its variation or deviation was equal to zero, since it had an identical value by applying both approaches.
In the fourth position is C4—degree to which universities equip students with the necessary knowledge
to work in HPC—whose value was 0.113 and a deviation of 0.09. The fifth most significant criterion
was C1—availability of free HPC infrastructure (e.g., having some sort of public funding)—and it had
a value of 0.105. Other criteria were less significant, with values below 0.100.

The determination of criteria weights from the remaining 13 countries was carried out in a similar
way. The obtained criteria weights according to countries are shown in Table 8 and Figure 4.

Table 8. Criteria weights according to countries.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

AT 0.105 0.095 0.124 0.113 0.123 0.079 0.095 0.105 0.097 0.129 0.093
BA 0.180 0.084 0.142 0.117 0.097 0.082 0.099 0.099 0.099 0.121 0.085
BG 0.125 0.102 0.125 0.113 0.126 0.092 0.107 0.101 0.099 0.108 0.110
HR 0.116 0.114 0.103 0.101 0.110 0.091 0.100 0.099 0.098 0.115 0.114
CZ 0.127 0.128 0.148 0.101 0.102 0.083 0.098 0.100 0.101 0.122 0.085
DE 0.092 0.092 0.092 0.092 0.092 0.092 0.092 0.083 0.095 0.086 0.104
HU 0.144 0.106 0.116 0.105 0.105 0.094 0.109 0.104 0.094 0.113 0.113

MD 0.097 0.092 0.122 0.121 0.111 0.100 0.114 0.107 0.104 0.109 0.100
ME 0.111 0.112 0.107 0.113 0.107 0.104 0.101 0.107 0.105 0.111 0.108
RO 0.108 0.117 0.115 0.116 0.108 0.095 0.108 0.112 0.097 0.103 0.102
RS 0.119 0.114 0.124 0.133 0.104 0.092 0.097 0.097 0.094 0.109 0.095
SK 0.091 0.130 0.106 0.107 0.109 0.090 0.107 0.109 0.111 0.114 0.117
SL 0.119 0.125 0.108 0.098 0.103 0.095 0.106 0.108 0.105 0.123 0.121
UA 0.110 0.128 0.104 0.124 0.085 0.086 0.088 0.127 0.088 0.129 0.090
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The significance and ranks of criteria according to countries are shown in Table 9 and Figure 5.

Table 9. Ranks of criteria according to countries.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

AT 5 9 2 4 3 11 8 6 7 1 10
BA 1 10 2 4 8 11 5 5 5 3 9
BG 3 8 2 4 1 11 7 9 10 6 5
HR 1 3 6 7 5 11 8 9 10 2 4
CZ 3 2 1 7 5 11 9 8 6 4 10
DE 3 3 3 3 3 3 3 11 2 10 1
HU 1 6 2 7 8 11 5 9 10 3 4
MD 10 11 1 2 4 8 3 6 7 5 9
ME 4 2 7 1 8 10 11 6 9 3 5
RO 7 1 3 2 6 11 5 4 10 8 9
RS 3 4 2 1 6 11 8 7 10 5 9
SK 10 1 9 8 6 11 7 5 4 3 2
SL 4 1 5 10 9 11 7 6 8 2 3
UA 5 2 6 4 11 10 9 3 8 1 7
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Figure 5. Significance of criteria according to countries.

As can be seen from Tables 8 and 9, and Figures 4 and 5, there was a big difference in the importance
of the criteria according to the attitudes of respondents from different countries.

Based on the above, it can be seen that there were noticeable differences regarding the importance
of the criteria in different countries. According to the Austrian respondents, four criteria, namely, C3,
C4, C5, and C10, were the most influential, where criterion C10—degree of science-public authorities’
cooperation related to HPC—had the highest weight, that is, 0.13. It is also significant that the weights
of these criteria were approximately the same, that is, the difference between weights of criteria C10 and
C4 was very small, at 0.01. According to the opinions of respondents from Bosnia and Herzegovina,
criteria C1, C3, C4, and C4 were identified as the most influential, where criterion C1—availability of
free HPC infrastructure (e.g., having sort of public funding)—has the highest weight, that is, 0.18.

413



Sustainability 2020, 12, 3017

It should be noted that a higher difference between the weight of the most influential criterion and the
weight of the least influent criterion was observed in this case, at 0.01. In the case of Bulgaria, five
criteria were identified as the most significant, namely C1—availability of free HPC infrastructure
(e.g., having some sort of public funding), C3—availability of skilled human resources, C4—degree to
which universities equip students with the necessary knowledge to work in HPC, C5—availability
of competitive public funding (e.g., direct public funding, grants, awards, baseline funding), and
C11—HPC prioritization in legislative documents and strategies.

Based on the research conducted in Croatia, the five most influential criteria could be identified,
namely C1, C2, C5, C10, and C11. The criteria C1—availability of free HPC infrastructure (e.g., having
some sort of public funding), and C10—degree of science-public authorities’ cooperation related to
HPC, had approximately the same weights, while the weights of the criteria C2, C5, and C11 were
slightly smaller. In the case of the Czech Republic, the criteria C3—availability of skilled human
resources, C2—availability of commercial HPC infrastructure (where you have to pay for using it),
C1—availability of free HPC infrastructure (e.g., having sort of public funding), and C10—degree of
science-public authorities’ cooperation related to HPC, were recognized as the most significant ones.
In the case of Germany, the difference between the weight of the most and least influential criterion
was very low at only 0.02, which is why all the criteria had approximately the same significance.

According to the respondents from Hungary, almost 50% of the total importance belonged to
criteria C1, C3, C10, and C11, while according to the respondents from Moldova six criteria, namely
C3, C4, C5, C7, C8, and C10, were singled out as the most influential. In the case of Montenegro
respondents, the difference between the weights of the best and worst placed criteria was only 0.01,
which is why almost all the criteria had approximately the same significance, and the most significant
were the criteria C4, C2, C1, C9, and C11, to which more than 60% of the weight belonged. According
to Romanian respondents, the most important criteria were C2—availability of commercial HPC
infrastructure (where you have to pay for using it), C4—degree to which universities equip students
with the necessary knowledge to work in HPC, and C3—availability of skilled human resources.

In the case of Serbia, the most important criteria were C4, C3, C1, and C2, while in the case of
Slovakia, the most important criteria were C2, C11, and C10. According to the opinion of the respondents
from Slovenia, the most important criteria were C2, C1, C11, and C1, while according to the opinion of
the respondents from Ukraine, the most important were criteria C10, C2, C8, and C4.

The number of occurrences of criteria from the first to eleventh position in the rankings is shown
in Figure 6.
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From the above table, it can be seen that criteria C1—availability of free HPC infrastructure (e.g.,
having some sort of public funding), C2—availability of commercial HPC infrastructure (where you
have to pay for using it), C3—availability of skilled human resources, C4—degree to which universities
equip students with the necessary knowledge to work in HPC, and C10—degree of science-public
authorities’ cooperation related to HPC were often highly ranked. Their importance was also confirmed
by the high mean values of their weights.

Criteria C1—availability of free HPC infrastructure (e.g., having some sort of public funding) and
C2—availability of commercial HPC infrastructure (where you have to pay for using it) had the highest
number of appearances in the first position, three times each, while criteria C3—availability of skilled
human resources, C4—degree to which universities equip students with the necessary knowledge to
work in HPC, and C10—degree of science-public authorities’ cooperation related to HPC, each had two
appearances in the first position. Criterion C2—availability of commercial HPC infrastructure (where
you have to pay for using it) is also interesting because it was once identified as the least important
criterion. Criterion C6—availability of private funding for R&D related to HPC, can be mentioned as
the least influential criterion because it was identified as the least important criterion based on the
attitudes of respondents from nine countries.

5. Conclusions

A supercomputer represents computer architecture of high performance, capable of processing
large amounts of data in a very short time. Supercomputers can be used for solving a variety of very
complex problems, including intensive calculations. HPC has a very important role in computer science
and until now has been used for solving a variety of computationally intensive tasks in different areas,
such as quantum mechanics, molecular modeling, and physical simulations. In addition, HPC has
become indispensable in the field of cryptanalysis. Therefore, the role of supercomputers is becoming
increasingly important. Considering the importance of the use of supercomputers, which is evident
from this research, it can be concluded that it can have a significant impact on increasing sustainability
from the cost aspect. This is achieved through the higher speed of solving complex problems and greater
efficiency in executing all processes, as well as decision-making based on previously implemented
algorithms. The speed and success of the application of information technology will become the basic
factor of the strength and usability [44].

In this paper, research was carried out regarding the evaluation of criteria for the implementation
of HPC in Danube region countries by using the fuzzy PIPRECIA method. Therefore, the determination
of the significance of the criteria relevant to the implementation of high-performance computing was
carried out in Danube region countries. The significance of the 11 criteria was determined using the
fuzzy PIPRECIA method, based on the views of 58 successfully interviewed experts from 14 Danube
region countries.

Main findings and results of the study indicate that the criterion named “degree of science-public
authorities’ cooperation related to HPC” was recognized as the most important, and its weight was
0.129. The second and the third influential criteria were the “availability of skilled human resources”
and the “availability of competitive public funding”, whose weights were 0.124 and 0.123, respectively.
Finally, the less influential was criterion “availability of private funding for R&D related to HPC”,
whose weight was 0.079.
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Abstract: This paper demonstrates and provides additional findings and instructions to produce new
cold-recycled layers of pavement structures spatially and temporally sustainable. At the same time,
recycled pavement structures have been enhanced with optimum amounts of new stone materials and
binders made of cement and foamed bitumen. The subject of the research is based on the examination
of recycled asphalt from surface and bituminous base courses of pavement structures for use on
higher-type roads. The aim of the research is to model the process of producing recycled asphalt
by cold recycling to optimize the process of influential parameters. In addition, one of the primary
goals of the research is to demonstrate a sustainable way of producing new cold-recycled layers of
pavement structures. The obtained results indicated the inevitability of the use of recycled material
from pavement structures with the possibility of applying secondary and tertiary crushing of recycled
mass, which depends on the type of layer for which the recycled material would be used. The research
resulted in an optimum mixture variant of the stabilization layer of pavement structure that consists
mainly of recycled material from a worn pavement structure improved with a relatively small amount
of new aggregate with the addition of minimal stabilizers made of cement and foamed bitumen. The
results showed that the optimum mixture variant of the stabilization layer is spatially and temporally
stable. Additionally, the presented optimum variant of the stabilization layer enables sustainable
development of road networks with minimum consumption of new natural resources.

Keywords: cold recycling; indirect tensile strength; sustainable binder materials

1. Introduction

In many developed countries, the period of rapid expansion of new road networks has reached its
peak, existing road infrastructure is outdated, and a significant number of roads are approaching the
end of their exploitation life. Pavement damages are the result of many different impacts on roads
and occur in varying degrees of intensity. In many Western European and US countries, binding
materials with improved viscoelastic range should play a leading role in sustainable road construction
concerning the environmental aspects [1].

419



Sustainability 2020, 12, 1912

Cold recycling technology for the reconstruction of pavement structures is a rational and
environmentally advanced approach in the system of modern road exploitation. As a raw material to
produce new pavement layers of extremely good mechanical characteristics, the damaged layers of
existing pavement structures are used, with the amount of binder lower than in conventional asphalt
mixtures. It significantly reduces the need for the exploitation of natural resources and the use of
new materials to develop a sustainable road network [2–4]. Compared to conventional pavement
rehabilitation procedures, the usage of recycled layers reduces energy consumption during construction
and indirectly reduces emission of greenhouse gases. In addition, by this procedure, the time required
to execute the works was shortened, too. With all the above, the activities of removing, transporting,
and depositing old pavement material are minimized or do not exist at all [2]. The recycling of asphalt
obtained by the process of scraping surface layers of pavement structures consists of the selection of
waste material, crushing of asphalt layers, removal of impurities, and mixing with natural aggregate.
All built-in components must be removed and prevented from mixing with other materials such
as concrete, earth, clay, glass, plaster, paper, or wood. The plants for recycling aggregates are not
significantly different from plants that produce crushed aggregate from natural sites. Any variant that
promotes the reuse of construction components and the recycling of scraps of construction materials
would transform the method by which the construction sector currently operates and would create a
vision for new business development [5].

The paper presents the current and improved state of recycling of current flexible pavement
structures under different conditions with the aid of experimental research and mathematical modeling
in a function of parameters related to the production of recycled asphalt. The scope of the research
included recycling materials from existing flexible pavement structures on both main roads and roads
with low traffic loads. The materials tested were obtained from road maintenance, reconstruction,
and demolition.

2. Background of the Research

Testing and development of methods and equipment suitable for recycling materials from
pavement layers is ongoing constantly. New technologies allow an increasing number of pavement
materials to be reused. The best technologies allow nearly 100% of the extracted asphalt to be used
to produce new asphalt concrete. However, this extremely efficient process has not become widely
used yet. Still, it is a challenge for researchers and innovators to continue developing technological
improvements to increase the overall efficiency of recycling methods [6–8].

As a useful strategy for preserving material in the road economy is a so-called “scale concept”,
which is widespread. According to this concept, illustrated in Figure 1, the efforts should concentrate
on the use of the most durable pavement materials, for example, the construction of roads with long
design life [6,7].

Figure 1. Scale concept.

However, individual components can be modified to obtain an optimally designed asphalt mixture.
Road sections that would be recycled would result in minimal traffic disruptions, so that the road would
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be open for traffic as works progress. Additionally, a thorough examination of pavement material that
is the subject of recycling is necessary, with the identified deficiencies of the recycled mixture being
adjusted by certain additives in the mixture. Consequently, pavement materials have been studied for
many years [9]. In a study [10], an experimental research of recycled asphalt with high percentages
used in a new pavement structure is presented. The study characterizes the mechanical behavior of
bituminous mixtures. Two semi-dense mixtures of 12 and 20 mm were analyzed as the maximum
aggregate size containing 40% and 60% of the recycled mixture, i.e., (S-12 and S 20, in accordance with
Spanish specifications). The authors [11] worked on an analytical approach to evaluate the performance
of cold asphalt mixture of recycled layers. The experimental research was conducted by producing in
parallel two series of cold-prepared asphalt concrete, one with new mineral aggregates and the other
with recycled aggregate from a pavement structure. The study identified the influence of different
variables on mixtures of both types of samples. Researchers [12] conducted research focused on the use
of recycled roofing shingles in pavement layers. Tests showed that a percentage of 4–6% of shingles is
the optimum proportion that fully meets the qualitative and quantitative characteristics of pavement
structure. Author [13] implemented and tested the mechanical properties of foam-stabilized mixes for
a recycled pavement mixture in detail. He experimentally presented and compared the mechanical
properties of foamed bitumen created by two different gradations and eight types of bitumen from six
different sources. The foam-stabilized mixes provided reasonable moisture resistance as the index of
retained strength (IRS) exceeded 80 to 90% after 5 days of soaking. In addition, the same author in [14]
analyzed the characterization of foamed bitumen, the quality and mechanical properties of mixes. In
his research, the quality of foamed bitumen was assessed by two empirical parameters, namely half
lifetime and expansion ratio. New methods were developed to characterize the foam quality that was
specifically developed in that study. This researcher proposed a method that would use a so-called
brook field.

For roads with high traffic loads, maintenance and reconstruction activities can lead to significant
release of asphalt concrete, so recycling of extracted material becomes a high priority. For roads with
low traffic loads, relatively small amounts of extracted asphalt are produced, and it is more important
to properly recycle granular materials, as well as unbound or bonded substrate layers. Recycling
of asphalt into new asphalt layers is of less importance due to the limited quantity and quality of
the material so that its reuse as an unbound aggregate in the substrate or subbase course is more
widespread [15–17]. Some other authors in [18] provided the analysis of results obtained by measuring
biggest rutting depths determined on asphalt samples of different composition. The resistance to
rutting was measured by a small-size device according to procedure B as specified in EN 12697-22 [19],
and the composition of the sample was determined by a spatial model in which components were
expressed as volume concentrations. Statistical analysis of the research results has revealed dependence
of rutting depth on asphalt sample composition, which is valid for all test samples. In experimental
work done by the authors [20] described and analyzed the results obtained by measuring tensile
strength of asphalt samples of different composition, which discovered the dependence of the tensile
strength on the asphalt sample composition. This test was measured by an indirect method, and the
asphalt sample composition was defined according to a spatial model in which components were
expressed by volume concentrations. The statistical analysis of the measurement results revealed the
functional dependence of the asphalt sample tensile strength on its composition. Optimization of
foaming and bitumen properties have been extensively elaborated by experts at study [15], where
foamed bitumen was produced after adding water under regulated pressure (water pressure at a gauge
of 1 Bar to be greater than air pressure) and the required temperature of bitumen.
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3. Materials and Methods

3.1. Materials

Due to the specificity of recycling machinery and simplification of recycling process, the techniques
of recycling have been defined at the international level. The recycling techniques involve defining
sites and materials in flexible pavement structures, the way of recycling current pavement structures
and conditions for using the same structure for new roads. Based on the set of rules, recycled asphalt
can be used as:

1. cold-formed on site;
2. hot-formed on site;
3. milled and transported to a landfill with refining.

For cold recycling, granular material can be directly embedded, but with certain limitations
in quantity due to inappropriate accuracy in its formula and stabilizers, which are determined by
laboratory. The amount used on site is determined by practical tests and its percentage varies within
the range of 20–50%.

Primary raw material in a cold recycling process is a recycled aggregate that is produced by
mechanical treatment (milling and, if necessary, further crushing) of existing pavement layers in
an on-site recycling process, optionally mixing with new stone material that is brought to the site
of installation and added in order to improve grain-size distribution of whole recycled aggregate
mixture. Stone aggregates in a mixture of milled recycled aggregate originally used to produce current
pavement layers meet certain quality parameters. When recycling, it is not necessary to re-prove some
of aggregate properties, such as shape index, crushing resistance, total sulfur content, and freezing and
thawing resistance. The above does not apply if the aggregate is from another source or its origin is
unknown [6,10].

3.2. Hypothesis

The initial hypothesis of the study Equation (1) is that the influence of milled asphalt in the process
of producing bituminous base courses of pavement is the objective function of input variables:

Fc = optF = f (a1,a2,b1,b2,sz,dz,ρ,pa,c) (1)

where

a1 represents a recycled aggregate from asphalt layers,
a2 represents a new aggregate to be added to the asphalt mixture,
b1 represents bitumen extracted from the recycled asphalt mixture,
b2 represents new bitumen to be added to the asphalt mixture,
sz represents the indirect tensile strength of the specimen,
dz represents the indirect tensile strength in the wet and dry state of the specimen,
ρ represents the density of the specimen,
pa represents the characteristics of the asphalt surface,
c represents cement in a new added mixture.

By applying the method of optimization, the optimum solution of the process of making
recycled asphalt mass by cold process will be determined. As a result, testing recycled material in road
construction must be shifted from a simple testing of mixture components to a mixture performance test.

The process of producing bituminous asphalt base of road construction made of milled asphalt
enhanced with hydraulic cement binders and cold-foamed bitumen is a complex technological process
conditioned by several parameters, some parameters are variable and some are of constant size.
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Their significance depends on the characteristics of the observed output size. Due to the specific
composition of asphalt mixture, which is not common in practice and can be classified as rigid and
flexible road surfacing in a certain way, it is practically impossible to determine reliably and theoretically
its composition using analytical models. Accordingly, the application of experimental analysis of
the investigated parameters is of great importance for improving the technological procedure for
processing and installing the asphalt mixture made of recycled asphalt that is produced by cold process,
with the aim of shortening the production process and its control, i.e., reducing production costs while
maintaining the quality of asphalt mixture and installation in accordance with required standards.

The aim of the experimental research is to investigate influential parameters, such as: maximum
percentage of milled asphalt from a pavement structure, cement binder admixture, foamed bitumen
binder admixture, and the analysis of experimental data in terms of achieving the maximum tensile
strength ratio of wet and dry specimens, maximum density ratio of dry and wet specimens without
compromising quality and by reducing the overall costs of the production process. The purpose of the
experiment plan is to generate mathematical models, a relevant equation (Second-degree polynomials)
that describes the process. If parameters studied in the experiment are really those that affect the
process, and the data obtained by the experiment of acceptable accuracy and precision, then it is
possible to develop a model that describes the process in a credible way.

3.3. Sample Preparation

In this case, the main goal is to create a model that can reliably predict the amount of cement
required (percentage) if the amount of bitumen is known (also percentage), the required tensile strength
of the dry specimen and the ratio of tensile strength of the wet and dry specimen. By identifying
influential factors, it determines the influential sizes and their changes significantly affect the desired
(output) size. In this regard, the basic sizes that enter the process (mathematical model) are:

• Percentage amount of bitumen
• Percentage amount of cement

The quality of the recycled mixture produced by a cold recycling process is determined by the
Indirect Tensile Strength (ITS) measured by a standard procedure on a laboratory-prepared test object.
The laboratory test object is prepared according to the Marshall method in a mold of 100.6 mm (4 inch)
with 2 × 75 strokes on a standard Marshall rammer. Thereafter, according to the procedure, a specimen
is left for 24 h in a mold at room temperature (20–25 ◦C). The specimen is then removed from the mold
and conditioned for 72 h at a constant temperature of 60 ºC in an air circulation thermostat. The indirect
tensile strength is measured on specimens thus prepared in dry (ITSs) and wet (ITSv) conditions. To
test specimens in dry conditions, laboratory test objects prepared as described above are conditioned
at a temperature of 25 ± 1 ◦C for at least one and not more than two hours prior to the test.

The following section provides equations used to calculate the properties of the laboratory test
object prepared by compaction according to a modified Proctor method in the process of determining
the quality of recycled mixture prepared by cold recycling procedure.

• The density of the wet specimen is defined by the Equation (2):

ρAU(saturated) =
4·MAU

π·d2·h ·1000 (2)

where h represents the mean height of the specimen [m], while d represents the diameter of the
specimen [m].

• The density of the dry specimen is defined by the following Equation (3):

ρAU(dry) =
100

% masH2O
AU + 100

·4·MAU

π·d2·h ·1000 (3)
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where %masH2O represents the mass percentage of water in the specimen, AU represents the
surface of the asphalt specimen [m2], h represents the mean height of the specimen [m], and d
represents the diameter of the specimen [m].

The following section presents equations used to calculate the properties of the laboratory test
object prepared by compaction according to the Marshall (2 × 75 strokes at 25 ◦C) method in the process
of determining the quality of asphalt mixture prepared by cold recycling procedure.

The ITS of the dry and water-saturated specimen is obtained by the following Equation (4):

IVC =
2·P
π·h·d (4)

where h represents the mean height of the specimen [m], d represents the diameter of the specimen [m],
P represents the fracture force [N].

• The retained tensile strength is obtained by the Equation (5):

ZVC =
IVC(water−saturated specimen)

IVC(dry specimen)
(5)

The experiment examined the following parameters of producing laboratory specimens with the
content of 85% of recycled aggregate in five levels:

• bitumen admixture B = 0.5; 1.0; 1.5; 2.0; 2.5. (%)
• cement admixture C = 0; 1.0; 1.5; 2.0. (%)

The parameters were tested in different combinations with different percentage amounts of cement,
foamed bitumen, and fresh aggregate according to a standard procedure.

3.4. The Laboratory Testing Procedure

The laboratory testing procedure in the process of designing cold recycling consists of the
following phases.

3.4.1. Preparation of Raw Materials for Designing the Composition of Recycled Mixture:

• For the purpose of sampling the pavement structure, determining the thickness and composition
of individual pavement layers, testing grain-size distribution, plasticity index, moisture content,
composition and properties of milled asphalt,

• Defining the composition design; combination of different aggregates (mixing ratio of milled
asphalt to stone material, depth of intervention, type of binder),

• Testing the optimum moisture content by MPP (modified Proctor procedure) (4) and (5),
• Determining the binder content in milled asphalt by extraction of binder from heated milled

asphalt mixture,
• Determining penetration on bituminous binder separated from milled asphalt mixture,
• Testing how much cement/lime (depending on plasticity index) is needed to be added,
• Testing how much bitumen binder (depending on physical and mechanical properties) is needed

to be added.

3.4.2. Determination of the Grain-Size Distribution of Recycled Mixture (RM) as Specified in
EN 933-1/A1:

• Determining the grain-size distribution of milled asphalt as specified in EN 933-1/A1 [21]
• Determining the grain-size distribution of a milled mechanically compacted unbound layer under

asphalt layers as specified in EN 933-1/A1 [21]
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• Determining the number of added fractions to improve the granulometry of a mixture of milled
asphalt and unbound layers below the asphalt

• Determining the plasticity index for a mixture of recycled material as specified in ASTM D 422
• Determining optimum moisture by MPP as specified in EN 1097-5 and AASHTO T-180. The method

for determining optimum moisture is defined in detail in a composition design procedure [22]

3.4.3. Determining Dry or Laboratory Reference Density and Optimum Humidity

Mixtures consisting of an unbound bituminous layer and a coarse aggregate are generally less
sensitive to moisture in terms of determining their optimum humidity during compaction. Therefore,
the optimum moisture content of these mixtures is determined by manual mixing, which can be used
to deduce cohesion and workability of the mixture.

Optimum humidity is used to evaluate the behavior of hand-mixed specimens, while the dry
laboratory reference volume is determined using the Proctor test as specified in EN 13286-2 at optimum
humidity on one test specimen. In mixtures that are moisture sensitive when compacting, the optimum
humidity is determined by the standard procedure as specified in EN 13286-2 [23].

The optimum moisture content can also be determined during the compaction of test specimens.
If there is water release from the mold during the production of test specimens, without further increase
in density and with water beginning to flow from the specimen, the humidity in the prepared specimen
is close to optimum. When adding water to the mixture, the presence of water in bitumen emulsion
must be taken into account. The real humidity of the mixture is determined according to EN 1097 [22].

3.4.4. Determining Binder Characteristics and Optimum Binder Amounts in Recycled Mixtures

For recycled mixtures stabilized with foamed bitumen, it is necessary to determine the optimum
content of foamed bitumen and foaming bitumen characteristics (expansion coefficient and degradation
half-life, optimum bitumen foaming temperature, and optimum amount of water for bitumen foaming).
For designing the composition, we select the bitumen content at which the highest value of the ITS
of wet specimen group is obtained. For recycled mixtures stabilized with bituminous emulsion:
determination of the optimum content and characteristics of bitumen emulsion and stability if bitumen
emulsion is used as a binder in combination with cement. For recycled mixtures stabilized with
cement or other hydraulic binders: determination of the optimum content of cement binder [24]. The
calculation of the cement proportion of the mixture is carried out using the Equation (6):

C
mixture

=
MC

ρZS·DZS
·100% (6)

where % C/mixture represents the proportion of cement in an embedded, fully compacted base course
[% (m/m)], MC represents the mass of cement spreading over m2 expressed in [kg/ m2], ρZS represents
the density (dry Proctor density) of the fully compacted base course expressed in [kg], whereas DZS
represents the thickness of the base course made of recycled cement-stabilized pavement structure
expressed in [m].

If, in laboratory, a certain optimum content of cement is expressed as a percentage, then the sum
of cement and recycled material must be 100% by definition. The unit used to express the proportion
of cement in the mixture is [% (m/m)]. If, in laboratory, a certain content of cement is expressed as a
fraction (C/100RM) per 100 parts of recycled material, then the proportion of cement in the mixture
(C/100RM) is calculated by the Equation (7) [16]:

C
100·RM

=
%C/mixture

1− %C/mixture
100

[kgC/100kgRM] (7)

where C/100RM represents the proportion of cement per 100 parts of recycled aggregate; while % C
represents the percentage of cement in the mixture.
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3.4.5. Designing Test Specimens and Measuring the ITS and Water Resistance

Producing test specimens for measuring the ITS and water resistance. Six test specimens are
prepared for one RM. Three of them are used to test the tensile strength of cross-section after seven
days and three to test the decrease of ITS after seven days of air storage and seven days of storage in
water. The preparatory specimen for testing the mass is made using the Equation (8): [6]

m = V·p·
(
1 +

w
100

)
[g] (8)

where V represents the volume of specimen in [cm3]; p represents the volume density of dry soil in
[g/cm3]; w represents the humidity of the mixture in [%].

In a mixture with a cement binder or other hydraulic binders, bitumen emulsion with a cement
binder or foamed bitumen, the specimen is stored in a mold at a temperature of (20 ± 2) ◦C for a period
of (24 ± 6) h. The compacted specimen is then weighed with an accuracy of ± 1 [g] and its average
height (average of four measurements) ± 1 mm is determined. The compacted specimen should have
a height of (125 ± 20) mm. Holding it at humidity of 90% to 100% can be replaced by using airtight
containers. The nurturing of test specimens and their testing is performed as follows:

• Seven days after being produced, three specimens are tested for cross-section tensile strength
• Seven days after being produced, three specimens are placed in water for further seven days at a

temperature of (20 ± 2) ◦C, after which they are tested for water resistance.

When using slow-sticking binders, maturation time is prolonged.

3.4.6. Laboratory Testing of Specimen Density

Two specimens need to be tested as specified in EN 12697-6+A1, procedure D. The EN12697-6
+A1 standard is intended for asphalt produced by hot processing. Regarding the standard, weighing is
possible with an accuracy of ± 1 g [25].

3.4.7. Determining the Maximum Density of Recycled Mixture

Determining the maximum volume of the mixture is carried out on two test specimens in water
as specified in EN 12697-5+A1, procedure A. The EN12697-5+A1 standard is intended for asphalt
produced by hot processing. Regarding the standard, weighing is possible with an accuracy of
± 1 [g] [25].

3.4.8. Calculation of Void Proportion

The proportion of voids is determined by the maximum density of the mixture and specimen
density by the Equation (9):

Vm =
Pm

Pt
(9)

where Vm represents the proportion of voids, pm represents the maximum density of the mixture; pt

represents the specimen density.

3.4.9. Determining the ITS and Water Resistance

At this stage, there is a procedure as specified in EN 13286-42 satisfying the following conditions:
(1) the specimen should be air-tempered; (2) the specimen should stand for four hours at a temperature
of (15 ± 1) ◦C; (3) the pressure bar has an average width of 0.1 cm; (4) the specimen is tested with a
constant pressure displacement of (50 ± 1) mm/min [26]. The results of testing specimen strength by
indirect tension are calculated using the Equation (10):

Rt =
2·F

n·H·D (10)

426



Sustainability 2020, 12, 1912

where Rt represents the strength of the specimen at cross-section [kN/m]; F represents the maximum
load force at specimen cracking [F]; H represents the specimen height [mm]; D represents the specimen
diameter [mm].

The result is determined by an average of three specimens. If one of the values differs by more
than 20% from the average value, the specimen must be discarded and the average is calculated based
on two remaining values.

3.4.10. Determining the Compressive Strength and Resistance to Freezing and Water (EN 14227-1)

The maximum time from the moment of producing a fresh mixture to preparing a test specimen is
one hour (in case of using foamed bitumen, three hours). If it is not possible to ensure timely delivery
of fresh mixture to the laboratory for testing, the production of on-site test specimens must be ensured.

In mixtures stuck with cement binders and other hydraulic binders, the following features are
controlled: (1) humidity, (2) compressive strength and freezing and water resistance (EN 14227-1) [27],
(3) ITS, and (4) water resistance. In mixtures stuck with cement binders and bituminous emulsion or
foamed bitumen, the following features are controlled: (1) humidity and (2) ITS and water resistance.
In mixtures stuck with bitumen emulsion or foamed bitumen, the following features are controlled:
(1) humidity, (2) ITS and water resistance, (3) void proportion.

3.4.11. Determining the Expansion Coefficient and Degradation Half-Life of Foamed Bitumen

The purpose of this test is to determine the characteristics and properties of foamed bitumen to
ensure good-quality wrapping of aggregate grain. The experimental space is defined by the area of
changes in basic factors. For the purposes of the experiment, i.e., modeling, tests have been carried
out with factor changes that can be found in practical applications. It means that the percentage of
bitumen changes at an interval of 0.5%–2.5%, and the percentage of cement changes at an interval of
0%–2%. For a degree model, one of the values (mean or one of boundary values) is determined by
interpolation, i.e., extrapolation since tabular experimental data can hardly reach the condition that
fsr2 = fmaxxfmin required by this model. Based on the previous experience and research, for defining
the dependence of achieved tensile strength for a given composition on a wet and dry specimen, the
starting point is the first-order model that will be extended to a model with two-factor interaction.
All input sizes (factors) are varied at two levels, implying minimum, maximum, and central-point
values that may occur at the interval of interest. The mathematical model is developed for a two-level
two-factor 2k plan of the experiment that requires a minimum of N = 2k = 22 = 4 (Equation (11)) of
experimental point. The plan will be expanded with additional points (repeated measurements) at the
center of the interval (central point). If such a model proves to be inadequate, there is a switch to a
higher-order model, i.e., the previous model is extended by four symmetric points on the central axes
(±α) to improve accuracy. This central composite rotatable plan has in total:

N = 2k + 2·k + n0 (11)

i.e., 22 + 4 + 5 = 13 experimental points where N represents the total number of experiments, k
represents the number of varied factors, k = 2, while n0 represents the number of repetitions of the
experiment at the central point, for this model n0 = 5.

The distance from the central point of supplementary measurement points (±α) is selected in a
way to maintain the symmetry and orthogonality of the model. For this case, the number of repeated
measurements no and the value ±α are interdependent and for no = 5, follows that α = 1.4142. The
values of the output size for that value of input sizes are obtained by extrapolation from the tables
of experimental data. The specified distance value of supplementary experimental points from the
central point of the plan (α) ensures that the plan remains orthogonal and the distribution of points
remains optimum. Extension in the number of measurements at the central axes (axial points) and
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at the central point is an efficient replacement for the 3k model, which requires more experiments is
presented in Figure 2.

Figure 2. Position of experimental points in space.

Input sizes present the amount of bitumen B (%) and the amount of cement C (%), while the
output size presents the ITS of dry specimens I (MPa). The state function of the process is defined as
z = f (B, C). A graphical representation of input-output sizes is given in Figure 3.

Figure 3. Input-output sizes of the technological process for the production of bituminous base asphalt
mixture from recycled aggregate enhanced by hydraulic binders.

The independently variable sizes presented in Figure 3 are B (bitumen expressed in %) and C
(cement expressed in %). The dependent variable shown in Figure 3 is I, which represents the ITS of
dry specimens (MPa). Other sizes are specimen height (h), specimen mass (m), specimen density (ρ),
fracture force (P), ITS of dry specimen (VS), wet/dry specimen strength ratio (VM), density ratio of dry
to wet specimen (OG), the dependence of total specimen density on bitumen proportion (OUG). The
influential factors are: B– x1; C – x2 and α = 1.4142.

3.5. Experimental Plan

The space of coded coordinates is an area that is necessary for the design of an experiment matrix
plan in which the coding of basic factors is required. Independent variables (x1, x2) in stochastic
process modeling are usually transformed into coded forms (X1, X2), Equation (12):

− 1 ≤ Xi ≤ 1; i = 1, 2, 3, . . . (12)
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where: Ximin= −1, for the value fi = fi min; Xisr = 0; for the value fi = fisr; Ximin = 1; for the value fi = fimax.
The coded values of variables, regardless of their physical measuring unit, are expressed by two

values, +1 and −1, which are obtained by using coding equations, so that the upper (maximum) level
takes on the value +1 and the lower (minimum) −1. When there is an intermediate level, the encoded
value is zero. In this case, the coding is performed using the Equation (13):

Xi =
xi − x0i

xi max−xi min
2

=
xi − x0i

∆xi
(13)

The medium part of the physical value is obtained by the Equation (14):

X0i =
xi min + xi min

2
(14)

where Xi represents the coded value of independent variables, i represents the number of independent
variables (i = 1,2,3, . . . ), xi represents the physical value of independent variables at the upper or
bottom level, x0i represents the physical value of independent variables at the center of the plan, i.e.,
zero-mean value, and ∆xi represents the boundary interval of the physical value of the variables from
the midpoint to the maximum, i.e., minimum value of the variable.

The variation interval of factor I is half of the difference between the maximum (fimax) and (fimin)
values of the i-th parameter (i = 1,2,3) and can be defined by Equation (15) as follows:

Xi =
fi − f0i

Ii

fi− f0i

Ii
; i = 1, 2, 3 . . . (15)

where:
fi0 =

fi max+ fi min
2 represents the mean value of the i-th factor;

Ii =
fi max+ fi min

2 represents the variation interval.
A desirable feature of each experiment is mutual independence of the evaluation of main effects

and their interactions, which can be achieved by orthogonality and rotatability of the experiment. It is
an orthogonal experiment if the sum of products of coded states for any two columns in the experiment
matrix is equal to zero. A rotatable plan is a special form of central compositional plan that is very
often applied in modeling and adaptive control in multi-variable processes. In addition to application
properties, these plans also have optimality features that are suitable for optimizing selected processes
and technologies. The rotatability of the central compositional plan of the experiment is achieved by
adding the state of the experiment so that all states are equidistant from the center of the experiment,
i.e., the rotatability depends on the axial distance α (the distance of the states at the axes from the
center). The experiment is said to be rotatable if α =

4√F, where F represents the number of factor
states (F = 2k in the case of a complete factor experiment).

In Table 1 are shown lists the physical and coded values of the percentages of bitumen and cement
that added to the mix of recycled asphalt. Minimal values are coded as “–α”, maximal values are
coded with “+α”, while average values are denoted as −1, 0 and +1.

Table 1. Levels and variations of input factors in the space of physical and coded coordinates.

Coded Values of
Input Factors Xi −α −1 0 +1 +α

Physical values Bitumen [%] 0.75 1.0 1.6 2.2. 2.45
Cement [%] 0.793 1.0 1.5 2.0 2.207

In Table 2 are shown the physical and coded values of the percentages of bitumen and cement
and the variation of compressive strengths depending on the additive of binder (bitumen and cement).
The number of performed experiments is 13 that shown in Table 2, also.
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4. Results and Discussion

4.1. Decoding a Dry Specimen Model and Wet Specimen Model

Table 3 shows the combined percentage of bitumen and cement carried out in the experimental
study. For given percentage values of cement and bitumen, values of medium density and ITS and
their mutual relations in the dry and wet state were obtained. The percentage value of bitumen is
given by random selection of the experiment.

Table 3. Combined percentage of bitumen and cement carried out in the experimental study.

Percentage of
Cement (%)

Percentage of
Bitumen (%)

Average
Density

ITS of the Specimen

Dry (MPa) Wet (MPa) Ratio Dry/Wet (%)

0.0%

0.5% 2.136 0.158 0.075 47.0
1.0% 2.128 0.166 0.067 40.5
1.5% 2.130 0.169 0.079 46.7
2.0% 2.137 0.164 0.091 55.3
2.5% 2.108 0.163 0.089 55.0

1.0%

0.5% 2.157 0.293 0.235 80.2
1.0% 2.146 0.313 0.269 85.9
1.5% 2.147 0.327 0.290 88.7
2.0% 2.132 0.289 0.276 95.5
2.5% 2.125 0.322 0.295 91.5

1.5%

0.6% 2.156 0.364 0.321 88.1
1.1% 2.134 0.387 0.339 87.6
1.6% 2.147 0.396 0.336 84.9
2.1% 2.161 0.395 0.364 92.1
2.6% 2.128 0.390 0.362 92.8

2.0%

0.7% 2.158 0.320 0.340 106.5
1.2% 2.167 0.345 0.409 118.3
1.7% 2.158 0.381 0.457 120.2
2.2% 2.148 0.380 0.457 120.4
2.7% 2.144 0.416 0.446 107.3

After the coefficients of the mathematical model have been determined in coded coordinates and
the significance and adequacy of the model have been confirmed, we return to the space of physical
coordinates by decoding. When the above Equations (13)–(15) are applied to the input factors in the
opposite direction, returning from the coded to the physical coordinate system are obtained:

x1 = %B (bitumen percentage)·∆x1 =
2.2− 1.0

2
= 0.6; x01 =

2.2 + 1
2

= 1.6; x1 =
x1 − 1.6

0.6

x2 = %C (cement percentage)·∆x2 =
2.0− 1.0

2
= 0.5; x02 =

2 + 1
2

= 1.5·x2 =
x2 − 1.5

0.5
Substituting the bold values (x1 and x2) in the mathematical model yields a mathematical model

in a system of physical coordinates x1, x2 corresponding to the percentage of bitumen and cement,
respectively. Inserting the numerical values, the following is obtained:

Y(X1,X2) = 0.396 + 0.0147 X1 + 0.0238 X2 + 0.0061 X1X2 − 0.0077 X1
2 − 0.0449X2

2

y(x1, x2) = 0.396 + 0.0147
(x1 − 1.6

0.6

)
+ 0.0238

(x2 − 1.5
0.5

)
+ 0.0061

(x1 − 1.6
0.6

∗ x2 − 1.5
0.5

)
− 0.0077(

x1 − 1.6
0.6

)
2
+ 0.0449(

x2 − 1.5
0.5

)2

After arranging, the mathematical model takes the following form:

y(x1, x2) = −0.125 + 0.0628x1 + 0.5539x2 + 0.02033x1x2 − 0.02147x2
1 − 0.1796x2

2
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On the other hand, considering only the significant coefficients, we obtain that:

y(x1,x2) = −0.125 + 0.5539x2 − 0.1796 x2
2

where x1 represents the percentage of bitumen (%B), while x2 represents the percentage of cement (%C).
The quality of the approximation is shown in the 3D representation of the model and experimental

points. Figure 4 presents the curvature of the surface (functions of two independent variables)
representing the second-order model, as well as the position of points in the experiment space on the
basis of which the coefficients of the model have been calculated are clearly visible.

Figure 4. A second-order model for a dry specimen with the position of experimental points.

When encoding patterns are applied to the input factors in the opposite direction, equations for
decoding, i.e., returning from the encoded to the physical coordinate system are obtained:

x1 = %B (bitumen percentage)·∆x1 =
2.2− 1.0

2
= 0.6; x01 =

2.2 + 1
2

= 1.6; x1 =
x1 − 1.6

0.6

x2 = %C (cement percentage)·∆x2 =
2.0− 1.0

2
= 0.5; x02 =

2 + 1
2

= 1.5·x2 =
x2 − 1.5

0.5
Inserting the numerical values, the following is obtained:
Y(X1,X2) = 0.3362 + 0.02477 X1 + 0.06748 X2 + 0.01 X1X2 − 0.006975 X1

2 + 0.02452X2
2

y(x1,x2) = 0.3362 + 0.02477(
x1 − 1.6

0.6
)+ 0.06748(

x2 − 1.5
0.5

)+ 0.01(
x1 − 1.6

0.6
∗ x2 − 1.5

0.5
)−0.006975(

x1 − 1.6
0.6

)2 + 0.0245 (
x2 − 1.5

0.5
)

2

After arranging, the mathematical model takes the following form:

y(x1, x2) = 0.3188 + 0.0533x1 − 0.21266x2 + 0.0333x1x2 − 0.0194x1
2 − 0.098x2

2

On the other hand, considering only the significant coefficients, the following is obtained:

y(x1, x2) = 0.3188 + 0.0533x1 − 0.21266x2 − 0.098x2
2

where x1 represents the percentage of bitumen (%B), while x2 represents the percentage of cement (%C).
The representation of the previous model in 3D in the space of physical coordinates is given in Figure 5.
It is graphically confirmed that the model adequately approximates the experimental data, Figure 5.
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Figure 5. The 3D model representation of a wet specimen in the space of physical coordinates.

In addition to the above test, the multiple regression coefficient can be checked as a supplementary
indicator to evaluate the adequacy of the model. In this case, applying the pattern to the results given
in the previous tables, the following is obtained R = 0.6552:

The high value of the regression coefficient for the dry specimen is an indication that the previously
developed model describes experimental data properly, i.e., confirms its adequacy. The coefficient of
determination (R2) confirms that a high percentage (95.5%) of the variability of the output size (% I)
can be justified by changes in the input sizes.

Model prediction can be graphically compared with experimental data if for each performed
experiment, the real (measured) value and the value obtained by computing is presented, Figure 6.

Figure 6. Comparison of experimental and computational values for all experiment points of the
dry specimen.

A graphical representation of the relationship between experimental and model points is shown
in Figure 6. The multiple regression coefficient in the case of a wet specimen has the following value
R = 0.986.

The high value of the regression coefficient presented in Figure 7 is an indication that the previously
developed model describes experimental data properly, i.e., its adequacy is confirmed.
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Figure 7. Comparison of experimental and computational values for all experiment points of the
wet specimen.

4.2. Discussion on the Results of Testing the Optimum Content of Bitumen and Cement in a Stabilization Layer

It should be emphasized that in our area, asphalt layers (bituminous base and wearing) are used
almost exclusively in all layers of pavement structures. In support of this fact, and based on a review
of the total number of constructed roads at the Cantonal and Federal Roads Directorates, as well as the
Public Enterprise “Putevi Republike Srpske”, not a single section of road was constructed from recycled
layers of existing and dilapidated pavement structures by cold recycling. In addition, it is important to
note that most of regional and main roads, in terms of standard and technical regulations, do not meet
the criteria of bearing and high-quality drainage since most of them are made with a bituminous base
course, mainly of asphalt of limestone origin. According to the results obtained by testing the optimum
content of bitumen and cement binders, it can be concluded that the condition on tested specimens is
satisfactory according to standard parameters. The diversity of the total number of specimens leads us
to the following discussion:

- The highest values of ITS of wet and dry specimens are provided by recycled asphalt specimens
with a percentage of cement of 2% and a percentage of bitumen of: (0.7; 1.2; 1.7; 2.2; 2.7)%. In this
specific case, the highest value of ITS is provided by a specimen made with a percentage of cement
content of 2%, and bitumen of 2.2%, which have a strength ratio of 120.4 which is 50% higher than an
allowed value of 80.

- The lowest value of ITS is given by the specimen made of recycled layer with a percentage of
cement content of 0.5% and bitumen of 1%, which are 50% less than the allowed value.

- Recycled masses of pavement structure which contain a higher percentage of asphalt concrete
(AB 11, AB 16) than an average specimen provides extremely high values of ITS with lower percentages
of cement and bitumen binders.

- It has been clearly established that different types of recycled asphalt stabilization mixture
produced from the same RM, with different values of grain-size distribution provide different values
of ITS, as well as density of dry and wet specimens. At the same time, recycled stabilization mixtures
of fine-grained structure provide better results.

- The type of binder used in a recycled stabilization asphalt mixture is crucial and affects the value
of ITS when it comes to RMs of the same type. It is especially evident in a more detailed analysis of
specimens with a cement content of 0.5–2% and a bitumen content of 0.5–2.5%.

- By the extraction of the obtained grain-size distribution of individually separated asphalt concrete
layers that have to be recycled, it can be confirmed that there is no significant difference between the
improved RM compared to the mixture originally sampled without improvement.
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- Stabilization layers of recycled mixture improved with a certain percentage of cement and
bitumen have a much rougher structure than basic asphalt layers (AB 16, BNS 16, BNHS 16, BNS 22,
BNHS 22, BNS 32, etc.) since it has a large number of grains larger than 16 mm.

- These specimens show a significant increase in the value of slip resistance coefficient with respect
to the basic types of asphalt layers and referring to this type of mixture, as well as the type and position
of the base course.

- The value of slip resistance coefficient, as well as the roughness of the stabilization layer obtained
by milling a worn pavement structure enhanced with cement and foamed bitumen binders, rises with
increasing binders.

- The nature of aggregates in a recycled pavement layer greatly influences the value of the ITS of
wet and dry specimens, their interrelationship with the same percentages of binder materials. This
fact is significant and is based on studies that show that most deformations of pavement structures
arise from longitudinal and transverse cracks of flattened ruts that indirectly depend on the type and
origin of aggregates used in the structure. The values of ITS of stabilized layers of recycled pavement
structure are on average 30% lower for limestone rocks compared to aggregates of eruptive origin that
represent the basis of recycled pavement material.

- The selection of the type and proportion of hydraulic stabilizing agent determined by experimental
testing based on plasticity index (IP < 10), cement with a percentage of 1% was selected.

- The search for the optimum content of bitumen in stabilized recycled material was performed by
experimental testing during the formula preparation for cement and bitumen of stabilized granular
material in the range of bitumen content of 0.5%–2.5%. For this prepared series of specimens, the ITS
of dry and water-saturated specimens was measured. The following optimum proportions of foamed
bitumen were identified to be in a range of 2.2%–2.4%.

4.3. Discussion on the Results on Formula Preparation with Different Content Percentages of Added Aggregate
in the Total Mass of Recycled Mixture

The specificity of the milled material from the worn pavement structure intended to produce
recycled stabilization mixture in bituminous base courses of the pavement is its limited use.

Besides the stated, the milled pavement material can be successfully used in surfacing. This
application limits production spectrum to obtaining precisely defined percentages of aggregates
0–32 mm, which in a technological sense significantly influences the choice of reuse. Analyzing the
grain-size distribution as the most important qualitative parameter, the plants in the world that are
used exclusively in technological schemes for processing milled material from flexible pavement
structure have faced with certain limitations when it comes to the selection of processing technology
and economic justification of particular pavement layers. According to this analysis, and based on the
test results, it has been determined that the amount and type of binder and grain-size distribution is a
key and prevalent factor and parameter for a clear selection of an optimum formula with different
content percentages of aggregate added to the total mass of the RM.

When searching for the optimum grain-size mixture of milled material, it was difficult to find
such a grain-size mixture that would best meet the boundary curves defined by the Wirtgen Cold
Recycling Manual for pavement structures.

It has been found and experimentally determined that a mixture of milled material from the
pavement structure and added fraction of stone material have to be mixed in a ratio of 85:15 in both
designed compositions. Such a mixture does not satisfy fully conditioned granulometry, but largely
meets the recommendations for materials intended to be mixed with cement and foamed bitumen.

In a procedure for making a formula, the optimum moisture content of mixtures of grain-size
material, which ranged from 4.8–5%, was experimentally determined.
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4.4. Discussion on the Selection of Technology for Processing Recycled Mixtures from Pavement Structures in
Terms of Economic Justification

In addition to the grain-size distribution of recycled aggregate from the pavement structure, the
shape of aggregate grain, the addition of binder stabilizers and foamed bitumen, the main feature
when selecting the technology for processing recycled stone from the pavement structure in terms of
its technical soundness and usability in new base courses of pavement is the cost-effectiveness of the
selected system. This is due to the fact that as a rule, good stone resistance to wear implies increased
compressive strength and rock hardness.

As a result, more energy is required to process a recycled mass from the pavement structure, since
the crush resistance is directly dependent on the physical and mechanical characteristics and binder of
the recycled material from the pavement structure.

However, what is indicative and decisive in the assessment of technology selection when it
comes to recycled pavement material is the question of the value of unit costs and costs due to the
processing of worn-out pavement structures into a recycled mass that would be wholly or largely used
in bituminous base courses of new pavement structures.

It can be very easily checked by analysis determined by direct measurement of specific propulsion
energy consumption, which in this case has been obtained from the energy consumed and the quantities
of usable recycled material obtained from the worn-out pavement structure. Specific propulsion energy
consumption during the production of recycled material from the pavement structure on a Wirtgen
WR 2500 S machine ranges from 30–40% of the price compared to the price of a new aggregate.

Accordingly, it was found that the specific consumption of propulsion energy in crushing and
processing of worn-out pavement structures compared to the use of a new aggregate is two to three
times lower. This indicator is directly dependent on the type of rock, the crushing plant used, its
working principle, the type and origin of the material from the pavement structure that needs to be
recycled and other parameters.

5. Conclusions

The mathematical model presented in the paper showed dependence, i.e., interaction between
the retained and added amount of binder with regard to the percentage of milled (used) aggregate
and the added new aggregate that was necessary in order to adjust defined limits of grain-size
distribution curve. The paper presents that the improved model is optimum and not overly complex
for implementation since it has been defined and tested in actual, realistic, and practical, conditions.
There is always concern that many of laboratory tests used on traditional materials cannot predict a
true effect of recycled materials.

Multiple regression coefficients for a dry and wet specimen are Rs = 0.9552, Rm = 0.986 proving
good and mutual dependence of factors in the mathematical model, showing that this mathematical
model describes the process with sufficiently proper accuracy. It should be remembered that the
amount of resistance obtained is primarily related to the amount of cement binder added to the
recycled material. In addition, tests have shown that adding more binding material does not mean
better specimen characteristics since recycled materials treated with a cement binder tend to become
stiffer and at the same time very prone to cracking. An increase in the amount of cement binder
increases the stiffness of RM, which is associated with a decrease in fatigue resistance and an increase
in shrinkage and consequent cracking. The amount of cracking resulting from the shrinkage associated
with cement binders can be mitigated by the following procedures: (1) adding the amount of cement
binder as closely as possible to the designed content in the previous mixture, (2) compacting the
recycled mixture below the optimum humidity content or saturation of 75%, (3) by controlled drying
of recycled material layer.

The results presented in this study have shown that recycled materials stabilized with bitumen
provide a flexible material with better fatigue resistance properties when compared to those treated
with cement stabilizing agents. Bitumen-stabilized mixtures are resistant to cracking due to shrinkage
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and can be opened for traffic before those mixtures treated only with cement. Additionally, FDR with a
bitumen-stabilizing binder, using bitumen, makes a stabilized material rather than an asphalt layer,
so it has a higher content of voids of between 10% and 20%. Bitumen-stabilized material tends to
act partly as unbound material (stone aggregate) and partly as viscous-elastic material capable of
withstanding repeated tensile stresses. Based on the results obtained, we can conclude that the initial
hypothesis is fully confirmed.

Based on the newly acquired knowledge, experience, and the results obtained in this paper, it may
be recommended to continue researching on the detection of quantitative and qualitative characteristics
of materials from flexible pavement worn-out structures that have to be recycled and further improved
with binders in order to use the same material in new layers of bituminous base and wearing pavement
courses. It is also possible to improve further the technology of milling and processing of worn-out
layers of flexible pavements in accordance with the indicators of the technical road parameters. In this
regard, the direction of scientific research should be specifically focused on:

- the impact of the degree of grain wear and its suitability for fabrication in recycled pavement
layers with respect to the exploitation lifetime of the road, depending on the quantity of newly
added binder material

- the impact of binder (cement-foamed bitumen-filler-new fraction) on increasing use of recycled
aggregate from worn-out pavement structures

- state of roads and study of economic and technical aspects of the development of transport
network in Bosnia and Herzegovina

- the impact of grain size and shape on adding, i.e., consuming new binders in a recycled mass
of pavement structure, as well as the impact of technology on processing and the shape of
recycled aggregate

- combining other binder materials (cement, lime, fly ash, bituminous emulsion, geocrete, etc.) with
the aim of maximizing the use of recycled materials from a pavement structure while meeting
technical regulations and standards in the field of road construction

- dependence of tire consumption on the type of newly constructed road from a recycled mass if
used for producing wearing courses of flexible pavement structure

- the possibility of using a recycled mass from the pavement structure to improve the substrate and
ballast prism on railway tracks if it is economically and technically proven that the material does
not meet the minimum conditions for reuse for road construction.
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Abstract: This paper studies the cyclic dynamic gaming case of the r-interdiction median problem
with fortification (CDGC-RIMF), which is important for strengthening a facility’s reliability and
invulnerability under various possible attacks. We formulated the CDGC-RIMF as a bi-objective
mixed-integer linear programming (MILP) model with two opposing goals to minimize/maximize the
loss from both the designer (leader) and attacker (follower) sides. The first goal was to identify the
most cost-effective plan to build and fortify the facility considering minimum loss, whereas the attacker
followed the designer to seek the most destructive way of attacking to cause maximum loss. We found
that the two sides could not reach a static equilibrium with a single pair of confrontational plans in
an ordinary case, but were able to reach a dynamically cyclic equilibrium when the plan involved
multiple pairs. The proposed bi-objective model aimed to discover the optimal cyclic plans for both
sides to reach a dynamic equilibrium. To solve this problem, we first started from the designer’s side
with a design and fortification plan, and then the attacker was able to generate their worst attack plan
based on that design. After that, the designer changed their plan again based on the attacker’s plan in
order to minimize loss, and the attacker correspondingly modified their plan to achieve maximum loss.
This game looped until, finally, a cyclic equilibrium was reached. This equilibrium was deemed to be
optimal for both sides because there was always more loss for either side if they left the equilibrium
first. This game falls into the subgame of a perfect Nash equilibrium—a kind of complete game.
The proposed bi-objective model was directly solved by the CPLEX solver to achieve optimal solutions
for small-sized problems and near-optimal feasible solutions for larger-sized problems. Furthermore,
for large-scale problems, we developed a heuristic algorithm that implemented dynamic iterative
partial optimization alongside MILP (DIPO-MILP), which showed better performance compared
with the CPLEX solver when solving large-scale problems.

Keywords: facility location; r-interdiction median problem with fortification (RIMF); cyclic dynamic
equilibrium game; mixed-integer linear programming (MILP)

1. Introduction

The reliability and security of critical infrastructures is vital to the stability of a country’s social
system. The growing threat of international terrorism may imperil facilities and cause massive loss to
people’s lives and properties. Such man-made disasters often seriously damage facilities, resulting in
general or partial impacts on the normal order of society, leading to large-scale supply shortages of
products or service interruptions. Some attacks will affect the sustainability of key facilities, making
it difficult to ensure the normal supply, so it is necessary to consider the location of facilities under
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attack. In practice, there may be multiple rounds of confrontation between the attackers and defenders,
so dynamic attack defense issues need to be considered to ensure the long-term sustainability of
the facilities.

Terrorists always seek out the most critical facilities to conduct attacks and maximize the loss
of the social system. To strengthen the security and reliability of critical facilities, facility locations
should be well planned and fortified, and coping measures, such as backup systems and service
reassignments, should be prepared for in advance of an attack. Our problems fall into the class
of an incapacitated facility location, which is a variant of the p-median problem first proposed by
German scholar Alfred Weber [1]. In the paper of Huizhen [2], they further study the mathematical
nature of the semiLagrangian relaxation (SLR) applied to solve the un-capacitated facility location
(UFL). On this basis, SLR for UFL is improved in theory, and the way to improve its computing
capability is discussed. Monabbati [3] use their proposed sub-additive dual ascent procedure to find
an optimal sub-additive dual function based on Klabjan’s generator sub-additive function to solve the
so called uncapacitated facility location problem (UFLP). Glover [4] proposes a simple multi-wave
algorithm for solving the uncapacitated facility location problem (UFLP) to minimize the combined
costs of selecting facilities to be opened and assigning each customer to an opened facility in order
to meet the customers’ demands. On the basis of an incapacitated facility location problem with
interdiction and fortification, the r-interdiction median problem with fortification (RIMF) occurs. In
the existing literature, node interdictions have been divided into two groups, i.e., r-interdiction median
models (RIM) and r-interdiction covering models (RIC). The RIM model was originally formulated
by Church and Scaparra [5], where interdiction strategies seek p facilities that have already been
located. The model determines a subset of r facilities, and if these facilities are lost, the impact on the
average service distance or the total weighted distance from the customer is at its greatest. In the RIC
model, the objective is to specify r facilities of p existing facilities, which, when removed, results in
a maximum drop in coverage. Church and Scaparra [6] then put forward the interdiction median
problem with fortification (IMF) model, which involves finding a subset of q facilities in p different
locations of the supply or service facility; when these q facilities harden, they provide the best protection
from a subsequent optimal r-interdiction strike. Church and Scaparra [7] propose the r-interdiction
median problem with fortification (RIMF) model, where the leader and follower respectively conduct
interdiction and fortification, assuming that one side has complete information about the other side.
Figure 1 below shows the study process from the p-median problem to the RIMF problem.
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Figure 1. The study process from the p-median problem to the r-interdiction median problem with
fortification (RIMF) problem.

A number of studies on the r-interdiction problem in the literature have strived to develop more
reliable and invulnerable systems. Snyder [8] presents a stochastic location model with risk pooling
(LMRP) to optimize location, inventory, and allocation decisions under random parameters described
by discrete scenes. Scaparra et al. [9] present an optimization modeling approach to allocate protection
resources among a system of facilities so that the disruptive effects of possible intentional attacks to the
system are minimized. In the work of Aksen et al. [10], the authors elaborate on a budget-constrained
extension of the RIMF model, where the objective function is to find the optimal allocation of protection
resources to a given service system consisting of p facilities such that the disruptive effects of r
possible attacks are minimized. Liberatore et al. [11] present the stochastic r-interdiction median
problem with fortification (S-RIMF), where the model takes into consideration a random number of
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possible losses. Zhu et al. [12] studies the r-interdiction median problem with probabilistic protection,
assuming that defensive resources are allocated based on the degree of importance of the service
facility. Medal et al. [13] integrate the facility location and the facility reinforcement decisions into the
formulation and assume that the decision-maker is risk averse and thus interested in mitigating against
the facility disruption scenario with the greatest consequences. Mahmoodjanloo [14] puts forward a
tri-level model under the defender–attacker–defender framework based on leader–follower games
for facility protection against disturbance in an r-interdiction median problem. Mahmoodjanloo [14]
focuses on reducing the effect of intentional attacks, in which facilities are located and strengthened
within a limited budget. Sadeghi [15] presents a new formulation and solution method for the partial
fortification and interdiction of a tri-level shortest path problem which extends the existing network
interdiction models to a more practical environment. Zheng et al. [16] present an exact approach to
solve the r-interdiction median problem with fortification. Their methods include a greedy heuristic
and an iterative algorithm, solving a set cover problem iteratively to ensure the best solution upon
termination. Khanduzi [17] implements two novel approaches to solve the multi-period interdiction
problem with fortification. Roboredo [18] proposes a branch-and-cut algorithm for the RIMF problem,
which is the best exact algorithm found. Furthermore, Roboredo [19] also put forward a branch-and-cut
algorithm for the r-interdiction covering problem with fortification (RICF) problem, which is faster in
solving large instances compared with the exact method found in the literature. Biswas and Pal [20]
propose an interesting hybrid goal programing model and genetic algorithm in a fuzzy environment.
Barma et al. [21] present a novel linear programming(LP) model with antlion optimization algorithm
for multi-depot vehicle routing problem(VRP). In conclusion, in the previous literatures, there is almost
no multi-round attack defense confrontation. Most papers generally consider a bi-objective function
for at most a three level RIMF problem. In this paper we present, for the first time, a cyclic equilibrium
gaming case of the r-interdiction median problem with fortification based on the study of Dong [22].
We consider it a dynamic Stackelberg game [23], involving two non-cooperative, fully rational players
to protect (or attack) the facility as much as possible. Each side makes the most optimal decision
based on the other’s decision. We present a bi-objective mixed integer linear programming model
to formulate the cyclic dynamic gaming case of the r-interdiction median problem with fortification
(CDGC-RIMF). Using the cyclic algorithm, the computer generate two decision packages for both the
attacker and defender until the equilibrium was cyclically reached. For the large-sized problem, we
developed a heuristic algorithm based on the partial optimization strategy [24,25] to efficiently solve
the problem with near-optimal solutions. Contributions of the paper are outlined as follows.

• This article first brings up the CDGC-RIMF problem, which considers cyclic decision periods/phases
in large-scale scenes with two opposite objectives.

• This article constructs the mixed-integer linear programming (MILP) model so as to solve it by an
efficient and easy way through the CPLEX solver.

• For the large-size scenes, we developed a heuristic algorithm that implemented dynamic iterative
partial optimization alongside MILP (DIPO-MILP).

• Our model put the wise decision of the attacker into consideration. The objective of attacker was
to consider the optimized rearrangement of the defender faced with the destruction to achieve the
worst loss possible.

• Our algorithm generated two decision packages for both the attacker and defender, thereby
reaching an optimal cyclic equilibrium.

• In the cyclic confrontation process, each side made the most optimal confrontation plan until
the balance of the cyclic confrontation was reached. Through this model, the decision package
of the two sides could be produced. For the protector, it could predict the other side’s decision
in advance (the protector knew that the attacker would make the most optimal confrontation
plan) and then make the decision for the next step. It could help the facility manager make wise
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decisions for site selection and defense in advance, so as to ensure the long-term sustainability of
the facility.

The remaining paper is organized as follows. In Section 2, we formally describe the CDGC-RIMF
model. In Section 3, we present the notation, the property of the cyclic bi-objective MILP model, and a
partial optimization algorithm for large-scale problems. In Section 4, we present some computational
experiments, including the small- and large-scale problems, and analyze the protection effect to make
up a fortified facility. Finally, in Section 5, we summarize our work and present suggestions for
future works.

2. Problem Description and Formulation

The problem involved a general service supply system composed of several facilities and a
number of demand nodes that received goods or services from their nearest service sites. A number
p of facilities were built out of a set of potential locations sites, denoted as F ( j ∈ F). Notation N,
indexed by i, represents the set of demand nodes. Each demand node i, i ∈ N was associated with
a demand ai. The distances between the facilities and the demand nodes were known parameters,
denoted as dij, where i ∈ N and j ∈ F. The service cost was expressed as the sum of total demands
weighted by the distances to their closest facilities. Each candidate site was characterized with a
fixed cost f j to build a facility and a fixed fortification cost g j to protect the built facility. The attacker
(follower) intended to carry out the most devastating attack possible and was assumed to have the
ability to destroy the maximum r number of facilities after considering all possible design plans from
the designer. The designer, who was able to protect g facilities from being attacked, tried to minimize
the establishment and protective cost as well as system loss with consideration of all possible attacks
by the attacker.

We formulated the cyclic dynamic gaming case of the r-interdiction median problem as a
bi-objective MILP model, as shown below. The sets, parameters, and decision variables used in the
mathematical formulation were introduced in advance, as follows.

Sets:
N: Set of demands;
F: Set of candidate sites.
Parameters:
i: Index of demand that i ∈ N;
j: Index representing candidate site that j ∈ F;
ai: Demand of node i;
m: Number of potential sites;
p: Number of built (located) facilities;
r: Number of interdicted facilities;
q: Number of defense facilities, q < p, r < p–q;
g j: Setup cost at site j;
h j: Fortification cost at site j;
di j: Distance from demand i to site j;
M: A large number.
Variables:

x j:
{

1, if site j is selected to operate a facility
0, otherwise

;

yi j:
{

1, if customer i is served by the facility at site j
0, otherwise

;

s j:
{

1, if the facility at site i is interdicted
0, otherwise

;

z j:
{

1, if the facility at site j is fortified
0, otherwise

;
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b j:
{

1, if sit j has a valid facility
0,otherwise

;

X: Set for facility location, X =
{
x j

}
;

Y: Set for service assignment, Y =
{
yi j

}
;

S: Set for interdicted facility, S =
{
s j
}
;

Z: Set for defense facility, Z =
{
z j
}
.

The main goal of the designer was to design a service network with the objective of minimizing
the sum of fixed and variable costs of a system facing disturbance. The goal of the attacker was to
maximize the objective of the designer.

Objective 1 (from the designer):

Minimize : min f (X, Z) =
∑

i∈N, j∈F
aidi jyi j +

∑

j∈F

(
g jx j + h jz j

)
. (1)

Objective 1 (from the attacker):

Maximize : max f (S) =
∑

i∈N, j∈F
aidi jyi j. (2)

Subject to:

(1)
∑
j∈F

x j ≤ p ∀ j ∈ F,

(2)
∑
j∈F

s j ≤ r ∀ j ∈ F,

(3)
∑
j∈F

z j ≤ q ∀ j ∈ F,

(4)
∑
j∈F

yi j = 1 ∀i ∈ N,

(5)
{

yi j ≤ x j
yi j ≤ 1− s j + z j

∀i ∈ N, j ∈ F,

(6) z j ≤ x j ∀ j ∈ F,

(7)



b j ≤ x j
b j ≤ 1− s j + z j
b j ≥ x j − s j
b j ≥ x j + z j − 1

∀ j ∈ F,

(8) yi j · di j ≤ di j′ + M ·
(
1− b j′

)
∀i ∈ N; j, j′ ∈ F,

(9) x j ∈ {0, 1} , yi j ∈ {0, 1}, z j ∈ {0, 1}, sJ ∈ {0, 1}, b j ∈ {0, 1} ∀i ∈ N, j ∈ F.

In the above model, Constraint (1) indicates that the designer built p facilities out of the set of
candidate facilities. Constraint (2) ensures that, at most, r facilities were to be interdicted. Constraint
(3) stipulates that the designer could maximally protect q facilities. Constraint (4) makes sure that
each demand was serviced by one facility. Constraint (5) states that only the facilities that were set up
and not attacked at the same time (or were attacked but protected at the same time) could serve the
demands. Constraint (6) indicates that only the built facilities were allowed to be protected. Constraint
(7) determines whether a site had a valid facility, i.e., bj = 1 if site j had a valid facility or bj = 0 if
otherwise. Constraint (8) is a new constraint for the closest assignment, a different version from the
related constraints devised by Church [6] and Liberatore et al. [11]. This constraint normally used the
set of existing valid facilities (not including j) that was further than j from demand i. However, these
sets had to be recalculated when the fortification or interdiction changed; a phenomenon associated
with considerable computational complexity. Constraint (9) states that all of the decision variables
were binary.
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3. Solution Approaches for Cyclic Dynamic Equilibrium

3.1. Solution Definitions and Analysis

Below are the notations used for the definitions and analysis.

U: Set of all possible design plans;
V: Set of all possible attack plans;
D: A design plan and D ∈ U;
A: An attack plan and A ∈ V;
A|D: The optimal attack plan for the given design plan;
D|A: The optimal design plan for the given attack plan;
OD/A: The optimal minimum objective cost of the design plan for the given attack plan;
OA/D: The optimal maximum objective cost of the attack plan for the given design plan.

Definition 1. General optimal design (GOD) plan: The general optimal design plan was a plan by the designer
that was optimized for a given attack plan.

(1) ATTACKER: A= {Ai/ Ai ∈ V};
(2) DESIGNER: D = {Di/Di satisfies OD/A, Ai ∈ V, Di ∈ U}.

When solving the objective of the designer, we fixed the variable s j in S with given values, then searched for
the minimum cost of all of the designer’s plans to thwart the opponent, as Figure 2 shows.
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Definition 2. General optimal attack (GOA) plan: The general optimal attack was the plan by the designer that
was optimized for a given design plan.

(1) DESIGNER: D = {Di/ Di ∈ U};
(2) ATTACKER: A = {Ai/Ai satisfies OA/D, Ai ∈ V, Di ∈ U}.

When solving the objective of the attacker, we fixed the variable x j, z j in S with given values, then searched
for the maximum cost of all of the attacker’s plans to thwart the opponent, as Figure 3 shows.
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Definition 3. The ideal design plan (IDP): The ideal design plan had the lowest objective cost of all of the design
plans, occurring when there was no interdiction. The ideal design plan was a special case of GOD.

(1) ATTACKER: A= { θ};
(2) DESIGNER: D = {Di/Di satisfies OD/A, Ai ∈ V, Di ∈ U}.

In this situation of the fortification set Z= {θ}, it was obvious that the designer did not need to set up the
fortification facility because there was no interdiction from the attacker. The ideal design plan was a special case
of GOD.

Definition 4. The ideal attack plan (IAP): The ideal attack plan had the highest objective cost of all of the attack
plans, occurring when there was no fortification. The ideal attack plan was a special case of GOA.

(1) DESIGNER: D = {Di/ Di ∈ U};
(2) ATTACERK: A = {Ai/Ai satisfies OA/D, Ai ∈ V, Di ∈ U}.

This situation, where Z = {θ}, was very useful for the attacker. Attacking the facility unprotected would
lead to huge damage.

Definition 5. The cycled confrontation strategy (CCS): The cycled confrontation strategy was expressed as
{A1/D1, D1/A2, A2/D3, D3/A4, A4/D1}. There were two sets of plans from two sides, where each plan of one set
was the optimal plan when responding to the opposite plan from the other side. The cycle stopped when the end
plan was the same as the existing plan, as shown in Figure 4.

Definition 6. The round of confrontation (RC): Every time one side carried out a strategy, the other side found
a strategy to use to fight back. This was one round of confrontation. In the example shown in Figure 4, we
demonstrate that there were nine rounds from the beginning to the end of the opposite strategies.

Definition 7. The round of cycled confrontation (RCC): In the example shown in Figure 4, we demonstrate that
there were six rounds from the beginning of the cycle (D2) to the end of the cycle when D2 existed again.

Definition 8. The evaluation indicators for two kinds of solution methods, as shown in Table 1.

Table 1. The evaluation indicators.

Index Name

1 CA Average attack cost
2 CD Average design cost
3 CA–CD The optimality of solutions
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Property 1. The cycled confrontation strategy began with the IDP and IAP.

Property 2. The cycled confrontation strategy existed because the plans from both sides were finite.
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3.2. A Bi-Objective Solution Framework

We solved CDGC-RIMF with a MILP-based solution approach. Our approach started by creating
an initial design plan D, then fixed Di (fix xi, zi) to achieve the attack plan Ai (fix si) using the MIP
solver CPLEX. After the attack plan, we fixed the attack plan Ai (fix si) to get the next design plan.
The solution process continued until the repeated attack plan existed, as shown in Figure 5.
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3.3. A Heuristic Partial Optimization Algorithm

The large-sized complex problem with many possible decision variables could not be optimized
completely within an acceptable Central Processing Unit (CPU) time. Therefore, some heuristic
algorithms were put forward to reduce the solution space so as to save time and improve the calculation
efficiency, in particular, the heuristic concentration algorithm. As Rosing and Hodgson [26] illustrated
in their paper, the heuristic concentration procedure mainly consists of two stages. Firstly, it was
necessary to find a concentration set according to some rules, and secondly, the optimal solution in the
concentration set could be solved every time by generating a concentration set. Based on Rosing and
Hodgson’s heuristic concentration procedure, the MILP-based neighborhood searching algorithms
by Xiao et al. [24,25] and You et al. [27,28] were introduced, and the concept of the partial set was
also presented. For this paper, we developed a heuristic algorithm for large-sized problems following

448



Sustainability 2020, 12, 581

the steps showed above. First, we fixed all of the nodes, then generated iteratively different partial
sets that were subsequently used to unfix the nodes in the partial set, and then optimized the unfixed
nodes. A rule used to generate the partial set was that nodes selected to be in the partial set more
times should have a lower possibility of being selected in the next round. The main framework of the
proposed heuristic algorithm is outlined in Figure 6. The partial optimization forced the optimization
to stay within only a small range of the variables so it could be achieved in a short computational time.
An iterative implement of partial optimization on different selected ranges continuously improved the
solution until it was good enough or until the time limit was reached.

As shown in Figure 6, the partial optimization algorithm (POA) procedure started with an initial
random attacker plan (x0, z0) and a designer plan (s0), obtained by randomly generating the number
of q interdictions and p facilities. Then (in Step 1,2), the confrontation cyclic started with the initial
attacker and the designer plan. The first confrontation plan was from the defender. The index P
suggested an improvement for every round of partial optimization. The parameter W indicated the
number of to-be-selected nodes for partial optimization and was assigned an initial value in Step 3.
Our experiments showed that parameter W was sensitive and considerably influenced the algorithm
efficiency. The appropriate value interval for W was between 35 and 45, according to our experimental
comparisons. After that, the partial optimization loop started at Step 4, containing Steps 4.1–4.11.
In Step 4.2–4.5, all variable instances of xj were first fixed, and then a number W of instances were
selected to be unfixed. Each time, we selected a number W of xj following the selection rule, that
nodes chosen more often had a lower possibility of being chosen. After that, the CPLEX solver was
applied to optimize the selected nodes (in Step 4.6). In Steps 4.7 and 4.8, the new solution was judged
regarding whether it improved upon the incumbent solution. If yes, then it was accepted as the new
incumbent solution and the non-improvement index P was reset to 0; otherwise, the P was increased
by one. The loop stopped if there was no further improvement even after Pmax continuous attempts, or
if the total CPU time was longer than the set limited time Tmax, or if all of the nodes were optimized
at the same time (in Step 4.6). In steps 4.10–4.12, the number W was adjusted dynamically to ensure
that the solution time solved through CPLEX was between tmin and tmax. The number W increased
by 5 if the last CPU time was less than tmin or reduced by 5 (∆ = 5) if the last CPU time was more
than tmax. Finally, the obtained C was the best solution found and became the output of the algorithm.
The attacker adopted similar partial optimization as the partial optimization in the defender’s plan to
develop its coping plan.
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1) For the designer: Let xj, zj← Initialization: Random generation of a designer 

strategy 

2) For the attacker: Let sj ← Initialization: Random generation of an attacker 

strategy 

3) Let xj, zj, sj ←x0, z0, s0, P ← 0, and W ← W0 

4) Iterative Neighborhood Search (INS) Loop Begins 

4.1) For the designer: 

4.2) Let f← null 

4.3) Apply a rule to select a number W of nodes from F into f 

4.4) For j in F, fix all xj decision variables  

Figure 6. Cont.
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4. Computational Tests

The goal of the computational experiments was to validate the model. The codes by AMPL were
run on a Linux PC server with two 2.30 GHz Intel Xeon (R) CPUs and 128 GB RAM. We used the MIP
solver AMPL/CPLEX (version 12.6.0.1) to solve the tested instances.

4.1. The Generation of the Tested Instances

The data sets and the parameter settings used in the experiments were generated randomly,
as shown in Table 2. In this paper, we used small-, medium-, and large-scale problems to validate
our model.

Table 2. The parameters for different scale problems.

Nodes of
Demands CU

Candidate
Facilities CF

Facilities to
be Built F(p)

Number of
Attacks (r)

Number of
Fortification z(q)

Small-Scale

1 25 10 5 3 1
2 50 20 10 5 3
3 75 30 15 8 4
4 100 40 20 10 5

Medium-Scale

5 250 50 25 13 6
6 300 60 30 15 8
7 350 70 35 18 9
8 400 80 40 20 10

Large-Scale

9 900 90 45 23 11
10 1000 100 50 25 13
11 1100 110 55 28 14
12 1200 120 60 30 15

Note: candidate facility (CF); client (CU).

For the small-scale problem, we set a number of 10, 20, 30, or 40 candidate facilities (CFs),
respectively, within a square region of 100 × 100 distance units. The actual limited number of facilities
(P) was set by CF/2. Every selected facility served five clients, so the clients (CU) assigned to each
facility were about 25, 50, 75, or 100. The number of fortified facilities and interdiction facilities were as
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shown in column 6–7. The number of fortified facilities (r) was calculated by p/2, while the number
of interdiction facilities was calculated by r/2. The coordinates of the facilities and the clients in the
small-scale problem were generated between 0 and 100. For the medium problem, the coordinates of
the facilities and clients were in the square region of 200 × 200 distance units, with the CFs listed as
50, 60, 70, or 80. The number of CUs, rs, and qs were calculated in a similar way, as in the small-scale
problem. In the large-scale problem, these values were in the square region of 400 × 400 distance units.
The numbers relating to CF, p, CU, r, and q are shown in columns 3–7.

4.2. Analysis of the Tested Results

Tables 3 and 4 display the computation time, RC, and RCC. The first six columns show the
parameters CF, F, CU, r, and q. The seventh and eighth columns, respectively, contain cumulative
computing times and independent run times. The last two rows display the round of confrontation and
the round of cycled confrontation. As shown in Table 3, (r > q), RCC 4 remained unchanged as the CF
increased, while Table 3 (r < q) shows that there was a different RCC 6 for the 50 CFs. The solution time
increased as the parameters of CF, F, CU, r, and q increased. For the small- and medium-scale problems,
calculations were finished in 500 s. However, it took a long time to solve the large-scale problem;
therefore, it is necessary to solve the large-scale problem using another, more efficient, approach.

Table 3. The results for small- and medium-scale problems using CPLEX (r > q). Round of confrontation
(RC); round of cycled confrontation (RCC); candidate facility (CF); client (CU).

CF F(p) CU s(r) z(q) time(s) RC RCC

1 10 5 25 3 1 0 5 4
2 20 10 50 5 3 1 9 4
3 30 15 75 8 4 3 9 4
4 40 20 100 10 5 5 5 4
5 50 25 250 13 6 62 7 4
6 60 30 300 15 8 170 9 4
7 70 35 350 18 9 267 7 4
8 80 40 400 20 10 527 7 4
9 90 45 900 23 11 5019 11 4
10 100 50 1000 25 13 6297 9 4
11 110 55 1100 28 14 12,030 11 4
12 120 60 1200 30 15 14,687 9 4

Table 4. The results for the small- and medium-scale problems (q > r).

CF F(p) CU s(r) z(q) time(s) RC RCC

1 10 5 25 1 3 0 5 4
2 20 10 50 3 5 1 7 4
3 30 15 75 4 8 2 7 4
4 40 20 100 5 10 8 7 4
5 50 25 250 6 13 84 9 6
6 60 30 300 8 15 145 7 4
7 70 35 350 9 18 289 7 4
8 80 40 400 10 20 530 7 4
9 90 45 900 11 23 3379 7 4
10 100 50 1000 13 25 6219 9 4
11 110 55 1100 14 28 7219 7 4
12 120 60 1200 15 30 141,119 11 4

We chose one example to illustrate the concrete game process between the two sides. We took
the 10 × 25 problem as an example to demonstrate the confrontation process. As shown in Table 5,
the design plans, attack plans, and the cost were listed until the same attack plan existed. Figure 7a–f
gives the model solution of Table 5 in graphical form.
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Table 5. The strategy of both sides (for data: 10 × 25, p = 6, r = 3, q = 2).

Decision Maker
Designer

Attacker Cost
Location Fortification

1 design 1,5,8,10 47,251
1 attack 1,5,8,10 1,5,10 89,291
2 design 3,4,5 5 1,5,10 50,119
2 attack 3,4,5 5 3,4 76,437
3 design 1,5,8,10 3,4 47,251
3 attack 1,5,8,10 1,5,10 89,291

As shown in Figure 7a–f, points selected to be used for facilities were colored green and the outline
of the fortified facilities was black. The lines in each figure described assignments of demand to selected
facilities. The attack points were displayed as red triangles. In the first stage, when i = 1, the designer
selected P (P = 5) facilities from potential locations considering the minimum weighted distance.
Faced with the designer’s strategy, the attacker adopted an optimal method to ensure maximum
destruction. In the second stage, when i = 2, the designer decided how to protect and establish the
most reliable facilities to reduce loss. Every time when the attackers carried out the attack strategy, this
model provided the protector with a most effective way to maintain the supply as much as possible.
Wise decisions helped the facility designer to keep the facilities sustainable and reliable against the
multi-confrontation between two sides. The confrontation process continued until the same attack
plan existed., and then the final equilibrium was reached.
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designer plan; (d) i = 2, the optimal attacker plan; (e) i = 3, the optimal designer plan; and (f) i = 3,

the optimal designer plan.
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For the large-scale problem, we implemented the POA and CPLEX to solve the model at sizes of
90 × 900, 100 × 1000 and 110 × 1100. This experiment showed that the POA had good performance
when solving large-scale instances. As shown in Table 6, the POA was much better than CPLEX in
terms of CPU time, and the average CPU time of the POA was about 85.1% shorter than that of CPLEX
for size 90 × 900, 95.9% for size 100 × 1000 and 96.2% for size 110 × 1100. These results were obtained
as averages of the CPU time from algorithms in 10 replications.

Table 6. The comparison of POA and CPLEX for large-scale problems.)

CF f(p) cu s(r) z(q)
CPLEX POA Time Comparison

CA –CD Time(s) CA –CD Time(s) CPt- POt/CPt

90 45 900 23 11 2,360,771 3890 2,368,109 578 85.1%
100 50 1000 25 13 2,471,750 8615 2,484,027 350 95.9%
110 55 1100 28 14 2,883,380 15,374 2,908,162 581 96.2%

Note: CPU time of CPLEX (CPt); CPU time of POA (POt)
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In our model, we considered the cycle of the confrontation strategy, so RC and RCC were not
stable when we used the partial optimal algorithm to solve this problem. The RC and RCC numbers
influenced the results and CPU times. Even in this situation, we found better optimal results through
adjusting the parameter of the partial optimal algorithm and repeated the experiments many times. As
Table 6 shows, the POA achieved better results in a shorter CPU time when CF = 90, 100, or 110.

When CF = 120, as the iteration increased, RC and RCC became even more unstable; therefore,
finding better average results was more difficult. Therefore, we deleted the cycle to test the single
confrontation (RC = 1); in this situation, we found that POA operated better without being influenced
by the cycle confrontation. Furthermore, we performed similar experiments when CF = 90, 100, 110,
and 120. The results proved that the POA performed even better in the single confrontation. When
two approaches produced the same optimal results (the optimal decisions), the time taken by the POA
was less than that taken by CPLEX. Among all the large-sized instances, the average CPU time of the
POA was 90.3% at most and 79.7% at least, which was shorter than that of CPLEX, as shown in Table 7.

Table 7. The comparison of POA and CPLEX in a single confrontation (ATTACK ONCE).

CF f(p) cu s(r) z(q)
CPLEX POA Time Comparison

CA Time(s) CA Time(s) CPt- POt/CPt

90 45 900 23 11 4,972,729 370 4,972,729 75 79.7%
100 50 1000 25 13 5,832,329 638 5,832,329 91 85.7%
110 55 1100 28 14 6,437,748 2061 6,437,748 215 89.6%
120 60 1200 30 15 6,402,308 1742 6,402,308 169 90.3%

Note: CPU time of CPLEX (CPt); CPU time of POA (POt)

We fixed the casual attack strategy, then used CPLEX and the POA to achieve the design plan
faced with the same attack strategy. The POA achieved the same optimal result in less time, as Table 8
shows. The average reduced CPU time of the POA compared with CPLEX varied between 89.6% for
the smallest instance (CF = 90) and 96.2% for the biggest instance (CF = 120). It was obvious that the
efficiency had been improved greatly.

Table 8. The comparison of the POA and CPLEX in a single confrontation (DEFENCE ONCE).

CF f(p) cu s(r) z(q)
CPLEX POA Time Comparison

CD Time(s) CPt- POt/ CPt Time(s) CPt- POt/CPt

90 45 900 23 11 1,308,912 1025 1,308,912 107 89.6%
100 50 1000 25 13 1,480,763 1757 1,480,763 137 92.2%
110 55 1100 28 14 1,466,200 2156 1,566,200 169 92.2%
120 60 1200 30 15 1,586,774 2881 1,586,774 109 96.2%

Note: CPU time of CPLEX (CPt); CPU time of POA (POt)

We also discussed the effect of protective resources (q) on the designer’s efficiency. Table 9
shows that the number of fortified facilities increased with the cost of changing designer. Columns
1–5 illustrate the parameters of candidate facilities, limited facilities, serving demands, number of
interdiction facilities, and number of fortification facilities. For the instances CF = 10, 20, 30, and 40
listed here, the number of fortification facilities (q) varied between 1 and 10, which was no more than
the number of interdiction facilities. Columns 6–7 show the RC and RCC, which almost remained the
same as q increased.
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Table 9. The sensitivity of parameter q (for the small-scale problem).

CF f(p) cu s(r) z(q) RC RCC CA

10 5 25 3 1 6 4 48,207.00
2 . . . 10 6 4 . . .

20 5 25 3 1 10 4 63,059.00
2 10 4 52,318.50

3 . . . 10 . . . . . . . . .
30 15 75 8 1 8 4 85,995.00

2 8 4 85,189.20
3 . . . 10 . . . . . . . . .

40 20 100 10 1 6 4 101,512.33
2 6 4 101,354.67
3 6 4 101,301.67

4 . . . 10 . . . . . . . . .

Note: “ . . . ” represents that the cost remained the same as the last iteration.

Often, most protection benefits were achieved through the first two or three fortifications, and
subsequent security investments gradually reduced in efficiency. Overall, the fortification of the second
facility still played an important role regarding improvement of the results. For instance, in problems
where CF = 20 operating facilities, when the number of q exceeds 2, there was no improvement
regarding the cost of the design.

5. Conclusions

In this paper, a bi-objective cyclic dynamic equilibrium gaming model of the r-interdiction median
problem with fortification was presented. In this model, the two sides were wise to make a decision
according to the operational experience. The system designer (defender) could decide regarding the
interdiction. The attacker could decide to destroy essential facilities after considering the possible
reassignment of the designer faced with one interdiction, which was the worst-case loss. The model
could give two operational strategy packages when the two sides achieved equilibrium. To solve
the large-scale problem, the partial optimization algorithm was used, and we made the comparison
between the exact method using CPLEX and the partial optimization algorithm. Compared with the
previous work, the strategy packages can help the facility manager to make decisions in advance
against the attackers and better keep the facility in long-term sustainability. Additionally, we found
that the partial optimization algorithm yielded better solutions with higher search efficiency.

In our analysis, attacks on a given facility were always successful. Defenders could only perform
passive defenses and defenders could not interrupt or even destroy attackers. New models should
be developed to include the defender’s positive defense and the success rate of interdiction. Our
model was defined on a network of nodes and arcs where each node was assumed to represent
a local area of demand, as well as represent a potential position for a facility. In future work, we
could choose the optimal position in a continuous network with no potential facilities. Regarding
the partial optimization parameter, we could find a way to achieve self-adjustment rather than by
manual adjustment.
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9026 Győr, Hungary; osz.oliver@sze.hu
4 Institute of Informatics and Mathematics, University of Sopron, 9400 Sopron, Hungary
* Correspondence: hegyhati@sze.hu or hegyhati.mate@uni-sopron.hu

Abstract: While the study of reverse wood value chains has become an important topic recently,
optimization-focused studies usually consider network-level problems and decisions, and do not
address the individual processes in the network. In the case of waste wood, one such important
process is the scheduling of the various machines in a waste wood processing facility to treat incoming
wood deliveries with multiple sources and varying quality. This paper proposes a robust multi-
objective mixed-integer linear programming model for the optimization of this process that considers
the uncertain origins and compositions of the incoming deliveries, while aiming to minimize both
lateness and energy consumption. An exhaustive study is performed on instance sets of different
sizes and structures to show the efficiency and the limits of the proposed model both in single- and
multi-objective cases.

Keywords: reverse wood value chain; scheduling; waste-wood processing

1. Introduction

The topics of recycling and reuse are getting an increased recognition due to the
growing importance of sustainability and environmental consciousness. Adding values to
residues and wastes not only helps industries meet their commitments towards various EU-
and country-level regulations, but also provides an environmentally friendly alternative
to other, more traditional resource streams. Still, biomass wastes are mainly considered
for energy production [1], which leads to scientific studies of biomass value chains concen-
trating mostly on efficient use for energy as well [2]. However, there are certain biomass
types where viable alternative uses also exist. Waste wood is a good example for this: it
is a versatile material that can be reused and recycled after its original function becomes
obsolete, offering a more sustainable option than energy production [3].

Reverse logistics is the field that considers the logistics network of return product
flows, putting an emphasis on the end-of-life recovery and the reuse of resources [4].
The three major processes of a reverse logistics network are distribution, production
planning and inventory management [5]. Naturally, this may change or become more
specialized for certain industrial fields. While the processes remain the same for biomass
supply chains, extra emphasis should be put on processing, conditioning and intermediate
production, as these can influence the attributes of the transported, stored and utilized
biomass products [6]. However, the majority of papers in literature only study inventory
and product return management and network design [7], and the optimization of produc-
tion processes is rarely considered. This is especially true for waste wood value chains.
While the traditional forward resource flows of wood are well-studied [8,9] and facility-
level processes like sawmilling [10] or cutting pattern optimization [11] are also considered,
the available literature on the reverse logistics processes of waste wood is significantly
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scarcer. Apart from studies about the use of waste wood for energy [12,13], the few existing
papers revolve around variations of network design [14–17], but the optimization problems
arising in the facilities of these networks are not addressed.

This paper studies the arising scheduling problems in a waste wood processing
facility over a planning horizon, and presents an optimization approach for their solution.
These facilities are considered as an integral and intermediate process of a waste wood
reverse logistics network where various types of wood waste are first collected from
the available sources of the network, then transported to such a facility for processing,
and finally delivered to customers to satisfy their demands. The wood deliveries arriving
to a facility go through a series of transformation processes, and the resulting product
is then transported to the customer in its required form. As the incoming deliveries to
such a facility can have different origins (e.g., building/industrial or household waste)
and characteristics (e.g., coated or uncoated) [18], the exact processing steps that have
to be taken might vary between deliveries based on these features. Because of these
characteristics, there is an uncertain element to the problem that also has to be taken into
account during optimization. Moreover, each delivery has a priority and a deadline that
also have to be considered during scheduling.

A mixed-integer linear programming model (MILP) is presented for scheduling the
wood deliveries on the various machines of the processing facility in the required order
over a fixed planning horizon of several days/weeks. The model considers the robustness
of the problem by taking into account the uncertainty that arises because of the varying
delivery sources and quality. Optimization is done using two different objective functions;
either ensuring timely completion of the deliveries by considering their priority-weighted
lateness, or minimizing the energy consumption of the available machines at the facility.
This allows the generation of different solutions for the same problem scenario using
multi-objective optimization, which can aid the decision-making process of production
planning at the facility.

The efficiency of the model is presented on input instances of varying sizes and
structures. As the acquisition of accurate and exact real-world data is difficult on this level
of a supply chain, these instances are randomly generated. The characteristics (origin and
type) of incoming deliveries are determined based on real-world distributions published in
the literature, while the available machines of the facility have the characteristics of actual
existing waste wood processing machinery.

The outline of this paper is the following. First, the arising scheduling problem is
defined in detail, describing all constraints that are be taken into account, and a multi-
objective MILP model is formalized for the optimization of this problem. Then, the results
of this model are presented on various input instances, showing its capabilities and limits.
Finally, the paper is concluded with the presentation of future extension possibilities of the
current work.

2. Problem Definition
2.1. General Process and Infrastructure

The approach proposed in this paper tackles the mid-term scheduling of stochastic
jobs in a waste wood processing facility. The time horizon of interest spans over several
days, starting from the earliest delivery of input materials until the latest deadline. For the
scope of this study, time frames of one and two weeks were both examined.

The processing facility receives waste wood deliveries from various sources and has to
produce shredded wood out of them by pre-determined deadlines. The production process
of a delivery will be referred to as a job. There is a one-to-one relation between jobs and
deliveries, thus the two terms will often be used interchangeably.

Incoming waste wood deliveries are categorized according to the information in [18].
Deliveries can belong to multiple categories based on their origin: construction waste,
industrial waste, household waste, and waste from collection centers. Due to their similar
characteristics, construction and industrials wastes will be merged under the same category
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for the remainder of this paper. The same will be true for wastes from households and
collection centers. Waste wood of the former category usually arrives directly from the
sites, while the latter can come either directly from households or regional collections
centers. Independently of their origin, deliveries can also be categorized by the type of the
delivered material: they consist of either solid wood or derived timber products.

A key feature of a delivery is the possibility and percentage of contaminations. On top
of the above characteristics, a part of each delivery is coated wood that has to go through
a removal process. The ratio of coated wood in a delivery depends on its other features.
Derived timber products from households or collection centers are coated in the majority
of the cases, while this is not true for industrial and building waste, which is only partly
coated. A more detailed classification of deliveries would be possible, however, from the
aspect of the current investigation, jobs sharing the same delivery category are assumed
to have similar properties. Furthermore, collecting accurate real-world data for finer
classification may be practically infeasible.

The processing of each job consists of six or seven steps. Five of these steps, in process-
ing order, are: inspection, coating removal, shredding, screening, and re-shredding. The
sixth step, metal separation can be done either manually between inspection and coating
removal, or in an automated fashion by a (magnetic) separator after shredding. For solid
wood deliveries from industrial sites, a seventh step, pre-shredding is also required to
make the materials suitable for the shredding equipment. The interconnection of the above
processes can be seen in Figure 1.

Figure 1. The possible flow of waste wood through the different transformation processes (green:
manual steps, gray: machine steps).

In Figure 1, each box corresponds to one of the processing steps of the facility, while
the blue line represents the flow of the materials. The green-colored steps must be carried
out by dedicated crews, gray-colored steps are performed by machines. Coating removal is
performed only for the coated part of each delivery, while pre-shredding is only done for
solid industrial wood deliveries. The two metal separation steps have a mutually excluding
relation: exactly one of them has to be included in the transformation process of every
delivery. Similarly to coating removal, re-shredding is only performed on a portion of
all materials.
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The facility has two types of resources to carry out these tasks. Shredding, pre-
shredding, automated metal separation, screening, and re-shredding is done by high-value
machines with limited availability. There is no overlap among the machines suitable for
these steps, except for shredding and re-shredding, which use the same machines. The rest
of the tasks, i.e., inspection, coating removal, and manual metal separation are carried out
by dedicated crews. Both machines and the crews have an estimated processing speed,
expressed in the processed mass over time. Several suitable machines may be assigned to
work in parallel on the same delivery. However, the processing steps are non-preemptive:
they may not be interrupted and resumed later on the same machine. The only interruption
occurs at the end of shifts, and the next day processing continues with the same job.
It is assumed that setup and shutdown operations are done before and after the shifts,
respectively. Specialized crews for inspection and removal tasks work on a single job at a
time, and—similarly to machines—do not switch to other jobs until they are finished with
the current one.

While the paper considers shredded wood as the end-product produced by the facility,
different wood processing techniques can also be handled in a similar fashion. The pro-
posed modeling and solution methodology is flexible enough to accommodate different
processes as well, as long as their relations can be defined in a similar way.

2.2. Uncertainty and Objective

The uncertainty of the problem comes from two steps: coating removal and re-
shredding. The percentage of coated raw material is not known in advance, it is determined
during the inspection step. Similarly, the amount of shredded material, that is not fine
enough and requires re-shredding is only revealed during screening. There is, however,
statistical data available for both of these for each of the four categories. Since the out-
come of the inspection/screening influences the amount of raw material needing coating
removal/re-shredding, the time required for these steps is stochastic.

Unless the worst-case scenario is considered for all of the deliveries, the feasibility (i.e.,
adhering to the deadlines) of a schedule cannot be ensured. However, if processing plans
were tailored for the worst-case scenario, the real-life operation would have too much idle
time and an oversized machine capacity would be required.

Thus, a different approach and objective is proposed. Two scenarios are modeled
simultaneously: worst considered case, and robust case. The theoretical worst case would
be when 100% of a delivery requires both coating removal and re-shredding. The probabil-
ity of this is very low. Instead of this, the worst considered case assumes ratios needing
coating removal and re-shredding, such that the probability that the actual ratios will be
lower, is 95%. Similarly, the robust case assumes ratios that are higher or equal to the actual
ratios 80% of the time, based on the statistics. These percentages can be set to different
values by the experts responsible for daily operation planning, to manage the robustness
of the solution.

The cumulative probabilities can be translated into material ratios, based on the
probability density functions constructed by estimating the distribution from statistical
data. Figure 2 shows such a probability density function for coating removal. Aiming for
95% and 80% probabilities, this translates to 81%, and 62% of materials needing coating
removal in the worst considered and robust cases, respectively. A separate function is
created for each delivery category, and for both coating removal and re-shredding.

By fixing uncertain parameters to constant values in each scenario, the same modeling
techniques can be applied as in deterministic scheduling problems. Robustness can be
specified through the chosen probability values, and more scenarios can be analyzed by
rerunning the solution procedure with different values. A possible future research topic is
to incorporate uncertainty into the scheduling model in the form of stochastic variables,
fuzzy numbers, or by other techniques.
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Figure 2. Probability density function for the ratio of raw material needing coating removal based on
statistical data.

Scheduling decisions are the same for both scenarios but some constraints and objec-
tives are only connected to one of them.

Delivery deadlines impose hard constraints for the robust case. So a schedule is only
feasible if no lateness occurs in this scenario. It is important to note that even if some ratios
turn out to be over the specified robust threshold, deadlines may still be satisfied due to
reserve machine times, which are either inherently present in the schedule, or resulted
from lower ratios for other jobs.

For given robustness thresholds, plenty of schedules may be feasible. To select the
best of them, two different objectives are proposed in this paper.

The first objective is to minimize deadline violations for the worst considered case.
Deliveries may have different associated penalties, liquidated damages, or importance
based on the client. These factors are modeled via a scalar priority, and the exact objective
is the priority-weighted sum of lateness. Simply put, the reported solution will be a robust
schedule with the lowest possible penalty in the worst case.

Processing machines require a huge amount of electricity to operate. Machine assign-
ment to jobs can influence the total energy consumption of the facility, and as a result,
its environmental footprint. The second objective is to provide a robust schedule that
minimizes this footprint, coming from the energy needs of setup, shutdown, and operation
of the machines. Energy need for setup and shutdown is provided for each machine as is.
For operation, two different power values are given per machine: working and idle power.
It is assumed that machines are turned off for the night, and only turned off before the
shifts end, if they are not required later on the same day.

2.3. Formal Problem Definition

The proposed problem class can be defined formally by the sets and parameters
listed below.

2.3.1. Job Related Data

J is the finite set of jobs/deliveries.

JB, JH are the sets of jobs with building/industrial and household deliveries, respectively.
JB ∩ JH = ∅ and JB ∪ JH = J

JS, JD are the sets of jobs with solid and derived wood deliveries, respectively. JS ∩ JD = ∅
and JS ∪ JD = J

da
j ∈ Z0,+ is the day of arrival of the delivery for job j ∈ J. [day]

ds
j ∈ Z0,+ is the day of shipping of the product for job j ∈ J. [day]

pj ∈ R0,+ is the priority of job j ∈ J. [−]
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mj ∈ R0,+ is the total mass of the delivery for job j ∈ J. [t]

2.3.2. Infrastructure Related Data

cIS, cCR, cMS ∈ R0,+ are the throughput capacities for inspection and separation, coating
removal, and manual metal separation at the facility, respectively. [t/h]

M is the finite set of machines, the union of the following pairwise disjoint sets:

MMS is the finite set of machines for automated metal separation.
MPS is the finite set of machines for pre-shredding.
MSH = MRS is the finite set of machines for shredding and re-shredding.
MSC is the finite set of machines for screening.

cm,j ∈ R0,+ is the throughput capacity of a machine m ∈ M for job j ∈ J. [t/h]

em ∈ R0,+ is the electrical power consumption of a machine m ∈ M. [kW]

wm ∈ R0,+ is the total amount of electrical energy needed to shutdown and then start up
machine m ∈ M. [kWh]

s ∈ R0,+ is the length of the shifts. [h]

2.3.3. Uncertain Data

pCRX,Y, pRSX,Y ∈ [0, 1] are the percentages requiring coating removal and re-shredding for jobs
with origins X ∈ {B, H} and material type Y ∈ {S, D} in the robust case. [−]

p̄CRX,Y, p̄RSX,Y ∈ [0, 1] are the percentages requiring coating removal and re-shredding for jobs
with origins X ∈ {B, H} and material type Y ∈ {S, D} in the worst-case scenario. [−]

3. Proposed Approach

In this section we propose a family of Mixed-Integer Linear Programming (MILP)
models to tackle the aforementioned optimization problem. All of these models rely on
the same basis, and differ in objective functions and/or several constraints. The models
can be applied in various ways, as illustrated in Section 4: solving them provides the
globally optimal solution, or for large problem instances, they may report a close-optimal
solution within a short amount of time. Having two objective functions, one can derive
a Pareto-curve with iterative execution of the optimizer. The models are developed for
offline scheduling, however, by fixing variables that represent already applied decisions,
the models may be used in a reactive fashion as well.

The operation of the facility is not continuous, s represents the total length of work
shifts on a day. However, since tasks can be interrupted at the end of shifts and resumed the
next day, the active time of the facility can be considered as a continuous time horizon. If
something happens at time t ≥ 0 in the model described below, it refers to the t− s · b t

s c-th
hour on the d t

s e-th day.

3.1. General Structure and Derived Sets

As detailed later, the model follows a precedence-based representation of scheduling
decisions. To ease the formulation, several sets are derived from the input data.

As already used for the c, p and p̄ parameters and the M sets above, the following
symbolic names represent the processing steps:

IS Inspection and separation

CR Coating removal

MS Metal separation

PS Pre-shredding

SH Shredding

RS Re-shredding
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SC Screening

Various subsets of these will be used for simpler formalization of the model:

SC = {IS, CR, MS} (1)

SM = {MS, PS, SH, RS, SC} (2)

S = SC ∪ SM (3)

S̄ = {CR, RS} (4)

SC contains the steps that could be done manually by dedicated crews, while SM

contains the steps that can be carried out by machines. S is simply the set of all step types,
and S̄ contains the steps with uncertain load.

The mandatory precedence relations between these steps are stored as pairs in the
P set:

P = {(IS, CR), (CR, PS), (CR, SH), (PS, SH), (SH, SC), (SC, RS)} (5)

A key derived set for the formulation is T, the set of all processing steps for all jobs,
which will be called the set of tasks and can formally be defined as:

T =
{
(j, s) ∈ J × S | s 6= PS∨ j ∈ JB ∩ JS

}
(6)

Another useful derived set is the set of possible machine-task assignments:

A =
{
((j, s), m) ∈ T ×M | s ∈ SM ∧m ∈ Ms} (7)

3.2. Basic Scheduling Variables

As mentioned before, the model follows a precedence based logic. Each task is
assigned two non-negative continuous variables indicating its start and completion time:

ts
j,s , tc

j,s ∈ [s · da
j , s · ds

j ] ∀(j, s) ∈ T (8)

The decision whether to do metal separation manually or by a machine is represented
by the following binary variable:

dj ∈ {0, 1} ∀j ∈ J (9)

dj = 1 means manual separation, and dj = 0 represents separation by machines.
Binary variables represent assignment decisions as well, 1 referring to a machine

assigned to a task, and 0 if it is not:

aj,s,m ∈ {0, 1} ∀((j, s), m) ∈ A (10)

As parallel execution is allowed, and several machines may be assigned to the same
task (e.g., shredding of a single delivery is performed on two or more machines), a continu-
ous variable represents the quantity distribution for each assignment:

qj,s,m ∈ [0, mj] ∀((j, s), m) ∈ A (11)

There are tasks that may share one or more machines (e.g., shredding is done on the
same machine for two different deliveries). The set of these (ordered) task pairs is given in
the following set:

CM =
{
((j1, s1), (j2, s2)) ∈ T × T | s1, s2 ∈ SM ∧Ms1 ∩Ms2 6= ∅ ∧ (j1, s1) 6= (j2, s2)

}
(12)

Note, that as most steps have their separate machines, s1 6= s2 only occurs, if one of
them is SH and the other is RS.
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If such tasks are both assigned to at least one shared machine, they have to be sequenced.
The following variable takes the value of 1, if (j1, s1) must precede (j2, s2) if at least one shared
machine is assigned to both of them. The value 0 indicates the opposite direction.

bMj1,s1,j2,s2
∈ {0, 1} ∀((j1, s1), (j2, s2)) ∈ A (13)

For manual jobs, each step has a dedicated crew, and thus assignment collision is there
for all job pairs. A similar set to CM is defined for manual jobs, however, in this case it only
contains triplets, as the step has to be the same for colliding tasks:

CC =
{
(j1, s, j2) ∈ J × SC × J | j1 6= j2

}
(14)

And a similar binary variable represents sequencing:

bCj1,s,j2 ∈ {0, 1} ∀(j1, s, j2) ∈ CC (15)

Finally, M will denote a sufficiently large number for relaxations in big-M constraints.

3.3. Constraints
3.3.1. Logical and Balance Constraints

There are some logical dependencies between the decisions represented by the intro-
duced binary variables, that can be expressed by the following constraints.

aj,MS,m ≤ 1− dj ∀((j, MS), m) ∈ A (16)

bCj1,s,j2 + bCj2,s,j1 = 1 ∀(j1, s, j2) ∈ CC \ {MS} (17)

bCj1,MS,j2 + bCj2,MS,j1 ≤
dj1 + dj2

2
∀(j1, MS, j2) ∈ CC (18)

bCj1,MS,j2 + bCj2,MS,j1 ≥ dj1 + dj2 − 1 ∀(j1, MS, j2) ∈ CC (19)

bMj1,s1,j2,s2
+ bMj2,s2,j1,s1

= 1 ∀((j1, s1), (j2, s2)) ∈ CM : s1 6= MS (20)

bMj1,MS,j2,MS + bMj2,MS,j1,MS ≤ 1− dj1 + dj2
2

∀((j1, MS), (j2, MS)) ∈ CM (21)

bMj1,MS,j2,MS + bMj2,MS,j1,MS ≥ 1− dj1 − dj2 ∀((j1, MS), (j2, MS)) ∈ CM (22)

Equation (16) ensures that no machine is assigned to metal separation if it is decided
to be done manually. Equation (17) states that for every job pair and manual step, one
of the jobs should precede the other for that step. Metal separation is handled sepa-
rately in Equations (18) and (19) to address the possibility of automated metal separation.
Equations (20)–(22) do the same for steps carried out by machines, addressing MS sepa-
rately again.

∑
(j,s,m)∈A

qj,s,m = mj ∀(j, s) ∈ T : s ∈ {PS, SH, SC} (23)

∑
(j,MS,m)∈A

qj,MS,m = mj · (1− dj) ∀j ∈ J (24)

∑
(j,RS,m)∈A

qj,s,m = pRSX,Y ·mj ∀X ∈ {B, H}, Y ∈ {S, D}, j ∈ JX ∩ JY (25)

qj,s,m ≤ mj · aj,s,m ∀((j, s), m) ∈ A (26)

Equations (23)–(25) enforce that the sum of the quantities assigned to machines at
a step should add up to the total load. Besides metal separation, re-shredding needs a
separate constraint as well, due to its uncertain nature. Equation (26) allows only assigned
units to process a non-zero quantity for a task.
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3.3.2. Processing Time Constraints

The following constraints set the relation between the starting and completion times
of tasks.

tc
j,IS = ts

j,IS +
mj

cIS
∀j ∈ J (27)

tc
j,MS ≥ ts

j,MS +
mj

cMS
−M · (1− dj) ∀j ∈ J (28)

tc
j,MS ≤ ts

j,MS +
mj

cMS
+ M · (1− dj) ∀j ∈ J (29)

tc
j,CR = ts

j,CR + pCRX,Y ·
mj

cCR
∀X ∈ {B, H}, Y ∈ {S, D}, j ∈ JX ∩ JY (30)

tc
j,s,c ≥ ts

j,s,c +
qj,s,m

cm,j
∀((j, s), m) ∈ A (31)

Inspection and separation is the simplest to address (27), metal separation needs
special attention due to possible automated execution (28), and coating removal has its
own equation as well due to its uncertain nature (30).

A single constraint, Equation (31) sets the difference between completion and starting
time for all tasks that are carried out by machines.

3.3.3. Production Precedence Constraints

The following 5 equations express mandatory production sequencing due to mate-
rial flows.

ts
j,sn
≥ tc

j,sp
∀j ∈ J, (sp, sn) ∈ P : (j, sp) ∈ T ∧ (j, sn) ∈ T (32)

Equation (32) enforces all mandatory production precedence relations in P for all jobs.
Namely, if sp is a predecessor step of sn, then the starting time of sn must be at earliest the
completion time of sp.

ts
j,MS ≥ tc

j,IS −M · (1− dj) ∀j ∈ J (33)

ts
j,CR ≥ tc

j,MS −M · (1− dj) ∀j ∈ J (34)

ts
j,MS ≥ tc

j,SH −M · dj ∀j ∈ J (35)

ts
j,SC ≥ tc

j,MS −M · dj ∀j ∈ J (36)

Equations (33) and (34) handle the case when metal separation is done by a ded-
icated crew, and it must be carried out after inspection and before coating removal.
Equations (35) and (36) address the other case, when the metal separation is done by a
machine, then it must follow shredding and precede screening.

3.3.4. Scheduling Precedence Constraints

The following two constraints express timing constraints that are the results of se-
quencing decisions made by bC and bM binary variables.

ts
j2,s ≥ tc

j1,s −M · (1− bCj1,s,j2) ∀(j1, s, j2) ∈ CC (37)

ts
j2,s2
≥ tc

j1,s1
−M · (3− aj1,s1,m − aj2,s2,m − bMj1,s1,j2,s2

)

∀((j1, s1), (j2, s2)) ∈ CM, m ∈ Ms1 ∩Ms2
(38)

Equation (37) handles sequencing of dedicated crews, while Equation (38) addresses
machine sequencing.

3.4. Objective Functions

As discussed before, two different objective functions are considered here, and each
requires additional variables and constraints to be calculated. Most of these variables are
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fixed or computed, e.g., they do not introduce additional decisions into the model, rather
they are the consequences of the decisions made by the preexisting variables.

3.4.1. Priority Weighted Lateness Minimization

As this objective function intends to minimize the total weighted lateness in the worst
considered case, an alternate timing for each task needs to be calculated. In order to achieve
that, a worst considered scenario versions of ts, tc and q variables need to be defined over
the same domains: t̄s, t̄c, and q̄. The only difference is that the upper limit of t̄s and t̄c

is infinity instead of s · ds
j . These variables represent the starting and completion times,

and the load of machines when coating removal and re-shredding takes longer in the worst
considered case.

To set these variables, Equations (23)–(38) need to be duplicated with the worst
considered case variables instead of the robust case ones.

An additional set of continuous variables, the number of late days of each job needs
to be introduced:

l̄j ∈ Z0,+ ∀j ∈ J (39)

Equation (40) calculates the values for these variables:

t̄c
j,RS ≤ (ds

j + l̄j) · s ∀j ∈ J (40)

Then, the objective function can be defined as:

∑
j∈J

pj · l̄j → min (41)

3.4.2. Electrical Footprint Minimization

To ease the formulation of this objective function, a set for the considered days (in the
robust case) is defined as:

Hj = {da
j − 1, . . . , ds

j + 1} ∀j ∈ J (42)

H = ∪j∈J Hj (43)

An additional binary variable is introduced to indicate whether a machine is turned
on or not on a particular day:

um,d ∈ {0, 1} ∀m ∈ M, d ∈ H (44)

The total energy consumption is the sum of electricity used for processing tasks and
the energy used to start up and shut down machines on active days. This objective can be
expressed as:

∑
(j,s,m)∈A

qj,s,m · em

cm,j
+ ∑

m∈M,d∈H
um,d · wm → min (45)

However, u needs to be computed from t and a variables. In order to do that, an auxil-
iary computed binary variable is introduced to indicate if a machine works on a task at a
given day:

yj,s,m,d ∈ {0, 1} ((j, s), m) ∈ A, d ∈ Hj (46)

If a machine works on at least one task on a day, it must be turned on, as expressed by
Equation (47):

um,d ≥ yj,s,m,d ∀((j, s), m) ∈ A, d ∈ Hj (47)

A machine must work on a task at least as many days as many is needed to process
the assigned quantity:
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∑
d∈H

yj,s,m,d ≥
qj,s,m

cm,j · s
∀((j, s), m) ∈ A (48)

The following constraints ensure that a task does not start on an earlier day or end on
a later one than indicated by the corresponding y variables:

ts
j,s ≥ d · s−M · (1− yj,s,m,d + yj,s,m,d−1) ∀((j, s), m) ∈ A, d ∈ Hj : d > da

j (49)

tc
j,s ≤ (d + 1) · s + M · (1− yj,s,m,d + yj,s,m,d+1) ∀((j, s), m) ∈ A, d ∈ Hj : d < ds

j (50)

ts
j,s ≤ (d + 1) · s + M · (1− yj,s,m,d) ∀((j, s), m) ∈ A, d ∈ Hj : d ≥ ds

j (51)

tc
j,s ≥ d · s−M · (1− yj,s,m,d) ∀((j, s), m) ∈ A, d ∈ Hj : d ≤ ds

j (52)

3.5. Overview of the Mathematical Model

A structural overview of the sets, parameters, and variables used in the proposed
model is illustrated in Table 1. The table details the sets and parameters that are provided
as input data, and the ones that are derived from others. Moreover, it also highlights
the parameters, sets, and variables that are required for the base model or one of the
objective functions.

Table 1. Overview of model notations.

BASE MODEL

Input data sets JB, JH, JS, JD, MMS, MPS, MSH, MSC

parameters da
j , ds

j , mj, cIS, cCR, cMS, cm,j, s, pCRX,Y, pRSX,Y

Derived sets J, M, MRS, SC, SM, S, S̄, P, T, A, CM, CC

Decision variables continuous ts
j,s, tc

j,s, qj,s,m

binary dj, aj,s,m, bMj1,s1,j2,s2
, bCj1,s,j2

PRIORITY WEIGHTED LATENESS MINIMIZATION

Additional input data pj, p̄CRX,Y, p̄RSX,Y

Additional variables continuous t̄s
j,s, t̄c

j,s, q̄j,s,m

discrete l̄j

Objective function ∑j∈J pj · l̄j

ELECTRICAL FOOTPRINT MINIMIZATION

Additional input data Hj, H, em, wm

Additional variables binary um,d, yj,s,m,d

Objective function ∑(j,s,m)∈A
qj,s,m ·em

cm,j
+ ∑m∈M,d∈H um,d · wm

4. Numerical Results

In order to properly test the efficiency of the proposed model, a large number of
tests had to be carried out on instances of varying sizes and structures. While acquiring
single instances can be manageable by monitoring a collection center over a given period,
solving only a handful of these does not show the general usefulness of the model, rather
its functionality on a couple of dedicated use-cases. Existing large-scale information
about waste generation, collection and processing is mostly published as statistical data,
aggregated usually in a yearly fashion [19]. Such data cannot be decomposed into actual
real-life scenarios, but information about the general structure of real-world instances can
be derived from them. Because of this limitation, instances used for testing the model
were randomly generated based on studies about the characteristics and distributions of
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wood waste. Randomly generated instances can turn out to be infeasible, usually in cases
where a greater amount of deliveries arriving around the same time cannot be processed
by their given deadline due to the limited capacity of the available machines. However,
such inputs are also useful for testing purposes to see how efficiently infeasibility can be
reported. Proving the infeasibility of scenarios is not always a trivial task, but it should be
within the capabilities of the model.

Features of the deliveries such as their origin (building or industrial waste, and wastes
from households and collection centers) and type (solid or derived) were determined based
on statistics in [18]. While that study discusses the four origins independently of each
other, we merged them into two groups based on their similarities for the sake of simplicity
and easier presentation. Naturally, the model would function the same way with four
different origins.

The total mass of deliveries was determined based on the potential payloads of
biomass transport trucks [20]. Two different payload ranges were considered. Instances
with a small payload contained deliveries of 19–23 t, that could hypothetically be processed
on their arrival day, while the deliveries of instances with large, 31–49 t payloads could
take more than one day to process. Information of the machines (throughput and energy
use) for the different tasks was based on real machinery [21]. Three machines with differ-
ent properties were available for every machine task, each extra option offering higher
throughput in exchange for more energy use. Only a single crew was provided for each
manual step of the process, and their throughput was intentionally set significantly lower
than that of the machine steps. This resulted in inspection and sorting being the bottleneck
of the scheduling process, as every delivery had to go through this step, and there are no
machine alternatives for it. For this reason, tests were run both with the original 10 t/h
throughput, and with doubling this efficiency.

A large number of tests were performed with optimizing for either one of the objective
functions, or solving the combined bi-objective optimization problem. The proposed model
was solved using Gurobi 9.1 solver for every instance. Tests were run on a PC with an Intel
Core i7-5820K 3.30 GHz CPU and 32 GB memory.

4.1. Single Objective Optimization

The first set of input instances were generated over a one-week horizon. The arrival
day of the deliveries was chosen in a uniformly random way from this period, and the
deadlines were also uniformly random: 1–2 days from arrival for small deliveries and
2–3 days for large deliveries. Various instance sets were generated with delivery numbers
between 5 and 20, and the average running times of instances of the same set are presented
in Table 2 for the slower inspection throughput, and Table 3 for the faster one. Each row
of the tables gives the number of deliveries and delivery size (S—small, L—large) of the
instances group, and provides an average optimization time for a set of 10 randomized
instances in the case of minimizing their lateness or energy use. The optimization time
corresponds to the time needed to either achieve an optimal solution or determine the
infeasibility of the instance under the current parameter settings. A running time limit
of one hour (3600 s) was enforced on the solution process. In some cases, non-optimal
solutions were found within the time limit, these will be explained in detail when discussing
the corresponding tables. Such occurrences are marked with an * next to the average
running time.

In the case of the one-week horizon and a slower inspection throughput, the running
time limit was reached for two inputs of the (15,L) instance set while minimizing energy
use. The instances were infeasible in both cases. However, this infeasibility was found in
under 10 s when optimizing for minimal lateness, so these running times were used when
calculating the energy use average. Results for the (20,L) instances are not provided, as they
were infeasible in every case, because the planning horizon was too small to schedule every
delivery on the available machines.
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Table 2. Average results of a one-week horizon and slower inspection and sorting process.

Deliveries Size Lateness Sol. Time (s) Energy Sol. Time (s)

5 S 0.10 0.15
5 L 0.15 0.55

10 S 1.62 2.21
10 L 1.06 7.23
15 S 2.73 23.20
15 L 9.70 154.24
20 S 2.86 339.56
20 L - -

Doubling the speed of the inspection and sorting step shows a more efficient solution
process, the results of which are presented in Table 3.

Table 3. Average results of a one-week horizon and faster inspection and sorting process.

Deliveries Size Lateness Sol. Time (s) Energy Sol. Time (s)

5 S 0.09 0.13
5 L 0.13 0.49

10 S 0.30 0.46
10 L 0.54 8.62
15 S 1.46 5.35
15 L 38.36 743.70
20 S 7.45 86.17
20 L 979.11 * 1243.16 *

Optimal solutions were found for all instances for the sizes of 5, 10 and 15 deliveries
except for one: in the (15,L) instance set, a single solution reached the time limit, and pro-
duced a non-optimal result with a 2.18% gap. However, while solutions were found for
all instances of the (20,L) instance set, only 5 were optimal when optimizing for lateness,
and 7 were optimal when optimizing for energy. The suboptimal solutions found for the
remaining instances had a greater than 50% optimality gap in every case. As a result, these
are not considered in the averages of Table 3. As bad-quality suboptimal solutions were
found for multiple inputs in this (20,L) instance set, this seems to be the limit of the model
considering the given time limit. Efficient (optimal, or close-to-optimal) solutions were
found for all other problem classes with a short average running time.

The model was tested for larger delivery numbers as well. However, as slower
inspection resulted in infeasible solutions for the (20,L) instances, these larger inputs were
tested over a two-week planning horizon. The instance sets were generated under the same
conditions as the one-week sets. Their average running times can be seen in Table 4 in the
case of slower inspection throughput, and Table 5 in the faster case.

Table 4. Average results of a two-week horizon and slower inspection and sorting process.

Deliveries Size Lateness Sol. Time (s) Energy Sol. Time (s)

20 S 3.59 72.37
20 L 21.59 * 494.32 *
25 S 10.02 113.25
25 L 431.46 * 1655.49 *
30 S 17.23 * 549.61 *
30 L - -

When using the slower throughput for inspection and sorting, two instances in the
(20,L) set did not yield any result in the one hour limit when optimizing for energy.
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However, these instances were shown to be infeasible under 60 s when optimizing for
lateness, so these values were used for calculating the average runtime. Another instance
did not provide an optimal solution in one hour, and the best feasible solution had a
3.79% gap. The (25,L) set had one instance where no optimal solution was found for either
objective function in an hour, but the optimality gap of the best solution was 83.88% and
17.29% respectively. Another three instances only gave optimal solutions for minimizing
lateness, but could only find near-optimal solutions for minimizing energy with 3.65%,
5.69% and 2.57% gaps. One such instance was also present for (30,S), where only a solution
with a 2.33% gap was found in one hour. Two inputs of this set did not yield any results
in the one hour running time limit for either objective function. These inputs were not
considered in the averages. Minimizing lateness for the same instances yielded an optimal
result below 60 s. The instances of the (30,L) set, however, were either all infeasible, of no
solution was found in the one hour limit, so their results are not presented in the table.

Again, transitioning to a faster inspection and sorting throughput provides more
efficient results, which can be seen in Table 5.

Table 5. Average results of a two-week horizon and faster inspection and sorting process.

Deliveries Size Lateness Sol. Time (s) Energy Sol. Time (s)

20 S 1.68 4.80
20 L 9.10 329.92
25 S 5.28 36.56
25 L 144.57 * 2445.34 *
30 S 17.45 776.60
30 L - -

It can be seen from the table that optimal solutions were found for all instances schedul-
ing short deliveries regardless of their problem sizes. In the case of the (25,L) instances,
time limit was reached for a single input when optimizing for lateness. The suboptimal
solution had a 44.06% optimality gap, and it is not included in the average. Time limit
was reached in five cases when minimizing energy consumption for the same instance
set. However, these solutions were much closer to the optimum (with respective gaps of
4.74%, 1.82%, 5.31%, 2.87% and 0.93%), and their running time was included in the average.
Solution of the (30,L) instance set inputs, however, reached the time limit on every occasion,
and while solutions were found, their optimality gap was above 50% in every case. This
clearly shows that this instance set is not solvable in the given time limit, and results are
not presented for this reason.

If the goal is the optimization of a single objective, it can be seen from the above results
that the model can efficiently schedule a big number of smaller deliveries over both a one-
and two-week horizon, and has no problem with larger deliveries up to a certain problem
size. While solutions could not be acquired for some instances in the given time limit,
or their quality was not good enough, this can be remedied with the increase of available
running time for the solution process. The solution of the model is significantly easier
when optimizing for lateness, which was expected due to the added complexity of the large
number of extra binary decision variables in the case of the energy minimization objective.

4.2. Bi-Objective Optimization

In the case of considering both objectives at the same time, a bi-objective optimization
problem has to be solved. One option for this is the augmented ε-constraint method
introduced in [22]. This method yields multiple non-dominated solutions for the problem,
meaning that there is no obvious best solution among them. Such a set of solutions where
one cannot find an improved alternative to any of them is called a Pareto front.

The solutions of this front are achieved by solving a series of optimization problems
based on the original model. First, the lexicographic method is applied: the objectives are
assigned a hierarchical ordering, and the model is solved considering all objectives in this
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order. Two hierarchical optimization problems are solved, one having the lateness objective
on top of the hierarchy, while the other having the energy objective. Using the objective
values of these solutions, the possible value range can be determined for each objective.
This value range is then divided along multiple grid points, and an optimization problem
is solved for every region of this division. The number of problems to be solved depends
on the chosen number of grid points, which acts as a parameter of the ε-constraint method.
Using G grid points will result in G + 1 regions.

Based on the experiences from the single objective cases, bi-objective optimization was
carried out for problem sizes of 5–25 deliveries. Inputs with 5–15 deliveries were generated
over a one-week horizon, while inputs with 20 and 25 deliveries were generated over a two-
week horizon. For each delivery number, 10-10 instances were generated with small and
large deliveries. Bi-objective optimization was carried out for all of these instances using
both 5 and 10 grid points, resulting in 6 or 11 problems to be solved. A time limit of 30 min
(1800 s) was set for the individual solution processes. Instance sets were generated with
both slower and faster inspection and sorting throughput similarly to the single-objective
case. Aggregated results can be seen in Table 6 for the slower, and Table 7 for the faster
throughput. Both tables present the number and size of deliveries in the given instance
set, as well as the number of instances where the solution process was terminated due to
reaching the time limit. For instances where solutions were achieved, the average number
of solutions in the Pareto front and the average required solution time is presented both for
the 5 and 10 grid point divisions.

Table 6. Average bi-objective results with slower inspection and sorting process.

Deliveries Size Limit Reached
Division 5 Division 10

Front Time (s) Front Time (s)

5 S 0 1.20 0.72 1.20 0.89
5 L 0 1.00 1.13 1.00 1.07

10 S 0 1.60 7.43 1.70 11.32
10 L 0 2.10 172.48 2.10 303.07
15 S 0 3.10 46.61 3.20 80.23
15 L 3 3.71 1321.81 3.86 2079.09
20 S 0 3.00 109.42 3.20 181.13
20 L 4 2.50 1331.42 2.67 1981.28
25 S 0 3.10 593.51 3.50 1043.97
25 L 10 - - - -

Table 7. Average bi-objective results with faster inspection and sorting process.

Deliveries Size Limit Reached
Division 5 Division 10

Front Time (s) Front Time (s)

5 S 0 1.10 0.62 1.10 0.70
5 L 0 1.00 0.92 1.00 0.90

10 S 0 1.80 12.44 1.80 18.75
10 L 0 1.40 185.86 1.40 316.93
15 S 0 2.60 50.88 2.80 85.67
15 L 4 3.67 2314.70 4.33 3952.80
20 S 0 2.50 75.03 2.60 118.81
20 L 4 3.83 1809.51 4.17 3213.87
25 S 0 3.40 631.90 3.70 896.69
25 L 10 - - - -

In the case of using the slower inspection throughput, the finer division of 10 grid
points usually produced the same number of solutions for the front than the 5-grid point
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division, or provided at most one additional. However, having 10 grid points leads to an
average of 63% increase in running time for the bigger instances. Instances of the (25,L)
set were not solvable in the given time limit, and solutions are not presented for them as
a result.

Instances with faster inspection throughput behaved similarly to the previous instance
sets. The finer 10-grid point division again produced at most one additional solution
compared to the 5-grid point division with an average of 64% increase in running time for
the bigger instances. There was a notable exception for one instance in the (15,S) set, where
the 10-point division resulted in 9 solutions as opposed to the 6 solutions of the 5-point
division. Instances of the (25,L) set were not solvable in the given time limit, and their
solutions are not presented.

It can be seen from the above tables that efficient bi-objective optimization of the
model is also possible. Multiple non-dominated solutions can be found for the problems in
an acceptable time. Results show that increasing the size of the division from 5 to 10 grid
points usually results in the same number of solutions, or provides only one additional
result. However, this comes at the cost of a significant increase in running time. There
was only a single instance where the finer division provided three additional solutions to
the front.

5. Conclusions

This paper studied the problem of scheduling the machines in a waste wood pro-
cessing facility where the incoming deliveries can come from various sources and have
uncertain compositions. A multi-objective mixed-integer linear programming model was
presented for the problem to provide robust solutions that minimize lateness and en-
ergy consumption. The efficiency of the method was shown on instances with various
sizes, which were randomly generated based on real-world distribution data. Computa-
tional tests showed that the approach can provide mid-term (1–2 weeks) schedules for
25–30 deliveries in under an hour. The bi-objective model allows the consideration of
alternative solutions based on both economic and sustainability factors.

The topic has possibilities for future research. In the current model, a simplified energy
cost function was considered. The approach can be extended with a more detailed energy
model, for example, considering the idle power of machines between tasks during a day,
possibly with additional decisions about when to turn them off. Another possible extension
is to model different operation profiles for machines, which allow more energy-efficient
processing with the expense of slower throughput. To achieve better overall throughput,
the scheduling model could be improved to allow overlap between subsequent processing
steps. Some extensions can be too computationally intensive to solve with an exact MILP
solver, so a metaheuristic solution approach may also be beneficial for future research.
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Abstract: Interpretive Structural Modeling (ISM) is a technique to establish the interrelationships
between elements of interest in a specific domain through experts’ knowledge of the context of
the elements. This technique has been applied in numerous domains and the list continues to
grow due to its simplistic concept, while sustainability has taken the lead. The partially automated
or manual application of this technique has been prone to errors as witnessed in the literature
due to a series of mathematical steps of higher-order computing complexity. Therefore, this work
proposes to develop an end-to-end graphical software, SmartISM, to implement ISM technique
and MICMAC (Matrice d’Impacts Croisés Multiplication Appliquée á un Classement (cross-impact
matrix multiplication applied to classification)), generally applied along with ISM to classify variables.
Further, a scoping review has been conducted to study the applications of ISM in the previous studies
using Denyer and Tranfield’s (2009) framework and newly developed SmartISM. For the development
of SmartISM, Microsoft Excel software has been used, and relevant algorithms and VBA (Visual
Basic for Applications) functions have been illustrated. For the transitivity calculation the Warshall
algorithm has been used and a new algorithm reduced conical matrix has been introduced to remove
edges while retaining the reachability of variables and structure of digraph in the final model.
The scoping review results demonstrate 21 different domains such as sustainability, supply chain
and logistics, information technology, energy, human resource, marketing, and operations among
others; numerous types of constructs such as enablers, barriers, critical success factors, strategies,
practices, among others, and their numbers varied from 5 to 32; number of decision makers ranged
between 2 to 120 with a median value of 11, and belong to academia, industry, and/or government;
and usage of multiple techniques of discourse and survey for decision making and data collection.
Furthermore, the SmartISM reproduced results show that only 29 out of 77 studies selected have a
correct application of ISM after discounting the generalized transitivity incorporation. The outcome of
this work will help in more informed applications of this technique in newer domains and utilization
of SmartISM to efficiently model the interrelationships among variables.

Keywords: interpretive structural modeling (ISM); MICMAC (Matrice d’Impacts Croisés Multipli-
cation Appliquée á un Classement (cross-impact matrix multiplication applied to classification));
Microsoft Excel; SmartISM; VBA (Visual Basic for Applications); reduced conical matrix

1. Introduction

Every discipline is expanding its frontier and multiple disciplinary approaches have
become essential to solve complex problems. This leads to the study of a large number
of constructs of interests simultaneously. These constructs may have been identified in
theory or practice. Warfield [1–4] in the 1970’s developed a technique to establish an
interrelationship model between variables known as interpretive structural modeling
(ISM). The holistic picture of important constructs in the structured form derived from ISM
technique helps the practitioners to solve the problem effectively. This technique is widely
used due to its simplistic procedure and profound value addition in problem solving in
different domains.

477



Sustainability 2021, 13, 8801

ISM helps in representing partial, fragmented, and distributed knowledge into in-
tegrated, interactive, and actionable knowledge. This technique is therefore particularly
useful for the areas that are inherently multidisciplinary, such as sustainability. The dis-
cipline of sustainability ensures the performance in three areas: economic, social, and
environmental, termed as triple bottom line (TBL) [5], while the world undergoes devel-
opment. Additionally, the literature shows the maximum number of applications of this
technique in the area of sustainability.

The search with the quoted keywords of “interpretive structural modeling” on the
single database of Scopus yielded 5184 documents. There is an exponential growth in the
usage of this technique from 2007 onward; prior to this year articles are around 10 each
year starting from 1974. For the year 2007, 46 documents are listed and the numbers are
exponentially increasing each successive year to 1200 documents in the year of 2020. With
around 36% contribution in articles, India is leading the application of ISM, followed by
China, USA, UK, and Iran. Together these five countries contribute around 71% of total
articles. This technique is being used in many disciplines in decreasing order, namely
business, engineering, computer science, decision science, environmental science, social
science, and others.

ISM helps in modeling the variables and brings out the existing interrelationship
structure among them. It helps a group of people or decision makers to debate and share
their knowledge and achieve consensus on the relationships among the variables. The
participants can share their views without any knowledge of mathematical complexity
involved in the underlying steps. A computerized program may automate all the graphical
and algebraic computation and convert their inputs into a pictorial model consisting of
variables along with the relationships among them. The ISM process does not add any
information [6] but brings in structural value [7].

In the same time period of the 1970’s, another technique known as MICMAC (Matrice
d’Impacts Croisés Multiplication Appliquée á un Classement (cross-impact matrix mul-
tiplication applied to classification)) was developed by J. C. Duperrin and M. Godet [8].
MICMAC helps in classification of the variables into one of the four categories, namely
dependent, independent, linkage, and autonomous variables. ISM coupled with MIC-
MAC becomes a strong tool to visualize the structure of variables along with the inter-
relationships between them. ISM is also used in several multi criteria decision making
(MCDM) techniques such as analytical hierarchy process (AHP) [9], analytic network
process (ANP) [10–12], technique for order of preference by similarity to ideal solution (TOP-
SIS) [13,14], decision-making trial, evaluation laboratory (DEMATEL) [15,16], and others.

Implementation of this technique and conduction of brainstorming sessions with
experts in previous studies [17,18] led to identification of some key challenges such as
variables’ identification, selection of decision makers and method of decision making, and
unavailability of end-to-end software for ISM and MICMAC. Furthermore, the literature
shows erroneous applications of steps of ISM such as wrong reachability matrix [19–22],
wrong transitivity calculations [9,13,16,23–37], incorrect level partitioning and wrong
structure of the model [31,38–42], and incorrect addition [11,14,43–48] or reduction [49–52]
of edges affecting the reachability of variables. An error in an earlier step generally leads to
an error in subsequent steps. Similarly, the wrong calculation of transitivity leads to wrong
MICMAC diagrams. Therefore, there exists some important issues in implementation of
this technique, namely identification of variables, decision makers, expertise and experience
of decision makers, method of decision making, and computerization of the steps of ISM.
Previous ISM reviews [53–55] don’t critically analyze the steps of ISM applications in the
articles. Similarly, although some automation of the ISM technique has been provided
earlier [56,57], there does not exist any end-to-end graphical software that may help in
applying this technique and allow the decision makers to focus on sharing knowledge and
iterate the ISM technique until a high-confidence consensus model is arrived at. These
challenges set the objectives of this research as follows:

478



Sustainability 2021, 13, 8801

• Development of SmartISM, a software tool for ISM and MICMAC using Microsoft
Excel and VBA.

• Scoping review of applications of ISM on existing studies to identify application
domains, types and numbers of variables studied, composition of decision makers,
decision making and data collection techniques, and accuracy of ISM application
using SmartISM.

The remainder of the paper is organized into the following sections: literature review,
research methodology, development of SmartISM using Microsoft Excel, results, discussion,
and conclusion.

2. Literature Review

There are numerous studies in the literature that illustrate the ISM technique. They can
be summarized into the seven steps approach with an additional eighth step for MICMAC
analysis, as given in the following subsection. The next subsection illustrates the existing
available automation of the ISM. The last subsection presents some studies that have
reviewed the implementations of ISM.

2.1. ISM and MICMAC Techniques

The interpretive structural modelling (ISM) can be defined as constructs’ directional
structuring technique based on contextual interrelationships defined by domain experts,
utilizing computerized conversion of relations into a pictorial model using matrix algebra
and graph theory. It may be explained in the series of steps as follows, which will assist in
automating all the processes of the ISM technique.

2.1.1. Elements or Constructs or Variables

Identification of elements or constructs of the subject being studied is the most im-
portant of all activities. Similarly, the establishment of their definition along with the
theoretical boundaries or scope is very critical. Elements must be explained with the
details of their definition, objectives, and possible indications or measurements. These
elements are generally identified by literature review, expert opinions, and/or surveys.
Some of the unique approaches have been use of thematic analysis [58], upper echelon
theory [11], contingency theory [59], content analysis [52], strengths, weaknesses, opportu-
nities, and threats (SWOT) analysis [30], idea engineering workshop [40,60], and Delphi
technique [37,61]. One study [42] has defined the source, understanding, and interpretation
for each variable.

2.1.2. Decision Makers (DMs)

DMs play a very significant role in ISM as the whole process and outcome are depen-
dent upon their input. There are three important aspects for the selection of a group of
DMs such as size, expertise, and diversity. The group of DMs should be representative
of all of the stakeholders in the domain of the problem. They should have sound expe-
rience of domain and expert level knowledge of variables being studied. The literature
shows the number of DMs ranging between 2 [62,63] to 120 [64] with a median value
of 11, and very few studies [16,30,41,65] have taken DMs from academia, industry, and
government together.

2.1.3. Structural Self-Interaction Matrix (SSIM)

Elements or constructs are interrelated with one of the four relations such as x influ-
ences y, y influences x, x and y mutually influence each other, or x and y are unrelated.
These relations are almost universally represented by ‘V’, ‘A’, ‘X’, and ‘O’ characters re-
spectively in the SSIM. These relationships are assigned by DMs based on contextual
relationships during pairwise comparison on variables. The number of comparisons is nC2
(mathematical combination), where n is the number of variables in the domain of study.
Finally, an n by n matrix is formed with nC2 cells filled with A, V, X, and O symbols and
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the remaining cells are blank. Most studies have used these standard symbols except few
such as [35]. As this is the basic matrix and required for all other steps therefore has been
documented in most of the studies except few such as [15,66].

2.1.4. Reachability Matrix (RM) and Final Reachability Matrix (FRM)

RM is the representation of SSIM in binary form. V, A, X, and O symbols of SSIM are
replaced with 1, 0, 1, and 0, digits respectively. At their transposed positions by row with
column and column with row, 0, 1, 1, and 0 digits are placed, respectively. The constructs
are assumed to influence self, so ones are placed at the diagonal positions. The resultant
RM is checked for transitive relations. Transitivity is the basic assumption in the ISM such
as if variable x influences y and y influences z then x will influence z transitively. This is
second-order or two-hop transitivity whereas generalized transitivity means x is related to
z through one or more variables. The transitive relations hence identified are represented
in the RM with 1*s to distinguish from original 1s and the resulting matrix is known as
FRM. FRM also consists of driving and dependence powers of each variable by counting
1s and 1*s in rows and columns respectively. Very few studies mention usage of some
software for transitivity calculations such as [56,57]. However, one of the most frequent
reasons for incorrect ISM calculations have been wrong transitivity calculations, such as in
studies [9,13,16,23–37]. Therefore, this study proposes the use of an established Warshall
algorithm [67] for transitivity calculations.

2.1.5. Level Partitioning

This is a very important step to develop the hierarchical directional structure among
the variables. Reachability, antecedent, and intersection sets are derived for all the variables
from the FRM. For a specific variable, a reachability set consists of itself and all the variables
it influences, and an antecedent set consists of itself and all the variables influencing it.
Thereafter, the intersection set of reachability and antecedent set is calculated. Variables
having the same reachability and intersection sets are given the top rank and are removed
for the next iteration and the process is repeated until all variables are ranked. Some studies
such as [31,38–42] in the literature had incorrect leveling for variables.

2.1.6. Conical Matrix (CM) and Digraph

CM is row and column wise ordered FRM based on ranks or levels of variables
identified in the level partitioning step. Further the levels of each variable are also recorded
at the end of row and column in CM. This matrix helps in drawing the digraph to get
the first visual output of the hierarchical directional structure of variables. Circular nodes
are drawn with variable numbers. Further they are connected with directional edges
based upon 1s or 1*s in the CM between pairs of variables. Fewer studies have mentioned
CM and digraph [12,20,27,35,65,68–70], as the digraph resembles the final model with a
lesser number of edges. The importance of the digraph further goes down in automatic
calculation of transitivity.

2.1.7. Reduced Conical Matrix (RCM) and Final ISM Model

Digraph is converted into a final model by replacing the node numbers with names
of the variables and representing nodes in the rectangular shapes. Moreover, efforts are
made to remove maximum edges from digraph while maintaining the levels and structure
of variables and reachability of variables. This is done to improve the readability of the
final model. Several studies have committed mistakes at this step either by adding extra
edges [11,14,43–48] or omitting edges [49–52] that have affected the reachability of the
variables. Therefore, a new algorithm, reduced conical matrix (RCM), has been devised to
remove maximum possible edges without affecting structure and reachability of variables,
as explained in the fourth section. This RCM is used for making the final ISM model. The
final model may further be subjected to validations by different means such as review by
DMs, interviews from different sets of participants, or statistical validations.
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2.1.8. MICMAC

MICMAC (Matrice d’Impacts Croisés Multiplication Appliquée á un Classement
(cross-impact matrix multiplication applied to classification)) in the simplest terms is a
variable classification technique. Variables are mapped onto a two-dimensional grid based
on their dependence and driving power values, represented on horizontal and vertical
axes respectively. The range of these values is between 1 and total number of variables and
the axes are bifurcated at mid-points, resulting in four quadrants numbered anti clockwise.
These quadrants classify variables into autonomous, dependent, linkage, and independent
categories. The autonomous variables are not connected with the remaining system of
variables whereas linkage variables are sensitive and strongly connected with independent
and dependent variables. The final hierarchical ISM model coupled with the MICMAC
analysis greatly improves the understanding of variables. Therefore, most studies have
carried out MICMAC analysis except few such as [19,39,47,71,72].

2.2. Implementation of ISM

As originally proposed by Warfield [1–4], the ISM requires its steps to be executed with
the assistance of a computer [6]. Some of the more recent studies demonstrate specialized
software or routines being developed for ISM. The article [56] mentions the development
of the ISM software package in R software. This software package takes the SSIM input in
the comma separated (.csv) excel file and provides two outputs in excel file format, namely,
“ISM_Matrix” for FRM step to incorporate transitivity calculations and “ISM_Output”
for partitioning step to identify the levels of the variables. Similarly, some studies such
as [57] have used MATLAB software to calculate the FRM and partitioning steps. The
previous studies have attempted to automate FRM and partitioning steps, leading to
partial automation of ISM. As pointed out earlier in absence of automation, the final model
may introduce errors in edges regardless of correct FRM and leveling, leading to wrong
reachability of variables. Further, having all the steps being carried out automatically
shows the prompt results to researchers and decision makers for further possible iterations.
Therefore, there exists a need to develop an end-to-end graphical software to implement
ISM and MICMAC and identify the required algorithms for it.

2.3. Assessment of ISM Applications

The ISM technique is being applied in a range of domains [53–55]. The review arti-
cle [54] provides 10 different application domains for ISM. It further provides additional
parameters such as integration with other MCDM approaches. Similarly the review ar-
ticle [55] identified ISM applications in 14 domains without industry or organizations,
20 industrial sectors, and 4 other areas. Furthermore, among other characteristics, it men-
tions integration with other MCDM approaches, and the presence of constructs for cost
and/or quality. These reviews haven’t focused on operationalization of ISM technique.
Therefore, there exists a gap to identify the methodology of steps of applications of ISM in
the existing articles such as nature and number of variables, compositions of DMs, decision
making and data collection techniques, and accuracy of ISM results.

3. Research Methodology

This study addresses two objectives, firstly the development of SmartISM for the
implementation of ISM, as explained in the following section. The second objective is the
scoping review of literature to identify the scope of ISM and MICMAC applications and
the assessment of applications of ISM using SmartISM tool. For the scoping review the
five-step framework of Denyer and Tranfield (2009) [73] has been adopted as explained in
the following paragraphs, Figure 1. The review process also generated the data necessary
for the assessment of application of ISM using SmartISM.
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Figure 1. Research Methodology.

Step I: Question formulation: Formulating questions requires identification of context,
interventions, mechanisms, and outcomes. In this study, context is considered to be
domain, and decision makers; interventions are variables of interest in problem domain;
mechanisms are techniques for data collection from DMs; and outcomes are the ISM
outputs and MICMAC diagram. In essence there will be the following research questions
that will help in addressing the second objective of this study.

• What are the different domains and sub-domains of ISM applications?
• What are the different types and numbers of variables being studied?
• What are the compositions of DMs in different studies?
• What are the different decision making and data collection techniques?
• How accurate has been the application of ISM technique, using SmartISM?

Step II: Locating Studies: As the ISM based studies are huge, only quality sources
were considered, rather than an exhaustive search. As per the objectives, articles that had
significant discussion and documentation on ISM application as mentioned in Step I were
needed. As defined earlier, the steps of ISM are structural self-interaction matrix, initial
and final reachability matrix, level partitioning, conical matrix, digraph, and final model.
It was observed that an article going into the details of level partitioning had sufficient
demonstration of ISM. Therefore, “Interpretive Structural Modeling” + partitioning key-
words were used on ScienceDirect database and it resulted in 300 articles up to the year of
2021, of which 291 belonged to review and research articles.
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Step III: Study selection and evaluation: These articles were further perused for the
relevance to present study and classified into different groups such as definition only,
other techniques, no partitioning, non-related, incomplete outputs, and desired study.
As the articles were growing nonlinearly each year, therefore, after the year of 2017, a
random selection of five articles was preferred to keep the dataset manageable. It resulted
in 77 articles in the desired study group that were considered further in this study.

Step IV: Analysis and Synthesis: This step has two components: first the analysis of
articles for context, interventions, and mechanisms was performed, as explained in step
one, by extracting relevant information as shown in Table 2. Second was the extraction of
SSIM from the 77 selected articles to reimplement the ISM technique using SmartISM. The
results from the SmartISM were compared with the outcomes illustrated in the article for
SSIM, RM, FRM, LP, CM, digraph, final model and edges in the final model, and MICMAC
and the variations are summarized in Table 3.

Step V: Reporting and using the results: Results of analysis and synthesis are reported
in results and discussion section. They have been provided in a fashion that will assist in
informed-adoption and application of ISM and MICMAC, and utilization of SmartISM for
academicians, practitioners, and policy makers alike.

Articles’ Details

Articles’ publication years range from 2005 to 2021. As the articles are increasing
non-linearly, therefore 2017 onwards only five articles were randomly chosen for each
year. The publication sources having two or more articles have been shown in Table 1.
Journals in the area of sustainability have the maximum number of articles. Journal of
cleaner production had published 18 articles out of 77 selected articles.

Table 1. Publication sources for two or more articles.

Publication Title 2005 2007 2008 2009 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 Total

Journal of Cleaner Production 2 2 5 3 1 3 1 1 18
Renewable & Sustainable Energy Reviews 1 1 1 2 5

Resources, Conservation and Recycling 1 1 1 1 1 5
Resources Policy 3 1 4

Procedia Social and Behavioral Sciences 3 1 4
Procedia Engineering 1 1 2

Journal of Environmental Management 1 1 2
Computers & Industrial Engineering 1 1 2

Telematics and Informatics 1 1 2
International Journal of Production Economics 1 1 2

Sustainable production and consumption 1 1 2
Technological Forecasting and Social Change 1 1 2

Miscellaneous Sources with 1 article 1 2 1 1 3 5 1 3 1 2 3 4 27

Total 1 1 2 1 2 1 5 9 11 10 14 5 5 5 5 77

4. Development of SmartISM Using Microsoft Excel

Microsoft Excel provides an excellent environment for graphical representation and
modelling of virtually any conceptual framework of any discipline. It has some important
features such as cellular addressable input sheets, interactive output, vector graphic objects,
integral atomic access of data in multiple ways, many inbuilt data processing functions,
backend VBA (Visual Basic for Applications) interface to code any logic or algorithm,
mechanisms for development of event driven interfaces, ubiquitous tool and ease of use,
and widespread ecosystem of support and training. Hence it makes a natural choice for
practitioners, decision makers, and researchers to develop their problem-solving models in
Microsoft Excel. Its applications in business statistics and decision making are widely docu-
mented. Following are some advanced applications of MS Excel in different domains such
as Genetic Analysis [74], Finite Element Analysis in Engineering [75], and Pharmacokinetic
Pharmacodynamic fields of Pharmacology [76]. On the flip side it has a drawback to sup-
port multiple real-time concurrent users. This section explains the functions and features
of VBA to develop SmartISM, an end-to-end graphical software to automate processes of
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ISM and MICMAC with the help of pseudo codes. Additionally, the demonstration video
for SmartISM has been attached as a Supplementary Material, see Video S1.

Firstly, the SSIM matrix defined by DMs is entered in Excel, and serves as the basic
input for other steps of ISM. For n variables, the size of SSIM will be n by n. DMs will
compare n(n + 1)/2 or nC2 unique pairs of variables and assign one of the relationships
using symbols V, A, X, or O, as explained earlier. Thereafter, eight VBA macros will derive
matrices of RM, FRM, CM, and RCM; level partitioning; and draw diagrams of digraph,
final model, and MICMAC. RM is a binary form of SSIM using conversion rules for V, A,
X, and O as explained earlier and keeping 1s at the diagonal positions of the matrix, as
described in the following pseudo code. RM also contains the driving and dependence
powers for each variable.

Function RM
//copy the content of SSIM into RM
RM← SSIM
//loops to replace V, A, X and O symbols with 1, 0, 1 and 0, digits; and putting 0,1, 1 //and 0
digits at their transposed positions; and keeping the diagonal elements as 1
For i = 1 To n //n is the total number of elements

For j = 1 To n
If i = j

RM[i][j]← 1
If RM[i][j] = ‘V’

RM[i][j]← 1
RM[j][i]← 0

If RM[i][j] = ‘A’
RM[i][j]← 0
RM[j][i]← 1

If RM[i][j] = ‘X’
RM[i][j]← 1
RM[j][i]← 1

If RM[i][j] = ‘O’
RM[i][j]← 0
RM[j][i]← 0

//count non-zero elements in rows and columns and append to show the driving and
//dependence powers
For i = 1 To n

RM[i][n + 1]← Countif(RM[i][] != 0)
RM[n + 1][i]← Countif(RM[][i] != 0)

The second function FRM requires calculation of transitive relations among variables.
For manual calculation, RM can be visualized as a digraph with variables representing
nodes and 1s in the RM representing the directed edges. By tracing different paths, tran-
sitive relations can be identified. For a large number of variables the process would be
tedious and leads to errors, whereas a simple Warshall algorithm [67] for transitive closure
can be used to automate it. This algorithm results in generalized transitivity if applied
in-place, otherwise it will give second-order or two-hop transitivity. Transitive relations
are marked with 1* in FRM, see the pseudo code for main logic in the following paragraph.
Moreover, the 1s and 1*s are counted in rows and columns to calculate the driving and
dependence powers respectively for each variable.
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Function FRM
//copy the content of RM into FRM
FRM← RM
//block for generalized transitivity (all levels) Warshall algorithm in-place
//start three level nested loop to parse through FRM
For k = 1 To n //n is the total number of elements

For i = 1 To n
For j = 1 To n

If FRM[i][k] = 1 And FRM[k][j] = 1
FRM[i][j]← 1

//putting 1* to differentiate between transitive links identified and links in RM
For i = 1 To n

For j = 1 To n
If FRM[i][j] != RM[i][j]

FRM [i][j]← *1
//block for second-order transitivity (up to second level only) Warshall algorithm
//start three level nested loop to parse through FRM
For k = 1 To n

For i = 1 To n
For j = 1 To n

If RM[i][k] = 1 And RM[k][j] = 1 And FRM[i][j] = 0
FRM[i][j]← 1*

//recount non-zero elements in rows and columns and append to show the driving and
//dependence powers
For i = 1 To n

RM[i][n + 1]← Countif(RM[i][] != 0)
RM[n + 1][i]← Countif(RM[][i] != 0)

The next step is to calculate the ranks of the variables through level partitioning.
A new matrix LP is defined with five columns namely elements (Mi), reachability set
R(Mi), antecedent set A(Mi), intersection set R(Mi)∩A(Mi) and level, and n rows. For a
specific variable Mi in FRM, non-zero cells in the row comprise its reachability set and
their corresponding identifiers are kept in the LP row of the same variable Mi. Similarly,
non-zero cells in the column comprise its antecedent set and their corresponding identifiers
are kept in the LP row of the same variable Mi. The intersection sets are calculated for
all variables and variables having the same reachability and intersection sets are given
first rank. In the next iteration, identifiers of all the ranked variables are removed from
reachability, antecedent, and intersection sets. Again, variables having the same reachability
and intersection sets are given the second rank and iteration continues until all the variables
are ranked. The iteration results may be copied in one Microsoft Excel Sheet.

Function LP
//initiate a matrix LP of size n by 5 to keep element number, reachability set, antecedent //set,
intersection set and levels for each of the n elements; levels will remain empty
For i = 1 To n

LP[i][1]← i
//reachability set R for ith element
For j = 1 To n

If FRM[i][j] != 0
Append jth element to R

LP[i][2]← R
//antecedent set A for ith element

For j = 1 To n
If FRM[j][i] != 0

Append jth element to A
LP[i][3]← A
LP[i][4]← R∩A

485



Sustainability 2021, 13, 8801

//iteration for level calculations, where levels j can go up to n
For j = 1 To n

//remove elements that have levels
For i = 1 To n

If LP[i][5] != Null
For k = 1 To n

Remove ith element from LP[k][2], LP[k][3], LP[k][4]
//assign jth level to elements that have equal reachability and intersection sets
For i = 1 To n

If LP[i][2] = LP[i][4] And LP[i][5] = Null
LP[i][5]← j

//print the jth iteration results
Print LP

Once the variables are ranked, a digraph can be developed easily by positioning the
variables as per their ranks with the help of CM. CM is row and column wise sorted FRM
as per variables’ ranks or levels. Directed edges can be drawn between variables as per
non-zero cells in the CM. Two shape objects Oval and Connector are needed to automate
the drawing of digraph. Positing of ovals needs to be carefully assigned, as there can be
multiple ovals in one level. The simplest way to identify the needed objects in drawing
is to auto record a macro and draw a sample. Afterwards, the macro can be manually
edited and static names of the objects can be made dynamic for easy handling in the loop
structures of VBA. The pseudo codes for the functions for CM and digraph is as follows.

Function CM
//copy the content of FRM into CM
CM← FRM
//add levels from LP to CM for each element at the end of rows and columns
For i = 1 To n //n is the total number of elements

CM[i][n+2]← LP[i][5]
CM[n+2][i]← LP[i][5]

CM.Sort key1: = Range(LP[n + 2][])
CM.Sort key1: = Range(LP[][n + 2]), Orientation: = xlLeftToRight
Function Digraph
//create ovals of size s to represent numbered nodes for each element
For i = 1 To n //n is the total number of elements

Ovals[i]← Shapes.AddShape(msoShapeOval, 0, 0, s, s)
Ovals[i].TextFrame.Characters.Text← i
//define and calculate the position arrays v and h of each rectangle based on
//drawing canvas size, required interspacing between elements as per number of
//elements, elements in each level and any offset needed
Ovals[i].Top← v[i]
Ovals[i].Left← h[i]

//add directed arrows between elements based on edges in CM
For i = 1 To n

For j = 1 To n
If CM[i][j] != 0 And i != j

Shapes.Range(Ovals[i], Ovals[j]).Select
Shapes.AddConnector(msoConnectorStraight, 0, 0, 0, 0).Select
Selection.ShapeRange.Line.EndArrowheadStyle←msoArrowheadOpen
Selection.ShapeRange.ConnectorFormat.BeginConnect Ovals[i], 1
Selection.ShapeRange.ConnectorFormat.EndConnect Ovals[j], 5

The final model represents variable names in the rectangular boxes in place of their
identifiers in ovals and tries to remove maximum possible transitive links from the digraph.
Transitive reduction is a technique to reduce the number of transitive links. Transitive
reduction is complicated, specifically for the directed cyclic graphs, and the algorithm
may even distort the structure of the digraph. Therefore, an algorithm was designed to
develop a reduced conical matrix (RCM) that removes maximum links without changing
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the structure of digraph and reachability of elements. The main logic is to remove incoming
links from second lower-level variables from the CM and results in RCM, see the pseudo
code for the main logic in the following paragraph. RCM was used to draw automated final
ISM model using Rectangle and Connector shape objects, as in the following pseudo code.

Function RCM
//copy the content of CM into RCM
RCM← CM
//start loop to parse through columns
For i = 1 To n //n is the total number of elements

//start loop to parse through row of specific column for lower triangular matrix
For j = i To n
//search for first non-zero row cell whose level is greater than the level of that
//column element

If (RCM[j + 1][i] = 1 Or RCM[j + 1][i] = “1*”) And RCM[j + 1][n +2] > RCM[i][n + 2]
//set the L one higher than the level identified
L← RCM[j + 1] [n + 2] + 1
Break For

//identify the row that has level equal to L
For j = i To n

If RCM[j][n + 2] = L
Break For

//set all the rows starting from identified row in preceding step and below up to n
//as 0
For j = j To n

RCM [j][i]← 0
Function FinalModel
//create rectangles of size s to represent each element with variable text kept in names //array
For i = 1 To n //n is the total number of elements

Rects[i]← Shapes.AddShape(msoShapeRectangle, 0, 0, s, s)
Rects[i].TextFrame.Characters.Text← names[i]
//define and calculate the position arrays v and h of each rectangle based on
//drawing canvas size, required interspacing between elements as per number of
//elements, elements in each level and any offset needed
Rects [i].Top← v[i]
Rects [i].Left← h[i]

//add directed arrows between elements based on edges in RCM
For i = 1 To n

For j = 1 To n
If RCM[i][j] != 0 And i != j

Shapes.Range(Rects [i], Rects [j]).Select
Shapes.AddConnector(msoConnectorStraight, 0, 0, 0, 0).Select
Selection.ShapeRange.Line.EndArrowheadStyle←msoArrowheadOpen
Selection.ShapeRange.ConnectorFormat.BeginConnect Rects [i], 1
Selection.ShapeRange.ConnectorFormat.EndConnect Rects [j], 3

Lastly, a macro was written to draw a MICMAC diagram. The basic input for this
diagram was the dependence and driving powers of variables from FRM. This was the
longest macro as it required many shape objects such as Line, Connector, Rectangle, Oval,
and Textbox. However, it didn’t require any special algorithm to be used. Nevertheless,
logic to initiate, aggregate, and draw different objects based on number of variables, and
dependence and driving powers in a specified space, required careful arrangement.
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Function MICMAC
//draw n + 1 horizontal and vertical lines where n is total number of elements spaced at
//s as per canvas size and number of elements, offset has been skipped for simplification
//and add numbered labels for each line
For i = 1 To n + 1

Shapes.AddLine(0, i*s, n*s, i*s).Line //horizontal lines
Shapes.AddLine(i*s, 0, i*s, n*s).Line //vertical lines
With Shapes.AddTextbox(msoTextOrientationHorizontal, i*s, n*s, 30, 20)

.TextFrame.Characters.Text← i-1
With Shapes.AddTextbox(msoTextOrientationHorizontal, 0, i*s, 30, 20)

.TextFrame.Characters.Text← i-1
//draw middle horizontal and vertical lines that may be of higher weight
With Shapes.AddLine(0, n*s/2, n*s, n*s).Line //horizontal

.Weight← 3
With Shapes.AddLine(n*s/2, 0, n*s/2, n*s).Line //vertical

.Weight← 3
//draw horizontal and vertical arrows to demarcate dependence and driving powers
Shapes.AddConnector(msoConnectorStraight, 0, n*s, n*s, n*s).Select
Selection.ShapeRange.Line.EndArrowheadStyle←msoArrowheadOpen
With Shapes.AddTextbox(msoTextOrientationHorizontal, n*s/2, n*s, 110, 20)

.TextFrame.Characters.Text← “Dependence Power”
Shapes.AddConnector(msoConnectorStraight, 0, n*s, 0, s).Select
Selection.ShapeRange.Line.EndArrowheadStyle←msoArrowheadOpen
With Shapes.AddTextbox(msoTextOrientationUpward, 0, n*s/2, 20, 80)

.TextFrame.Characters.Text← “Driving Power”
//write labels for each quadrant such as autonomous (I), dependent (II), linkage (III),
//and independent (IV) variables
With Shapes.AddTextbox(msoTextOrientationHorizontal, 0, s*n, 130, 40)

.TextFrame.Characters.Text←“I-Autonomous Variables III-Linkage Variables”
With Shapes.AddTextbox(msoTextOrientationHorizontal, s*n, s*n, 135, 40)

.TextFrame.Characters.Text←“II-Dependent Variables IV-Independent Variables”
//place the I to IV (Roman[]) in quadrants in appropriate positions x[] and y[]
For i = 1 To 4

With Shapes.AddTextbox(msoTextOrientationHorizontal, x[i], y[i], 20, 20)
.TextFrame.Characters.Text← Roman[i]

//set dependence and driving in 2-dimensional arrays x and y
For i = 1 To n

x[i][1]← FRM[i][n + 1]
For i = 1 To n

y[1][i]← FRM[n + 1][i]
//aggregate elements with same dependence and driving powers in a 2-dimensional
//array E
For i = 1 To n

If x[1][i], y[i][1] = x[1][i], y[i][1]
Append ith element at E[x[1][i]][y[i][1]]

//place ovals of size o and elements on the grid, offsets have been ignored
For i = 1 To nVar

For j = 1 To nVar
If E[i][j] != Null

Shapes.AddShape(msoShapeOval, i*s, j*s, o, o)
With Shapes.AddShape(msoShapeRectangle, i*s, j*s, 0, 15)

.TextFrame.Characters.Text = E[i][j]

The SmartISM software was extensively tested on studies available in the literature.
For any discrepancy between the reported results in the study and the SmartISM, steps
were manually verified to validate the results of SmartISM, as shown in Table 3. The sample
results of SmartISM for one of the previous studies [77] that had no discrepancy are shown
in Figures 2–5.

488



Sustainability 2021, 13, 8801
Sustainability 2021, 13, x FOR PEER REVIEW  14  of  33 
 

 

Figure 2. Final Reachability Matrix (FRM). 

 

Figure 3. Digraph. 

Figure 2. Final Reachability Matrix (FRM).

Sustainability 2021, 13, x FOR PEER REVIEW  14  of  33 
 

 

Figure 2. Final Reachability Matrix (FRM). 

 

Figure 3. Digraph. Figure 3. Digraph.

Sustainability 2021, 13, x FOR PEER REVIEW  15  of  33 
 

 

Figure 4. Final ISM Model. 

 

Figure 5. MICMAC Diagram. 

5. Results 

This section presents the scoping review answers to the questions described in the 

research methodology section with respect  to domain of  ISM applications, variables of 

study, composition of decision makers, decision making, and data collection techniques, 

as summarized in Table 2. Furthermore, the results of the assessment of ISM technique 

using SmartISM on the selected 77 papers are summarized in Table 3. 

Table 2. Articles’ domain, variables, decision makers and techniques, and ISM and other MCDM approaches. 

S. No. 
Refer‐

ence 

Domain   

(Sub‐Domain) 

Variables 

Descrip‐

tion 

Method of Decision 

Making 

Number of Decision 

Makers 
Techniques 

Figure 4. Final ISM Model.

489



Sustainability 2021, 13, 8801

Sustainability 2021, 13, x FOR PEER REVIEW  15  of  33 
 

 

Figure 4. Final ISM Model. 

 

Figure 5. MICMAC Diagram. 

5. Results 

This section presents the scoping review answers to the questions described in the 

research methodology section with respect  to domain of  ISM applications, variables of 

study, composition of decision makers, decision making, and data collection techniques, 

as summarized in Table 2. Furthermore, the results of the assessment of ISM technique 

using SmartISM on the selected 77 papers are summarized in Table 3. 

Table 2. Articles’ domain, variables, decision makers and techniques, and ISM and other MCDM approaches. 

S. No. 
Refer‐

ence 

Domain   

(Sub‐Domain) 

Variables 

Descrip‐

tion 

Method of Decision 

Making 

Number of Decision 

Makers 
Techniques 

Figure 5. MICMAC Diagram.

5. Results

This section presents the scoping review answers to the questions described in the
research methodology section with respect to domain of ISM applications, variables of
study, composition of decision makers, decision making, and data collection techniques, as
summarized in Table 2. Furthermore, the results of the assessment of ISM technique using
SmartISM on the selected 77 papers are summarized in Table 3.

Table 2. Articles’ domain, variables, decision makers and techniques, and ISM and other MCDM approaches.

S.
No. Reference Domain

(Sub-Domain)
Variables

Description
Method of Decision

Making
Number of Decision

Makers Techniques

1 [43] Sustainability
(Eco-Design) 6 barriers

workshops, seminars,
telephonic enquiries,
and individual and

consensus questionnaire

4 excluding authors ISM and MCDM

2 [15] Sustainability
(Manufacturing)

10 barriers and
10 enablers

two-phase
questionnaire survey

and online survey

10 (5 academic and 5
industry)

DEMATEL-MMDE-
SEM-ISM

Separate analysis for
academic and industry

3 [49] Sustainability
(GSCM) 11 drivers decision team Including experts from

the industry ISM

4 [78] Sustainability
(GSCM) 26 CFS

personal interview,
Likert scale

questionnaire, decision
team

10 (9 industry and 1
government) ISM

5 [16] Sustainability
(E-Waste recycling) 10 barriers brainstorming, and

interviews

10 (6 industry, 1 NGO, 2
government and 1

academic)
DEMATEL-ISM

6 [13] Sustainability
(Healthcare-Waste) 8 factors group decision making industry, academic and

government, 9 for AHP
ISM, fuzzy AHP and

fuzzy TOPSIS.

7 [14] Logistics (Reverse
logistics Provider) 7 factors expert opinion 5 for TOPSIS ISM and fuzzy TOPSIS

8 [60] Energy (Smart grid
technologies) 12 barriers idea engineering

workshop Industry and academia ISM and MICMAC

9 [38] Sustainability
(GSCM) 18 factors face to face interview

using questionnaire
15, (OEM 3, tier-1 5, tier-2

4, tier-3 3) ÌPA, ISM, MICMAC

10 [31]
Sustainability

(Landfill
Community)

12 barriers
expert opinions,

interviews and group
discussions

information not available ISM MICMAC

11 [79] Energy (Solar
Power) 13 barriers workshop 6 (4 industry and 2

academic) ISM MICMAC
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Table 2. Cont.

S.
No. Reference Domain

(Sub-Domain)
Variables

Description
Method of Decision

Making
Number of Decision

Makers Techniques

12 [32] SCM (Food-Waste) 9 challenges consultation 5 (industry and 2
academic)

Exploratory Factor
Analysis, ISM MICMAC

13 [80] SCM
(Humanitarian SC) 12 CSF consultation 7 (3 industry and 4

academic) ISM MICMAC

14 [81] Sustainability
(SSCM) 13 enablers one day workshop 15 or 25 industry ISM MICMAC

15 [82] Business
(Offshoring) 9 elements

consultation and
approval of interviewed

experts

30 (6 each for 5 cases’
development) ISM MICMAC

16 [62] Logistics (Reverse
logistics) 11 barriers consultation 2 (1 industry and 1

academic) ISM MICMAC

17 [77] Energy 13 barriers questionnaire and
communication

4 for questionnaire and 3
for agreement through
communication (mix)

ISM MICMAC

18 [83] HR (OSH) 8 factors discussion for 72 h 5 industry ranking order clustering
ROC, ISM

19 [63] Sustainability
(GSCM)

26 barriers
identification

by more than 5
experts

questionnaire and
discussion

2 (1 industry and 1
academic) ISM MICMAC

20 [33] Sustainability
(GSCM) 20 barriers brainstorming 5 (3 industry and 2

academic) ISM MICMAC

21 [84]
Logistics (3rd party

Reverse logistics
provider)

7 attributes consultation information not available ISM MICMAC

22 [66] Tourism (Tour
Value) 12 enablers brainstorming 7 (4 industry and 3

academic) ISM MICMAC

23 [39] Marketing
(Motivation) 17 motivations laddering interview

52 respondents through
content analysis of

interviews
Content analysis ISM

24 [44]
Supplier Selection
(Corporate social

responsibility)
9 CSR issues

direct meetings,
telephonic inquiries,

and email, and
questionnaire

150 firework industrial
managers from SMEs and
relevant field experts for

variable identification

ISM MICMAC

25 [85] Sustainability
(SSCM)

25 SSCM
practices

questionnaire and
judgement group

45 or more survey
response, consolidation
judgement group of 15

ISM MICMAC

26 [10] Sustainability
(Production) 20 barriers workshop 23 experts ISM ANP

27 [58]

Sustainability
(Green Business

Model in
Construction)

5 barriers
thematic analysis,
semi-structured

interviews
19 ISM MICMAC

28 [34] Marketing (Retail
Brand) 10 factors brainstorming sessions 9 (4 industry and 5

academic) ISM MICMAC

29 [86] Sustainability
(Neighborhoods) 19 barriers interview

15 (10 industry and 5
academic) Divided into 2

nominal groups for
validation

ISM MICMAC

30 [40] Sustainability
(Construction)

8 CSFs for
roads and

bridges, and 10
CSFs for

embarkment

idea engineering
workshop 3 (2 industry, 1 academia) ISM MICMAC

31 [19] IT (E-Commerce
Security) 10 factors 13 semi structured

interview 13 industry Content analysis, ISM

32 [35] Operations
(Maintenance)

8 Maintenance
tools and

techniques
consultation 5 ÍSM MICMAC

33 [36] Operations
(Maintenance) 24 factors discussion information not available ISM MICMAC

34 [45] IT (ERP) 16 CSFs

face to face
communication,

questionnaire surveys
since difficult to gather

them

14 industry ISM MICMA Fuzzy
cognitive maps
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Table 2. Cont.

S.
No. Reference Domain

(Sub-Domain)
Variables

Description
Method of Decision

Making
Number of Decision

Makers Techniques

35 [61] Innovation
(Manufacturing)

11 innovation
enablers (com-
petitiveness)

Delphi technique industry and academia ISM Fuzzy MICMAC

36 [37] IT (Cloud) 16 CSFs Delphi technique from
20 to 16

14 (11 industry and 3
academic) ISM MICMAC

37 [87] Sustainability
(SSCM) 10 enablers

27 survey response
followed by the

telephonic interviews

27 industry survey based
on Fawcett et al. (2014) TISM MICMAC

38 [88] HR (Team) 11 factors expert opinions 14 (10 industry and 4
academic) ISM

39 [89] HR (OHSAS)
9 factors

influencing
safety

expert opinions 25 to 16 industry
responded ISM MICMAC

40 [90] Sustainability
(SSCM) 10 hurdles

decision team rated on
5-point Likert scale and
brainstorming for SSIM

7 (4 industry, 3 academic) ISM MICMAC

41 [91] Energy (Solar) 16 barriers LR and expert opinion None ISM Fuzzy MICMAC

42 [41] National (National
Infrastructure)

13 Indian
Critical

infrastructure
sectors

LR, brainstorming, face
to face interview

30 experts (7 academic, 13
industry, 10 gov.) ISM MICMAC

43 [68] Energy (Biodiesel) 5 risk factors
for ISM

expert opinions through
group discussions

research group of senior
university professors ISM Bayesian network

44 [92]
Sustainability

(Emission trading
system)

15 factors

semi structured
interviews, factors

selected on 4 to 3 votes,
same rule of majority
gives way to minority

for relationship

58 to 10 to 7 experts ISM MICMAC

45 [71] Sustainability
(Remanufacturing) 14 obstacles consultation industry and academia ISM

46 [23] SCM (SCM) 15 factors

2 brainstorming
sessions and verification

by recirculation of
model, 179 survey

response to develop
correlation matrix

5 industry ISM MICMAC

47 [46] Manufacturing 15 factors
340 to 480

self-administered
questionnaires

experts from industry and
academic

questionnaire-based
survey; ISM MICMAC

approach; EFA; CFA
and GTMA

48 [24] SCM (Food SCM) 14 Critical
causal factors Input from experts 13 Indian academics in

phase 1, 12 industry ISM MICMAC

49 [64] Sustainability
(Production) 21 criteria

linguistic preferences
and that concurrently

applies perception
judgment-pretesting of

survey-purposive
sampling method-120

replies

10 researchers then 5
researchers for pre-testing,

For ISM 120 responses

fuzzy set theory and
ISM

50 [25] SCM (Food SCM) 16 causes of
food wastages

Semi structured
interview

Brainstorming
6 (4 industry 2 academic) TISM fuzzy MICMAC

51 [11] Sustainability
(Green IT/IS)

13
psychological

drivers of
motivation

Upper Echelon Theory
(UET) Focus group

discussions Survey for
ANP

10 (2 industry 8 academic) Hybrid ISM -ANP

52 [93]
IT (Building
Information
Modelling)

15 capability
factors for BIM

adoption

the semi-structured
interviews and focus

groups were conducted
and LR

7 industry ISM MICMAC

53 [69] Sustainability
(Reverse logistics)

7 grouped
barriers

Phone consultation and
face to face structured

interview
4 (2 industry 2 academic) ISM MICMAC
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Table 2. Cont.

S.
No. Reference Domain

(Sub-Domain)
Variables

Description
Method of Decision

Making
Number of Decision

Makers Techniques

54 [65] Sustainability
(GSCM)

12 behavioral
factors Opinion of experts 15 (10 industry, 3

academic, 2 government) ISM MICMAC

55 [70] Sustainability
(GHRM) 7 factors

Ability Motivation
Opportunity theoretical
lens Questionnaire and
personal interview Pilot

study from 97
respondents to 7 factors
ISM on 7 factors SEM to

validate model

11 experts listed 42
variables EFA 42 to 32

variables to 7 factors CFA
32 to 24 variables Same 11

experts for ISM

LR, expert opinion to
EFA to CFA to ISM
MICMAC to ISEM

56 [12] Operations (Lean
Manufacturing)

9 antecedents
and critical

success factors

Group discussion for
ANP and pairwise

comparisons, Also, for
identifying 9 factors and

ISM

7 industry

ANP -horizontal
integration of human

ISM- vertical integration
of human

57 [94] IT (SCM) 11 technological
capabilities Brainstorming 3 industry TISM

58 [9]
Supplier

relationship
management (SRM)

10 factors

library survey method-
questionnaire-research

method in this survey is
descriptive and

analytical

managers and the
production heads

leveling the factors
using ISM model
MICMAC, fuzzy

TOPSIS-AHP- ranking
suppliers

59 [72] SCM
(E-Procurement)

14 barriers and
15 benefits

Five-point scale survey
followed by

brainstorming session

8 industry for variable
reduction + 4 academic

for ISM
ISM SEM

60 [20] Sustainability
(SSCM)

32 CSFs of
motivation and
encouragement

32 CSFs were identified
from LR and opinions
of academicians and

industry practitioners

consultation with industry
experts and academic ISM MICMAC

61 [95]
IT (Social

networking sites
(SNS))

12 Factors of
abandoning

usage of SNS

survey on 60 PG
students who have

abandoned the SNS at
least once and

validation by LR

60 students as experts ISM MICMAC

62 [59] Sustainability
(GSCM)

19 influential
factors on the
implementa-

tion

LR, and invoking the
contingency theory

perspective to get 19
factors group discussion

for ISM (4 sessions)

13 Industry ISM MICMAC

63 [47]
Sustainability
(recycling 3D

printing waste)
22 barriers

Interview for
identification of barriers
and 3 experts consulted

for relationships
between barriers

13 (12 industry and 1
academic) ISM

64 [26]
Sustainability

(Green Lean Six
Sigma)

12 enablers

LR, survey and expert
opinion for

identification of
enablers

Not mentioned ISM MICMAC

65 [21]
IT (Building
Information
Modelling)

12 barriers

LR and survey for
identification of

enablers and
semi-structured

interview for
relationships between

barriers

5 industry ISM MICMAC

66 [22] Sustainability (Oil
and gas SSCM) 7 determinants

LR and expert opinion
for identification of

determinants,
individual expert

opinion for
relationships among

determinants

18 (13 industry 5
academic) ISM MICMAC and SEM
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Table 2. Cont.

S.
No. Reference Domain

(Sub-Domain)
Variables

Description
Method of Decision

Making
Number of Decision

Makers Techniques

67 [96] IT (m-commerce) 10 barriers

LR and survey for
identification of

determinants, survey
for relationships among

determinants

Number of participants
not mentioned ISM MICMAC

68 [50] Building energy
performance 16 factors

LR and interview for
identification of factors,

and interview for
relationships

12 industry ISM MICMAC

69 [51]
Quality of
Passenger

interaction process
15 enablers

Report, passengers’
opinion including

authors and
observations for
identification of

enablers, and also for
relationships

Authors opinions ISM MICMAC

70 [52] IT (Cloud
computing) 7 determinants

Content analysis on
interview transcripts of
58 industry people for

identification of
determinants, Group

discussion for relations

Not mentioned ISM MICMAC, AHP
and TOPSIS

71 [27] SC (Lean Sis Sigma) 10 barriers

LR and 10 consultation
sessions with 35 experts

using brainstorming
and focused group
method to identify

barriers and
relationships

35 (industry and
academic) ISM MICMAC

72 [42] Sustainability (CSR) 12 enablers

LR, survey and
interviews for

identification of
enablers and experts’

opinions for
relationships

20 (industry and
academic) ISM MICMAC

73 [28] Automobile
(Electric Vehicle) 12 barriers

LR, expert opinion and
best worst method to

select barriers

10 (7 industry and 3
academic)

ISM MICMAC and Best
worst method

74 [97]
Marketing
(app-based
retailing)

20 factors

LR and survey from
expert for factors
identification and

relationships

33 (30 industry and 3
academic) ISM MICMAC

75 [48] SC (Food loss and
waste) 8 factors

LR and consultation
with experts for factors

selection and
relationships

11 (5 industry and 6
academic) ISM MICMAC

76 [29]
New product

development (time
to market)

19 capabilities
and 5 drivers

LR and expert interview
for identification of

capabilities and drivers
and relationships

14 (8 industry and 6
academic) ISM fuzzy MICMAC

77 [30] Sustainability
(Renewable energy) 13 strategies

LR and SWOT analysis
for strategies

identification and
experts’ opinion for

relationships

5 (2 industry, 2 academic
and 1 government) SWOT ISM MICMAC

SC: Supply chain, SCM: SC management, SSCM: Sustainable SCM, GSCM: Green SCM, SRM: Supplier relationship management, OSH:
Occupational safety and health, IT: Information technology, IS: Information Systems, ERP: Enterprise resource planning, HR: Human
resources, GHRM: Green HR Management, OHSAS: Occupational health and safety assessment series, NGO: Non-governmental organi-
zation, SME: Small and medium scale enterprises, ISM: Interpretive structural modelling, SSIM: Structural self-interaction matrix, AHP:
Analytical hierarchy process, ANP: Analytic network process, TOPSIS: Technique for order of preference by similarity to ideal solution, LR:
Literature review, CSF: Critical success factors, SEM: Structural equation modeling, EFA: Exploratory factor analysis, CFA: Confirmatory
factor analysis; CSR: Corporate social responsibility; SWOT: Strengths, weaknesses, opportunities, and threats.
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Table 3. Assessment of application of ISM using Smart ISM.

S. No. References SSIM RM FRM Partitioning Transitivity Digraph Model Edges MICMAC Remarks

1 [43] Y Y Y Y 2nd Level N Y Varied Y Added extra edge from variable 4
to variable 5

2 [15] N N N N N N N N N No SSIM

3 [49] Y Y Y Y 2nd Level N Y Varied Y Some edges are missed such as
between variable 9 and variable 1

4 * [78] Y Y Y Y 2nd Level N Y Y Y
5 [16] Y Y N N N N N N Y Wrong calculation for transitivity

6 [13] Y Y N N No Level N N N Y
Transitivity not incorporated

though mentioned in the
methodology

7 [14] Y Y Y Y 2nd Level N Y Varied Y Added extra edge from R to I
8 * [60] Y Y Y Y All Levels N Y Y Y

9 [38] Y Y Y N 2nd Level N N Y Y At 8th level one variable is wrong
in model

10 [31] Y Y N N No Level N N N N Didn’t incorporate transitivity
though the concept is mentioned

11 * [79] Y Y Y Y All Levels N Y Y Y

12 [32] Y Y N N All Levels N N N N
Wrong calculation for transitivity,

only two transitive links but shown
more

13 * [80] Y Y Y Y 2nd Level N Y Y Y No transitive links
14 * [81] Y Y Y Y 2nd Level N Y Y Y

15 * [82] Y Y Y Y 2nd Level N Y Y Y Retained some transitive links in
the model

16 * [62] Y Y Y Y 2nd Level N Y Y Y
17 * [77] Y Y Y Y 2nd Level N Y Y Y
18 * [83] Y Y Y Y 2nd Level N Y Y Y Model upside down
19 * [63] Y Y Y Y 2nd Level N Y Y Y

20 [33] Y Y N N N N N N Y

Wrong calculation for transitivity
and for generalized transitivity; all
will be having same dependence

and driving powers with max value

21 * [84] Y Y Y Y 2nd Level N Y Y Y

MICMAC axis interchanged and for
generalized transitivity all will be

having same dependence and
driving powers with max value

22 [66] N N N N N N N N N No SSIM and directly starts
with RM

23 [39] Y Y Y N All Levels N N N N No MICMAC

24 [44] Y Y Y Y 2nd Level N Y Varied Y Added extra edge from variable 6
to variable 9

25 * [85] Y Y Y Y 2nd Level N Y Y Y
26 * [10] Y Y Y Y 2nd Level N Y Y N B2 element wrong on MICMAC
27 * [58] Y Y Y Y 2nd Level N Y Y Y

28 [34] Y Y N N N N N N N
RM and FRM together, one

transitive link skipped between
elements EM and BN

29 * [86] Y Y Y Y All Levels N Y Y Y

30 [40] Y Y Y N 2nd Level N N N N Wrong leveling, one element
missing on MICMAC

31 [19] Y N N N 2nd Level N N N N No MICMAC, one extra wrong
self-relation

32 [35] Y Y N N No Level Y N N N

Transitivity not incorporated
though mentioned in the

methodology, non-standard
relation symbols in SSIM such as F,

R, FR, and X
33 [36] Y Y N N 2nd Level N N N N Wrong transitivity calculation

34 [45] Y Y Y Y All Levels N Y Varied Y Added wrong edges for F12
and F15

35 * [61] Y Y Y Y 2nd Level N Y Y Y No transitivity relations found
36 [37] Y Y N N 2nd Level Y N N N Wrong transitivity calculation

37 * [87] Y Y N Y 2nd Level N Y Y N

Skipped one transitive relation
between 8 and 9, same results for

second-order and
generalized transitivity

38 * [88] Y Y N Y No Level N Y Y Y
Transitivity mentioned but not

included; rest of all the
things correct

39 [89] Y N N N 2nd Level N N N N Wrong transitivity calculation

40 * [90] Y Y Y Y All Levels N Y Y Y Same results for second-order and
generalized transitivity

41 * [91] Y Y Y Y All Levels N Y Y Y
42 [41] Y Y Y N 2nd Level N N N Y No transitive links

43 * [68] Y Y N Y 2nd Level Y Y Y N
44 [92] N N N N N N N N N Non-standard SSIM

45 * [71] Y Y N Y No Level N Y Y N Transitivity not calculated and
no MICMAC

46 [23] Y Y N N 2nd Level N N N N
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Table 3. Cont.

S. No. References SSIM RM FRM Partitioning Transitivity Digraph Model Edges MICMAC Remarks

47 [46] Y Y Y Y 2nd Level N Y Varied Y Extra edges added
48 [24] Y Y N N 2nd Level N N N N
49 [64] N N N N N N N N N Non-standard SSIM, fuzzy ISM
50 [25] Y Y N N 2nd Level N N N N TISM

51 [11] Y Y Y Y 2nd Level N Y Varied N
One extra edge, MICMAC
calculation is correct but

drawn wrong

52 [93] Y N N N 2nd Level N N N N For self-relation X shown in SSIM
whereas RM and FRM not given

53 * [69] Y Y Y Y 2nd Level Y Y Y Y
54 * [65] Y Y Y Y 2nd Level Y Y Y Y For self-relation X shown in SSIM
55 * [70] Y Y Y Y No Level Y Y Y Y Transitivity not included
56 * [12] Y Y Y Y 2nd Level Y Y Y Y
57 [94] N N N N N N N N N Non-standard SSIM

58 [9] Y Y N N 2nd Level N N N N Many mistakes in
transitivity calculation

59 [72] Y Y Y Y 2nd Level N N N N No MICMAC, extra edges
60 [20] Y N N N 2nd Level N N N N RM onwards wrong calculations

61 * [95] Y Y Y Y All Levels N Y Y N MICMAC explained in detail

62 [59] Y N N N 2nd Level N N N N
Partitioning in simulation didn’t

give levels, for self-relation X
shown in SSIM

63 [47] Y Y Y Y 2nd Level N Y Varied N Some extra edges drawn in final
model, no MICMAC

64 [26] Y Y N N N N N N N Wrong transitivity calculations

65 [21] Y N N N All Levels N N N N
Non-standard SSIM, wrong

conversion for relationship between
elements B10 and B08 in RM

66 [22] Y N N Y All Levels N Y Y N in SSIM for CGLC, self-influence is
considered wrong and assigned 0

67 * [96] Y Y Y Y 2nd Level N Y N Y Digraph is not mentioned

68 [50] N N Y Y All levels N Y Varied Y
Adjacency matrix to represent RM,
one edge F6 to F1 from adjacency

matrix is not drawn

69 [51] Y Y Y Y All Levels N Y Varied Y Some edges are missed such as
between NWFOB and AEPE

70 [52] Y Y N Y No Level N Y Varied Y

1 in SSIM for self-relation,
transitivity not included although

concept is discussed; some
reachability edges missed such as

C6 to C1

71 [27] Y Y N Y 2nd Level Y Y Y N
5 transitive links missing in 2nd
level transitivity and 6 missing

from all levels

72 [42] Y Y Y N 2nd Level N N N Y First partitioning iteration is wrong
and incorrectly assigns level 1 to E4

73 [28] Y Y N Y All levels N Y N N
One transitive link between B1 and

B12 is missed out; B1 is wrongly
placed in MICMAC diagram

74 * [97] Y Y N Y No Level N Y Y N
All 3 transitive links missing,

although the concept is mentioned;
Wrong MICMAC

75 [48] Y Y Y Y All levels N Y Varied Y One extra edge between F1 and F4
that changes the reachability

76 [29] Y Y N N 2nd Level N N N N

X for self-relation in SSIM, missing
transitive link between T14 and T19,

self-interaction between for T17
missing, Wrong transitive link

given between T19 and T6

77 [30] Y Y N N All Levels N N N N
Many mistakes in transitivity

calculations such as between S5
and S13

* All SmartISM reproduced results similar to articles’ ISM process results with varied transitivity considerations. Y: SmartISM reproduced
results similar to articles’ ISM process results, N: SmartISM reproduced results not similar to articles’ ISM process results, Varied: edges in
the final model varied, although the hierarchical structure of variables may or may not be correct. ISM: Interpretive structural modelling,
TISM: Total ISM, SSIM: Structural self-interaction matrix, RM: Reachability Matrix, FRM: Final RM, MICMAC (Matrice d’Impacts Croisés
Multiplication Appliquée á un Classement (cross-impact matrix multiplication applied to classification)). Some variables code such as
B2, EM, and BN have been given in the table for their description, refer to the articles. Symbol X in SSIM means both variables mutually
influence each other.

5.1. Domain of Study

ISM is being applied in numerous fields such as sustainability, social sciences, manage-
ment, engineering, and information technology. The results show 21 different domains, with
highest studies in sustainability (32), supply chain and logistics (13), information technology
(9), energy (5), human resource (3), marketing (3), and operations (3) (Table 2). Within sus-
tainability, the highest studies are in the area of green supply chain management (GSCM)
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and sustainable supply chain management (SSCM) with seven studies each followed by
two studies in construction [40,58] and several other areas such as e-waste recycling [16],
healthcare waste [13], recycling 3D printing waste [47], green IT/IS [11], among others. In
the area of supply chain and logistics, studies have focused on supplier relationship [9]
and selection [44], food SCM [24,25], e-procurement [72], and reverse logistics [14,62,84],
among others. In the field of information technology studies are conducted in the areas of
building information modeling [21,93], cloud computing [37,52], e-commerce security [19],
m-commerce [96], enterprise resource planning [45], supply chain management [94], and
social networking sites [95]. Energy domain studies were in the area of bio-diesel [68],
smart grid technologies [60], and solar energy [79]. For the human resource domain, two
studies were in the area of occupational health and safety [83,89] and one in team perfor-
mance [88]. The studies in the marketing area focused on motivation [39], retail brand [39],
and app-based retailing [97]. Furthermore, the articles in the area of operations focused
on maintenance [35,36] and lean manufacturing [12]. Some of the innovative areas were
landfill communities [31], emission trading system [92], tour value [66], and quality of
passenger interaction process [51].

5.2. Variables of Study

Most studies focus on enablers or drivers, challenges or barriers, critical success
factors, and influencing or significant elements in the domain of research (Table 2). Other
studies have tried to explore different sets of variables. For example, article [84] has studied
seven attributes of third party reverse logistics; article [39] has studied 17 motivational
factors in the marketing area; article [44] has used 9 corporate social responsibility factors
in the area supplier selection; article [85] has studied 25 SSCM practices; article [35]
interrelated maintenance tools and technique; article [11] explored 13 psychological drivers
of motivation in the area of green IT/IS; article [95] studied the interrelationships between
12 factors for abandoning social networking sites; article [29] studied capabilities and
drivers for new product development; and article [30] studied 13 strategies for renewable
energy. The number of variables being studied ranged from 5 [58] to 32 [20]. Additionally,
some studies explored two types of factors such as 10 barriers and 10 enablers [15] and
14 barriers and 15 benefits [72]. One study gave variables in two applications such as 8 CSFs
for roads and bridges and 10 CSFs for embarkment [40]. These variables are identified
mostly through literature review, experts’ opinions, and/or survey. Some of the unique
approaches used to identify variables are thematic analysis [58], upper echelon theory [11],
contingency theory [59], content analysis [52], best worst method [28], SWOT (strength,
weakness, opportunity, and threat) analysis [30], idea engineering workshop [40,60], and
Delphi technique [37,61].

5.3. Domain Experts or Decision Makers

This is the most crucial step as it provides the input for further steps. There are two
important aspects, namely, selection of decision makers (DM) and method of information
gathering from them. There are three different sets of DMs in the sample studies partic-
ipants from industry, academia, and government. Participants varied from 120 through
survey [64] to 2 [62,63] through group discussion and consultation. The median value of the
total number of participants was 10. Only four studies [16,30,41,65] had taken participants
from all three sectors: industry, academia, and government. While 56 studies had DMs
from industry including others and two studies [51,72] had only academic DMs, 17 studies
didn’t mention the number of DMs.

5.4. Decision Making and Data Collection Techniques

There are two approaches followed for decision making, namely, discourse and survey.
For discourse many techniques have adopted such as idea engineering workshops [40,60],
telephonic enquiries [43,44], group decision making [13,52], personal interview [70,78],
brainstorming [16,33,34,66], laddering interview [39], direct meetings [44], semi-structured

497



Sustainability 2021, 13, 8801

interview [21,58,93] and structured interview [69], Delphi technique [37,61], and focus
group discussion [11,27]. Similarly, for surveys different techniques are as follows: individ-
ual and consensus questionnaire [43], Likert scale questionnaire [78,90], email question-
naire [44], library survey method [9], and self-administered questionnaire [46].

5.5. Assessment of Application of ISM Technique Using SmartISM

The SSIM matrices from all the 77 articles were entered into the developed SmartISM
software and resulted in 77 excel files. Thereafter, for each article results were reproduced
in the SmartISM software buy running the macros in 77 excel files. Variations between
the reported results in the articles and corresponding SmartISM reproduced results were
studied. Due to differences in transitivity incorporation FRM was checked for firstly non-
incorporation of transitivity, followed by two-hop transitivity (second-order) and lastly
generalized transitivity (all levels). In some cases, second order and generalized transitivity
could be same. Furthermore, in case of inconsistency the digraph was manually built and
transitivity was traced before reporting the results. Similarly, the complete process was
analyzed to identify the reasons for the errors in any of the steps. As ISM technique is
sequential, error in one step will cause subsequent steps to be erroneous specially if error
exists in the steps of RM, FRM, and level partitioning.

The results of the assessments are summarized in Table 3 where ‘Y’ means the articles’
calculations match with that of SmartISM and ‘N’ means different results. For each article
SSIM, RM, FRM, level partitioning, digraph, final model, edges in the final model, and
MICMAC diagrams are verified. Three studies [64,92,94] didn’t report standard SSIM and
two studies [15,66] had no SSIM, therefore results were not reproduced for them. Out of
72 remaining studies, 29 studies came out correct on all the parameters and their serial
numbers (S. No.) are marked with stars ‘*’. Of these 29 studies, 25 had either second
level (two-hop or second-order transitivity) or all levels (generalized transitivity), and
four [70,71,88,97] had no transitivity calculations.

The remaining 43 studies with different results from the SmartISM outputs were further
analyzed starting from first the step of SSIM and moving on until the variations were identi-
fied. One study [19] had one wrong self-relation in RM. Three studies [20–22] had incorrect
RM and one article [93] did not provide RM and FRM. Two studies [59,89] didn’t provide
RM, and their FRM didn’t match with the SmartISM output due to wrong transitivity
calculations. Furthermore, eighteen studies [9,13,16,23–37] had incorrect transitivity calcu-
lations leading to variations in FRM. Five studies [38–42] had variations at the fourth step
of level partitioning. One study [31] was checked for level partitioning without transitivity
as it was not considered, and came out wrong in assigning levels to variables. Finally,
12 studies had accurate hierarchical structures of variables in the final ISM model but
variations in the edges that distorted the reachability of variables. Of these 12 studies, eight
studies [11,14,43–48] had some extra edges and four studies [49–52] had some missing
edges in the final model.

In the documentation of application of ISM, only eight studies [12,20,27,35,65,68–70] re-
ported digraph. MICMAC analysis has been used by all studies except five [19,39,47,71,72]
to explain grouping of the variables. Five studies [27,29,59,65,93] have explicitly men-
tioned X and one study [52] has mentioned 1 in the SSIM for variables to represent mutual
self-relation, although it is a basic assumption in ISM therefore, other studies have not
mentioned it.

6. Discussion

The operationalization of the ISM is best to be conducted through software, as there
are tedious calculations such as transitivity, level partitioning, and graphical displays
of digraph, final ISM model, and MICMAC diagram. Moreover, these calculations and
displays need to be iterated until the high confidence model is approved by the experts.
Therefore, this study has explained the methodology to develop MS Excel and VBA based,
end-to-end software, SmartISM for ISM and MICMAC with the help of pseudo codes. For
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incorporating transitivity in FRM, the Warshall algorithm has been used, and a new algorithm
RCM has been introduced for removing edges from variables’ second lower level onwards
without affecting reachability and digraph structure. Further, the demonstration video of
SmartISM has been added as a Supplementary Material, and this tool has been extensively
tested on the existing studies and applied successfully in some of the studies [98–100].

Furthermore, the scoping review shows that the ISM and MICMAC techniques are
being applied in different domains of social sciences, management, engineering, and
technology such as sustainability, SCM, operations, manufacturing, human resource, infor-
mation technology, and many other innovative areas. This technique is also employed in
different multi criteria decision making techniques such as AHP, ANP, TOPSIS, DEMATEL,
etc. There are four important issues that need to be addressed such as variables and their
context, decision makers’ experience and numbers, decision making and data collection
techniques, and utilization of software tools. The nature of variables has been enablers or
drivers, challenges or barriers, critical success factors, strategies, capabilities and drivers,
and influencing or significant elements in the area of study. Their numbers have varied
from 5 to 32 and they have been identified through domain specific literature review, ex-
perts’ opinions, and/or survey. Furthermore, techniques such as thematic analysis, upper
echelon theory, contingency theory, content analysis, best worst method, SWOT analysis,
idea engineering workshop, and Delphi technique are used for variables’ identification.
Similarly, the variables have been explained well to establish the contextual meaning.

Another important aspect is the experts or decision makers, as the whole analysis is
dependent upon their knowledge and experience. There should be representation from
all stakeholders of the domain being studied. In the best-case, experts from academia,
industry, government and regulatory bodies should be selected in the panel of DMs. There
are very few studies such as four in the sample of articles that have had DMs from all the
stakeholders. The number of DMs varied from 2 to 120, whereas in most of the studies
they were 11. Two approaches have been utilized for extracting information from DMs
namely discourse and surveys. The discourse techniques are idea engineering workshops,
telephonic enquiries, group decision making, personal interview, brainstorming, laddering
interview, direct meetings, semi-structured and structured interview, Delphi technique,
and focus group discussion. Survey techniques have used individual and consensus
questionnaires, Likert scale questionnaire, email questionnaire, library survey method, and
self-administered questionnaire.

The SmartISM reproduced results, on the existing studies selected in scoping review,
show that only 29 out of 77 studies had correct calculations with varied transitivity in-
corporation such as no transitivity, second order transitivity, or generalized transitivity.
Wrong transitivity calculation has been the most frequent reason for incorrect ISM results
followed by variations in drawing edges in the final model that affects the reachability of
the variables.

Lastly, five studies didn’t report standard SSIM, which is essential to reproduce the
calculations. Therefore, as a standard practice some minimum outputs must be reported
namely SSIM, FRM, level partitioning (final after all iterations), and final ISM model.
Similarly, MICMAC analysis is also an important and indispensable part of ISM, as all
studies except five have used it for classifying variables into one of the four groups, namely,
dependent, independent, linkage, and autonomous.

7. Conclusions

Human decisions play a very important role in any social or technical system de-
velopment. Domain experts have intricate knowledge on the system and can predict the
contextual interrelationships between the variables of interest in the particular domain.
The interpretive structural modelling technique can assemble their tacit knowledge into
a tangible hierarchical model leading to an enhanced understanding of the subject. This
study has developed a software tool such as SmartISM to implement ISM in an error-free,
user-friendly, and graphical style. In addition to automation of existing routines of ISM,
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the Warshall algorithm is used for transitivity calculations and a new algorithm, reduced
conical matrix, has been introduced to convert the digraph into a final model with lesser
edges while retaining the digraph structure and reachability of variables. Furthermore, the
scoping review of this research will guide practitioners, policy makers, and academicians
in applying this technique in different disciplines in an informed way. It will help in
managing ISM configuration settings such as variables’ selection, composition of decision
makers, decision making, and data collection techniques. The poor results of assessment
of application of ISM technique in the previous studies necessitate the utilization of an
end-to-end software, such as SmartISM, to produce a high confidence final model, explain-
ing the interrelationships between important constructs in the applied domain. To limit
the number of articles in the review process only the ScienceDirect database was used,
and for the last four years articles were randomly selected; therefore, results should be
interpreted accordingly. The future studies will focus on the development of software tools
to apply ISM in conjunction with other MCDM techniques such as AHP, ANP, TOPSIS,
and DEMATEL.

Supplementary Materials: The following is available online at https://www.mdpi.com/article/10
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Abstract: Most people will store smartphone waste or give it to others; this is due to inadequate
waste collection facilities in all cities/regencies in Indonesia. In Yogyakarta Province, there is no
electronic waste collection facility. Therefore, an e-waste collection network is needed to cover all
potential e-waste in the province of Yogyakarta. This study aims to design a collection network to
provide easy access to facilities for smartphone users, which includes the number and location of
each collection center and the route of transporting smartphone waste to the final disposal site. We
proposed an extended maximal covering location problem to determine the number and location of
collection centers. Nearest neighbor and tabu search are used in forming transportation routes. The
nearest neighbor is used for initial solution search, and tabu search is used for final solution search.
The study results indicate that to facilitate all potential smartphone waste with a maximum distance
of 11.2 km, the number of collection centers that must be established is 30 units with three pick-up
routes. This research is the starting point of the smartphone waste management process, with further
study needed for sorting, recycling, repairing, or remanufacturing after the waste has been collected.

Keywords: smartphone waste; collection center; extended maximal covering location problem;
transportation route; mathematical model; tabu search

1. Introduction

Developing countries such as Indonesia currently have the problem of handling large
volumes of electronic waste (e-waste) [1]. It is associated with rapid technological and eco-
nomic developments, leading to the production of a wider selection of electronic products
at more affordable prices [2], thereby increasing public consumption and potential for elec-
tronic waste. The Global E-waste Monitor 2017 Quantities, Flows, and Resources ranked
Indonesia ninth among the global producers of electronic waste, with smartphones being
observed to contribute significantly. It is, however, important to note that the use of smart-
phones started increasing in 2020 due to the emergence of coronavirus, which prompted
people to work and learn from home using online platforms. Records show smartphones
are the technological devices with the highest consumption rate (70%), followed by laptops
and personal computers [3], but there is no appropriate waste management process [4].
This is indicated by the absence of regulations for the collection and transportation of
electronic wastes in Indonesia, with those implemented observed to be limited to informal
initiatives. This, therefore, led to the low ranking of the country in the waste management
system by the United Nations University. This is one of the major differences between
Indonesia and developed countries [5]. A previous study also showed that improper
handling of waste is dangerous for environmental sustainability [6].

About 80% of the materials composing smartphones can be recycled effectively [7].
Smartphones contain valuable materials, such as gold, silver, and palladium [8]. Metals
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in electronic waste, especially smartphones, are present in higher concentrations than in
primary ore found in the ground. As an illustration, 300–350 g of secondary gold can be
extracted from one ton of smartphones, while every ton of soil in ordinary gold mines
only produces 5 g of primary gold [9]. Resource extraction from e-waste is more eco-
nomical than extracting metal ores from the ground [10]. Thus, smartphone recycling
is done because the economic benefits outweigh the costs [11]. Proper management of
e-waste is necessary to reduce the problem of metal scarcity [8]. The potential for smart-
phone waste in Indonesia is quite significant. The total population of Indonesia in 2020
was 270,203,917 people [12]. If 63.53% are smartphone users [13], then the total num-
ber of smartphone users is 171,660,549 people. With an average smartphone lifetime of
4.7 years [14], these users produce 36,523,521 units of smartphone waste per year. When
this waste is appropriately managed, in addition to minimizing the environmental impact,
it can also provide significant economic benefits by producing 5.48–6.39 tons of secondary
gold and saving natural resources.

However, so far, the amount of secondary metal recovered through e-waste recycling
has been limited [15]; this is due to the limited supply of e-waste. A preliminary study
conducted on smartphone users in Indonesia showed that 59% save non-functioning
smartphones; 21% dispose of them; and the rest give them out to other people, sell them,
and use them in other ways. This is because the public does not know what to do with
these items. Meanwhile, Yogyakarta is one of the barometer provinces in Indonesia with an
improper electronic waste management system through the formal channel. According to
previous studies, government drivers are the factor with the most influence on consumers’
intentions to participate in smartphone waste collection programs, followed by facility
accessibility [16]. This means that the government needs to develop and implement a
formal e-waste management system, starting with the e-waste collection process. One of
the alternative electronic waste collection programs applicable to Indonesia is the use of a
dropbox [17], but Yogyakarta Province does not currently have any collection points for
smartphone waste. Therefore, there is the need to provide a convenient collection channel
for the consumers, which is expected to be a major starting point for a formal channel to
waste management in the area.

This study aimed to design a collection channel by determining the number and
location of the collection center facilities followed by a transportation route from the
collection center to the final disposal site. Facility location is related to the finding of a
solution that covers customers using a number of facilities. It is, however, important to
note that covering problems are fundamental facility location problems [18], which are
often categorized as location set covering problems (LSCPs) and maximal covering location
problems (MCLPs). The classic MCLP involves looking for the location of several facilities
on the network in such a way that the population covered can be maximized [19]. Church
and ReVelle first introduced this model in 1973 at a North American Regional Science
Council [20]. The purpose was to maximize the demand covered by a particular service
distance by placing a certain number of distribution facilities [21]. Therefore, customers or
clients are declared covered when they are within a certain coverage distance from at least
one facility [22]. The model is also important in the decision-making of the supply chain
process, making it relatively important for practical use [23].

Several previous studies have used MCLP to design models and approaches in deter-
mining locations. MCLP is used in both the public and private sectors. In the public sector,
it has been applied to determine the spread of an ambulance in emergency services [24],
the location of emergency warning sirens [25], the location of medical equipment sup-
ply centers [26], the location of treatment centers in the event of a disease outbreak [27],
appropriate locations for shelters for those temporarily displaced by floods [28], and the
location of a waste cooking oil collection center [29]. Its use in the private sector involves
determining the location of bank branches [30]. Several researchers have developed MCLPs.
For example, Davari et al. [31] developed a MCLP with fuzzy travel times; Arana-Jiménez
et al. [32] developed a fuzzy MCLP; Vatsa and Jayaswal ([33,34]) modeled a capacitated
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multiperiod MCLP with server uncertainty; and Cordeau et al. [9] introduced the MCLP
algorithm to determine a subset of facilities, maximizing customer requests by considering
budget constraints. A continuous MCLP was also developed by Yang et al. [35] to optimize
a continuous location of the cellular network’s communication centers for natural disaster
rescue. ReVelle et al. [36] also solved the MCLP with heuristic concentration which is used
to determine a prominent case solution to maximum coverage locations with a high cover-
age percentage. Ibarra-Rojas et al. [37] developed a MCLP with accessibility indicators for
when facilities have limited service areas, while Alizadeh and Nishi [38] used the hybrid
covering location problem for strategic and tactical decisions. Alizadeh and Nishi [39]
also developed a multiperiod maximal coverage location problem with different facility
configurations as an extension of the classic MCLP. Zhang et al. [40] addressed the issue of
locating multimodal facilities in emergency medical rescue.

The classical MCLP is used to determine the minimum number of facilities to maximize
the demand covered by a given service distance. The model does not consider costs; it
assumes that the number of facilities is minimal and that the investment costs are also
minimal. Because each alternative location is assumed to have the same investment costs,
it is necessary to develop a model that considers the difference in investment costs between
potential locations. In this study, the collection center to be built is an intermediary facility,
so it is also necessary to consider transportation costs to the final facility. Therefore, in this
study, we develop the MCLP method by considering the investment and transportation
costs, hereinafter referred to as an extended maximal covering location problem (e-MCLP).
With this development, in addition to minimizing the number of facilities, it will also
minimize total costs, including investment costs and transportation costs. Thus, the
developed model is expected to provide an affordable facility location to consumers with a
minimum total investment and transportation costs from the collection center to the final
disposal facility.

The selection of the number and location of the collection centers was followed by
the transportation route scheduling plan from the collection center to the final disposal
site to determine the optimal route for efficient product distribution. It is defined as the
route with the shortest distance and is considered important due to its ability to reduce
transportation costs [41]. The vehicle route optimization problem, however, is known as
the vehicle routing problem (VRP), which was introduced by Dantzig and Ramser in 1959
to solve the problem of gasoline distribution [42]. VRP is a common discrete optimization
problem in transportation and logistics [43]. It is generally an integral part of the vehicle
route with the exact delivery location visited once while all the routes start and end at
the warehouse [44]. VRP focuses on the distribution of goods from the company’s depot
to customers and aims to minimize global transportation costs related to distance, fixed
costs associated with vehicles and balance routes, and the number of vehicles required to
serve consumers [45]. There are three methods of solving VRPs: the exact, heuristic, and
metaheuristic methods [46]. However, the exact method is not applicable to a problem
with a large input size and a limited time.

The methods used in this study include the heuristic and metaheuristic methods. The
heuristic method involved the application of the nearest neighbor (NN) method, which
has been widely used to solve VRP. Solomon introduced it in 1987 based on the idea of
visiting the closest location from every other location visited [47], and it has been observed
to be significantly better and to have more realistic performance in route formation than
other methods [48]. This led to its wide application in solving the traveling salesman
problem [49], determining routes from one city to another [50], designing waste transporta-
tion routes [51], and minimizing travel time and fuel consumption for transportation of
agricultural products [52]. The nearest neighbor method is quite effective in its application
due to its ability to look for consumers based on the closest distance from the vehicle’s last
location. It is, important to note that the nearest neighbor method produces the route with
the shortest distance compared to other heuristic methods [41]. It is also easy to implement
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and execute the algorithm, but it does not guarantee the best resulting solution [53], so in
this study, nearest neighbor was used to determine the initial solution.

This research applied the tabu search (TS) method, an algorithm considered to have
the ability to produce an optimal solution. It was first introduced by Glover [54] based on
the idea that allowing uphill motion helps to prevent the solution from becoming stuck
in local optimal conditions [55]. The strength of this method lies in its flexible memory
structure [54]. This makes its solutions very similar every time it is applied and makes
it better than the other methods, such as simulated annealing and genetic algorithm [54].
Several studies have used tabu searches to solve VRP [56], classical VRP, periodic VRP,
multidepot VRP, site-dependent VRP [57], heterogeneous fleet VRP [58], VRP with discrete
split deliveries and pickups [59], multicompartment VRP [60], heterogeneous multitype
fleet VRP with time windows and an incompatible loading constraint [61], multidepot
open VRP [62], VRP with cross docks and split deliveries [63], VRP with private fleet and
common carrier [57], time-dependent VRP with time windows on a road network [64],
consistent VRP [65], and heterogeneous VRP on a multigraph [66]. Shi et al. [67] also used
the heuristic solution method for the problem of multidepot vehicle routing-based waste
collection and compared the results with the tabu search. Khan et al. [68] presented a
sustainable closed-loop supply chain framework that uses a metaheuristic approach, tabu
search, and simulated annealing. Tebaldi et al. [69] determined the best route to visit a
set of customers, considering vehicle capacity and time constraints. This result underlies
the use of the nearest neighbor approach to obtain an initial solution and the use of the
metaheuristic tabu search approach to determine the final solution.

2. Materials and Methods

This research was conducted in two main stages: determining the number and lo-
cation of collection centers and determining the smartphone waste transportation route.
The location, number, and capacity of collection centers were determined by developing
a maximal covering location problem hereinafter referred to as the extended maximal
covering location problem (e-MCLP). The focus of the MCLP is to minimize the number
of facilities while ensuring all consumers are covered, but the e-MCLP was developed to
consider the costs involved. The model’s objective was, therefore, to minimize the total
costs, including those associated with investment and transportation from the collection
facility to the final disposal site. The costs associated with collecting smartphones are not
as high as those for other large volumes of e-waste, but the developed model can be used
for other types of waste. The reason for choosing this type of waste is because it has a
higher economic value (containing precious metals such as gold, silver, and palladium)
than others, with components that allow up to 80% recycling and a large potential for
smartphone waste. Meanwhile, for now, informal actors dominate the practice of recycling
smartphone waste, which harms the environment. The low collection cost and high eco-
nomic and environmental benefits are expected to motivate the government to implement
the proposed scenario.

The development scenario involves two levels of collection center (CC) facilities,
namely the primary collection center (PCC) and the secondary collection center (SCC).
Consumers collect their waste at PCC. Instead, local governments carry out transportation
from PCC to SCC. Transportation routes are needed in this study because smartphones
are products with small volumes, so the capacity of the collection center is not as large as
vehicle capacity. If one trip only picks up from one PCC, it becomes inefficient because
the vehicle’s utility is low, and transportation costs will be higher due to many trips being
needed. For this reason, it is necessary to consider the route determination in this study.
Routing is expected to increase vehicle utilization and save transportation costs. The output
of determining the transportation route is expected to be an input for local governments to
schedule waste collection.

Yogyakarta, one of the provinces in Indonesia, is located on Java Island and has
an area of 3178.79 km2. It has a municipality and four regencies: Yogyakarta city and
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Gunung Kidul, Bantul, Sleman, and Kulon Progo regencies, with respective areas of 32.5,
1485.36, 506.85, 574.82, and 579.26 km2. These areas contain 14, 18, 17, 17, and 12 districts,
respectively [70], as indicated in Appendix A, for a total of 78 districts. These districts were
used as candidates for primary collection centers (PCCs) in this study. The parameters used
as input in the mathematical model include the distance between the PCCs, the distance
expected by consumers, and the distance from PCC to SCC.

Yogyakarta Province currently has 3 locations serving as final disposal sites (TPAs).
The first is the Regional TPA, commonly called Piyungan TPA in Ngablak, Sitimulyo
Village, Piyungan District, Bantul Regency. It is an integrated waste disposal site created to
serve Yogyakarta City, Bantul Regency, and Sleman Regency [71]. The second location is
Wonosari TPA in Wukirsari, Baleharjo, Wonosari, Gunung Kidul Regency, and the third is
the Banyuroto TPA in Dlingo, Banyuroto, Nanggulan, Kulon Progo Regency. The Piyungan
TPA has the largest capacity and most strategic location among the three, and this makes it
suitable to be used as the secondary collection center (SCC). The candidates for the PCCs
are district offices, which means the distances between PCCs are the same as those between
district offices, and the distance from the PCC to SCC is the distance from the district office
to the TPA Piyungan.

The PCC is provided by the government for consumers in the form of a dropbox,
while SCC is a waste collection point for all the PCCs in a province. For this research, one
SCC was located at the final disposal site in one province while the PCCs were built at
the minimum number required to minimize investment costs incurred but with the ability
to reach all consumers. Further, a survey conducted on smartphone users, with a total
of 325 valid questionnaires, showed the consumers are willing to bring their smartphone
waste to a collection facility with a maximum distance of 11.2 km. This means the PCC
to be established is based on the number of districts to accommodate the interests of the
consumers. Meanwhile, the PCC with the closest distance to the SCC was selected for
this research to accommodate government interests by minimizing transportation costs.
The PCC is located in the district office, a government-owned facility, and this means
it does not require large investment costs since there is no need to procure land and a
building, as only the dropbox needs to be prepared. This collection center has the capacity
to accommodate all the smartphone waste supplies in the area due to the small product
volume. It is important to determine the transportation route to optimize vehicle utility
due to the relatively small volume of waste.

The location and capacity of the PCC were used to determine the transportation routes
by joining the nearest neighbor approach and the tabu search model (NN-TB). The applica-
tion of the NN was initiated from the starting point, which is the depot/SCC, and directed
towards the PCC with the closest distance, which has not been visited due to several
restrictions. The solution obtained at this stage is limited to determining the best route and
the consumers to be served next based on the nearest point to the vehicle’s last location [72].
It has been previously stated that the nearest neighbor algorithm is easy to implement
and execute but does not guarantee the maximum resulting solution [53], and this was
the reason it was used in this study to determine only the initial solution. Afterward, the
tabu search method was used to search for the optimal route. The metaheuristic method is
usually applied to solve combinatorial optimization problems, where the combinations are
usually used to calculate the number of exchanges to be made in each iteration [73]. The
tabu search algorithm is also a mathematical optimization method that guides the iterative
search for solutions by providing tabu status for solutions found [74].

2.1. Collection Center Determination Steps

The parameters used as input in the mathematical model are the distance between
PCC candidates, the distance expected by consumers, and the PCC candidate’s distance
to the final disposal site or secondary collection center (SCC). The distance between PCC
candidates and distances between each PCC and SCC were based on Google Maps. The
distance matrices between PCC candidates and from the PCC candidates to the SCC are
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shown in Appendix B. The distance value is essential to determine the number and location
of PCCs to be built in the area.

The notation used in the mathematical model of e-MCLP is as follows:

Z Total cost
IC Investment cost
TC Transportation cost
m The number of the district (m = 1, 2, . . . , |m|)
k The number of SCC (k = 1)
Xi Supply point i
Xj Point j is selected or not as a PCC

Xj

{
1, j become CCP ∀ j ∈ V
0, otherwise

aij Distance requirements (fulfilled or not)

aij

{
1, distance i to j ≤ D ∀ i, j ∈ V
0, otherwise

D Range (km)
Qj The capacity of PCC at point j
Yi Coverage of smartphone waste supply at point i (covered or not)

Yi

{
1, the point is covered in the PCC at point j ∀ i ∈ V
0, otherwise

Si Supply of smartphone waste at point i

The basic model was developed from the MCLP [75] in the form of e-MCLP, and
its functional objective was to minimize the total cost of the number of facilities to be
established within the range wanted by the consumer, as shown in Equation (1). The costs
considered include those associated with the investment and transportation from PCC
to SCC. Furthermore, the PCC was established in a district office, a government facility,
which means there was no need to invest money in land acquisition. Therefore, the only
investment needed was the procurement of dropbox, and the value is the same for all
candidate locations. It is important to note that the PCC locations selected were those with
the lowest investment costs and closer to the SCC. The decision variable Xj has a value of 1
or 0, where a value of 1 indicates the point j is selected as a PCC and a value of 0 indicates
the point j is not selected as a PC. Dropbox procurement costs are USD 350.37 (USD 1 is
equivalent to IDR 14,270.75), and the dropbox service life is 5 years; using the straight-line
depreciation method, the annual depreciation cost is USD 70.07 per dropbox. Thus, the
investment cost per year is USD 70.07 per dropbox. The vehicle’s fuel consumption is
10 km/L at USD 0.67 per liter; therefore the transportation cost is USD 0.067 per kilometer.

Equations (2)–(6) are constraint functions. Equation (2) is a limiting function that
requires aijXj to be 1, and this means a minimum of one PCC needs to be established within
the range of the consumers’ point. Meanwhile, Equations (3)–(5) state that Xj, aij, and Yi
are binary, while Equation (6) states that the PCC capacity at point j is the accumulation
of the waste supply multiplication at point i by 1 or 0, where 1 means the waste supply
at point i is covered and 0 means it is not covered. Smartphones are, however, usually in
small volume and not too large a supply due to the estimation of lifespan at two years.
Therefore, the PCC capacity value used in this research is 1, which indicates that the entire
waste supply was accommodated.

Min Z = ∑m
j=1 ICjXj + ∑m

j=1 ∑1
k TCjkXj (1)

∑m
i,j=1 aijXi ≥ 1 (2)

Xj ∈ [0, 1] ∀ j ∈ V (3)

aij ∈ [0, 1] ∀ i, j ∈ V (4)

Yi ∈ [0, 1] ∀ i ∈ V (5)
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Qj = ∑m
i=1 YiSi, for every j (6)

2.2. Steps to Determine the Transportation Route

The method used in this research was the nearest neighbor and tabu search (NN-TS)
method, where the results obtained from the nearest neighbor were used as input in the
tabu search. It is important to note that the tabu search was initiated by approaching
a local minimum and noting recent movements in a tabu list that forms an adaptive
memory to explore better solutions, with its size indicating the degree of diversification
and intensification [76]. The mathematical model was, however, first determined before
the calculations, and this was based on several assumptions and limitations, which include
the following: (1) the vehicle has enough capacity to accommodate smartphone waste; (2)
the distance from location j(a) to j(b) is the same as the distance from location j(b) to j(a) due
to symmetry; (3) collection activities to PCCs start from 08:00–16:00 WIB with a rest time of
1 h, and this means the planning time horizon for a day is 7 h; (4) one vehicle visits more
than one PCC but each PCC is only visited by one vehicle; (5) the average vehicle speed is
45 km/h; (6) the loading time at a PCC is 10 min; (7) the unloading and administration time
at the SCC is 30 min. The notation used in the mathematical model of VRP is as follows:

V The set of all vertices with 0 is a SCC {0, 1, 2, . . . , v}
P The set of PCC {1, 2, . . . , p}
E The set of directed ribs {(j(a),j(b)) | j(a),j(b)∈ V, j(a) 6=j(b)}
T The set of trip {1, 2, . . . , t}
C Vehicles {1, 2, . . . , c}
J Total mileage (km)
Dj(a)j(b) Distance from PCC at point j(a) to j(b) (km)
Xt

j(a)j(b)c There is a trip from PCC at point j(a) to j(b) on trip t or not

Xt
j(a)j(b)c

{
1, vehicle c travels from point j(a) to j(b) on the trip t
0, otherwise

dj(a) PCC capacity at PCC at point j(a)
Q Load capacity on a route
Tj(a)j(b) Travel time from PCC at point j(a) to j(b)
St

c Service time (loading–unloading)
Yt

j(a)c There is a load on PCC at point j(a) carried by vehicle c on trip t or not

Yt
j(a)c

{
1, there is a load at point j(a) carried by vehicle c on the trip t
0, otherwise

The objective function of the VRP mathematical model is to minimize the total distance
traveled from the route as shown in Equation (7). The decision variable Xt

j(a)j(b)c has a
value of 1 or 0; 1 indicates the selected route when vehicle c travels from PCC at point j(a)
to j(b) on the trip t, and 0 indicates when the situation is otherwise. Equations (8)–(14) are
constraint functions, with Equations (8) and (9) used to show that the route starts from
and returns to SCC. Equations (10) and (11) state that each PCC is served exactly once on
one route. Hereinafter, the vehicle’s load capacity on a trip is the accumulation of the PCC
capacity served, and its maximum capacity is not exceeded, as shown in Equation (12). This
is because the supply is not large and the product volume is small, which allows the vehicle
to carry the entire supply of smartphone consumers at once. Meanwhile, Equation (13)
shows the vehicles going to the SCC to unload. However, the route completion time was
calculated from the vehicle’s total time plus the service time, which is loading–unloading
time, and observed not to have exceeded the planning time horizon in a day, which is 7 h,
as shown in Equations (14) and (15).

Min Z = ∑j(a)∈V ∑j(b)∈V ∑t∈T ∑c∈C Cj(a)j(b)X
t
j(a)j(b) (7)

∑j(b)∈P Xt
0j(b)c = 1∀c ∈ C (8)
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∑j(b)∈P Xt
j(a)0c = 1∀c ∈ C (9)

∑j(b)∈P ∑t∈T ∑c∈C Xt
j(a)j(b)c∀j(a) ∈ P, j(b) 6= j(a) (10)

∑j(b)∈P ∑t∈T ∑c∈C Xt
j(a)j(b)c∀j(b) ∈ P, j(a) 6= j(b) (11)

Q = ∑j(a)∈P dj(a)Y
t
j(a)c∀t ∈ T, ∀c ∈ C (12)

∑j(a)∈P Xt
j(a)0c = 1∀t ∈ T, ∀c ∈ C (13)

CT = ∑j(a)∈V ∑j(b)∈V ∑t∈T Tj(a)j(b)X
t
j(a)j(b) + ∑t∈T St

c, ∀c ∈ C (14)

CT ≤ 7 (15)

The steps to determine the initial solution using the nearest neighbor method [72] are
as follows:

a. Select the center point as the starting point of transport, which is the SCC in this study.
b. Determine the point with the smallest distance from SCC and move to the PCC point.
c. The last point visited is the starting point; therefore, determine the point with the

closest distance from the point.
d. Repeat the process until the vehicle does not have sufficient capacity for transporta-

tion; but because there is always enough capacity of the vehicle used in this research,
the repetition is conducted until it meets the planning time horizon for a day but
does not exceed it.

e. Drag this point to a line which is called a route with the working hours used as a
constraint to form a freight route.

The Tabu search algorithm used in this study is based on [77,78] and includes the
following steps:

a. Determine solution representation. This is a sequence of nodes where each is only
visible once in the sequence. These nodes represent PCC and SCC.

b. Formulate initial solution formation, S.
c. Determine the neighborhood solution. This is an alternative solution obtained by

moving the nodes such that each move produces a neighborhood solution and the
number of solutions is calculated using the following Equation (16):

C(n,2) =
n!

2!(n− 2)!
(16)

where n is the number of PCCs visited in a route.
d. Create a tabu list. This list contains the moved attribute previously found, and its

length increases with the size of the issue and also corresponds to the number of
PCCs to be visited.

e. Find the best solution, S*.
f. Fix the tabu list.
g. Determine aspiration criteria. This is a method of overturning the tabu status.
h. Determine termination criteria. These are used after all predetermined iterations

have been fulfilled. The number of iterations selected is the same as the number of
points visited because the maximum number of iterations is the same as the length
of the tabu list [79].

3. Results
3.1. Number and Location of Collection Centers

The number and location of the PCCs were determined using the e-MCLP method.
The solver software was used to determine the optimal solution. The calculations showed
that 30 PCCs are to be built as shown in Figures 1 and 2 with a distribution of 1 unit in
Yogyakarta city (Y6), 13 units in Gunung Kidul Regency (G1, G2, G4, G5, G6, G7, G8, G9,
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G13, G14, G15, G16, and G17), 6 units in Bantul Regency (B4, B10, B12, B13, B15, and B16),
6 units in Sleman Regency (S2, S6, S11, S12, S13, and S17), and 4 units in Kulon Progo
Regency (K5, K8, K10, and K12). The selected PCC numbers and locations are shown in
Appendix C.

Figure 1. The output of the solver.

Figure 2. Locatio ns of selected PCCs.

The location chosen for the PCC construction in the city of Yogyakarta is Kotagede
district. Those selected in Gunung Kidul Regency include the districts of Panggang,
Purwosari, Sapto-sari, Tepus, Tanjungsari, Rongkop, Girisubo, Playen, Patuk, Gedangsari,
Nglipar, Ngawen, and Semanu. Locations in Bantul Regency include the districts of
Dlingo, Pandak, Pleret, Sedayu, Sewon, and Pundon while those in Sleman Regency are
Godean, Sleman, Pambanan, Kalasan, Cangkringan, and Berbah districts. Those selected
in Kulon Progo Regency included Lendah, Kokap, Nanggulan, and Kalibawang. The total
accumulated distance from 30 selected PCCs to SCC is 948.7 km with a transportation cost
of USD 126.31 for the scenario of collecting each pick-up from CCS to only one PCC. Since
there are 30 CCPs established, the required annual investment cost is USD 2102.2. The total
population of Yogyakarta in 2020 was 3,842,932 people; if 63.53% are smartphone users, the
smartphone lifetime is 4.7 years, and the average weight of a smartphone is 0.5 kg, then
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the average smartphone waste supply in Yogyakarta per year is approximately 305,176 kg.
Considering the capacity of the dropbox, pick-up should be done once a week, If the waste
collection is done once a week, then the total cost required is USD 8165.07 per year

3.2. The Results of Scheduling the Transportation Route

The nearest neighbor method’s search for initial solutions started with the 7 h obtained
for planning horizon time, a loading time of 10 min for each PCC, and 30 min of unloading
and administration time at SCC. This was followed by the determination of the depot as
the starting location, which is the SCC. The vehicle has the capacity to accommodate the
entire PCC because the supply is not large and the product volume is small; therefore, the
planning time horizon was considered. The next step was the determination of the PCC
with the closest distance, and this was discovered to be Pleret PCC, which has a distance
of 4.3 km from the SCC. The distance matrices between the selected PCCs and from the
selected PCC to the SCC are shown in Appendix D. It is important to note that the retrieval
process was continued to the next PCC when the completion time (CT) was less than or
equal to the planning time horizon but canceled when the completion time was greater
than the planning time horizon. Furthermore, the next PCC was determined based on the
closest distance with the initial steps implemented when it was discovered not to have
been served. It is also important to point out that just one type of vehicle was used.

The number of trips or tours required to make the collection was calculated to be 3
with a total distance of 659.1 km, travel time of 14.65 h, and a completion time of 21.16 h, as
shown in the sequence presented in Table 1. Route 1 had 13 PCCs with a total distance of
193.9 km, travel time of 4.31 h, and completion time of 6.98 h. Route 2 had 10 PCCs with a
total distance of 198.4 km, travel time of 4.41 h, and completion time of 6.58 h. Route 3 had
7 PCCs with a total distance of 266.8 km, travel time of 5.93 h, and completion time of 7.6 h.
It was discovered that Route 3 has a longer travel time than the planning time horizon, and
it was used as an initial solution in the tabu search method with the expectation that it will
improve and provide shorter distances and times for the optimal solution.

Table 1. The initial solution results using nearest neighbor.

Route Picking Sequence

1 SCC→PCC17→PCC1→PCC26→PCC24→PCC23→PCC10→PCC9→PCC15→PCC19→
PCC16→PCC27→PCC18→PCC29→SCC

2 SCC→PCC20→PCC3→PCC2→PCC4→PCC6→PCC5→PCC8→PCC7→PCC14→PCC12→ SCC
3 SCC→PCC21→PCC22→PCC25→PCC11→PCC13→PCC30→PCC28→SCC

The tabu search method was applied using the initial solution calculated from the
nearest neighbor method. Route 1 was found to be SCC–Pleret PCC–Kotagede PCC–Sewon
PCC–Pandak PCC–Bambanglipuro PCC–Sedayu PCC–Dlingo PCC–Playen PCC–Patuk
PCC–Ngglipar PCC–Ngawen PCC–SCC. This was followed by the input of the number
of elements to be searched, which was found to be in accordance with the points to be
visited, i.e., 11 PCCs. The number of neighborhood solutions was later determined using
Equation (14), and 55 lines were recorded. Furthermore, the tabu list length was discovered
to be in line with the number of PCCs to be visited, which was 11 customer locations. This
was followed by the maximum number of iterations, which was recorded to be 11 iterations
in line with the number of PCCs. These steps were repeated for the other routes, and the
determination of the best route produced three routes with a total distance of 602.2 km, a
travel time of 13.4 h, and a completion time of 19.89 h. The time for a shipment was found
to be 3 days. Furthermore, the best sequences for Routes 1, 2, and 3 had total distances of
178.3, 198.3, and 224.5 km; travel times of 3.98, 4.41, and 5.01 h; and completion times of
6.63, 6.58, and 6.68 h, respectively, as shown in Figure 3 and Table 2.
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Figure 3. Collection routes.

Table 2. The final solution results using tabu search.

Route Picking Sequence

1 SCC→PCC1→PCC19→PCC18→PCC29→PCC27→PCC16→PCC17→PCC15→PCC9→PCC10→PCC23→PCC24→PCC26→SCC
2 SCC→PCC12→PCC14→PCC7→PCC8→PCC5→PCC6→PCC4→PCC2→PCC3→PCC20→SCC
3 SCC→PCC13→PCC11→PCC25→PCC22→PCC21→PCC30→PCC28→SCC

4. Discussion

The results showed that the city/regency with the fewest PCCs is Yogyakarta city
due to the short distance between its districts, with the one PCC established in Kota Gede
district being found to have the ability to reach 13 other districts. The farthest is the
Tegalrejo district, which is 9.5 km away, and this is also considered to be within the distance
desired by the consumers. Meanwhile, most of the PCCs were built in Gunung Kidul
Regency due to its large area relative to the other cities and regencies, and this caused
quite a long distance between the districts. The area is 47% of the total area of Yogyakarta
Province, as shown in Figure 2. Therefore, there is a need to build 13 PCCs in the existing
18 districts to cover all consumers, and the remaining 5 will be accessible because they are
less than 10 km from the built locations. For example, Playen PCC covers Paliyan District
while Semanu PCC covers Ponjong and Karangmojo districts. It is also possible for the
waste from Wonosari District to be transported to Playen or Semanu PCC, while Ngawen
PCC covers the Semin district.

This problem, if solved using MCLP as done by Church and Davis [70], Murray [17],
Boonmee et al. [18], and Hartini et al. [26] to minimize the number of collection centers
that must be built, results in the same number of PCCs that must be built as with e-MCLP,
namely 30 PCCs; the number of PCCs established in each city/regency is the same, but
there are several different locations. The comparison of selected CCP locations from each
method is shown in Figure 4. The different locations are Kotagede, Semanu, Berbah, and
Kalibawang when using the e-MCLP method. When using the MCLP method, the selected
locations are Gondomanan, Ponjong, Minggir, and Samigaluh, as shown in Figure 4. The
difference between the four locations will have implications for saving transportation costs
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from PCC to SCC because of the shorter distance, while the investment costs, in this case,
are the same for each selected PCC. Comparison of the distance from PCC to SCC between
the two methods is shown in Table 3

Figure 4. Comparison of the solver output between e-MCLP and MCLP methods.

Table 3. Distance comparison between e-MCLP and MCLP results.

MCLP e-MCLP The Difference in
Distance (km)Selected PCC Distance to SCC (km) Selected PCC Distance to SCC (km)

Gondomanan (Y4) 13.1 Kotagede (Y6) 9.0 4.1
Ponjong (G10) 45.8 Semanu (G9) 39.9 5.9
Minggir (S3) 34.0 Berbah (S13) 9.1 24.9

Samigaluh (K11) 46.6 Kalibawang (K12) 40.6 6.0

Total of difference in distance 40.9

Table 4 shows that the distance between the selected PCCs and SCC is shorter in
e-MCLP than MCLP. This indicates the numbers and locations calculated using the two
approaches were able to accommodate the range expected by the consumers, but e-MCLP
considered the investment costs and the distance between the PCC and SCC, unlike the
MCLP. Therefore, MCLP provided a greater total PCC to SCC distance, which is indicated
by 989.6 km with transportation costs of USD 131.76 when the collection is at only one PCC
and the total cost required per year is USD 8426.27. Meanwhile, e-MCLP provided a shorter
total distance of 40.9 km with 4.13% savings in transportation costs at USD 261.6 per year.

Table 4. Comparison of nearest neighbor and tabu search results.

Route
Nearest Neighbor Tabu Search

D (km) TT (hours) CT (hours) D (km) TT (hours) CT (hours)

1 193.9 4.31 6.98 178.3 3.98 6.63
2 198.4 4.41 6.58 198.4 4.41 6.58
3 266.8 5.93 7.60 225.5 5.01 6.68

Total 659.1 14.65 21.16 602.2 13.40 19.89

e-MCLP is very suitable for PCCs with large waste volumes because vehicle capacity
is filled faster when the volume of waste is large so that there are fewer pick-up points
on one route. When there are fewer pick-up points in one route, the more routes there
will be, and the development of this method is suitable for implementation. This model’s
savings in transportation costs will be felt when the number of routes increases because
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vehicles will depart and return to SCC more often. That is, the closer CCP distance to the
SCC is very beneficial for the vehicle. In this study, the selected location does not affect
the investment cost because each candidate location requires a procurement cost of the
same amount. However, the developed model can accommodate each candidate location
requiring a different investment cost. Later, the selected location will provide a minimum
total cost, including investment and transportation costs.

The best route was determined using the tabu search method to improve the results of
the nearest neighbor. This is in line with the opinion found in [77,80,81] that metaheuristics
are popular optimization problem-solving techniques to overcome the weaknesses of the
heuristic method due to their ability to avoid being trapped in a local optimum solution [82].
The first route was found to be better than the original solution due to its ability to reduce
the distance traveled by 15.6 km and the travel time by 0.33 h, thereby reducing the distance
and travel time by 8%. Meanwhile, the optimal solution in the second route is the same
as the initial solution, but the route completion sequence is reversed such that the first
PCC visited using the nearest neighbor was the last in the tabu search method. This
shows the nearest neighbor method also has the ability to provide the best solution, and
this is in accordance with the findings of [41] that the nearest neighbor method produces
the shortest route compared to other heuristic methods. The NN algorithm was able to
minimize distribution costs [83] and could easily and quickly resolve problems for several
small cities [84]. Furthermore, the initial solution was observed to be infeasible for the third
route because the completion time, which was recorded to be 7.6 h, exceeds the planning
time horizon, which is 7 h. The continuation of the iteration using the tabu search method
changed the initially infeasible solution to feasible as indicated by the shortening of the
completion time (CT) to 6.68 h with a total distance (D) of 225.5 km and a travel time
(TT) of 5.01 h, saving 8.53% of travel time. This means the tabu search was able to reduce
the distance and travel time by 15% as indicated by the 41.3 km and 0.92 h results when
compared to the nearest neighbor method, as shown in Table 4.

The tabu search method was generally able to provide better performance than the
nearest neighbor method. The metaheuristic approach gives better performance results
than the heuristic approach [70]. The results showed the possibility of collecting all the
smartphone waste in Yogyakarta Province using three routes. This can be completed in a
day through the use of three vehicles or in three days through the use of one vehicle. The
total distance required to be covered is 602.2 km with a travel time of 13.4 h and a total
completion time of 19.89 h. This means the tabu search method generally saved 56.9 km
(8.6%) distance and 1.25 h (8.5%) travel time.

Determination of smartphone waste collection routes in the province of Yogyakarta
with one route picking up at several PCC points managed to save a mileage of 346.5 km
compared to one route only picking up at one PCC point and a total of 30 pick-up points.
If the smartphone waste collection is done once a week, this shorter distance can provide
transportation cost savings of USD 2214.39 per year. The area of Yogyakarta Province
is only 0.16% of the territory of Indonesia; if this model is implemented nationally, the
estimated transportation cost savings will be more than USD 1 million.

This research is expected to be the initial framework in formulating e-waste manage-
ment policies for the national formal channel. If this proposal is successfully implemented
in Yogyakarta, it is likely to be implemented in other provinces in Indonesia. The devel-
oped model can also be used for other solid waste collection scenarios. The proposed
e-MCLP model is very suitable for large e-waste because there is no need to proceed to
route determination, considering that the supply from PCC may already meet vehicle
capacity. One trip only picks up from a PCC and then returns to the SCC again. However,
to use the proposed model, it is necessary to consider whether the community is willing
to bring their large size/volume e-waste to the provided PCC. This research is also the
first step in electronic waste management, which will then be followed by the next stage of
management, which includes separation, repair, recycling, remanufacturing, or disposal.

517



Sustainability 2021, 13, 8896

5. Conclusions

Smartphone waste has a high economic value and has great potential. The tendency
of people to store and dispose of smartphone waste is due to the absence of waste col-
lection facilities and government regulations that specifically regulate electronic waste
management mechanisms. With the public’s willingness to bring smartphone waste to a
collection point with a maximum reach of 11.2 km and the benefits that will be obtained,
this is a challenge and an opportunity for the government to design an optimal collection
channel. The design of the collection channel involves consumers as suppliers of electronic
waste, primary collection centers (PCCs), and Secondary Collection Centers (SCC). Due
to the small area of Yogyakarta Province, 1 SCC is sufficient to accommodate the supply
of smartphone waste from all selected PCCs. Based on the results of calculations using
e-MCLP, as many as 30 PCCs should be built, with a distribution of 1 PCC in Yogyakarta
City, 13 PCCs in Gunung Kidul Regency, 6 PCCs in Bantul Regency, 6 PCCs in Sleman
Regency, and 4 PCCs in Kulon Progo Regency. e-MCLP can produce the minimum number
of primary collection facilities required to cover all consumers with the shortest distance
from secondary collection facilities to minimize total costs, including investment and
transportation costs, with a total cost of USD 3617.92 per year.

The best transportation route from PCC to SCC was determined using the nearest
neighbor and tabu search method (NN-TB). The pick-up route starts and ends at SCC, and
the result shows three routes to use in smartphone waste collection. These routes take three
days to complete by using one vehicle or one day using three vehicles with a total time
required of 19.89 h and a distance of 602.2 km.

Further research can expand the study of e-waste with a large volume because the
large volume will affect the willingness of consumers to bring their e-waste and the need
to calculate the capacity of the collection center. This research is expected to be the initial
framework in formulating e-waste management policies for a formal national channel.
Research can also be continued with the design of management following the collection
of e-waste in a final disposal site, such as separation, repair, recycling, remanufacturing,
or disposal.
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B Bantul Regency
CC Collection Center
CT Completion Time
D Total Distance
e-MCLP Extended Maximal Covering Location Problem
e-waste Electronic Waste
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G Gunung Kidul Regency
K Kulon Progo Regency
LSCP Location Set Covering Problem
MCLP Maximal Covering Location Problem
NN Nearest Neighbor
NN-TS Nearest Neighbor and Tabu Search
PCC Primary Collection Center
S Sleman Regency
SCC Secondary Collection Center
TPA Tempat Pembuangan Akhir (Final Disposal Site)
TS Tabu Search
TT Travel Time
VRP Vehicle Routing Problem
Y Yogyakarta City

Appendix A

Table A1. Regencies/Cities and Districts in Yogyakarta Province.

No City/Regency District Code

1 Yogyakarta City (Y) Danurejan Y1
Gedongtengen Y2

Gondokusuman Y3
Gondomanan Y4

Jetis Y5
Kotagede Y6

Kraton Y7
Mantrijeron Y8
Mergangsan Y9
Ngampilan Y10
Pakualaman Y11

Tegalrejo Y12
Umbulharjo Y13
Wirobrajan Y14

2 Gunung Kidul Regency (G) Panggang G1
Purwosari G2

Paliyan G3
Saptosari G4

Tepus G5
Tanjungsari G6

Rongkop G7
Girisubo G8
Semanu G9
Ponjong G10

Karangmojo G11
Wonosari G12

Playen G13
Patuk G14

Gedangsari G15
Nglipar G16
Ngawen G17

Semin G18
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Table A1. Cont.

No City/Regency District Code

3 Bantul Regency (B) Bambanglipuro B1
Banguntapan B2

Bantul B3
Dlingo B4
Imogiri B5

Jetis B6
Kasihan B7
Kretek B8

Pajangan B9
Pandak B10

Piyungan B11
Pleret B12

Pundong B13
Sanden B14
Sedayu B15
Sewon B16

Srandakan B17

4 Sleman Regency (S) Moyudan S1
Godean S2
Minggir S3

Gamping S4
Seyegan S5
Sleman S6
Ngaglik S7

Mlati S8
Tempel S9

Turi S10
Prambanan S11

Kalasan S12
Berbah S13

Ngemplak S14
Pakem S15
Depok S16

Cangkringan S17

5 Kulon Progo Regency (K) Temon K1
Wates K2

Panjatan K3
Galur K4

Lendah K5
Sentolo K6

Pengasih K7
Kokap K8

Girimulyo K9
Nanggulan K10
Samigaluh K11

Kalibawang K12

Appendix B

Table A2. The distance matrice between PCC candidates and from the PCC candidates to the SCC in Yogyakarta City.

Distances (km) Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12 Y13 Y14

Y1 0 3 1.9 2.7 2.8 6.2 4.1 5.3 4.4 3.2 1.9 5.1 4.5 4.3

Y2 3 0 2.7 2.2 2.1 6.9 3 4 5 2.1 2.3 2.9 6 2.5

Y3 1.9 2.7 0 4.6 3 5.5 6.4 7.3 5 5.5 3.8 4.7 4.1 6.5

Y4 2.7 2.2 4.6 0 3.5 5.1 2.4 3.6 3.2 1.6 1.1 4.7 3.3 2.6
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Table A2. Cont.

Distances (km) Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12 Y13 Y14

Y5 2.8 2.1 3 3.5 0 7.9 5.1 4.9 6.6 3 4 1.8 6.3 3.3

Y6 6.2 6.9 5.5 5.1 7.9 0 5.2 5.2 2.8 5.8 4.3 9.5 2.1 6.6

Y7 4.1 3 6.4 2.4 5.1 5.2 0 2.4 3.5 2 2.9 5.1 4.3 2.2

Y8 5.3 4 7.3 3.6 4.9 5.2 2.4 0 3.5 2.7 4 5.9 4.3 2.8

Y9 4.4 5 5 3.2 6.6 2.8 3.5 3.5 0 4.1 2.9 7.6 2 4.9

Y10 3.2 2.1 5.5 1.6 3 5.8 2 2.7 4.1 0 2 3.9 4.2 1.3

Y11 1.9 2.3 3.8 1.1 4 4.3 2.9 4 2.9 2 0 5 2.7 3.1

Y12 5.1 2.9 4.7 4.7 1.8 9.5 5.1 5.9 7.6 3.9 5 0 7.3 3.2

Y13 4.5 6 4.1 3.3 6.3 2.1 4.3 4.3 2 4.2 2.7 7.3 0 5.7

Y14 4.3 2.5 6.5 2.6 3.3 6.6 2.2 2.8 4.9 1.3 3.1 3.2 5.7 0

SCC 14.4 15.5 16.2 13.1 17.2 9 14 13.1 11 14.8 12.5 18.6 10.6 15.5

Table A3. The distance matrice between PCC candidates and from the PCC candidates to the SCC in Gunung Kidul Regency.

Distances (km) G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 G16 G17 G18

G1 0 11.1 19 12.7 35.7 23.9 55.9 51.2 34.2 42.3 38.5 27.9 28.8 35.7 49.4 40.3 50.4 51.6

G2 11.1 0 29 22.7 45.7 33.9 65.9 61.2 44.3 52.3 48.5 37.8 36.5 45.7 59.4 50.3 60.4 61.7

G3 19 29 0 11.8 28.4 17.5 39.5 41.6 17.8 26.8 22 11.4 10 19.3 32.9 23.9 33.9 35.2

G4 12.7 22.7 11.8 0 28.5 16.7 48.7 44 27.1 36.1 31.3 20.7 19.3 28.5 42.2 33.1 43.2 44.5

G5 35.7 45.7 28.4 28.5 0 15.2 22.7 16.3 16.8 25.5 25.3 23.4 31.3 38.2 51.9 34.7 37.2 37.2

G6 23.9 33.9 17.5 16.7 15.2 0 27.6 30.7 20.4 29.2 27.7 17.8 25.7 32.6 46.3 29.1 40.9 40.9

G7 55.9 65.9 39.5 48.7 22.7 27.6 0 15.9 21.7 18.8 26.2 29.2 38.3 45.2 53 41 38.1 38.1

G8 51.2 61.2 41.6 44 16.3 30.7 15.9 0 27.2 30.9 35.7 34.5 43.6 50.2 62.5 46.3 47.6 47.6

G9 34.2 44.3 17.8 27.1 16.8 20.4 21.7 27.2 0 9.1 8.5 7.5 16.6 23.5 35.4 19.3 20.4 20.1

G10 42.3 52.3 26.8 36.1 25.5 29.2 18.8 30.9 9.1 0 8.4 14.4 22.5 29.4 35.3 21.6 20.3 20.3

G11 38.5 48.5 22 31.3 25.3 27.7 26.2 35.7 8.5 8.4 0 10.6 18.7 22.7 28.6 13.3 13.7 13.7

G12 27.9 37.8 11.4 20.7 23.4 17.8 29.2 34.5 7.5 14.4 10.6 0 8.5 15.4 29.1 11.7 23.8 23.8

G13 28.8 36.5 10 19.3 31.3 25.7 38.3 43.6 16.6 22.5 18.7 8.5 0 11.1 24.8 15.7 25.7 31.9

G14 35.7 45.7 19.3 28.5 38.2 32.6 45.2 50.2 23.5 29.4 22.7 15.4 11.1 0 19.6 14.6 24.5 31.4

G15 49.4 59.4 32.9 42.2 51.9 46.3 53 62.5 35.4 35.3 28.6 29.1 24.8 19.6 0 22 16.6 24.3

G16 40.3 50.3 23.9 33.1 34.7 29.1 41 46.3 19.3 21.6 13.3 11.7 15.7 14.6 22 0 10.6 20.6

G17 50.4 60.4 33.9 43.2 37.2 40.9 38.1 47.6 20.4 20.3 13.7 23.8 25.7 24.5 16.6 10.6 0 8.6

G18 51.6 61.7 35.2 44.5 37.2 40.9 38.1 47.6 20.1 20.3 13.7 23.8 31.9 31.4 24.3 20.6 8.6 0

Table A4. The distance matrice between PCC candidates and from the PCC candidates to the SCC in Bantul Regency.

Distances (km) B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 B14 B15 B16 B17

B1 0 25.7 12 24.9 12.7 12.5 17.2 6.5 13.7 5.8 31.5 21.4 4.5 8.1 22.6 15.8 10.4

B2 25.7 0 16.2 22.5 14.3 12.8 14.1 28.3 18.9 23.3 8.4 9.8 23.8 28.8 26.4 7.5 30.5

B3 12 16.2 0 19.3 7.1 4.4 10.2 14 7.3 8.3 23.1 13.4 10.8 13.4 18.9 7.1 15.4

B4 24.9 22.5 19.3 0 13.6 16.9 30 29.6 28.2 26.5 13.7 12.7 25.1 31.9 37.2 24.3 33.7

B5 12.7 14.3 7.1 13.6 0 3.5 16.7 16.2 14.9 13.2 18.7 9.6 11.8 18.5 23.8 11.2 20.3

B6 12.5 12.8 4.4 16.9 3.5 0 13.3 16 11.5 12.4 18.6 9 11.6 18.3 23.1 7.6 19.6

B7 17.2 14.1 10.2 30 16.7 13.3 0 22.1 6.6 14.8 20.8 16.8 20.3 19.3 15.1 6.5 20.9

B8 6.5 28.3 14 29.6 16.2 16 22.1 0 18.7 10.7 35 24.9 6.7 6.5 27.5 19.3 11

B9 13.7 18.9 7.3 28.2 14.9 11.5 6.6 18.7 0 9.2 27 17.6 17.3 13.8 13.2 11.1 15.4
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Table A4. Cont.

Distances (km) B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 B14 B15 B16 B17

B10 5.8 23.3 8.3 26.5 13.2 12.4 14.8 10.7 9.2 0 30 20.9 9.7 7.8 18.2 14.3 5.5

B11 31.5 8.4 23.1 13.7 18.7 18.6 20.8 35 27 30 0 9.6 30 35.5 33 14.2 37.1

B12 21.4 9.8 13.4 12.7 9.6 9 16.8 24.9 17.6 20.9 9.6 0 20.5 27.3 28.7 10.2 29

B13 4.5 23.8 10.8 25.1 11.8 11.6 20.3 6.7 17.3 9.7 30 20.5 0 10.3 25.8 14.9 11.8

B14 8.1 28.8 13.4 31.9 18.5 18.3 19.3 6.5 13.8 7.8 35.5 27.3 10.3 0 22.1 19.9 5.3

B15 22.6 26.4 18.9 37.2 23.8 23.1 15.1 27.5 13.2 18.2 33 28.7 25.8 22.1 0 18.8 24.1

B16 15.8 7.5 7.1 24.3 11.2 7.6 6.5 19.3 11.1 14.3 14.2 10.2 14.9 19.9 18.8 0 21.4

B17 10.4 30.5 15.4 33.7 20.3 19.6 20.9 11 15.4 5.5 37.1 29 11.8 5.3 24.1 21.4 0

SCC 23.6 9.2 15.6 15.8 11.6 11.1 16.8 27.1 17.7 23.5 10.1 4.8 22.6 29.4 29.1 10.6 30.7

Table A5. The distance matrice between PCC candidates and from the PCC candidates to the SCC in Sleman Regency.

Distances (km) S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 S17

S1 0 6.0 6.9 10.6 11.6 19.3 23.8 16.2 16.5 26.8 38.4 31.1 29.9 31.5 30.5 22.6 37.8

S2 6.0 0 8.5 6.3 6.6 13.1 17.8 8.3 14.3 21.9 32.4 25.7 25.6 25.5 24.6 16.6 31.9

S3 6.9 8.5 0 14.9 8.4 16.1 21.9 13 13.3 23.6 38.7 30.9 32.3 30.4 27.3 0.92 34.6

S4 10.6 6.3 14.9 0 12.9 15.8 16.2 9.3 19.9 25 30.9 23.6 19.3 24 25 15.1 29.8

S5 11.6 6.6 8.4 12.9 0 8.6 14.1 5.2 8.8 19.4 31.5 23.6 24.5 22.6 20.9 15.1 27.5

S6 19.3 13.1 16.1 15.8 8.6 0 8.2 2.7 7.5 9.4 29.3 18.9 22.9 16 12.1 13.5 19.4

S7 23.8 17.8 21.9 16.2 14.1 8.2 0 9.3 14.5 13.9 23.1 12.8 16.7 8.9 11.8 7.7 14.8

S8 16.2 8.3 13.0 9.3 5.2 2.7 9.3 0 11.5 15.3 26.3 19 18.9 19.4 18 10.5 25.3

S9 16.5 14.3 13.3 19.9 8.8 7.5 14.5 11.5 0 11.4 35 24.1 27.6 23.2 15.2 19.3 22.5

S10 26.8 21.9 23.6 25 19.4 9.4 13.9 15.3 11.4 0 32.4 20.8 29.8 16.8 10 21.6 12.9

S11 38.4 32.4 38.7 30.9 31.5 29.3 23.1 26.3 35 32.4 0 11.8 10.6 18.9 28.2 15.7 25.9

S12 31.1 25.7 30.9 23.6 23.6 18.9 12.8 19 24.1 20.8 11.8 0 9 7.2 16.4 12.2 14.3

S13 29.9 25.6 32.3 19.3 24.5 22.9 16.7 18.9 27.6 29.8 10.6 9 0 16.2 26.9 8.8 23.2

S14 31.5 25.5 30.4 24 22.6 16 8.9 19.4 23.2 16.8 18.9 7.2 16.2 0 11.9 11.4 10.2

S15 30.5 24.6 27.3 25 20.9 12.1 11.8 18 15.2 10 28.2 16.4 26.9 11.9 0 16.7 7.8

S16 22.6 16.6 0.92 15.1 15.1 13.5 7.7 10.5 19.3 21.6 15.7 12.2 8.8 11.4 16.7 0 21.4

S17 37.8 31.9 34.6 29.8 27.5 19.4 14.8 25.3 22.5 12.9 25.9 14.3 23.2 10.2 7.8 21.4 0

SCC 29.8 25.5 34.0 19.1 30.7 29.8 25.8 27.1 33.8 38.7 17.7 17.8 9.1 23.9 34.6 20.1 30.9

Table A6. The distance matrice between PCC candidates and from the PCC candidates to the SCC in Kulon Progo Regency.

Distances (km) K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 K12

K1 0.0 7.6 11.3 19 16.8 19.7 15.8 9.1 27.6 23.1 47.9 41.9

K2 7.6 0 3.7 12.1 9.2 13.4 11.4 13.4 29.1 18.3 41.6 35.6

K3 11.3 3.7 0 10.9 8.8 15.4 11.6 17.1 31.1 20.3 43.5 37.5

K4 19.0 12.1 10.9 0 6 13.6 19.8 24.8 29.3 22.6 42 35.8

K5 16.8 9.2 8.8 6 0 8.5 14.1 19.2 24.2 17.5 36.7 30.7

K6 19.7 13.4 15.4 13.6 8.5 0 9.5 17 19.1 12.4 31.5 25.5

K7 15.8 11.4 11.6 19.8 14.1 9.5 0 9.4 13.7 10.8 32.4 26.4

K8 9.1 13.4 17.1 24.8 19.2 17 9.4 0 23 19.2 37.9 31.8

K9 27.6 29.1 31.1 29.3 24.2 19.1 13.7 23 0 6.4 20.5 14.5

K10 23.1 18.3 20.3 22.6 17.5 12.4 10.8 19.2 6.4 0 21.3 17.7

K11 47.9 41.6 43.5 42 36.7 31.5 32.4 37.9 20.5 21.3 0 8.5

K12 41.9 35.6 37.5 35.8 30.7 25.5 26.4 31.8 14.5 17.7 8.5 0

SCC 48.8 42.2 41.8 33.8 35.5 35.8 40.8 49.2 42.2 35.5 46.6 40.6
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Appendix C

Table A7. The selected PCC numbers and locations.

City/Regency PCC Number Location

Yogyakarta City 1 Kotagede

Gunung Kidul Regency 2 Panggang
3 Purwosari
4 Saptosari
5 Tepus
6 Tanjungsari
7 Rongkop
8 Girisubo
9 Playen

10 Patuk
11 Gedangsari
12 Ngglipar
13 Ngawen
14 Semanu

Bantul Regency 15 Dlingo
16 Pandak
17 Pleret
18 Sedayu
19 Sewon
20 Pundon

Sleman Regency 21 Godean
22 Sleman
23 Prambanan
24 Kalasan
25 Cangkringan
26 Berbah

Kulon Progo Regency 27 Lendah
28 Kokap
29 Nanggulan
30 Kalibawang

Appendix D

Table A8. The distance matrice between the selected PCCs and from the selected PCC to the SCC.

Distances (km) SCC
PCC

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

SCC 0 9 30.6 31 42.6 54.6 47.4 61.6 67 39.9 25.6 23.3 38.4 33.4 43.2 22.6

PCC

1 9 0 31.2 31.7 43.9 57.4 50.2 64.3 69.8 42.7 30.2 22.7 38.7 33.8 43.7 22.9

2 30.6 31.2 0 11.1 12.7 35.7 23.9 55.9 51.2 34.2 28.8 35.7 49.4 40.3 50.4 22.5

3 31 31.7 11.1 0 22.7 45.7 33.9 65.9 61.2 44.3 36.5 45.7 59.4 50.3 60.4 13.5

4 42.6 43.9 12.7 22.7 0 28.5 16.7 48.7 44 27.1 19.3 28.5 42.2 33.1 43.2 35.2

5 54.6 57.4 35.7 45.7 28.5 0 15.2 22.7 16.3 16.8 31.3 38.2 51.9 34.7 37.2 59

6 47.4 50.2 23.9 33.9 16.7 15.2 0 27.6 30.7 20.4 25.7 32.6 46.3 29.1 40.9 46.4

7 61.6 64.3 55.9 65.9 48.7 22.7 27.6 0 15.9 21.7 38.3 45.2 53 41 38.1 70.1

8 67 69.8 51.2 61.2 44 16.3 30.7 15.9 0 27.2 43.6 50.2 62.5 46.3 47.6 72.3

9 39.9 42.7 34.2 44.3 27.1 16.8 20.4 21.7 27.2 0 16.6 23.5 35.4 19.3 20.4 48.4

10 25.6 30.2 28.8 36.5 19.3 31.3 25.7 38.3 43.6 16.6 0 11.1 24.8 15.7 25.7 36.7

11 23.3 22.7 35.7 45.7 28.5 38.2 32.6 45.2 50.2 23.5 11.1 0 19.6 14.6 24.5 45.9

12 38.4 38.7 49.4 59.4 42.2 51.9 46.3 53 62.5 35.4 24.8 19.6 0 22 16.6 59.6
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Table A8. Cont.

Distances (km) SCC
PCC

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

PCC

13 33.4 33.8 40.3 50.3 33.1 34.7 29.1 41 46.3 19.3 15.7 14.6 22 0 10.6 50.5

14 43.2 43.7 50.4 60.4 43.2 37.2 40.9 38.1 47.6 20.4 25.7 24.5 16.6 10.6 0 60.6

15 22.6 22.9 22.5 13.5 35.2 59 46.4 70.1 72.3 48.4 36.7 45.9 59.6 50.5 60.6 0

16 15.8 22.7 35.7 31.5 28.6 40.6 35 47.5 52.9 25.9 11.6 20.6 34.3 25.1 35.2 25.1

17 23.5 21.8 30.7 25.7 43.2 65.4 54.4 72.4 77.7 50.7 36.4 43.5 61 50 60.1 9.7

18 4.8 10 28 28.4 39.5 51.6 45.9 58.5 63.8 36.9 22.5 20.6 36.7 31.7 41.5 20.5

19 29.1 24.9 41.3 40.4 53.9 76.1 65.1 83.1 88.4 61.4 47.1 45.6 61.7 56.7 66.6 25.8

20 10.6 8.5 28.8 32.7 41.4 61.5 55.9 68.4 73.8 46.8 34.4 26.8 45.3 37.9 47.8 14.9

21 25.50 16.2 44 48 56.6 76.7 71.1 83.7 89 62 49.6 42 53.2 53.1 63 32.1

22 29.80 22.4 52.2 56.2 67.3 77 71.3 83.9 89.3 62.3 49.8 40.3 51.3 53.4 59.3 26.4

23 17.70 18.10 46.10 46.5 45.8 55.5 49.9 62.5 67.8 40.8 28.4 13.8 24.8 31.9 41.8 40

24 17.80 15.3 46.2 46.6 50.8 60.5 54.8 67.4 72.8 45.8 33.3 22.1 30.2 36.9 38.6 32.9

25 9.10 7.5 35.3 35.7 45 54.7 49.1 61.7 67 40 27.6 20 33.4 31.1 41 27

26 30.90 28.8 59.6 60.1 63.2 72.9 67.2 79.8 85.2 58.2 45.7 34.5 37.1 49.3 45.6 45

27 35.50 33.8 42.7 35 55.2 77.4 66.4 84.4 89.7 62.7 48.4 54.6 68.3 62 72.1 20.6

28 49.20 40.9 61.5 53.8 74 96.2 85.2 103.2 108.5 81.5 67.2 65.7 81.9 76.8 86.7 24

29 35.50 31.2 50.1 51.6 62.7 86.7 73.9 93.6 98.9 72 59.5 52 68.1 63.1 73 10.3

30 40.60 36.4 60 59 72.5 91.8 83.8 98.8 104.1 77.1 64.7 57.1 65.7 68.2 74.1 44.4

Table A9. The distance matrice between the selected PCCs and from the selected PCC to the SCC.

Distances (km)
PCC

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

SCC 15.8 23.5 4.8 29.1 10.6 25.5 29.8 17.7 17.8 9.1 30.9 35.5 49.2 35.5 40.6

PCC

1 22.7 21.8 10 24.9 8.5 16.2 22.4 18.1 15.3 7.5 28.8 33.8 40.9 31.2 36.4

2 35.7 30.7 28 41.3 28.8 44 52.2 46.1 46.2 35.3 59.6 42.7 61.5 50.1 60

3 31.5 25.7 28.4 40.4 32.7 48 56.2 46.5 46.6 35.7 60.1 35 53.8 51.6 59

4 28.6 43.2 39.5 53.9 41.4 56.6 67.3 45.8 50.8 45 63.2 55.2 74 62.7 72.5

5 40.6 65.4 51.6 76.1 61.5 76.7 77 55.5 60.5 54.7 72.9 77.4 96.2 86.7 91.8

6 35 54.4 45.9 65.1 55.9 71.1 71.3 49.9 54.8 49.1 67.2 66.4 85.2 73.9 83.8

7 47.5 72.4 58.5 83.1 68.4 83.7 83.9 62.5 67.4 61.7 79.8 84.4 103.2 93.6 98.8

8 52.9 77.7 63.8 88.4 73.8 89 89.3 67.8 72.8 67 85.2 89.7 108.5 98.9 104.1

9 25.9 50.7 36.9 61.4 46.8 62 62.3 40.8 45.8 40 58.2 62.7 81.5 72 77.1

10 11.6 36.4 22.5 47.1 34.4 49.6 49.8 28.4 33.3 27.6 45.7 48.4 67.2 59.5 64.7

11 20.6 43.5 20.6 45.6 26.8 42 40.3 13.8 22.1 20 34.5 54.6 65.7 52 57.1

12 34.3 61 36.7 61.7 45.3 53.2 51.3 24.8 30.2 33.4 37.1 68.3 81.9 68.1 65.7

13 25.1 50 31.7 56.7 37.9 53.1 53.4 31.9 36.9 31.1 49.3 62 76.8 63.1 68.2

14 35.2 60.1 41.5 66.6 47.8 63 59.3 41.8 38.6 41 45.6 72.1 86.7 73 74.1

15 25.1 9.7 20.5 25.8 14.9 32.1 26.4 40 32.9 27 45 20.6 24 10.3 44.4

16 0 26.5 12.7 37.2 24.3 37.8 46 25.1 30 21.1 42.4 38.5 57.3 46 55.8

17 26.5 0 20.9 18.2 14.3 25.5 34.2 36.9 36.6 26.9 50.1 14.2 33 27 36.8

18 12.7 20.9 0 28.7 10.2 25.1 33.3 19.6 19.7 11 32.9 33.9 52.7 35 40.2

19 37.2 18.2 28.7 0 18.8 10.8 26.4 40 32.9 30 45 15.7 24 10.3 20.7

20 24.3 14.3 10.2 18.8 0 17.9 26.1 23.9 23.6 13.9 37 26.4 41.6 27.9 33

21 37.8 25.5 25.1 10.8 17.9 0 13.1 32.4 25.7 25.6 31.9 22.6 31.4 14.8 15.1
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Table A9. Cont.

Distances (km)
PCC

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

PCC

22 46 34.2 33.3 26.4 26.1 13.10 0 29.3 18.9 22.9 19.4 38 45.3 28.7 22.8

23 25.1 36.9 19.6 40 23.9 32.40 29.30 0 11.8 10.6 25.9 49.7 62.1 47.1 46

24 30 36.6 19.7 32.9 23.6 25.70 18.90 11.80 0 9 14.3 48.7 58.6 44.8 37.2

25 21.1 26.9 11 30 13.9 25.60 22.90 10.60 9 0 23.2 38.7 50.1 36.3 38

26 42.4 50.1 32.9 45 37 31.9 19.4 25.9 14.3 23.2 0 57.8 63.2 46.6 40.8

27 38.5 14.2 33.9 15.7 26.4 22.6 38 49.7 48.7 38.7 57.8 0 19.2 17.5 30.7

28 57.3 33 52.7 24 41.6 31.4 45.3 62.1 58.6 50.1 63.2 19.2 0 19.2 31.8

29 46 27 35 10.3 27.9 14.8 28.7 47.1 44.8 36.3 46.6 17.5 19.2 0 17.7

30 55.8 36.8 40.2 20.7 33 15.1 22.8 46 37.2 38 40.8 30.7 31.8 17.7 0
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Abstract: Predicting the level of dissolved oxygen (DO) is an important issue ensuring the sustainabil-
ity of the inhabitants of a river. A prediction model can predict the DO level using a historical dataset
with regard to water temperature, pH, and specific conductance for a given river. The model can be
built using sophisticated computational procedures such as multi-layer perceptron-based artificial
neural networks. Different types of networks can be constructed for this purpose. In this study, the
authors constructed three networks, namely, multi-verse optimizer (MVO), black hole algorithm
(BHA), and shuffled complex evolution (SCE). The networks were trained using the datasets collected
from the Klamath River Station, Oregon, USA, for the period 2015–2018. We found that the trained
networks could predict the DO level of 2019. We also found that both BHA- and SCE-based networks
could predict the level of DO using a relatively simple configuration compared to that of MVO.
From the viewpoints of absolute errors and Pearson’s correlation coefficient, MVO- and SCE-based
networks performed better than BHA-based networks. In synopsis, the authors recommend MVO-
and MLP-based artificial neural networks for predicting the DO level of a river.

Keywords: water quality; dissolved oxygen; neural network; machine learning; artificial intelligence;
deep learning; big data; data science; hydrological model; water treatment

1. Introduction
1.1. Problem Statement and Background

As is known, acquiring an appropriate forecast for water quality parameters such
as dissolved oxygen (DO) is an important task due to their effects on aquatic health
maintenance and reservoir management [1]. Constraints such as the influence of various
environmental factors on the DO concentration [2] have driven many scholars to replace
conventional models with sophisticated artificial intelligent techniques [3–6].

From a general point of view, the objective of many recent developments lies in facili-
tating complex analysis [7–9]. These efforts have resulted in finding promising approaches
for various analyses, such as water treatment [10,11], energy [12,13], construction and waste
reduction [14–16], optics-related simulations [17,18], environmental modeling [19–21], and
remote sensing [22]. In this sense, different intelligent methods have been devised by
experts to give a reliable simulation of engineering problems [23–25].

Going beyond typical soft computing, metaheuristic algorithms have been designed
for optimization purposes [26–29]. Most of these techniques rely on the herding behavior
of animals [30–33] (e.g., Harris hawks [34,35] and grey wolf [36,37]). When incorporated
with conventional soft computing, metaheuristic algorithms aim to optimize the hyper-
parameters of a base model to achieve optimum configuration [38–41]. Some examples
of these algorithms can be found in research by Hu et al. [42], Shen et al. [43], Wang and
Chen [44], and Li et al. [45], dedicated to medical diagnosis.
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1.2. Similar Works

Through applying support vector regression (SVR), Liu et al. [46] showed the efficiency
of the maximal information coefficient technique used for feature selection in the estimation
of DO concentration. The results of the optimized dataset were much more reliable (28.65%
in terms of root mean square error, RMSE) than the original input configuration. Csábrági
et al. [47] showed the appropriate efficiency of three conventional notions of artificial
neural networks (ANNs), namely, multi-layer perceptron (MLP), radial basis function
(RBF), and general regression neural network (GRNN), for this purpose. Similar efforts can
be found in [48,49]. Heddam [50] introduced a new ANN-based model, namely, evolving
fuzzy neural network, as a capable approach for DO simulation in a river ecosystem. The
suitability of fuzzy-based models has been investigated in many studies [51]. Adaptive
neuro-fuzzy inference system (ANFIS) is another potent data mining technique that has
been discussed in many studies [52–54]. More attempts regarding the employment of
machine learning tools can be found in [55–58].

Ouma et al. [59] compared the performance of a feed-forward ANN with multiple
linear regression (MLR) in simulating DO in Nyando River, Kenya. It was shown that
the correlation of the ANN is considerably greater than the MLR (i.e., 0.8546 vs. 0.6199).
Zhang et al. [60] combined a recurrent neural network (RNN) with kernal principal com-
ponent analysis to predict hourly DO concentration. Their suggested model was found to
be more accurate than regular data mining techniques, including feed-forward ANN, SVR,
and GRNN, by around 8%, 17%, and 12%. Additionally, the largest accuracy (the coefficient
of determination R2 = 0.908) was obtained for DO in the upcoming hour. Ali et al. [61]
combined a so-called denoising method, namely, “complete ensemble empirical mode
decomposition with adaptive noise”, with two popular machine learning models, namely,
random forest (RF) and extreme gradient boosting, to analyze various water quality pa-
rameters. It was shown that the RF-based ensemble is a more accurate approach for the
simulation of DO, temperature, and specific conductance. They also proved the viability
of the proposed approaches by comparing them with some benchmark tools. Likewise,
Ahmed [62] showed the superiority of RF over MLR for DO modeling. He also revealed
that water temperature and pH play the most significant roles in this process. Ay and
Kişi [63] conducted a comparison among MLP, RBF, ANFIS (sub-clustering), and ANFIS
(grid partitioning). The respective R2 values of 0.98, 0.96, 0.95, and 0.86 for one station
(Number: 02156500) revealed that the outcomes of MLP are better correlated with the
observed DOs.

Synthesizing conventional approaches with auxiliary techniques has led to novel
hybrid tools for various hydrological parameters [64–66]. Ravansalar et al. [67] showed that
linking the ANN with discrete wavelet transform results in an improvement of accuracy
(i.e., Nash–Sutcliffe coefficient) from 0.740 to 0.998. A similar improvement was achieved
for the SVR applied to estimate biochemical oxygen demand in Karun River, Western Iran.
Antanasijević et al. [68] presented a combination of Ward neural networks and a local
similarity index for predicting DO in the Danube River. They noted the better performance
of the proposed model compared to the multi-site DO evaluative approaches presented in
the literature.

1.3. Novelty and Objective

Metaheuristic search methods such as teaching–learning based optimization [69] have
provided suitable approaches for intricate problems. Ahmed and Shah [52] suggested
three optimized versions of ANFIS using differential evolution, genetic algorithm (GA),
and ant colony optimization for predicting water quality parameters, including electrical
conductivity, sodium absorption ratio, and total hardness. In similar research, Mahmoudi
et al. [70] coupled SVR with the shuffled frog leaping algorithm (SFLA) for the same
objective. Zhu et al. [71] compared the efficiency of the fruit fly optimization algorithm
(FOA) with the GA and particle swarm optimization (PSO) for optimizing a least-squares
SVR for forecasting the trend of DO. Referring to the obtained mean absolute percentage
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errors of 0.35%, 1.3%, 2.03%, and 1.33%, the proposed model (i.e., FOA-LSSVR) surpassed
the benchmark techniques. In this work, three stochastic search techniques of multi-verse
optimizer (MVO), black hole algorithm (BHA), and shuffled complex evolution (SCE) are
used to optimize an MLP neural network for predicting DO using recent data collected from
the Klamath River Station. According to Sullivan et al. [72], the reach of interest is classified
as very poor water quality based on the Oregon Water Quality Index. Additionally, the
reach of Keno dam (downstream of the river) is labeled as “water quality limited” for
ammonia and dissolved oxygen year-round, as well as pH and chlorophyll a in summer. It
clearly highlights the importance of water quality assessments in this area. To the best of the
authors’ knowledge, up to now, few metaheuristic algorithms have been used for training
the ANN in the field of DO modeling (e.g., firefly algorithm [73] and PSO [74]). Therefore,
the models suggested in this study are deemed as innovative hybrids for this purpose.

2. Methodology

The steps of this research are shown in Figure 1. After providing the appropriate
dataset, the MLP is submitted to MVO, BHA, and SCE algorithms to adjust its parameters
through metaheuristic schemes. During an iterative process, the MLP is optimized to
present the best possible prediction of the DO.

Figure 1. The steps taken in this research for predicting DO.

2.1. The MVO

As is implied by its name, the MVO is obtained from multi-verse theory in physics [75].
According to this theory, there is more than one big bang event, each of which has initiated
a separate universe. The algorithm was introduced by Mirjalili et al. [76]. The main
components of the MVO are wormholes, black holes, and white holes. The concepts of
black and white holes run the exploration phase, while the wormhole concept is dedicated
to the exploitation procedure. The pseudo code of the MVO is presented as Algorithm 1.
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Algorithm 1. Pseudo code of the MVO [77]

Initialize the parameters (population size, iterations, wormhole existence probability (WEP),
travelling distance rate (TDR))
While maximum iteration not reached
Compute the fitness for each universe
AU = Sort the population
BI = Normalize the fitness values
for i = 2:N
Black hole = i
for j = 1:size(i)
Generate r1 as a random value
if r1 < BI(U_i)
white hole = Roulette Wheel Selection(-B)
U(black hole, j) = AU(white hole, j)
end if
Generate r2 as a random value
if r2 < WEP
Generate r3 and r4 as a random value
if r3 < 0.5
Update the position of the universe (Equation (4))
else
Update the position of the universe (Equation (4))
end if
end if
end for
end for
end while
Response = Best solution.

In the MVO, the so-called parameter of “rate of inflation” (ROI) is defined for each
universe. The objects are transferred from the universes with larger ROIs to those with
lower values to improve the average ROI of the whole cosmos. During an iteration, the
organization of the universes is carried out with respect to their ROIs, and after a roulette
wheel selection (RWS), one of them is deemed the white hole. In this relation, a set of
universes can be defined as:

U =




x1
1 x2

1 . . . xg
1

x1
2 x2

2 . . . xg
2

...
...

...
...

x1
k x2

k . . . xg
k


 (1)

where g symbolizes the number of objects and k stands for the number of universes. The
jth objective in the ith solution is generated according to the below equation:

xj
i = lbj + rand()

((
ubj − lbj

)
+ 1
)
∀i ∈ (1, 2, . . . , k)ˆ∀j ∈ (1, 2, . . . , g) (2)

where ubj and lbj denote upper and lower bounds, and the function rand() produces a
discrete randomly distributed number.

In each repetition, there are two options for the xj
i : (i) it is selected from earlier

solutions using RWS (e.g., xj
i ∈ (x1

i , x2
i , . . . , xj−1

i ) and (ii) it does not change. It can be
written as follows:

xj
i

{
xj

m rand1 < Norm(Ui)

xj
i rand1 ≥ Norm(Ui)

(3)

In the above equation, Ui stands for the ith universe, Norm(Ui) gives the correspond-
ing normalized ROI, and rand1 is a random value in [0, 1].
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Equation (4) expresses the measures considered to deliver the variations of the whole
universe. In this sense, the wormholes are supposed to enhance the ROI.

xj
i=





{
xj + TDR×

((
ubj − lbj

)
× r4 + lbj

)
i f r3 < 0.5 i f r2 < WEP

xj − TDR×
((

ubj − lbj
)
× r4 + lbj

)
i f r3 ≥ 0.5 i f r2 ≥WEP

xj
i

(4)

where xj signifies the jth best-fitted universe obtained so far, and r2, r3, and r4 are random
values in [0, 1]. Moreover, the two parameters of WEP and TDR stand for the wormhole
existence probability and the traveling distance rate, respectively. Given Iter as the running
iteration, and Itermax as the maximum number of Iters, these parameters can be calculated
as follows:

WEP = a + Iter×
(

b− a
Itermax

)
(5)

TDR = 1− Iter1/q

Itermax1/q (6)

where q is the accuracy of exploitation, and a and b are constant pre-defined values [78,79].

2.2. The BHA

Inspired by black hole incidents in space, Hatamlou [80] proposed the BHA in 2013.
Emerging after the collapse of massive stars, a black hole is distinguished by a huge
gravitational power. The stars move toward this mass, and it explains the pivotal strategy
of the BHA for achieving an optimum response. A randomly generated constellation of
stars represents the initial population. Based on the fitness of these stars, the most powerful
one is deemed as the black hole that will absorb the surrounding ones. The pseudo code of
the BHA is presented as Algorithm 2.

Algorithm 2. Pseudo code of the BHA [81]

Initialize the stars xi
Initialize the parameters (fitness function and iterations (Iter))
Select the best-fitted star (xb) as the black hole (BH)
While maximum Iter not reached
for each xi
Compute the fitness
if fitness (xi) > fitness (xb)
xb = xi
end if
Update fitness and compute Equation (8)

if
√
(xb − xi)

2 < RBH
Replace xi with a new star
end if
end for
Iter = Iter + 1
end while
Response = Best solution.

In this procedure, the positions change according to the relationship below:

xIter+1
i = xIter

i + rand ×
(

xBH − xIter
i

)
i = 1, 2, . . . , Z (7)

where rand is a random number in [0, 1], xBH is the black hole’s position, Z is the total
number of stars, and Iter symbolizes the iteration number.
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Once the fitness of a star surpasses that of the black hole, they exchange their positions.
In this regard, Equation (8) calculates the radius of the event horizon for the black hole.

RS = FBH/
Z

∑
i=1

Fi (8)

where Fi is the fitness of the ith star, and FBH is the value for the black hole [82].

2.3. The SCE

Originally proposed by Duan et al. [82], the SCE has been efficiently used for dealing
with optimization problems with high dimensions. The SCE can be defined as a hybrid of
complex shuffling and competitive evolution concepts with the strengths of the controlled
random search strategy. This algorithm (i.e., the SCE) benefits from a deterministic strategy
to guide the search. Additionally, utilizing random elements has resulted in a flexible and
robust algorithm. The pseudo code of the SCE is presented as Algorithm 3.

Algorithm 3. Pseudo code of the SCE [83]

Initialize the population (s)
Sample the population {x1, x2, . . . , xs}
Compute the fitness (f ) for each member
Sort based on the obtained f values
Create D0 = {xi, fi, where i = 1, 2, . . . , s}
Create complexes W.R.T Equation (9)
While maximum It not reached
for q = 1:i
Evolve Cq using Competitive Complex Evolution
end for
Di = Di+1

end while
Response = Best solution.

The SCE is implemented in seven steps. Assuming NC as the number of complexes
and NP as the number of points existing in one complex, the sample size of the algorithm
is generated as S = NC × NP. In this sense, NC ≥ 1 and NP ≥ 1 + the number of design
variables. Next, the samples x1, x2, . . . , xs are created in the viable space (i.e., within the
bounds). The fitness values are also calculated using sampling distribution. In the third
step, these samples are arranged with reference to their fitness. An array-like D = {xi, fi,
where i = 1, 2, . . . , s} can be considered for storing them. This array is then divided into NC
complexes (C1, C2, . . . , CNC ), each of which contains NP samples (Equation (9))

Cq = {xq
j , f q

j

∣∣∣xq
j = xq +NC(j −1), f q

j = fq +NC(j −1), j = 1, 2, . . . , Np} (9)

In the fifth step, each complex is evolved by the competitive complex evolution
algorithm. Later, in a process named the shuffling of the complexes, all complexes are
replaced in array D. This array is then sorted based on the fitness values. Lastly, the
algorithm checks for stopping criteria that terminate the process [84].

2.4. Accuracy Criteria

The quality of the results is lastly evaluated using Pearson’s correlation coefficient
(RP) along with mean absolute error (MAE) and RMSE. They analyze the agreement and
difference between the observed and predicted values of a target parameter. In the present
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work, given DOipredicted and DOiobserved as the predicted and observed DOs, the RP, MAE,
and RMSE are expressed by the following equations:

RP =

K
∑

i=1
(DOipredicted − DOpredicted)(DOiobserved − DOobserved)

√
K
∑

i=1
(DOipredicted − DOpredicted)

2
√

K
∑

i=1
(DOiobserved − DOobserved)

2
(10)

MAE =
1
K

K

∑
i=1

∣∣∣DOiobserved − DOipredicted

∣∣∣ (11)

RMSE =

√√√√ 1
K

K

∑
i=1

[(DOiobserved − DOipredicted)]

2

(12)

where K signifies the number of compared pairs.

3. Data

As a matter of fact, intelligent models should first learn the pattern of the intended
parameter in order to predict it. This learning process is carried out by analyzing the
dependence of the target parameter on some independent factors. In this work, DO is
the target parameter for water temperature (WT), pH, and specific conductance (SC). This
study uses the data belonging to a US Geological Survey (USGS) station, namely, the
Klamath River (station number: 11509370). As Figure 2 illustrates, this station is located in
Klamath County, Oregon State.

Figure 2. Location of the studied USGS station.
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Pattern recognition is fulfilled by means of data obtained between 1 October 2014
and 30 September 2018. After training the models, the DO for the subsequent year (i.e.,
from 1 October 2018 to 30 September 2019) is predicted. Since the models do not know
this data, the accuracy of this process will reflect their capability to predict DO in unseen
conditions. Hereafter, these two groups are categorized as training data and testing data,
respectively. Figure 3 depicts DO vs. WT, PH, and SC for the (a, c, and e) training and (b,
d, and f) testing data. Based on the available data for the mentioned periods, the training
and testing groups contain 1430 and 352 records, respectively. Moreover, the statistical
description of these datasets is presented in Table 1

Figure 3. Scatterplots showing DO vs. (a) WT training, (b) WT testing, (c) pH training, (d) pH testing, (e) SC training, and
(f) SC testing.
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Table 1. Statistical indicators of DO and independent factors.

Indicator
Train Data Test Data

WT (◦C) pH SC (µS/cm) DO (mg/L) WT (◦C) pH SC (µS/cm) DO (mg/L)

Average 12.20 8.05 160.46 7.74 11.54 7.97 174.20 7.59
Standard Deviation 7.38 0.64 39.81 2.78 7.43 0.65 45.80 2.69

Sample Variance 54.43 0.41 1584.75 7.72 55.23 0.42 2097.97 7.24
Skewness 0.07 0.48 1.54 −0.54 0.11 0.96 1.49 −0.57
Minimum 0.40 6.90 105.00 0.30 1.40 7.20 116.00 0.60
Maximum 25.70 9.60 332.00 14.00 23.10 9.60 387.00 13.20

Moreover, the effect of the inputs on DO is investigated using a tree-based ensemble
method. To do this, a bagged ensemble of 200 regression trees is implemented, and the
outcome is reported as a value of importance. Figure 4 shows the results. As can be seen,
SC is smaller than WT and the effect of WT smaller than pH. In other words, pH has the
greatest impact on DO concentration in this case.

Figure 4. Importance assessment of the inputs.

4. Results and Discussion
4.1. Optimization and Weight Adjustment

As explained, the proposed hybrid models are designed in the way that MVO, BHA,
and SCE algorithms are responsible for adjusting the weights and biases of the MLP. To do
this, a raw MLP structure (that wants to predict DO from WT, pH, and SC) should be given
as the optimization problem to the mentioned algorithms. In this work, a three-layered
MLP with three neurons in the input layer (each for one input), six neurons in the middle
layer, and one neuron (for DO) in the last layer was considered, noting that the value of 6
was determined after a trial and error process; this is schematically shown in Figure 5.
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Figure 5. The used MLP structure.

The overall formulation of a neuron can be expressed as follows:

RN = f (IN ×W + b) (13)

where f (x) is the activation function used by the neurons in a layer; additionally, RN and IN
denote the response and input of the neuron N, respectively. With a large number of these
equations, each algorithm first suggests a stochastic response for the W and b values. In
the next iterations, the algorithms improve this response in order to build a more accurate
MLP. The formulation of a trained MLP network is presented at the end of the study to
better illustrate this concept.

The created hybrids are implemented with different population sizes (NPops) of the
trainer algorithm to achieve the best results. Figure 6 shows the values of the objective
function obtained for the NPops of 10, 25, 50, 75, 100, 200, 300, 400, and 500. In the case of
this study, the objective function is reported by the RMSE criterion. Figure 6 shows that
unlike the SCE, which gives more quality training with small NPops, the MVO performs
better with the three largest NPops. The BHA, however, did not show any specific behavior.
Overall, the MVO, BHA, and SCE with the NPops of 300, 50, and 10, respectively, could
adjust the MLP parameters with the lowest error.

Figure 6. The quality of training for different configurations of the MVO, BHA, and SCE.
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As stated, metaheuristic algorithms minimize the errors in an iterative process. Figure 7
shows the convergence curve plotted for the selected configurations of the MLP-MVO,
BHA-MVO, and SCE-MVO. To this end, the training RMSE is calculated for a total of
1000 iterations. According to Figure 7, the optimum values of the objective function are
1.314816444, 1.442582978, and 1.33041779 for the MLP-MVO, BHA-MVO, and SCE-MVO,
respectively. These configurations are applied in the next section to predict DO. Their
results are then evaluated for accuracy assessment.

Figure 7. Error reduction carried out by the selected configurations of the MVO, BHA, and SCE.

4.2. Assessment of the Results

Figure 8 shows a comparison between the observed DO rates and those predicted
by the MLP-MVO, MLP-BHA, and MLP-SCE for the whole five years. At a glance, all
three models could properly capture DO behavior. It indicates that the algorithms have
designated appropriate weights for each input parameter (WT, PH, and SC). The results of
the training and testing datasets are presented in detail in the following figure.

Focusing on the training results, an acceptable level of accuracy is reflected by the
RMSEs of 1.3148, 1.4426, and 1.3304 for the MLP-MVO, MLP-BHA, and MLP-SCE. In this
sense, the values of the MAE (0.9687, 1.0931, and 0.9929) confirmed this statement and
showed that all three models had understood the DO pattern with good accuracy. By
comparison, it can be deduced that both error values of the MLP-MVO are lower than the
two other models. Based on the same reason, the MLP-SCE outperformed the MLP-BHA.

Figure 9 depicts the errors obtained for the training data. This value is calculated
as the difference between the predicted and observed DOs. The errors of the MLP-MVO,
MLP-BHA, and MLP-SCE have the following ranges: [−4.6396, 4.7003], [−4.4964, 4.9537],
and [−4.5585, 4.5653].
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Figure 8. The predicted and observed DO rates from 1 October 2014 to 30 September 2019.

Figure 9. Training errors for the (a) MLP-MVO, (b) MLP-BHA, and (c) MLP-SCE.
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As stated previously, the quality of the testing results shows how successful a trained
model can be in confronting new conditions. The data of the fifth year were considered as
these conditions in this study. Figure 10 depicts the histogram of the testing errors. In these
charts, µ stands for the mean error, and σ represents the standard error. In this phase, the
RMSEs of 1.3187, 1.4647, and 1.3085, along with the MEAs of 1.0161, 1.1997, and 1.0122,
imply the power of the used models for dealing with strange data. It means that the weights
(and biases) determined in the previous section have successfully mapped the relationship
between DO and WT, PH, and SC for the second phase. From the comparison point of
view, unlike the training phase, the SCE-based hybrid outperformed the MLP-MVO. The
MLP-BHA, however, presented the poorest prediction of DO, again.

Figure 10. The histogram of the testing errors for the (a) MLP-MVO, (b) MLP-BHA, and (c) MLP-SCE.

The third accuracy indicator (i.e., the RP) shows the agreement between the predicted
and observed DO rates. This index can range within [−1, +1], where −1 (+1) indicates
a totally negative (positive) correlation, and 0 means no correlation. Figure 11 shows a
scatterplot for each model containing both training and testing results. As can be seen,
all outputs are positively aggregated around the best-fit line (i.e., the black line). For the
training results, the RPs of 0.8808, 0.8545, and 0.8778 indicate the higher consistency of
the MLP-MVO results, while the values of 0.8741, 0.8453, and 0.8775 demonstrate the
superiority of the MLP-SCE in the testing phase.
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Figure 11. The error line and scatterplot plotted for the testing data of (a) MLP-MVO, (b) MLP-BHA, and (c) MLP-SCE.

4.3. Cross-Validation

In order to further verify the potential of the implemented models, the trained models
(i.e., the MVO, BHA, and SCE, with the NPops of 300, 50, and 10, respectively) are applied
to another station called Fanno Creek (station number: 14206950). Similar to Klamath River,
it is located in the Oregon State but in the northern part (longitude: 122◦45′13” W and
latitude: 45◦24′13” N). The models predicted the DO for the water year 2019 using the daily
records of WT, SC, and pH. Notably, the measured DO ranged from 5.40 to 13.20 mg/L in
this site.

The results are shown in Table 2. As can be seen, the performance of all three models
is satisfying, and the predicted values are well-correlated with the observed DO rates. It
professes that the models can be used for new prediction cases. However, the combination
of inputs (i.e., taking WT, pH, and SC into account) should be respected for all study cases.

Table 2. The results of cross-validation.

Model RMSE MAE RP

MLP-MVO 0.7090 0.5767 0.9413
MLP-BHA 0.6980 0.5686 0.9430
MLP-SCE 0.6989 0.5686 0.9431
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4.4. Further Discussion

Due to the water quality situation in the Klamath River, this study was dedicated
to suggesting novel predictive tools for analyzing the DO concentration in this reach.
Notably, this river is important for irrigation, flows, and hydropower generation [72].
It was discussed that DO should be evaluated in response to different key parameters.
Another difficulty is that the DO does not follow a certain pattern over time. Hence, it is
necessary to tackle these complexities by selecting appropriate models.

Many scholars have stated their tendency regarding the use of hybrid methods for
similar issues (e.g., sediment concentration [85] and salinity [86] predictions). The reason
for the development of such models can be the use of an optimization technique in the
position of a trainer algorithm. In the case of DO modeling in this study, each of the
MVO, BHA, and SCE algorithms drove an MLP neural network. In other words, their
specific solutions were employed to analyze the relationship between DO and influential
parameters through a neural framework.

The high level of accuracy achieved shows that DO can be promisingly predicted.
However, there are some suggestions that should be applied for even more efficient
solutions. The first part is related to methodology. Optimization using metaheuristic
techniques needs to be carefully monitored to select appropriate parameters. For example,
the number of iterations and the complexity of the population are better optimized vs.
time, where time is as important as accuracy. However, the focus of this study was
mostly on the accuracy of prediction (Figure 6). Another idea in this regard can be to test
different metaheuristic techniques to find the quickest [87]. Another potential idea would
be conducting comparisons with benchmark machine learning solutions such as the ANFIS
and SVR as well as their hybridized versions.

The dataset is also a key item. The factors that can be regarded are optimizing the
number of input parameters, selecting the appropriate time period, and the pre-processing
and purification of misleading samples, among others. In this work, a valid 5-year dataset
with three inputs was used, and the results showed that it could provide sufficient samples
to be analyzed by the algorithms. Since the models could predict the DO of the testing
period without prior knowledge of it, they can be used for further unseen events. Addi-
tionally, these results were achieved with the effect of only three influential parameters.
Such simplicity is effective for avoiding complicated simulations and reducing the cost
of computations.

4.5. SCE-Based Formula

In this section, the formulation of the MLP-SCE model is presented due to its supe-
riority in the prediction phase as well as a simpler configuration compared to the MVO
and BHA. Moreover, considering time efficiency, the SCE could optimize the ANN in a
meaningfully shorter time. The elapsed times were approximately 5980, 675, and 531 s
for the selected configurations of the MLP-MVO, MLP-BHA, and MLP-SCE, respectively
(under a core i7 (at 1.8 GHz) operating system with 16 gigs of RAM).

This formula can serve as a predictive equation that estimates DO for given values of
WT, pH, and SC. This model predicts DO based on Equation (14), in which Input stands for
three inputs, and IW and b1 are their corresponding weights and bias vectors, respectively.
LW and b2 symbolize the same values but for the output layer (Figure 5). These numbers
are optimally tuned by the SCE for the MLP so that the lowest training error is achieved
(Figure 7). Additionally, f (x) (i.e., the activation function) is presented in Equation (20). It is
worth noting that due to the neural network mechanism, this formula must be fed with
normalized data.

DO = [LW] × (f (([IW] × [Input]) + [b1])) + [b2] (14)

LW =
[
−0.0317 0.4963 0.6755 0.4120 0.5135 0.0709

]
(15)
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IW =




−1.9543 0.0595 −1.6276
−0.6330 2.2098 1.0898
−1.0687 −1.5362 1.7233
−1.5501 −0.3963 1.9778
−2.1836 −0.9834 0.8583
−0.7249 1.8623 −1.5742




(16)

Input =




WT
pH
SC


 (17)

b1 =




2.5440
1.5264
0.5088
−0.5088
−1.5264
−2.5440




(18)

b2 =
[
−0.5142

]
(19)

f (x) =
2

1 + e−2x − 1 (20)

5. Conclusions

This research points out the suitability of metaheuristic strategies for analyzing the
relationship between DO and three influential factors (WT, PH, and SC) through the
principles of a multi-layer perceptron network. The algorithms used were multi-verse
optimizer, black hole algorithm, and shuffled complex evolution, which showed high
applicability for optimization objectives. A finding of this study was that while the MVO
needs NPop = 300 to give proper training to the MLP, two other algorithms can do this with
smaller populations (NPops of 50 and 10). According to the findings of the training phase,
the MVO can achieve a more profound understanding of the mentioned relationship. The
RMSE of this model was 1.3148, which was found to be smaller than MLP-BHA (1.4426)
and MLP-SCE (1.3304). However, different results were observed in the testing phase.
The SCE-based model came up with the largest accuracy (the RPs were 0.8741, 0.8453,
and 0.8775). All in all, the authors believe that the tested models can serve as promising
ways for predicting DO. However, assessing other metaheuristic techniques and other
hybridization strategies is recommended for future studies.
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Abbreviations

DO Dissolved oxygen
SVR Support vector regression
ANN Artificial neural networks
MLP Multi-layer perceptron
RBF Radial basis function
GRNN General regression neural network
ANFIS Adaptive neuro-fuzzy inference system
GA Genetic algorithm
SFLA Shuffled frog leaping algorithm
FOA Fruit fly optimization
PSO Particle swarm optimization
MVO Multi-verse optimizer
BHA Black hole algorithm
SCE Shuffled complex evolution
MLR Multiple linear regression
RNN Recurrent neural network
ROI Rate of inflation
RWS Roulette wheel selection
RP Pearson’s correlation coefficient
MAE Mean absolute error
RMSE Root mean square error
WT Water temperature
SC Specific conductance
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