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Preface to ”Micro/Nanofluidic Devices for Single Cell
Analysis, Volume II”

After over sixty years since Dr Feynman’s awe-inspiring lecture at Caltech in the winter of

1959, our dependence on micro/nanotechnology has only been expanding. From ultra-efficient

solar cells and high-power batteries to superfast computers, the scientific community is continually

tuning different micro/nanoscale properties to make remarkable innovations in the area of functional

high-speed electronics. In a diversifying digital era, where our dependence on fast communication

and efficient energy consumption is increasing every day, micro/nanoscience is an integral part of

how we are shaping our present while continuously laying the foundations for future technologies.

Apart from the developments in miniaturized electronics, another frontier in which

micro/nanotechnology has been making significant progress is in the area of biological research. The

ability to visualize and manipulate cellular activities at the nanoscale provides researchers with new

insights into how different cellular functions occur. This may include understanding the different

intracellular molecular behaviors, such as single-cell sequencing and gene expression, analyzing

intracellular transformations and responses to external cargo, and understanding cell–environment

interactions, which provide fundamental knowledge on cell proliferation and differentiation. An

understanding of these biological properties at the single-cell level can help scientists to perform

different omics analyses and help in studying different biological phenomena such as disease

progression and tissue regeneration. The ultimate goal is to design strategies that are able to

perform single-cell analyses in vivo. This includes the development of various lab-on-a-chip and

organ-on-a-chip devices with necessary regulatory approval, which can be employed for rapid

clinical applications.

The ability of micro/nanofluidic devices to precisely regulate the motion of biological samples,

biomolecules, nanoparticles, and a single cell has come as a massive development in the area

of biotechnology and biomedical engineering. These miniaturized devices are highly non-toxic,

have very low manufacturing costs, and enable extremely delicate maneuvering of experimental

parameters. As micro/nanochannels can hold samples at a measure as low as the picolitre

scale, a high-throughput analysis of single cells can be performed. These specific advantages

have greatly facilitated the investigation of intracellular behavior, extracellular interaction, and

intercellular signaling. The past two decades have seen the scientific community utilize the benefits

of micro/nanofluidic devices to make significant breakthroughs in understanding the fundamentals

of cell behavior at the single-cell level. The potential for application in healthcare and diagnostics is

immense.

ix



This second edition of the Special Issue “Micro/nanofluidic devices for Single Cell

Analysis” contains nine articles and one editorial, which explore the various avenues of single-cell

analysis. The articles have been selected in such a way so as to put emphasis on the different

single-cell technologies that have employed a micro/nanofluidic-based approach to perform

intracellular detection, imaging, and monitoring. Some aspects of single-cell manipulation, analysis,

characterization and/or diagnosis are also discussed. We hope that this Special Issue will be helpful in

providing researchers with new insights into the field of single-cell analysis using micro/nanofluidic

devices.

Tuhin Subhra Santra, Fan-Gang Tseng

Editors
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The functional, genetic, or compositional heterogeneity of healthy and diseased tissues
promotes significant challenges to drug discovery and development [1,2]. Genetically
identical cells may exhibit phenotype heterogeneity, which is of particular importance for
tumor metastasis, stem cell differentiation, and drug resistance [3]. Such heterogeneities
impede accurate disease modeling and can mislead the elucidation of biomarker levels,
and may misguide patient responses to particular therapies [1–3]. Nevertheless, cellular
heterogeneity has remained unexplored for a long time as former studies mainly focused
on cell manipulation and analysis at the bulk scale, providing the average interpretation
of the results. The complex nature of cells has been the long-standing motivation for
developing the tools for single-cell transcriptomic, genomic, and multiplex proteomic
analyses [1,4–6]. However, the traditional biological tools, including petri-dishes and well-
plates, technically limit micron-scale single-cell manipulation and analysis. Additionally,
the use of low concentrations target biomolecules introduces additional challenges in this
field. Therefore, single-cell research provokes the access of modern technologies to address
single-cell functionalities with high-throughput efficiency [1,4,7].

Single-cell technologies are beneficial for the studies of scarce cells [1,4,8,9]. For exam-
ple, circulating tumor cells (CTCs) are rare, such as one in the background of 107 normal
blood cells. Detecting and characterizing these cells could help and explore the underlying
cause of cancer spreads and be very useful in developing efficient and targeted thera-
pies [10,11]. Usually, single cells [1,4] have been isolated by multi-well plates in most
biological labs, which provides low efficiency, and significant labor strength is needed.
Another option is robotic liquid handling workstations that reduce labor intensity but are
pretty expensive to install in the lab. The standard techniques, such as flow cytometry
and laser scanning cytometry, can rapidly screen fluorescent-labeled cells in a flow, and
these have been used for single-cell analysis for a long time [12,13]. Flow cytometry is
an automatic technique for multiple detections and sorting of single cells. However, the
instrument is expensive, bulky and mechanically complicated. It requires large sample
volumes and analyzes cells at a one-time point. Hence, flow cytometry cannot provide
continuous variation in the cell dynamics.

On the other hand, micro/nanofluidic devices have emerged as a potential plat-
form with advanced technologies for single-cell manipulation and analysis in the last
two decades. Micro/nanofluidic devices have many unrivaled advantages over conven-
tional techniques [14–17]. They can manipulate and control fluids in the range of micro to
pico-liters, thus reducing sample loss, providing susceptible analysis in the miniaturized
microfluidic systems [14,15,17]. The micro/nanofluidic devices are not only designed and
fabricated to fulfill the needs of various single-cell manipulation, separation, trapping isola-
tion and lysis, but also used for electrical, mechanical, optical, biochemical characterization,
as well as for therapeutic and diagnostic purposes [18–26]. Figure 1 shows worldwide
microfluidic single-cell-related article publications in the last two decades, and it indicates
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the high demand of microfluidic devices for single-cell analysis and applications, evidenced
by the increase in the number of scientific publications in each year. The micro/nanofluidic
devices expedite remarkable high-throughput parallel manipulation and analysis of single
cells, providing more accurate statistical results than bulk analysis and having a meaningful
interpretation. Moreover, multifunctional devices can be integrated on the same chip to
make it automatic, eliminating possibilities of contamination and error-free operations. Ad-
ditionally, fluorometry, mass spectroscopy, and fluorescence microscopy can be integrated
with microfluidic systems for achieving deeper insights into single-cell morphology and
functionalities. Such steps can pave new avenues in this exciting field. This Special Issue of
Micromachines entitled “Micro/nanofluidic devices for single-cell analysis” encompasses
the recent advancements in single-cell analysis using micro/nanofluidic devices.

Figure 1. Year-wise microfluidic single cell scientific article publication. The data are adapted from
Scopus records until 2020.

Hochstetter [27] briefly reviewed single-cell separation, diagnostics, and analysis
using recent advancements in lab-on-a-chip technologies. Moreover, they reviewed the
potentials, limitations, future prospects, and applications of microfluidic technologies,
especially concerning the funding outlook and field requisition of the chips.

The measurement of sample flow velocity is essential for controlling the cell sorting
time and reconstruction of image analysis. Sawa et al. [28] reported on-chip microparti-
cle size and velocity assessment by using differential image analysis of single-shot two-
wavelength. While the microparticles run via an image flow cytometer, they are irradiated
by two different lights with different irradiation times simultaneously. For each wave-
length of light, the images of the same microparticle were captured in a single shot. The
velocity is calculated by comparing these two images: the difference of the particles’ elon-
gation divided by the difference of irradiation time. These accurate velocity and shape
measurements can improve the cell sorter technique and the imaging flow cytometry to
diagnose cells.

The high-throughput in vivo cellular microenvironment can permit us to investigate
cellular function in detail. Nagai et al. [29] developed a parallel single-cell manipula-
tion using a micronozzle array compacted with a bidirectional electrokinetic micropump.
The polydimethylsiloxane (PDMS) micro nozzle array combined with bidirectional elec-
trokinetic pumps are operated by using DC-biased AC voltages. Single HeLa cells were
transported to the nozzle holes. After applying voltage, adequate electroosmotic flow
occurs outside the nozzle array and manipulates the single-cell simultaneously.

Li et al. [30] demonstrated the hydrodynamic cell stretching and microsieve filtration,
which can express the link between genetic, phenotypic, and treatment to the cellular
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deformability. This cellular deformability has shown the correlation between metastatic
cancer cells and invasiveness. In-depth studies on single-cell hydrodynamic stretching
can correlate mechanical characteristics of cancer cells with genetics and phenotypes. It
helps to distinguish the differential deformability of cell models toward promoting drug
treatment, EMT, and invasiveness, thus strengthening our knowledge on the fundamentals
of cancer progression.

The electrical properties of the cells cannot be measured effectively by conventional
techniques. Liang et al. [31] proposed a microfluidic-based constriction channel to charac-
terize the electrical properties of a single nucleus. The device can isolate and trap single
nuclei at the microfluidic channel without any pipette tips for electrical measurements.
Their technique can classify cell type and cell status evaluation through bioelectrical mark-
ers of cell nuclei. Here, the authors studied the effect of membrane capacitance on the
estimation of nuclear electrical properties and compared it with electrorotation.

Sengul and Elitas [32] presented sensitive, label-free, and specific, single-cell electro-
chemical properties using a microfluidic device. They fabricated a 3D carbon electrode
array-based device and showed deformation measurement of U937 monocytes and di-
electric movement and U937-differentiated macrophages in a less conductive medium.
Using their technique, the cell damage caused by aggressive shear forces can be measured,
and cells can be used for further downstream analysis. Moreover, these results also re-
vealed that dielectric mobility and deformation could be exploited as an electromechanical
biomarker to recognize differentiated cell populations from their progenitors.

The same group [33] investigated the impact of macrophages on glioma cell behavior
by using a microfabricated cell culture platform. They quantified motility, migration,
morphology, proliferation, and deformation characteristics of glioma U87 cells at the
single-cell resolution to unveil biomechanical heterogeneity. They could quantify the
mechanophenotypic properties of glioma cells by using their microfluidic device.

Cytokine secretion has a tremendous impact on clinical diagnostics. Zhu et al. [34]
reported Cytokine secretion detection at the single-cell level and real-time monitoring using
localized surface plasmon resonance (LSPR). The authors developed a microwell chip with
cyclo-olefin-polymer (COP) film imprinted with gold-capped nanopillars for Interleukin 6
(IL-6) detection at the single-cell level. The trapped cell secret cytokine was analyzed by
using the spectrum analyzer. This fabricated device facilitates real-time monitoring that
can monitor the biological variation of the tested single-cell viability.

The CTCs can be considered a substitute approach for tissue biopsy, and it able to
provide tumor-derived and germline-specific genetic variations. The analysis of the CTCs
at a single-cell level can enable in-detail tumor heterogeneity exploration and individual
clinical assessment. Xu et al. [35] demonstrated CTCs isolation and clinical application
by using a microfluidic chip integrated with a micropore-arrayed filtration membrane.
The device has the ability to provide CTCs isolation with high efficiency, throughput, and
minimal damage of the cell. Moreover, the device can detect a positive detectable rate of
87.5% CTCs from lung cancer patients. This detection method can be a promising tool for
cancer research and the accomplishment of CTCs analysis for routine clinical practice.

In conclusion, this Special Issue entitled “Micro/nanofluidic devices for single-cell
analysis” not only covers single-cell manipulation, separation, diagnostics but also it
discussed single-cell mechanical, electrical, and electrochemical characterizations and their
analysis. Moreover, this Special Issue elaborates on cellular heterogeneity characteristics,
Cytokine secretion detection, circulating tumor cell (CTCs) isolation, and clinical applications.

Author Contributions: T.S.S. wrote this editorial, and F.-G.T. corrected it. Both authors have read
and agreed to the published version of the manuscript.
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Abstract: In the last three decades, microfluidics and its applications have been on an exponential rise,
including approaches to isolate rare cells and diagnose diseases on the single-cell level. The techniques
mentioned herein have already had significant impacts in our lives, from in-the-field diagnosis of
disease and parasitic infections, through home fertility tests, to uncovering the interactions between
SARS-CoV-2 and their host cells. This review gives an overview of the field in general and the most
notable developments of the last five years, in three parts: 1. What can we detect? 2. Which detection
technologies are used in which setting? 3. How do these techniques work? Finally, this review
discusses potentials, shortfalls, and an outlook on future developments, especially in respect to the
funding landscape and the field-application of these chips.

Keywords: microfluidics; single cell level; diagnostics; biomedical engineering; parasites; cancer;
infectious diseases; point-of-care

1. Introduction

Since the advent of microfluidics 30 years ago, many applications have employed the advantages
of microfluidic environments: small sample volumes, ready parallelization, high reproducibility,
a vast span of experimental timescales, and a high control over local conditions (e.g., temperature,
light exposure, flow velocity and direction, shear forces, diffusion, concentration gradients, viscosity,
cell motility, etc.). One very prominent aspect of microfluidic research is diagnostics on the single-cell
or even molecular level. The significance of recent research towards microfluidics-based single cell
diagnostic chips is apparent in health care, in our homes, and also very prominently in the fight
against the COVID 19 pandemic: The diagnostic targets range from circulating tumor cells (CTC) [1–6],
over parasites in blood [7–15], male fertility [16–20], molecular markers for infections [11,15,21–23],
cells of a specific stage in their life cycle [24,25], plant pathogens [26] and the SARS-CoV-2
proteome [27–32]. Depending on the exact target (either the entire cell or sub-cellular markers)
there are different approaches to on-chip detection, each with their own underlying fundamentals and
set of limitations. Additionally, there are additional synergetic possibilities (smartphones, optical traps,
high throughput, personalized test, portability). This review presents a collection of the techniques
proven useful for single cell diagnostic chips and explains the basic physical, chemical and biological
effects that drive these technologies.

Due to the small volumes and the readily available lithographic procedures, diagnostic chips
often are mass-producible, which makes individual tests cheap. This also opens up a great potential
for portable diagnostics for global health issues [33] even in rural and remote locations, like endemic
areas in Africa. Sadly, and very surprisingly, this potential often is not reached, and many sound
diagnostic devices end in the “valley of death” [34,35]. In my opinion, this is due to a hole in the
funding landscape; while many funding agencies (e.g., the Bill & Melinda Gates Foundation, UKRI,
HFSP) offer grants to research the technologies and their application in a lab, the time required to
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actually adapt these technologies into field-applicable devices extends beyond the general timeframe
of these grants and there are by far not enough grants that cover the adaption and deployment of
field-ready devices. Furthermore, the adaptation of devices to make them field-applicable requires
an inter- and cross-disciplinary skillset and contacts to both relevant populations and health-system
officials. These requirements for device adaptation and deployment are massively at odds with how
a research group has to be structured to be successful in today’s academic and funding landscape.
Sadly, Academia in most countries selects for high-throughput high-impact publishing researchers,
while these Grand Challenges tend to be tackled by researchers who follow a conviction to better the
world, and sacrifice their publication output along the way. If mankind really aims to not just face, but
succeed in the face of these Grand Challenges, Academia needs to adapt, raise their standards beyond
the number of the h-index.

What We Can Detect:

In recent years, more and more targets for detection on diagnostic chips have been
investigated. Some salient examples thereof are circulating tumor cells (CTC) of various types
of cancer [1,36–38], rare cells (e.g., sickle-cell variants of red blood cells) [39,40], parasites,
like Plasmodium falciparum [1,7,10,11,13–15,21–23,36,41–50] and Trypanosoma spp. [8,44,51–57] and even
plant pathogens [26,58], as well as—after cells have been lysed—subcellular infection markers (e.g.,
DNA, RNA fragments) [10,11,22,43,59–62]. Given the vast adaptability of microfluidics to any kind of
single or multi-cellular assay [63], the ability to combine it with various light microscopy techniques [64],
image processing [65], optical or acoustic traps [53], generation of chemical gradients [66], and even cell
culture [4,67–83], any cellular or subcellular target seems to be possible for future on-chip diagnostics.

For easier access to the contents of this review, please find below a table which summarizes all the
techniques discussed throughout this publication and their applications toward single cell diagnostic
chips and beyond (see Table 1).

Table 1. Techniques applied to achieve single cell diagnostic chips.

Technique (Abbreviation) Applications

Dielectrophoresis (DEP) Separation of blood, infected blood cells, parasites
Deterministic lateral
displacement (DLD)

Separation of blood, infected blood cells, parasites, CTC, spores, DNA,
viruses

Deformability-based separation Separation of blood, infected blood cells, parasites
Margination & Dean Flow Separation of blood, infected blood cells, parasites, CTC
Surface acoustic waves (SAW) Separation of blood, parasites, CTC, multicellular organism
Optical tweezers (OT) Separation of rare cells, parasites, CTC
Optical density/refractive index Fast optical analysis of cell size, shape and optic density

Droplet microfluidics Separation and storage of cells, mixing with targeted start of reactions,
post-lysis analysis of cell contents

Paper microfluidics Separation of cells, post-lysis analysis of cell contents

PCR-based techniques Targeted enrichment of subcellular fragments to verify their presence or
identity of the previously separated cells

LAMP-based techniques Similar to PCR, but generally also employable in environments with
very limited resources

Prote-/metabol-/transcript-/poly
omics

Gather data on all the parts of a cell, their transcriptomes or their
metabolites respectively. Elucidating contents, pathways and
interactions, (e.g., host–viral interactions of SARS-CoV-2).

2. Methodologies

For this review, all results in Google Scholar for literature related to “single cell diagnostic chips”
and their permutations of the last five years were screened. Additionally, where technologies were
mentioned, the relevant original research papers pertaining to these technologies were screened, cited,
and summarized to yield a more rounded review. The findings are summarized below in three chapters:
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Cell separation methods
Combined separation and analysis on chip
Molecular analysis of single cells

2.1. Cell Separation Methods

In the last three decades, since the advent of microfluidics, several methodologies have been
developed to create single cell diagnostic chips. While these three paragraphs only list these
methodologies, the next section of this publication describes each of these methodologies and
the underlying principles or technologies. For separation of cells in a microfluidic setup, we can either
work by encapsulating samples inside droplets, or by leaving the entire sample inside a continuous
(aqueous) phase. If the sample is in the continuous phase, we can separate the target cells either using
deterministic lateral displacement (DLD), ratchets, dean-flow, di-electrophoresis, surface acoustic
waves (SAW), optical and acoustic tweezers or by using optical density/refractive index. In a continuous
phase it is also possible to follow a temporal evolution along the flow of the device.

By introducing two immiscible phases (e.g., water and oil) it is possible to create droplets,
inside which the sample can be portioned. Droplet microfluidics has so far been used together with
di-electrophoresis, deterministic lateral displacement, surface acoustic waves, or hydrodynamic droplet
sorting to separate cells. It also has great potential, because it can be used to generate vast libraries of
individual reaction volumes. This makes it possible to screen how identical cells react to entire sets of
parameters in one single setup [84,85]. This can also be used to parallelize the analysis or separation of
several sets of samples.

In case the target is not the entire cell, but a sub-cellular marker (e.g., DNA or RNA, individual
antibodies [62] or other molecules) the cells containing the target molecule are lysed and/or the
non-relevant cells are separated. After lysing the cells, their contents are optionally selectively multiplied
(using e.g., polymerase chain reaction, PCR, and related techniques, like qPCR and nested PCR or
Loop-mediated Isothermal Amplification, LAMP, and its derivatives like NINA-LAMP and LAMPport)
and analyzed using chromatographic approaches (e.g., metabolomics, transcriptomics, proteomics,
polyomics) or antibody-antigen binding, especially in rapid diagnostic tests (RDTs) [62]. This can all
be done either in continuous phase microfluidics, droplet microfluidics, or paper-based microfluidics.

2.1.1. Dielectrophoresis (DEP)

Dielectrophoresis (DEP) describes the movements of cells (and other dielectric particles) within in
a non-uniform electric field. This movement is caused by the induction of an electric dipole moment
on the cell or particle, and the force the electric field gradient exerts on this dipole moment. It is not
necessary that a cell carries a net surface electric charge to be polarized [8]. The induced dipole is
aligned along the gradient of the non-uniform electric field. Thus, the coulomb forces generated on
both sides of the dipole/particle are different, and a net force drags the particle across the gradient.
The direction and strength of this force depends on many factors, both of the particle itself and the
surrounding medium including the particles exact shape [86] and the frequency of the alternating
current (AC) electric field [54]. For more details, see a recent review by Adekanmbi and Srivastava [86].

In short: by varying the frequencies of the employed AC electric field and/or the conductivity of
the surrounding medium (e.g., by adding salts to increase the medium’s conductivity), different cells
can be separated. A prominent example is the separation of red blood cells (RBCs) and trypanosomes
(a unicellular pathogenic parasite), conducted by Menachery et al. [54]. They used a micro-fabricated
gold four-arm spiral quadrupole electrode array (see Figures 1 and 2), with each arm arranged at 90◦
to each other and separated by 400 µm operated at frequencies ranging from 10 kHz to 400 kHz and
with solution conductivities varying from 16 to 60 mS/m.
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RBCs having been pushed away from the electrode array. (c) Parasitized blood on the spiral electrode
array. (d) Mouse RBCs are levitated and carried to the outer edges of the spiral. (e) Trypanosomes
accumulate in the center of the spiral and undergo circular translational motion. (f) Trypanosomes
are trapped along the electrode edges in the center of the spiral upon switching the AC voltage from
quadrature-phase to an opposing two-phase. Reproduced with permission from [54].
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Within this setup, it was possible to separate trypanosomes from murine RBCs at 140 kHz, and from
human RBCs at 100 kHz and a Voltage of 2 V peak-to-peak, respectively [54]. This demonstrates that it
is possible to completely separate different cell types from the same sample, simply based on their
induced dipole moment. Since the induced dipole moment is specific for healthy cells (e.g., RBCs),
infected cells (e.g., RBCs infected by Plasmodium falciparum), and pathogenic cells (e.g., trypanosomes)
they can be separated in such an experimental setup [6,8,54,86,87] (see Figure 2). In many cases,
the detection of a single infected cell or individual pathogen within a real-life sample can arguably be
counted as a diagnosis of the respective infection (here: Malaria and Trypanosomiasis, respectively).

DEP can also be combined with other technologies for single cell diagnostic chips. One example is
the combination of DEP with deterministic lateral displacement (DLD) as demonstrated by Jason Beech
and others [6,8,88–90]; another prime example is the combination with SAW (see Section 2.1.5.), as used
by Smith et al. to extract viable mesenchymal stroma cells from human dental pulp [91]. A drastically
different usage of DEP is shown by Noghabi et al., who developed a same-single-cell analytic DEP
chip, to study multidrug resistance inhibition in leukemic cells [92]. To achieve higher throughput,
Faraghat et al. used three-dimensional DEP electrodes featuring tunnels, along which the cells were
separated in a more continuous fashion [93].

For an overview of the pros and cons of DEP in the context of single cell separation and diagnostics,
refer to Table 2.

Table 2. Pros and cons of dielectrophoresis (DEP).

Pros Cons

Adaptable to different cells by frequency Needs electricity
Potentially parallelizable Low throughput, unless 3D- electrodes are used
Compatible with other techniques (e.g., DLD, SAW
molecular analysis after cell lysis) Cell frequencies need to be experimentally found

- Separation is rather slow and hard to automate

2.1.2. Deterministic Lateral Displacement (DLD)

One core microfluidic technique used to separate cells by their size and shape (or rather, their
effective hydrodynamic diameter) is deterministic lateral displacement (DLD), which was discovered
accidently by Huang in 2004 [94]. There, laminar flow through a repetitive array of obstacles resulted
in an asymmetrically bifurcated flow. This asymmetric flow separated different particles according to
their diameter. In the 15 years since this empirical description of a phenomenon, additional aspects
of DLD have been developed and have broadened its applications: the continuous separation of
particles, cancer [3,95,96], healthy blood cells [40,97], infected RBCs [98], yeast [99], bacteria [24],
fungal spores [100] and subcellular particles like DNA [101], and virus capsids [102]. Additionally,
antibody-coated DLD arrays have been used for non-invasive prenatal diagnosis of circulating fetal
cells in samples of their mother’s blood [60]. Similarly, Hou et al. reported an antibody-coated
“nanoVelcro” assay that selectively retains circulating fetal nucleated cells from blood samples of
pregnant women [103].

The basic model that is used to describe how DLD works, is referred to by experts as a “naïve
model”, as it does not fully represent the physics behind the process, but helps to understand the
separation that occurs, on a superficial level. This “naïve model” is based on dividing the flow through
the DLD array into separate streams. The number of streams depends on the geometry of the DLD
array (see Figure 3). The array is often made of rows of pillars that are shifted by a fraction 1/N of
the row’s width (which equals to the diameter of the pillar and the gap between two adjacent pillars).
Thus, every N rows, the position of the pillars is the same (see Figure 3), and the fluid flow is divided
into N streams. This row shift of 1/N is also denoted as row shift ε. Each stream carries the same
current of fluid. Since the flow speeds vary across the gap and in between the rows, the streams are
not of the same width. Especially around the pillars the streams are especially narrow. If a particle or
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cell has a diameter bigger than these narrow streams, they are—in the “naïve model”—not able to
follow the stream and migrate to the next stream, while a smaller particle can follow the streamline
along the flow (see Figure 3a). In this way, bigger particles get “bumped” along the array towards
the side (perpendicular to the flow), and separated from smaller ones, that can “zig-zag” between the
pillars and follow the flow.
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Figure 3. The principle the “naïve model” of deterministic lateral displacement, on the example of
trypanosomes and red blood cells. (a) An array of posts divides a fluid-flow into many well-defined
streams. Particles smaller than the critical size follow the streams, whereas larger particles follow
a trajectory defined by the geometry of the array. (b) The effective size of particles is a function of
their shape and orientation as they flow through the device. Device depth can be used to control the
orientation of blood cells and parasites to maximize differences in effective sizes. (c,d) Scanning electron
microscopy images of a poly(dimethylsiloxane) (PDMS) device, designed to separate trypanosomes
from blood cells; the different sections achieve different separation steps. Adapted with permission
from [8].

A more detailed discussion on more accurate models (including multiple critical diameters [104]
and particle–particle interactions [105,106]) will be published soon by this author.

The shape of a cell or particle in a DLD array can have a massive impact on its hydrodynamic
radius. The curved and elongated shape of trypanosomes and the biconcave shape of an RBC might
inhibit a proper separation if the height of the DLD array is not carefully selected (see Figure 3b).
Meanwhile, with an overly high array both cell types—despite being massively different—exhibit a
very similar effective hydrodynamic diameter, simply because the trypanosomes can undulate freely
(see Figure 3b). If the array is chosen to be very shallow (e.g., 4 µm), both cell types are forced to
pass through the arrays while being vertically constricted. With an intermediate height, however, the
larger trypanosomes are forced to undulate horizontally, while RBCs can align themselves vertically,
resulting in a pronounced difference of their respective hydrodynamic radius.

NB: The complex motility of trypanosome has here been described as “undulating” for reasons of
simplicity. A more detailed model of its motility has been discussed by Alizadehrad et al. in 2015 [107].

One of the disadvantages of DLD is that the arrays need to be tailored towards the cells which are
to be separated and diagnosed on the chip. In addition, this tailoring is done by adapting the geometry
of the DLD array: size and shape of the pillars, how far these pillars are apart, and the angle between
the pillars and the main channel walls/the row shift ε. However, there have been several approaches
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to make DLD arrays “tunable” and thus adaptable over a larger range. One way to tune the sizes
of separated cells is the combination of DEP and DLD [88–90]. Another way of tuning is combining
DLD with non-Newtonian fluids, which change their viscosity depending of the flow velocity (and
thus the shear forces the pillars exert on the liquid; shear-thinning) [108]. For general combinations of
passive separation techniques (e.g., DLD) with active separation techniques (e.g., DEP, SAW, optical or
magnetic) Yan et al. coined the phrase “hybrid microfluidics” [109].

For an overview of the pros and cons of DLD in the context of single cell separation and diagnostics,
refer to Table 3 below.

Table 3. Pros and cons of deterministic lateral displacement (DLD).

Pros Cons

Needs no electricity (e.g., using handheld syringes) Prone to clogging
Tiny defects can be tolerated by redundancy Trapped air bubbles can completely ruin separation

Can be parallelized Low throughput due to tiny volume

Can be run constantly and separated cells can be collected
for further processing in closed loop systems.

The separation process of DLD has not been fully
understood so far and entails many different aspects
that are thus far neglected.

Note: while the geometry of the array needs to be tailored to the cells that are to be separated in bulk samples,
several techniques have been discovered that can tune the effective separation diameter to adapt an existing array to
new cell types.

Additionally, many DLD applications work based on a naïve and simplified model.

2.1.3. Deformability-Based

A further technique for cell separation towards diagnostic chips that has been employed—both
within and without DLD—is deformability-based separation. Not only are different cell types of different
stiffness or elasticity (often measured in the Young’s modulus), but also the infection with parasites can
alter the elasticity of cells. The most prominent example thereof is the increased stiffness of red blood
cells infected with Plasmodium falciparum (iRBCs) compared to healthy red blood cells (RBCs) [110].
While this fact in itself has intriguing implications with sickle-cell anemia [110] and immunity
towards Malaria, it has also been used to separate iRBCs from RBCs, both in theory [98,110,111] and
practice [14,112]. One especially clever approach was presented by Guo et al. in 2016, where an
oscillating flow separated rigid from elastic RBCs through an asymmetric filter array (see Figure 4).
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de-clogging flow; (c) cell sorting using a matrix of funnel constrictions. The cell sample is introduced

13



Micromachines 2020, 11, 468

through the sample inlet (SI) and forms a diagonal trajectory under the combined forces of cross-flow
inlet (CFI) and biased-oscillation flows including oscillation inlet 1 (Osc1) for de-clogging and oscillation
inlet 2 (Osc2) for filtration. More deformable cells, such as RBCs, will travel further up the matrix
of funnel constrictions than less deformable cells, such as iRBCs, which will be blocked midways
and be separated from the main population. (d) Image of microfluidic ratchet device infused with
different food color dyes illustrating the diagonal trajectory of the SI through the ratchet-sorting device
constituting a deformability gradient. (e) Image of the overview design of the ratchet sorting device as
well the nine outlets (O1–9). Adapted with permission from [112].

In the same year, Park et al. improved this approach to separate white blood cells (WBCs),
RBCs and CTCs from each other [113]. Wang and coworkers recently combined deformability-based
separation with magnetic-based techniques to separate CTCs, RBCs, and WBCs from “liquid biopsy”
samples [114]. In 2018, Hongmei Chen reported the separation of CTCs, RBCs and WBCs from spiked
peripheral blood samples using a combination of deformability-based and inertial separation [115].
Zhou et al. predicted that it is possible to combine deformability-based and electrokinetic separation,
which relies on different shear moduli instead of ratchets [116]. While their computations are based
on inanimate particles, this could lead to continuous cell and particle separation in ratchet-free and
clogging-resistant devices.

For an overview of the pros and cons of deformability-based separation assays in the context of
single cell level diagnostics, kindly refer to Table 4.

Table 4. Pros and cons of deformability-based assays.

Pros Cons

Generally reusable setups Defects in the matrix can undo separation
More resistant to clogging than DLD Trapped air bubbles can trap deformable cells
Can theoretically be parallelized Low throughput due to tiny volumes

Can run even without ratchets
Cannot be run constantly (due to oscillation), unless
paired with other approaches e.g., DLD,
immuno-magnetic, inertial, or electrokinetic sorting

2.1.4. Margination and Dean-Flow

Furthermore, independently of a DLD array, iRBCs have been separated from healthy RBCs using
a constriction within a microfluidic channel at high hematocrit values (=high concentration of RBCs in
the sample, basically an only slightly diluted blood sample) [117]. This separation effect, in which
some cells (e.g., iRBCs, leukocytes) are accumulated along the margins of a long channel has been
called margination [117,118] and is a naturally occurring phenomenon in our smaller blood vessels [7].
It can be even enhanced by using a viscoelastic fluid as medium to create a high-throughput detection
system [13]. Similarly, spiral channels have been used to separate different cells by creating a Dean flow.

Xiang et al. recently even combined a Dean drag force-inducing spiral channel with a DLD array
for a two-step separation of CTC from RBCs and white blood cells (WBCs) [119]. The underlying
concept is that within curved channels two opposing forces are active on all particles and cells,
the Inertial Lift force FL and the Dean drag Force FD.

The Inertial Lift force FL is composed of the shear-gradient-induced lift (caused by the parabolic
flow profile inside the curved rectangular microchannel) and the wall effect (caused by the asymmetric
wake of the particle near the wall), which push neutrally buoyant particle away from the center of the
channel and the walls, respectively. This force FL can be calculated by [120–124]:

FL = fL(Re, xL)ρv2
max·16r4/D2

h (1)
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where the lift coefficient fL is a function of the Reynolds number of the flow Re (Re = ρvmaxDh/µ) and
the particle position xL along the channel’s cross-section (in respect to the channel’s center). ρ and µ
are the density and the dynamic viscosity of the fluid, respectively. vmax denotes the maximal velocity
within the microchannel, Dh is the hydrodynamic diameter of the microchannel and shape and aspect
ratio dependent (in first approximation: 2· Width·Height

Width+Height ), and r is the particle radius.
The Dean (drag) force FD on the other hand, will only form at relatively high Reynolds numbers in

curved microchannels, due to the non-uniform inertia of the fluid in the inner and outer segments [124]
of the channel. This Dean flow consists of two counter-rotating Dean vortices forming in the top
and bottom halves of the channel (see Figure 5), and exerts additional transverse drag forces on
particles [124].
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Figure 5. (a) Schematic of a spiral micro-particle separator. The design consists of two inlets and
two outlets, with the sample being introduced through the inner inlet. Neutrally buoyant particles
experience Lift forces (FL) and Dean drag (FD), which results in differential particle migration within
the microchannel. (b) Microchannel cross-sections illustrating the principle of inertial migration for
particles with r/Dh ∼ 0.05. The randomly dispersed particles align in the four equilibrium positions
within the microchannel where the Lift forces balance each other. Additional forces due to the Dean
vortices reduce the four equilibrium positions to just one near the inner microchannel wall. Adapted
with permission from [125].

This results in a displacement of particles flowing in a curved microchannel at high velocities.
The flow in such a curved channel is defined by the dimensionless Dean number (De) [126]:

De = Re

√
Dh
2R

(2)

with R as the radius of the channel’s curvature. The maximum Dean drag force acting on a particle or
cell in a curved channel can be estimated by Stokes drag force [125–127]:

FD = 6πµvmaxr = 1.08·10−3·πµr·De1.63 (3)

As can be seen from Equations (1) and (3), these two forces scale very differently with the radius
of the particle (linear vs. the power of four), hence it is possible to separate different cells (or other
particles) by their size at higher flow velocities in a curved rectangular microfluidic channel.

Further applications for Dean-flow-based microfluidics include the enrichment of human breast
cancer cells from samples [128], human prostate epithelial tumor cells [129], or pathogenic bacteria from
diluted blood samples [130]. To improve the cell separation prowess of Dean-flow-based applications,
there have been some interesting recent improvements: through the addition of microstructures inside
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the channels, it is possible to separate blood cells using straight channels, which reduces the footprint
of the designs and allows parallelization, as shown by Wu et al. in 2016 [131].

For an overview of the pros and cons of Dean-flow usage in the context of single cell separation
and diagnostics, refer to Table 5.

Table 5. Pros and cons of Dean-flow-based approaches.

Pros Cons

Generally reusable setups Comparably big footprint
Can theoretically be parallelized Prone to clogging
Does not need high resolution lithography
Can handle higher cell densities
Bigger volumes can be handled

-

Can be run continuously
Can be combined with other technologies (e.g., droplet MF) -

2.1.5. Surface Acoustic Waves (SAW)

Another technology that recently received increased attention in combination with microfluidic
single cell diagnostics is called surface acoustic waves (SAW). SAW are generated by applying two
conductive interdigital transducers (IDT) onto a piezo-electric carrier material. Interdigital here is
rooted in Greek, and translates to “between fingers”, meaning that two transducers are shaped like
combs that are pushed into each other, without actually touching (see Figure 6).
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Figure 6. Interdigital transducers (IDT) (black) used to generate surface acoustic waves (SAW) on a 
piezoelectric carrier material. The input transducer generates mechanical forces from electrical 

Figure 6. Interdigital transducers (IDT) (black) used to generate surface acoustic waves (SAW) on a
piezoelectric carrier material. The input transducer generates mechanical forces from electrical voltage,
while the output transducer can re-convert the mechanical oscillations into an alternating voltage.

If a voltage is applied between these comb-shaped transducers, then the piezoelectric material in
between is forced to dilate or contract. Applying an alternating voltage forces the piezoelectric material
into oscillations, which then are called surface acoustic waves. These surface acoustic waves can either
be standing (SSAW) or travelling (TSAW), depending on the design of the IDT and the frequencies
of the alternating voltage. Now, a microfluidic channel can be superimposed onto this piezoelectric
substrate and carry cells and particles perpendicularly to these surface acoustic waves (see Figure 7).
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Figure 7. (a) Schematic of the separation mechanism showing particles beginning to translate from the
sidewall to the center of the channel due to axial acoustic forces applied to the particles when they enter
the working region of the SSAW (site 1). The differing acoustic forces cause differing displacements,
repositioning larger particles closer to the channel center and smaller particles farther from the center
(site 2). (b) Comparison of forces (normally in the pN range) acting on particles at site 1 and site 2,
respectively. Reproduced with permission [132].

SSAW exert acoustic forces (Fa) on these cells and particles proportional to their volume [132]:

Fa = −


πp2

0Vpβm

2λ


φ(β,ρ) sin 2kx (4)

φ =
5ρp − 2ρm

2ρp + ρm
− βp

βm
(5)

with p0 as the pressure amplitude caused by the SSAW, Vp the volume of the particle, βm,p the
compressibility of the medium and particle, respectively, λ for the ultrasonic wavelength, ρm,p for the
density of the medium and the particle, k for the wave vector and x for the distance to the pressure node.

Along the same axis as Fa, but with opposite direction, there are viscous forces Fv, which scale
with the radius of the particle:

Fν = −6πηrv (6)

with η for the medium viscosity, r for the particle radius and v the relative velocity of the particle
with respect to the medium. Hence, acoustic forces dominate in larger particles but not in smaller
particles, which allows the usage of SSAW to separate particles by size, if the other parameters are
chosen accordingly.

TSAW can also be used for particle separation, but the acoustic radiation forces on cells and
particles are much lower compared to SSAW at the same frequency and power input [133]. While higher
actuation frequencies can increase the effectiveness of TSAW, they also can disturb the laminar flow
within the microfluidic device by causing acoustic streaming [134,135]. This in itself, however,
has given rise to other useful applications of TSAW [133–135], including pumping [136] and processing
of multicellular organisms (e.g., Caenorhabditis elegans) [137].

A set of four IDTs, arranged along the sides of a square, can be used to create so called acoustic
tweezers, where the interferences of the four IDTs can create trapping nodes that can hold individual
cells. By changing the frequencies and amplitudes of the SAWs emitted by the IDTs, the trapped cells
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can be moved within the volume of the acoustic tweezers [138]. Similar to SAW in general, there can
be three types of acoustic tweezers: (1) Standing-wave tweezers, (2) Traveling-wave tweezers, and (3)
Acoustic-streaming tweezers [138].

For an overview of the pros and cons of SAW technology in the context of single cell separation
and diagnostics, please refer to Table 6 below.

Table 6. Pros and cons of SAW-based approaches.

Pros Cons

Tunable to different cells by changing frequency Needs electricity
Work also with bigger, multicellular organisms Needs piezoelectric and other expensive material

Can be parallelized Calculations of optimal settings for acoustic forces
not yet fully elucidated

Can be run continuously Small volumes
Can be combined with other techniques Forces might not fully compete with motile cells

2.1.6. Optical Trap and Tweezers

Light can interact with matter on the microscopic scale, as proven by Arthur Ashkin almost
five decades ago [139]. The operating principle of optical tweezers is rather simple (see Figure 8),
as demonstrated on laser light (orange) and a transparent spherical particle. A normal laser beam has
a roughly Gaussian intensity profile (see orange intensity profile top left in Figure 8) and parallel rays
of photons. If these rays enter a spherical particle of higher refractive index (e.g., a glass microsphere)
the photons get refracted and in turn exert a force onto the sphere. Since there are more photons per
interval where the intensity is higher, the sphere will pulled towards the center (by the gradient force
Fgradient, see Figure 8) and pushed along the propagation of the laser beam (by the force of the scattered
photons Fscatter).

If an additional lens is introduced into the light path, a position is created where the sphere can be
held stably, since all the forces acting onto the sphere will be in equilibrium (see Figure 8 right). If the
particle moves out of this point, the sum of the resulting forces will pull the particle right back into this
stable position. Additionally, if the beam is moved away, the particle will be forced to follow. This is
the basic on which optical trapping operates.

Since many cells have a higher refractive index (or are optically denser) than water or their culture
media, they can be manipulated with optical traps, akin to the particle in Figure 8. Objects that have a
lower refractive index than the surrounding medium (e.g., air bubbles), will get pushed away from
the beam.

For alternative setups of optical traps, it is also possible to use two counter-propagating
beams [140,141], or two parallel lasers to generate interference to trap particles [142], or two inclined
fiber-coupled laser beams, which create a stable trapping position below the intersections [143].

Another way to generate optical traps is by shining an expanded laser beam onto a spatial light
modulator (SLM) [144–150]. The resulting optical traps are generally referred to as “holographic
optical traps (HOTs)” and are based on the interferences of many parallel phase shifts, all caused by
being reflected off the SLM. The advantage of HOTs is that with one setup it is easy to generate dozens
of traps, and move them in all 3 dimensions. An intermittent problem—the emergence of unwanted
additional HOTs (so called ghost traps [151]) has in the meantime been reduced by the introducing
small disorder [152], or random phase elements [153].
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Figure 8. Operating principle of an optical trap/optical tweezers, demonstrated on laser light (orange)
and a transparent spherical particle. (Left) A normal laser beam has a roughly Gaussian intensity
profile (see orange intensity profile top left) and parallel rays of photons. Spherical particles of higher
refractive index (e.g., a glass microsphere) refract photons that pass through them. By the law of
impulse conservation, a force is exerted on the sphere (the scatter force Fscatter), which propels the
particle along the propagation direction of the laser. The higher intensity of photons at the center of the
beam, results in a net force towards the center of the beam (by the gradient force Fgradient). (Right) The
introduction of an additional lens into the light path, creates stable trapping position. Here all optical
forces acting onto the sphere are in equilibrium. Dislocating the particle from this point, results in a
force that will pull the particle right back into equilibrium position. Image adapted from a sketch by Dr
Eric Stellamanns.

The application of optical tweezers for the handling of single cells and for diagnostics on the
single cell level has recently been discussed a lot [138,141,154,155]. However, it can as yet not be
used as the only technique for any kind of diagnostics, and is either combined with other tests to
create assays [63,66], or needs massive automation and robotics [156] or artificial intelligence to arrive
at a diagnosis [156,157]. The usage of optical traps for single cell diagnosis is mostly limited to
optical stretching [158], cell-sorting [66,154,159–162], and measuring of refractive indices [140,162–164].
Especially in combination with automatization, optical traps for single cell diagnostics have a great
potential, but currently it is among the more expensive and less-performing technologies.

The pros and cons of optical traps in the context of single cell separation, analysis and diagnostics
are listed in Table 7 below.

Table 7. Pros and cons of optical tweezer approaches.

Pros Cons

Contact-free micromanipulation Needs electricity and lasers & optical setup

Works intracellularly Relies on differences in refractive indices (e.g.,
DNA-rich parts like the nucleus)

Can be used to measure forces on the cellular level Potential photodamage to sample and devices at
wrong wavelengths and higher exposures

Can be combined with other techniques Forces might not fully compete with motile cells
Strong local forces can be achieved
An SLM-setup allows cell manipulation in 3D

However, only in “transparent” samples
Hard and expensive to parallelize
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2.2. Combined Separation and Analysis on Chip

2.2.1. Droplet Microfluidics

All the technologies discussed so far have two things in common: they are all only used to separate
different kinds of cells; and they all are used in continuous phase microfluidics, which means that
one stream of liquid contains all the cells and particles. In contrast, there exist several techniques
for which the cells are encapsulated in individual droplets (mostly of water or aqueous solutions)
that are separated by another phase, either oil or even air. This allows not only to encapsulate single
cells within individual droplets, but also to analyze their secretions, metabolites and (after cell lysis)
their contents. Kaminski and Garstecki published a comprehensive overview on those techniques in
2017 [165]. In brief, there are the following techniques:

Droplet microfluidics: Any emulsion system of water droplets in an oil carrier phase
(or water-droplets-in-oil-droplets-in-water; or any permutation thereof) can be used to separate
individual cells or solutions from each other. This is generally done with an x-intersection on
a microfluidic chip, where the aqueous phase is pinched off into droplets by two streams of oil
(see Figure 9a) Using any kind of forces (shear, drag, coulomb, inertial, etc.), droplets can be merged
to combine their contents and to start reactions towards a diagnostic signal (see Figure 9c), like for
example an exosome immunoassay for cancer diagnosis [166].Micromachines 2019, 10, x 15 of 32 
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2.2.2. Optical Density/ Refractive Index 

Using the refractive index of a single cell within a microchip for potential single cell diagnostics 
was reported over a decade ago, e.g., by Liang et al. [180]. Over the past 15 years, several applications 
have been reported, based on advanced measurements of refractive indices of single cells. The main 
measure of their precision is the Refractive Index Unit (RIU). The refractive index is the ratio of how 
fast light travels in vacuum to how fast light travels in a medium (e.g. water, cytoplasm). Proteins 
and DNA have a higher refractive index than water, and thus the local refractive index of a cell can 
be used to measure the local concentration of protein at any volume of a cell. The refractive index 
itself has no unit or dimension. The RIU can be seen as the (smallest) portion of (local) change in the 
refractive index that can be measured by any given method. 

Exemplary methods for measuring the refractive indices of single cells onboard of microfluidic 
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Figure 9. Schematic classification of droplet microfluidics that comprises three main groups of
technologies: (a) ultrahigh throughput microfluidics characterized by the largest number of droplet
bioreactors, (b) digital microfluidics that enables individual control over each droplet bioreactor,
and (c) controlled droplet microfluidics which is a group of technologies that exhibit moderate
throughput with the capability to address droplets in series. Adapted with permission from [165].

Individual droplets can be handled, for example, using acoustophoresis/SAW [134,167],
hydrodynamic or microfluidic changes by geometries [168–171], elective emulsion separation [172],
in-line passive filters [173], or even DLD [99]. It is also possible to manipulate the contents inside these
droplets using DEP [174,175], magnetic fields [176,177], or beads and microfluidic ratchets [178].

Different from that is digital microfluidics (DMF), which employs the electro-wetting effect. Using
an external electric field, the interface energy between the polar (water) droplet and the (dielectric)
surface can be locally modulated, and thus the contact angle between the droplet and the surface
can be reduced. This effectively renders the surface locally more hydrophilic and lets the droplet
migrate along this hydrophilicity gradient. Individual droplets can be moved and directed like this,
separated, merged or stored as illustrated in Figure 9b. One commercial DMF platform for diagnostics
in newborns and children has just been presented [179].
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As a general note: droplet microfluidics can be used in many instances like traditional well-plate
assays, with the few following adjustments: Well plates are static and highly parallelizable, while droplet
microfluidics are more dynamic (i.e., the well plates rest on their plates, while the droplets generally
have to move in sequence to the next operational point) and can be handled in high-throughput series.
However, especially in drug assays, (droplet) microfluidics-based assays have a great potential to
surpass well-plate-based approaches [63].

For an overview of the pros and cons of droplet microfluidics for single cell separation, analysis
and diagnostics, please refer to Table 8 below.

Table 8. Pros and cons of droplet microfluidics-based approaches.

Pros Cons

High throughput and parallelization possible Additional hydrophobic phase needed, plus either
detergent (surfactant) or electrowetting

Reactions can be triggered and their process studied Microfluidic devices are more complex and thus far
cannot be brought outside a lab

Entire libraries of drug targets can be screened -
Droplets can be stored in loops for long term studies -
Can be combined with other techniques -

2.2.2. Optical Density/ Refractive Index

Using the refractive index of a single cell within a microchip for potential single cell diagnostics
was reported over a decade ago, e.g., by Liang et al. [180]. Over the past 15 years, several applications
have been reported, based on advanced measurements of refractive indices of single cells. The main
measure of their precision is the Refractive Index Unit (RIU). The refractive index is the ratio of how
fast light travels in vacuum to how fast light travels in a medium (e.g., water, cytoplasm). Proteins and
DNA have a higher refractive index than water, and thus the local refractive index of a cell can be used
to measure the local concentration of protein at any volume of a cell. The refractive index itself has no
unit or dimension. The RIU can be seen as the (smallest) portion of (local) change in the refractive
index that can be measured by any given method.

Exemplary methods for measuring the refractive indices of single cells onboard of microfluidic
chips include light scattering [140], phase contrast microcopy [181], laser resonant cavity [180],
Fabry-Pérot cavity [182], Mach-Zehnder interferometry [183], or combining an optical trap with a
grating resonant cavity [184].

To generate a combined separation and analysis on-chip device, any of the above-mentioned
separation approaches can be combined with any measurement of the refractive index of the isolated
cells. The refractive index of a cell is a key biophysical parameter and correlates to biophysical
properties including mechanical, optical and electrical properties [185]. With the combination of
microfluidics, photonic and imaging technologies, it is now possible to study the 3D refractive index
of a cell in the sub-micron regime, as Liu et al. detailed in their review in 2016 [185]. In addition to
this, it is possible to use Brillouin microscopy, where the optical phase shift of a cell gives information
about the cells local stiffness and water content, given the local refractive indices are known [186],
or measured alongside using one of the techniques listed in Table 1. Three major approaches for
probing the cell refractive index can be summarized, as shown in Table 9, below:
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Table 9. Techniques to measure the cell refractive index, sorted by approach.

Approach Measurement
Technique

Refractive
Index
Resolution

Spatial
Resolution
(nm)

Minimal Mass
Density
Change
(g/mL)1

Ref.

Bulk (Average
refractive index
of suspended
cells)

Interference
refractometer 3× 10−3 NA 0.0163 [187]

Light scattering 1× 10−2 NA 0.0542 [188]

Light transmission
and reflection 1× 10−2 NA 0.0542 [187]

Optical densitometer 3× 10−3 NA 0.0163 [189]

Single cell level

Fabry-Pérot resonant
cavity 3× 10−3 NA 0.0163 [182]

Grating resonant
cavity 1× 10−3 NA 0.0054 [184]

Immersion
refractometer 1× 10−3 NA 0.0054 [190]

Laser resonant cavity 4× 10−3 NA 0.0217 [180]

Light scattering 1× 10−2 NA 0.0542 [140]

Mach-Zehnder
Interferometer 1× 10−3 NA 0.0054 [183]

(Sub-)cellular
refractive index
mapping

Common-path
tomographic
diffractive
microscopy

1× 10−3 NA 0.0054 [191]

Confocal
quantitative phase
microscopy

4× 10−3 NA 0.0217 [164]

Digital holographic
microscopy

3× 10−4 NA 0.0016 [163]

1× 10−2 NA 0.0542 [192]

Hilbert phase
microscopy 2× 10−3 1000 0.0108 [193]

Microfluidic off-axis
holography 5× 10−3 350 0.0217 [194]

Phase-shifting
interferometry

9× 10−3 250 0.0488 [195]

3× 10−4 NA 0.0016 [196]

Surface Plasmon
nano-optical probe 4× 10−5 80 0.0002 [197,198]

Tomographic
bright-field imaging 8× 10−3 260 0.0434 [199]

1 Values were calculated by Liu et al. in [185].

For a more in-depth discussion on these techniques, see the review by Liu et al. in [185]. A general
overview of the pros and cons of these techniques can be found in Table 10 below.
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Table 10. Pros and cons of cell refractive index-based approaches.

Pros Cons

Very adaptable to target cells in general Has to be combined with separation techniques

Generally can be used for high-throughout Additional setups can be expensive, depending on
the technique employed

Depending on the technique, the needed
machinery might already be present for the setup -

Generally damage-free to sample cells -
Can be combined with other techniques -

2.2.3. Paper Microfluidics

Paper microfluidics (PMF) was first used for portable diagnostics in 2007 [200] as a low-cost
alternative to continuous phase or droplet microfluidics. Instead of using walls and hollow structures,
paper microfluidics uses paper as a hydrophilic stationary phase (that carries the fluid) and a
hydrophobic phase (paper treated with wax, photoresist, graphene or other substances) to block
the fluid. Since paper is, on the microscopic scale, a tangle of fibers, most cells and similarly big
particles are retained, while the smaller and soluble parts travel along the paper as they do in thin
layer chromatography (see Figure 10). Thus, PMF is used more often to analyze the contents of lysed
cells (e.g., DNA [11,16,20]) than entire cells. However, it also possible to have a PMF device that starts
out with a sample of cells and media, first separates the cells, then lyses the isolated cells and runs
molecular analysis on them. One example is a field-applicable test using foldable paper slips for
diagnosis of Malaria in infected blood samples [11].
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The adaptability and compatibility of PMF with smart phone analysis, the mass-producibility and
readily available and cheap materials, along with the possibility to make three-dimensional devices by
folding, cutting, and washing the paper allowed paper microfluidics to make enormous advances in
the last 12 years. From sample collection to signaling the result, paper-based assays have been used
for every step along diagnostic pipeline, generating “a formidable toolbox of advanced strategies for
fluid and analyte manipulation in paper-based assays” [33]. With the appropriate (pre-)treatments,
paper-based assays allow portable and hand-held versions of analytical techniques, such as DNA

23



Micromachines 2020, 11, 468

separation and nucleic acid amplification, outside of specialized laboratories, even unlocking them for
field tests in low- and middle-income countries.

While paper-based microfluidic assays are a cheap and reliable alternative to other single cell level
diagnostic devices, they need a different approach than other microfluidic techniques and also face
specific challenges especially along their translation and commercialization: (1) Integrating the multiple
tasks into one single system and (2) obtaining clinical validation, while (3) adhering to the various
EU/US/national regulations, (4) up-scaling of production, especially with multiple pre-treatments on the
paper, and (5) maintaining storability. All this notwithstanding, PMF is arguably the leading approach
to single cell diagnostic chips, as shown by many reviews over the last two decades detailing the usages
of PMF diagnostic chips, also called microfluidic analytic devices (µPADs) [20,33,78,201–205]. PMF
has been combined with many other techniques to create a plethora of applications: from combining
PMF with immunoassays [206] for Hepatitis C-tests, via on-board batteries [207] or cell phones [203] to
generate field-applicable µPADs, to proteomics [208] parasite diagnostics. How established µPADs are
in our everyday life is demonstrated by the usage of paper microfluidics for cheap home tests for male
(and female) fertility and sperm DNA integrity [16–20].

The main difference in cell handling in PMF compared to continuous phase or droplet microfluidics
is that cells generally do not travel through or along the paper. Individual molecules (e.g., after the
cell was lysed), however, can diffuse through the paper in a fashion very similar to (thin layer)
chromatography. This also opens up targeted retention of cells during washing steps (e.g., [11]).

For an overview of the pros and cons of PMF in the context of single cell separation and diagnostics,
please refer to Table 11 below.

Table 11. Pros and cons of paper microfluidics.

Pros Cons

Can integrate separation and detection No continuous phase or separation of cells
Can be used for complete diagnostic chips Not usable for high throughput
Potentially cheap enough for disposable tests Parallelization limited
Disposable tests can be combined with analytic
cassettes to allow mass field testing with combined
lab-based analysis

Slower than liquid–liquid microfluidics

Very mature technology with many applications Mostly single use devices

2.3. Molecular Analysis of Single Cells

If not only the cell as a whole, but also subcellular and molecular parts of the cell, are the target
of a diagnostic chip, it is a standard step to lyse the cells, wash, filter, optionally amplify selected
parts and finally verify the existence and concentration of the molecules of interest. For this molecular
analysis of single cells, the following technologies are most commonly used in today’s diagnostic chips:

2.3.1. Polymerase Chain Reaction (PCR, Nested PCR, qPCR/ RT-PCR)

Especially after lysing cells to check for intracellular or subcellular markers (e.g., DNA, RNA
fragments, antibodies), the sheer plethora of compounds can be hard to read out when looking for
a single structure. In this case, an amplification step is introduced to replicate the specific parts of
this wild mixture of substances. The most basic technique, polymerase chain reaction (PCR) simply
emulates a process that happens within us every day (see Figure 11). To verify the presence of a
suspected target (e.g., the Malaria causing parasite Plasmodium falciparum), all the DNA in the cell is
denaturized (basically unfolded from the double helix). Since the DNA of individual life forms (e.g.,
P. falciparum) have distinctive already-known sequences, we can select these sequences to be multiplied
by adding primers, consisting of the corresponding base pairs (see Figure 11).
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Figure 11. Scheme of the polymerase chain reaction: (1) Denaturation: The original DNA double strand
is split into two complementary strands. While in our bodies this happens enzymatically at our body
temperature, in microfluidic chips the DNA has to be heated to about 95 ◦C. (2) Annealing: Compatible
DNA primers attach to the individual DNA single strands. These normally consist of several bases
to increase the chances that this primer is specific and attaches as close to the end of the single DNA
strands as possible. On chip this is done around 65–68 ◦C (3) Elongation: Beginning from the 3′-end of
the DNA primer, individual nucleotides (bases) attach complementary to the respective single stranded
DNA. Thereby, Arginine and Tyrosine complement each other and Cytosine and Guanine respectively.
Elongation on chip usually takes place at around 72 ◦C. Images were adapted from Wikipedia user
Enzoklop in 2014.

Using an enzymatic cleaving of the double stranded DNA into single strands allows individual
nucleotides to assemble on these single strands and form two new double stranded DNA molecules.
While our bodies can perform this at body temperature, on a chip, this amplification loop is carried out
at higher temperatures: cleaving of double stranded DNA (Denaturation) at 94–96 ◦C; recombination
of single strands with matching primers (Annealing) at ca. 68 ◦C; and the adding of further bases
(Elongation) at ca. 72 ◦C. Going through this amplification loop (see Figure 11 (1–3)) once doubles the
amount of targeted DNA. However, with each copy, the strand becomes shorter by a basis. This happens
both in vitro and in our bodies and is believed to be a main factor of aging [209].

Within the confines of a microfluidic chip, such different temperatures can best be achieved by
having a long channel meandering over different heating stages, as demonstrated exemplarily by
Ma et al. in 2019 [210]. This can also be done with droplets that already contain the primers and
nucleotides [210]. The application of PCR is especially widely applied for diagnostic chips for malaria
detection [11,13,211] and other parasites [43,212].

With our growing understanding of the biophysics and biochemistry of life, the PCR technique has
been advanced. Nowadays, it is commonplace to already obtain real-time quantified results (real-time
PCR; RT-PCR or quantitative PCR, qPCR) in between the amplification steps. Basically, this is done
by adding a fluorophore to the DNA-primers (or other prominent parts), which emits a fluorescent
signal only when bound to a strand of DNA (or which stops emitting after being bound to other
nucleotides). By comparing the intensity of fluorescent signal after each amplification loop, it is possible
to quantify the amount of target DNA within the sample. The incorporation of qPCR into single cell
diagnostic chips has recently been discussed more in detail by Reece et al. [37]. In summary, nowadays,
microfluidic single cell separations based on optical manipulation, microfluidic large-scale integration,
hydrodynamic cell sorting/stretching, and droplet microfluidics, have achieved the high-throughput
capacities necessary to allow—in combination with PCR-based analysis—population-wide screenings
of samples on the single cellular level.
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To reduce non-specific binding in PCR products that arise from unintended primer binding sites,
one loop of PCR can be nested inside another, using a different set of primers. This nested-PCR is also
a widespread practice in (single cell) diagnostic chips and its application has recently been reviewed
and discussed with other PCR techniques [213].

A combined overview of the pros and cons of both PCR and LAMP-based techniques can be
found in Table 12 below.

Table 12. Pros and cons of PCR/LAMP-based analysis.

Pros Cons

Reliable Needs electricity/highly controlled heat source

Can be combined for diagnostic chips Needs computer hard and software for quantitative
tests

Parallelizable and ready for high throughput Sensitive to impurities and contamination
To some extent, test kits can be pre-treated with
reactants to enable field-applicable testing -

Can be combined with all above separation
techniques, including paper microfluidics -

2.3.2. Loop-Mediated Isothermal Amplification (LAMP, NAAT, LAMPport, NINA-LAMP)

An alternative technique for diagnosing sub-cellular targets is loop-mediated isothermal
amplification (LAMP), which can run at a single temperature of around 65 ◦C and inside a single tube
where the cell lysate is mixed with DNA polymerase and a set of four (or more) specifically designed
primers [214]. The fact that it needs less equipment to be run, and that it can even be more portable [55],
or fully non-instrumented [48], makes LAMP and its derivatives very promising for use in the field for
resource-scarce settings [11,22,47,48,55,61].

One example for a field-applicable LAMP device is a chip for nucleic acid amplification test
(NAAT, see Figure 12). In brief, operating the NAAT consists of the following steps: First, the cells are
lysed and the lysate is introduced into the chip. Second, a buffer is used to wash the lysate and stabilize
the targeted molecules. Third, water is added to the solution, which may already contain reagents and
enzymes. Fourth, by heating the reaction volume to 65 ◦C, the amplification loop is started. In some
cases, the heater also melts away an encapsulation between the (lyophilized) enzymes and reagents
and the water [61]. Finally, after the amplification has run for the desired amount of time, the reaction
mixture is excited with a light source and the fluorescent response of the reaction mixture is measured
to assess the presence and concentration of the target [61].

Even more advanced and exciting are LAMP-derived techniques, specifically designed for the
deployment in areas with very limited access to resources, e.g., field work in endemic areas of parasitic
diseases like Malaria, LAMPport (portable) [55] and non-instrumented nucleic acid amplification
LAMP (NINA-LAMP) [48]. With further tweaking, it is possible to attain field-applicable multi-parasite
or multi-disease tests at low costs—if it can be combined with a proper separation technique, like DLD
or paper microfluidics.

2.3.3. Proteomics, Metabolomics, Transcriptomics and Polyomics

A very important set of techniques for diagnostic chips is the group of
prote-/metabol-/transcript-/gen- or poly ‘omics’. According to Haring and Wallaschofksi,
“omic-metrics including the Phenome (physical traits such as body height, weight, or specific
personality characteristics), Metabolome (complete set of small-molecule metabolites to be found
within a bio- logical sample), Proteome (entire set of proteins expressed by a genome, cell, tissue, or
organism), Transcriptome (information about the expression of individual genes at the messenger
ribonucleic acid level), Genome (complete set of genes in the [ . . . ] organism)” [215]. Single cell
metabolomics is considered a crucial element for targeted drug discovery [216], and already ten years
ago, single cell analysis was the new frontier in ‘omics’ for Wang and Bodovitz [217].
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Figure 12. Process steps and (cross-section) schematic of chip for nucleic acid amplification test
(NAAT). Chip has one or more flow-through chambers for isothermal amplification and includes a
filter-like, flow-porous nucleic acid binding phase (e.g., silica glass fiber or cellulose) and is pre-loaded
with paraffin-encapsulated amplification reagents (lyophilized polymerase, primers, fluorescence
reporter DNA-intercalating, dyes, and other components). Operational steps: (1) sample is mixed
off-chip with lysis/binding reagent buffer (containing e.g., chaotropic agent such as guanidinium HCl)
that lyses virus and cells and promotes nucleic acid adsorption to binding media, e.g., silica glass
fiber or cellulose (‘membrane’), (2) sample (~100 µL) is injected into chip with pipette or syringe,
(3) ethanol-based, high-salt buffer (~100 µL) is injected into chip to wash the membrane (keeping
most of the captured nucleic acid adsorbed to the membrane, (4) chamber (25 to 50 µL volume)
is filled with water and sealed with tape, (5) chip is heated to amplification temperature (~65 ◦C)
using a small (~1 Watt) electric-heater. The heating melts the paraffin encapsulation, releasing and
reconstituting the reagents, (6) the amplification reaction is excited with a blue or UV LED, such
that the DNA intercalating dye generates a fluorescence signal proportional to the amount of DNA
amplicon produced. The fluorescence is measured by filtering the excitation light and detection with a
photodetector of CCD camera, such as provided by a mounted cellphone. Reproduced with permission
from [61].

In general, all single cellular ‘omics’ share a basic setup: a target cell (or several) is
lysed, their contents may be treated and are chromatographically separated and analyzed using
mass-spectroscopy (or similar techniques). Most often, separation and detection is done using
gas chromatography with mass spectroscopy (GC-MS) [218], high-pressure liquid chromatography
and mass spectroscopy (HPLC-MS) [219], and capillary electrophoresis with mass spectroscopy
(CE-MS) [220]. Since a single cell contains a plethora of substances that can be found after the
chromatography in the spectra, it is usually not possible to identify individual peaks, but rather
“fingerprints” of overlying bands. By specifically adding individual molecules to this cellular cocktail,
changes in the overlying bands can be assigned individual substances in a given setting. With careful
sample treatment, -omics can be very well used for diagnostic chips and to unravel to exact roles of
individual substances within these cells, their metabolism, their transcription during cell division,
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or all of the above. Proteomics has been massively employed to elucidate the host interactions of
SARS-CoV-2, the causative agent of COVID-19 [27–32], the greatest pandemic in our millennium.

For an overview of the pros and cons of employing polyomics towards single cell level diagnostics,
please refer to Table 13 below.

Table 13. Pros and cons of omics-based analysis.

Pros Cons

Can give a complete picture of intracellular life Needs electricity

Can be combined for diagnostic chips Needs computer hard and software for qualitative
and quantitative tests

Generally ready for high throughput Sensitive to impurities and contamination
Can be used to find out changes (due to stimuli) in
complex samples like tissues Needs highly trained personnel

Can be combined with all above separation
techniques, limited with paper microfluidics

Most commercial setups lack the flexibility to adapt
the setup (i.e., change eluents) to improve separation
of non-standard target molecules

3. Implementation

3.1. Point-of-Care Diagnostics (POC)

Point-of-Care (POC) means that these diagnostic devices can be used at the patient level and
deliver a diagnosis locally and quickly—without need for taking samples, sending them away for
analysis and having to continue care while waiting on the outcome of the diagnostic test. This is
often achieved with the LAMP test and its derivatives, LAMPport and NINA-LAMP [22,47,48,55,61].
However, many other, especially microfluidic, approaches have also been tested and discussed for
their aptitude to be used for POC diagnostic tools [38,45,205,212,221–225].

3.2. Biosensors in the Developping World and the Need for ASSURED

Many publications, which demonstrate microfluidic test devices mention at least some of the
WHO’s “ASSURED” criteria (i.e., Affordable, Sensitive, Specific, User-friendly, Rapid and robust,
Equipment-free, Delivered to the users who need them) for low-cost sensors for the developing world.
While the functionality “ASSR” of the low-cost sensors is often easily achieved, their ready user
acceptance and field-applicability “UED” often lags behind [201].

Microfluidics devices make it possible to carry out complex analysis outside of highly equipped
laboratories, often in a hand-held, portable, and field-applicable fashion [226], at least that is the
promise of the “lab on a chip” idea. In reality, for many steps along the way, we experts experience it
to be a “chip in a lab” first, with many hurdles to overcome, including the “valley of death”: the gap
between the academic research and industrial/real-world application.

4. Discussion

Given the steady increase in publications and research carried out towards the creation and
usage of single cell diagnostic chips, it can really be regarded as a hot topic within the microfluidics
community. On the diagnostic side, single cell diagnostics means that infections and diseases can
already be diagnosed with a minimal sample volume and from a single pathogenic cell. On the
production side, this means that high-resolution techniques have to be used (e.g., soft lithography),
but also that it is possible to parallelize and mass produce these microfluidic chips.

The vast adaptability of microfluidics to other techniques and technologies to handle and
characterize cells, from bulk to individual, opens new possibilities and synergies every year. While this
plethora of opportunities continues to be explored, it is always a rather long stretch from the “chip in a
lab” to the field-applicable “lab on a chip”. Many great diagnostic chips that could help study, diagnose
and eventually eradicate diseases—especially neglected tropical diseases (NTDs), do not make it to
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the final deployment in the field. It is a sad state of affairs and a symptom of some mismatches in
the research and funding landscape, that many projects aiming to understand the fundamentals are
funded, and even more projects are funded to develop actual applications and physical single cell
diagnostic chips, but that only very few devices ever make it across this “valley of death” to their
field application. Several funding bodies like the Bill and Melinda Gates Foundation or the UK’s
Grand Challenges Research Fund support research to develop such chips for low- and middle-income
countries. However, the—now—most important step to get the chips mass produced, certified and
deployed, is sadly virtually unfunded; an immense potential to actually make a positive impact on the
world is not being seized.

5. Conclusions

In conclusion, there have been many technologies that can be combined to create powerful single
cell diagnostic chips, but without a massive change in the system, many of these chips will remain
“chips in a lab” rather than unleashing their true potential as “labs on a chip” at the point of care.
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Abstract: Precise and quick measurement of samples’ flow velocities is essential for cell sorting timing
control and reconstruction of acquired image-analyzed data. We developed a simple technique for
the single-shot measurement of flow velocities of particles simultaneously in a microfluidic pathway.
The speed was calculated from the difference in the particles’ elongation in an acquired image that
appeared when two wavelengths of light with different irradiation times were applied. We ran
microparticles through an imaging flow cytometer and irradiated two wavelengths of light with
different irradiation times simultaneously to those particles. The mixture of the two wavelength
transmitted lights was divided into two wavelengths, and the images of the same microparticles
for each wavelength were acquired in a single shot. We estimated the velocity from the difference
of its elongation divided by the difference of irradiation time by comparing these two images.
The distribution of polystyrene beads’ velocity was parabolic and highest at the center of the
flow channel, consistent with the expected velocity distribution of the laminar flow. Applying the
calculated velocity, we also restored the accurate shapes and cross-sectional areas of particles in the
images, indicating this simple method for improving of imaging flow cytometry and cell sorter for
diagnostic screening of circulating tumor cells.

Keywords: imaging flow cytometer; precise velocity measurement; single-shot image-based
velocity measurement; particle shape reconstruction; multi-view imaging; exposure time difference

1. Introduction

Numerous microfluidic devices have been used for cellular analysis technologies in biological
research and medical diagnoses [1–8]. Recently, the change of cells’ morphological characteristics
as they pass through the cell cycle was used to sort particular yeasts in a fully automated low-cost
imaging cell sorter with a cell detection rate of 5 s [9]. A low-cost microfluidic eight-way simultaneous
image data-based sorting system mounted on a fluorescence microscope was also demonstrated
with a sorting speed of 0.5 s resolution [10]. Furthermore, an automated imaging cell sorter system
for cell identification within a flowing droplet was recently reported [11]. For the improvement of
image analysis abilities, a deep-learning-assisted imaging cell sorter system was documented [12],
in which the abilities of image analysis and cell identification were significantly improved while
maintaining a time resolution on the sub-second order. Another unique machine learning-based
approach for identifying of target cells with direct diffraction detection and analysis without any cell
image acquisition was proposed in [13].
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Image and size information of cells were applied for detection and identification of target cells
for diagnostic applications [3,14–17], and recently, three-dimensional (3-D) images of single cells and
their clusters were acquired [18]. However, the challenges of establishing a precise high-throughput
for those technologies remained an issue and must be improved. Hence, the precise high-throughput
image cell sorter combining with those existing methods can give us more flexible new approaches
to medical diagnosis. For example, in our previous studies, we proposed an original approach for
circulating tumor cell (CTC) detection in blood based on analyses of the morphometric parameters of
cells without any antibody staining, with these parameters acting as “imaging biomarkers” [19–22].
For this approach, we developed a high-speed cell image recognition and analysis system to identify
the target cells using their morphological characteristics during their flow within a narrow microfluidic
pathway for sorting. We also improved this system and developed an on-chip multi-imaging flow
cytometry system [23–25], which allows the simultaneous acquisition of both bright-field (BF) and
fluorescent (FL) images when scanning all cells in the blood. Using this system, clustered CTCs were
accurately detected for identifying their cluster sizes and their nucleus shapes and numbers within
clusters simultaneously in the blood of cancer cell-implanted rats.

In contrast to the significant advancement in image recognition and analysis technologies in the
field of imaging cell sorting, the fundamental and critical technical issues of the cell sorting process,
such as the precise measurement of microparticle flow speed for correct target collection, has had
no significant progress. For example, in our previous studies, only the mean values of the estimated
flow velocities were applied for sorting timing set-up. Moreover, the influence of the exposure time of
image acquisition, which is the origin of image blur, was neglected for the precise measurement of the
acquired shapes of targets or their size estimations; we desired a method to overcome this limitation
for more accurate and strict measurement and sorting of target samples.

We report the ability and limitation of our newly developed particle flow velocity measurement
method with two-wavelength simultaneous one-shot differential image analysis. The results showed
that this method could acquire the velocities of all of the spread particles in the microfluidic flow
simultaneously only with a one-shot of image acquisition. In contrast, the conventional measurement
was based on the two-shot image comparison for single target samples. The acquired particle velocities
were also applied for the correction of the cross-sectional areas of particles, which were elongated
by their movement during the exposure time of image acquisition. The ability and limitation of this
method caused by shutter-time and image pixel size resolution of hardware for this analysis method
were also discussed.

2. Principle

First, we explain the principle of the single-shot simultaneous two-wavelength differential
imaging analysis for precise particle flow velocity measurement. In this method, we exploited the
difference of exposure time of two light sources for image acquisition effectively for calculating the flow
velocities of particles within the microfluidic pathway by measuring the difference of elongation length
of the two images of the same particle by only a single shot of image acquisition interval. Usually,
the exposure time is necessary to acquire the image and is also the reason for image blur, which is
caused by the movement of targets within the exposure time. However, in this method, we used this
image blur effectively to determine the precise flow velocities of particles. When we irradiate two
different wavelength of lights with different lengths of time to the flowing particle, the acquired length
of the particle should be elongated to the direction of flow depending on the exposure time of image
acquisition. Hence, we can compare the length of the particle in two images of different wavelengths
and can estimate the velocity by the difference of irradiation time of two-wavelength lights. Therefore,
in this method, we only need one shot of image acquisition for velocity analysis and can apply this
method to all the particles within a picture simultaneously without any complicated procedure of
analysis. The advantages of this method are (1) only a single shot of image acquisition interval is
needed for the estimation of flow velocity; (2) the velocities of all the particles within an image can be
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analyzed simultaneously; (3) the ability to reconstruct the actual image data from the accurate flow
velocities to overcome the influence of image blur; (4) the system is easily set-up (only two different
wavelengths, the exposure time of light source, and image dividing unit are needed).

Figure 1 is a schematic drawing explaining the principle of the method applied for our experiments
as an example. Figure 1a illustrates the time chart of the camera’s image acquisition interval,
electronic shutter, externally inserted halogen lamp with a band-pass filter (590 nm), and a light
emitting diode pulse (LED) signal source (530 nm). The frame rate of the Charge-Coupled Device
(CCD) camera is 200 frames per second (fps), so one image is acquired every 5000 µs. The camera’s
electronic shutter, adjustable between 2 and 4994 µs, limits the exposure time of the halogen lamp that
continues to irradiate. As a second light source, an LED with a period of 5000 µs (irradiation time:
2500 µs) synchronized with the image acquisition timing is irradiated.

Figure 1b illustrates the principle of this method to acquire the actual images of moving target
samples: First, the image of the round shape sample (i) is elongated by the flow (movement) during
an interval of image capture frame (ii), (iii). Simultaneous irradiation of two different wavelengths at
irradiation times t1 and t2 (t1 > t2) causes a difference in lengths (L1, L2), respectively. The particle’s
velocity can be calculated from the difference in lengths and irradiation times. The elongation of the
particle image is determined by multiplying the calculated speed and irradiation time. The accurate
shaped particles’ image is acquired by image processing, where the lower part of the elongated particle
is lifted by the amount of the elongation (iv). On the other hand, it is impossible to restore the correct
shape with the conventional image processing method that solely considers the vertical scale and
compresses the flow direction (Y-axis) equally (v).

(a)

(Image acquisition interval)
Camera vertical sync signal

Electronic shutter opening time

Pulse light source emission signal

Halogen lamp

Continuous irradiation

T1 = 5000 μs
T2 = 6 μs

T3 = 4994 μs

T4 = 2500 μs

ON

ON

ON

(b)

L0 L1 L2

Irradiation time : t1 t2 v = (L1 - L2)/(t1 - t2)

v t1
v t1

(i) (ii) (iii) (iv) (v)X

Y

Figure 1. Restoration principle of accurate particle shape. (a) The time scale of the camera’s image
acquisition interval, electronic shutter, externally inserted halogen lamp, and a light emitting diode
(LED) pulsed light signal. (b) Particle images acquired by photographing with different irradiation
times with two restoration principles. (i) Image of a stationary particle. (ii), (iii) Images of particles
moving in the Y-axis direction taken at irradiation time t1 and t2 (t1 > t2), respectively. The different
irradiation times cause the difference in lengths (L1, L2). The velocity of moving particles can be
calculated from the difference in irradiation time and lengths. (iv) Image restoration processing
of the accurate particle shape. The lower part of the elongated particle is lifted by the amount of
elongation determined by multiplying the calculated velocity and irradiation time. (v) The shape of the
particle is restored by the conventional restoration principle that presses the Y-direction for the amount
of elongation.

43



Micromachines 2020, 11, 1011

3. Materials and Methods

3.1. Measurement System

The measurement system consists of seven main parts: two light sources, a dichroic mirror unit for
light mixing, a microfluidic chip (microchip), an objective lens, a multi-view module to divide an image
into the two images of different wavelengths, a CCD camera camera, and a computer. A halogen lamp
(LG-PS2; Olympus Co., Tokyo, Japan) was used for the 590 nm light source with 590 nm band-pass
filter. An LED light (LED4D069, THORLABS, Newton, NJ, USA) was used for another 530 nm light
source. The magnitude of the objective lens (x20, UPLSAPO, Olympus Co., Tokyo, Japan) was chosen
to meet the microchannel width of the microchip. The multi-view module was custom made having
a two-wavelength image dividing function. A high-speed digital CCD camera (HXC13; Baumer,
Friedberg, Germany) was used for every 5000 µs image acquisition.

3.2. Microfluidic Chip

A disposable microfluidic chip (microchip) was fabricated with polydimethylsiloxane (PDMS)
(SYLGARD 184 silicon elastomer; Dow Corning Co., Midland, MI, USA) attached to a thin glass slide
by the same procedure as we reported previously [23], and was used for monitoring. In the microchip,
the upper stream was divided into three channels: the central one was used for the sample inlet,
and the remaining two side channels were used for sheath buffer inlets. After the junction at which the
sample and sheath flow meet, the width of the sample flow was focused by hydrodynamic focusing,
which allowed imaging of every single particle upon the arrangement of all of the particles in a straight
line. The hydrodynamic focusing in this chip design conferred several advantages, such as centering
the samples in the microfluidic flow, adding spaces between neighboring samples when lining them
up, and aligning the orientation of samples in the direction of flow.

3.3. Preparation of Samples

In this experiment, two types of samples were used. Micro polyethylene spheres (diameter was
12 µm, Thermo Fisher Scientific K.K., Tokyo, Japan) were used as the standard size microparticle.
They were diluted with pure water (6.38 ×105 beads/mL) and injected into the sample inlet of the
microfluidic chip. Human cervix epithelioid carcinoma HeLa cells (ATCC, Manassas, VA, USA)
were used as the standard cell sample. They were cultured in Dulbecco’s Modified Eagle Medium
(DMEM, Thermo Fisher Scientific K.K., Tokyo, Japan) with 10% Fetal Bovine Serum (FBS, Thermo
Fisher Scientific K.K., Tokyo, Japan) and 1% Penicillin-Streptomycin (Thermo Fisher Scientific K.K.,
Tokyo, Japan). They were adjusted with culture medium (6.00 ×104 cells/mL) and injected into the
sample inlet.

3.4. Lithography Processing with SU-8

Micropatterns designed by CAD were drawn on the mask blanks with a laser lithography system.
Then, a photoresist layer and chromium layer were removed. After the SU-8 (SU-8 3000, KAYAKU Co.
Ltd., Tokyo, Japan ) coating process, the substrate was soft-baked to evaporate the solvent. Soft baking
temperature and duration were 95 ◦C and 5 min, respectively. The substrate with a photomask was
then exposed to irradiation under a UV lamp to induce cross-linkage. After the irradiation process,
a Post-Exposure Bake (PEB) was performed. Post exposure baking had two steps. At the first step,
temperature and duration were 65 ◦C and 1 min. At the second step, temperature and time were 95 ◦C
and 5 min. Ultimately, the SU-8 resist that remained unhardened was removed by the SU-8 developer.

3.5. Lithography Processing with PDMS

Liquid PDMS was placed in the middle of the SU-8 mold and applied pressure for 15 min to
uniformly spread the PDMS from the center to the whole SU-8 pattern. To harden the applied PDMS,
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the SU-8 mold was baked at 65 ◦C for 1 h. After the PDMS substrate became hardened, the PDMS was
peeled from the mold carefully.

3.6. Program Construction of Velocity Measurement and Image Processing for Accurate Shape Restoration

Several steps were taken to obtain the length in the Y-axis direction of the particles. Firstly,
the background images from the two images of the particle (captured by two different wavelength
lights) were subtracted. Thereafter, these images are binarized by a threshold set in consideration of the
gray-scale of the particles. As these binary images are likely to contain noise cracks, the morphological
operation must be conducted to eliminate these imperfections. We counted the most extended Y-axis
length of each particle and calculated the velocity based on the principle.

Next, the correct shapes of the particles were restored by utilizing the calculated velocity.
By multiplying the speed and the light irradiation time, the extensions of the particles can be calculated.
As the amount of the elongations are determined by this procedure, copying the gray-scale values of
the parts that were subjected to elongation back to the original positions will restore the original shape
and area of the flowing particles. The area was determined from the binary image, and a comparison
was made before and after the processing. All of this was done by Python 3.8 (Python Software
Foundation (PSF), Wilmington, DW, USA).

4. Results and Discussion

4.1. Velocity Evaluation with Simultaneous Acquisition of the Two Images with Different Exposure Time

To acquire two pictures of different wavelengths simultaneously, we fabricated the following
set-up of the system. Figure 2a is a schematic illustration of the image acquisition flow cytometer
with simultaneous two-wavelength differential image acquisition and analysis. The image acquisition
interval was 5000 µs, and the two light sources were irradiated in synchronization. The irradiation
time of the halogen lamp was set to 4994 µs by the camera’s electronic shutter, and the LED was set to
2500 µs. These two lights were mixed at the dichroic mirror unit and followed the same optical path,
and irradiated the sample in the microchip. The image of particles within the microchannel of the
microchip was acquired by the 20x objective lens. After passing through the multi-view unit, the mixed
image was separated into two pictures of different wavelengths of light and aligned to the CCD
camera side-by-side after cutting each image to meet the 1/2 size of the CCD module area. By the
above process, an image with two wavelengths of light can be acquired simultaneously in a single
shot. The difference of their elongation can be compared side-by-side only within a picture of CCD
image recording.

Figure 2b shows the optical path image diagram inside the multi-view unit. The light that was a
mixture of two-wavelength was passed through the 2/3 frame window for cutting the acquired image
to meet the size of 1/2 of the CCD module area, and was separated into two different wavelengths by
the dichroic mirror A. These lights were controlled by the adjusted mirrors and were positioned to the
left half or right half of the CCD camera’s detector to be aligned side by side.

Figure 2c is an image of cells flowing through a microchannel in a microchip. In this experiment,
we adopted hydrodynamic focusing to compare the distribution of particles before and after focusing.
The samples were applied to the upper center stream and focused at the center of the pathway by the
two side sheath flows. Then the samples were gathered to the center in the downstream area.

A schematic diagram of the microchip is described in Figure 2d. The sample and sheath buffer was
placed in specified inlets, and the same air pressure was applied to these three inlets simultaneously to
flow them into the microchannel equally.

Figure 2e shows the cross-sectional view of sample flow in the microchannel using air pressure.
After the sample and the sheath buffers were inserted inside the specific inlets, a silicon cap lid was
attached to seal the whole three inlets of the channels to apply the same air pressures for the balance of
flow speeds. The samples and the sheath buffers were pushed by the applied air pressure and flow

45



Micromachines 2020, 11, 1011

into the microchannels. The applied air pressure was controlled by the syringe pump and monitored.
For example, when the applied pressure was 1.5 kPa, the max flow velocity at the center of the pathway
was around 1 mm/s.
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Figure 2. Set-up of the image acquisition flow cytometer with simultaneous two-wavelength differential
imaging. (a) Equipment diagram of image acquisition flow cytometer system using simultaneous
two-wavelength differential imaging. The system consists of nine modules. (i) Halogen lamp with
band-pass filter (wavelength: 590 nm, irradiation time: 4994 µs); (ii) LED (wavelength: 530 nm,
irradiation time: 2500 µs); (iii) Dichroic mirrors that reflect light below 550 nm—it was used for
inserting LED in the light path of the halogen lamp; (iv) microchip; (v) objective lens (×20); (vi) mirror;
(vii) multi-view unit; (viii) high-speed Charge-Coupled Device (CCD) camera (200 fps); (ix) controller.
(b) Multi-view unit schematic diagram. The device adopts the mirror and the dichroic mirrors to enable
the separation of an image into two at a wavelength of 550 nm. (c) An image of cells flowing through a
flow cytometer. The cells converge in the flow channel with the sheath buffer. (d) Microchip schematic
diagram. The microchip consists of polydimethylsiloxane (PDMS) on which the tubes are attached to
the surface to create the inlets and the outlets. (e) The schematic diagram of the sample flows into the
microchannel using air pressure.

First, we examined the principle of velocity measurement with fixed 12 µm polystyrene spheres
under the dry condition on the mechanically controlled movement apparatus. A beam chopper
(MC1000; THORLABS, Newton, NJ, USA) was inserted to the position of the microchip within the
system and the movement of the particle fixed in the microchip on the beam chopper was observed.

For the velocity measurement, the images of samples were cut around the particle at 80 pixels (px)
× 80 px from the full size of images of 530 and 590 nm wavelengths, and those images of the particles
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at two wavelengths with different irradiation times were saved as PNG files into the analysis computer.
After the subtraction of the background with no prerecorded sample images, the 8-bit (256-step)
grayscale values of obtained particle images were transformed into binary images using threshold
values based on the average intensities of the acquired images of each wavelength. Using binarized
images, the lengths of the X-axis, Y-axis, and the areas of particles were determined by counting the
white pixels.

Figure 3a shows an example of a set of images of the single microparticle fixed in the channel.
The upper two bright-field images are the micrographs of 590-nm with 4994 µs (left) and 530-nm with
2500 µs (left) (right) lights. These two images were acquired simultaneously as a single shot image in
a CCD-camera. They were divided from the single-shot image of the particle with dichroic mirrors
in the multi-view module. The lower two micrographs are their binarized images to measure their
elongation automatically on a computer.

As shown in the images in Figure 3a (i), the acquired images of fixed particle shapes with different
wavelengths and exposure time showed the same spherical shape of the single 12 µm polystyrene
sphere. When we apply the 20x obj. lens with HXC13 CCD camera, the binarized data values of both
wavelength images were the same and were 21 px in diameter for the X-axis (perpendicular to the flow
direction) and 21 px in diameter for Y-axis (parallel to flow direction). The area of the particle was
360 px. As the size of one pixel was 0.704 µm, the diameter of the particles can be measured as 14.7 µm.
The results confirmed no significant difference in image size and length caused by the difference in the
wavelength of lights.

Although the beads were spherical during their fixed stationary position (stopping) (Figure 3a (i)),
elongated particle images were acquired due to the movement of the particles during the light exposure
time (Figure 3a (ii)). When the microbead moved to Y-direction (flow direction) with 1.4 mm/s
mechanically by rotation of the beam chopper, the binarized images were changed to 19 (X-axis),
28 (Y-axis), and 472 px (area) for the left image (590 nm with 4994 µs), and 19 (X-axis), 23 (Y-axis),
and 359 px (area) for the right image (530 nm with 2500 µs) (see Figure 3a (ii)). The difference of the
length of particles caused by the different irradiation time of lights was used for estimating the velocity
of particle movement and was (28 − 23)/(4994 − 2500)× 0.704 = 1.41 × 10−3 [ m/s ], which was
consistent with the rotation velocity. It should be noted that the X-axis length of both particles was
similarly shrunk by 2 px, which should not be changed in this experiment because this direction is
perpendicular to the movement direction. It may be caused by the image blur of the total shape of
the particle and might have changed the edge of binarized images of particles. In this experiment,
we did not add any edge enhancement technology into the edge detection and applied same threshold
value for moving particles as the stopped particles. When we applied more precise edge detection
technology, more precise binarized data analysis can be adopted for this velocity measurement.

As shown in the images of Figure 3a (ii), the difference of elongation ratio depended on the
difference of irradiation time of two-wavelength lights. In other words, the exposure time changes the
shapes of the sample in images. However, using the acquired velocity information, we can restore the
original shape of the samples by exploiting the idea explained in Figure 1b (iv). The principle-based
reconstruction was shown in Figure 3a (iii). The pixels of the lower half in the flow direction of the raw
image of the sample was lifted to upstream direction by 10 px in one by one manner for the left image
and by 5 px for the right image, where the values 10 px and 5 px were acquired from the calculation of
the shift of the lower edge position pixels during the 4994 µs and 2500 µs exposure time with a flow
velocity of particle, 2 px/ms.

Figure 3b demonstrates the result of the accuracy of the velocity measurement of this principle.
The velocity of movement of the microparticle on the rotating beam chopper was observed at 0, 483.7,
725.4, 967.0, and 1208.3 mm/s, and the irradiation time of lights was set at 2500 and 4994 µs for 530
and 590 nm lights, respectively. Exploiting the velocity measurement procedure described above,
we plotted the relationship between the set rotation velocity of the beam chopper and the measured
velocity of the 12 µm polystyrene spheres. The results exhibited a linear correlation between the set
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velocities and measured velocities. Therefore, the result authenticated that the particle velocity can be
measured with the single-shot of two-wavelength images using this method.
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Figure 3. Results of principle experiment. (a) Original images (upper) and binarized images (lower) of
the 12 µm single polystyrene sphere in the microchannel taken with an irradiation time of 4994 (left) and
2500 µs (right). (i) Images of stationary (stopping) particle. (ii) Images of moving particles. Elongation
of the particle shapes was different depending on the difference of irradiation time. (iii) Restored
images after image processing based on the calculated velocity with this method. Bars, 15 µm (1 px
= 0.704 µm). (b) The relationship between the preset rotation velocity of the beam chopper (particle)
and the measured velocity based on the principle (Plotted data and bars are mean values and standard
deviations: N = 51, 53, 52, and 54 samples for 483.7, 725.4, 967.0, and 1208.3 mm/s of setting velocities,
respectively). The dashed line indicates the linear fitting result (y = 0.8982x + 122.62, R2 = 0.952).

4.2. Flow Velocity Distribution in Microfluidic Pathway

Next, we examined the ability of flow velocity measurement of microparticles within the
microchannel with shingle-shot image acquisition. In this experiment, 75 µL of the sample was applied
to the sample inlet of the microchip in the system. When the sample was microbeads, pure water was
used as the buffer solution and sheath buffer, and when the sample was cells, the cell suspension was
used as a sheath buffer. Air pressure was applied to both sample and sheath buffer inlets equally and
simultaneously using a syringe pump to control the flow speed of samples (Figure 2e). The microchip
was illuminated by a halogen lamp that emits light continuously and an LED light with a 2.5 ms
flushing every 5 ms intervals synchronized with the shutter opening timing of the CCD camera.

Figure 4 shows the measurement results of the velocity of 12 µm microbeads flowing in the
microchannel. Figure 4a is an image of the PDMS microchannel, indicating the two data acquisition
positions: one (data acquisition position 1) was the upper stream of sample inlet pathway before the
junction of hydrodynamic focusing, and the other (data acquisition position 2) was the lower stream
after hydrodynamic focusing where the sheath side buffers were expected to concentrate the samples
into the center of the microchannel. Particles that have passed through these positions were observed
and stored as captured images into the computer.

Figure 4b shows the spatial distribution of passed 142 particles at the upper stream (data
acquisition position 1). The distribution demonstrates that the flow of the particles was dispersed
all over the microfluidic pathway width. Figure 4c shows the spatial distribution of the measured
velocity of 142 particles in the microfluidic pathway (X position) at the upper stream (data acquisition
position 1). The mean values and standard deviations of particles were plotted in the graph, and the
dashed line was the curve fitting result. As described in the dashed line, the obtained results were
consistent with the expected laminar flow in the microchannel. Figure 4d is the velocity distribution
of 142 particles at the upper stream (data acquisition position 1). As the histogram indicates, a wide
variety of flow velocity exists in the microchannel.

Figure 4e shows the spatial distribution of passing 91 particles at the lower stream (data acquisition
position 2). It was confirmed that the particles were centered by the hydrodynamic focusing of two side
sheath buffer flows. Figure 4f shows the spatial distribution of the measured velocity of 91 particles
in the microfluidic pathway (X position) at the lower stream (data acquisition position 2). The mean
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values and standard deviations of particles were plotted in the graph, and the dashed line was the
curve fitting result. Figure 4g shows the velocity distribution of 91 particles at the lower stream
(data acquisition position 2). Although the spatial distribution of the particles was focused on the
center of microchannel by the hydrodynamic focusing, the flow velocity distribution still remained.
This result suggests that the spatial focusing was not sufficient to reduce the distribution of flow
velocities of particles.

From the above results, we can indicate our system was able to measure the velocity of particles
in the microchannel with only one shot. In addition, we found that the maximum flow velocity of
microparticles differs depending on the X position in the channel, and even though the X position was
the same, the flow velocity still varied even after the hydrodynamic focusing. Based on these results,
we can suggest that it is necessary for accurate flow velocity measurement of each particle for precise
cell sorting downstream because we need to estimate the correct sorting time to shift a particular target
particle at the sorting point with the accurate flow velocity.

0
1
2
3
4
5
6
7
8
9

0 10 20 30 40 50

n 
[%

]

X position [μm]

0

2

4

6

8

10

12

14

0 10 20 30 40 50 60 70

n 
[%

]

X position [μm]

(a) (c)

N = 91

(b)

(f)

N = 142

0

5

10

15

20

25

30

35

40

0 0.5 1 1.5 2 2.5 3

n 
[%

]

Velocity [10-3 m/s ]

(e)

Data acquisition 
position 149.3 μm

73.9 μm

0

10

20

30

40

50

60

70

0 0.5 1 1.5 2

n 
[ %

 ]

Velocity [10-3 m/s]

(d)

Data acquisition 
position 2

0

0.5

1

1.5

2

2.5

0 10 20 30 40 50 60 70

Ve
lo

ci
ty

 [1
0-
3

m
/s

]

X position [μm]

(g)

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

0 10 20 30 40 50

Ve
lo

ci
ty

[1
0-
3

μm
/μ

s]

X position [μm]

Figure 4. Measurement results of the velocity of microbeads flowing in the microchannel.
(a) Microchannel and two data acquisition positions. The flow path widths for the upper stream
(data acquisition positions 1) and the lower stream (data acquisition position 2) were 49.3 and 73.9 µm,
respectively. The depth was 19.9 µm. Bar, 15 µm (1 px = 0.704 µm). (b) Positional distribution
of 142 passing particles at the upper stream (data acquisition position 1). We counted the center
coordinates of the particles. (c) Relationship between X position and measured velocity of 142 particles
at the upper stream (data acquisition position 1). Plots show the average velocity and standard
deviation of particles at each X position. The dashed line indicates the quadratic approximation curve
(y = −0.0012x2 + 0.0567x + 0.1255, R2 = 0.350). (d) Velocity distribution of whole 142 particles at
the upper stream (data acquisition position 1). (e) Positional distribution of 91 passing particles at
the lower stream (data acquisition position 2). (f) Relationship between X position and measured
velocity of 91 particles at the lower stream (data acquisition position 2). Plots show the average
velocity and standard deviation of particles at each X position. The dashed line indicates the quadratic
approximation curve (y = −0.0006x2 + 0.0364x + 1.0808, R2 = 0.037). (g) Velocity distribution of
whole 91 particles at the lower stream (data acquisition position 2).

4.3. Simultaneous Flow Velocity Measurement of Particles in Microfluidic Pathway

Another advantage of this flow velocity measurement method is the simultaneous measurement
of the plurality of particles with a single shot of image acquisition. We examined the ability of this
simultaneous velocity measurement of particles.

Figure 5 shows an example of the velocity measurement of the plurality of particles in a shot
of image acquisition flowing in the microchannel. Figure 5a shows a photograph of five particles
flowing in the microchannel simultaneously within the image (left, 4994 µs exposure of 590 nm image,
and right, 2500 µs of 530 nm image). Figure 5b is the relationship between the width (X) position and
the velocity of observed five particles. From this result, the velocity distribution of microparticles were
followed by the parabolic laminar flow distribution. As described above, we showed that our system
can measure the velocities of all particles within a single shot of an image.
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Figure 5. Velocity measurement of simultaneously flowing five particles. (a) The image was taken when
multiple particles flowed simultaneously in the microchannel. Two-wavelength images of five particles
were observed. The elongation was different depending on the difference of their flow velocities. Bar,
15 µm (1 px = 0.704 µm). (b) Measurement results of the five observed particle velocities. The velocity
was dependent on the location of microchannel. The red dashed line is the quadratic approximation
curve of laminar flow (y = −0.0027x2 + 0.133x + 0.3987, R2 = 0.610).

4.4. Precise Size Measurement with Flow Velocity Correction of Particles in Microfluidic Flow

Imaging flow cytometry uses the images of particles to identify target samples instead of
their indirect information, such as the intensity of diffraction or fluorescence. Hence, the precise
measurement of the image-based index, including actual size or a particular shape, is essential.
However, because of the movement of samples during the exposure time, the acquired images
of samples were elongated to the flow direction as far as the exposure time exists. To overcome
this problem, our single-shot velocity measurement method can also give us another advantage for
improving the accuracy of sample sizes. When we can acquire the precise flow velocity of each particle,
we can reconstruct the shape information of the particle based on this displacement information—as
explained in Figure 1b (iv).

Figure 6 shows the result of the actual shape restoration process of the same 142 samples of
Figure 4b–d. Figure 6a shows the images of a stationary (stopping) particle in 590 and 530 nm
wavelengths (upper) and their binarized images (lower). These binarized images of the 12 µm
microbead in 530 and 590 nm wavelengths were round-shaped. Figure 6b shows images of a moving
(elongated) particle and its binarized pictures in 530 and 590 nm wavelengths. The difference in
elongation lengths was caused by the difference in the exposure time, 4994 and 2500 µs. From the
difference in particle’s elongation length and the difference in irradiation time of these two light sources,
the velocity of this particle was determined as 1.69 ×10−3 m/s. Figure 6c shows images obtained
by the conventional restoration method, which just compressed the raw image of the flow direction
(Y-axis) to recover the amount of elongation that occurred during the exposure time. The irradiation
time of the light having a wavelength of 590 nm is 4994 µs. By using the irradiation time of the light
and the calculated velocity (1.69 ×10−3 m/s), the particle’s elongation was identified to be 8.44 µm.
Since the length of the elongated particles was 14.8 µm, As shown in Figure 6c, the elongated shape of
the particle was recovered to 12 µm in the flow direction, which was obtained with the magnification
of the elongated particle image at 8.44/14.8 in the flow direction. However, the shape of the particle
was different from the spherical microbead. Hence, we can conclude that the conventional simple
image reduction method fails to restore the original shape of the particles.

Figure 6d is the image obtained from the restoration method we proposed in Figure 1b (iv),
in which the lower parts of the elongated particle were lifted by the amount of elongation determined
by multiplying the calculated velocity and irradiation time. As shown in the images, the original shape
and size of the circular particle have been restored appropriately. Figure 6e shows the relationship
between the X position and the averaged area of 142 samples of Figure 4b–d. In general, as shown in
Figure 6e (i), even though all the particle sizes were 12 µm, the acquired raw area data of those samples
were larger when the velocity of the particles was faster. When we applied the conventional method to
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all elongated particle images, the distribution of the difference in their areas was shown depending
on the X position, and it can be seen that this method cannot restore the correct shape (Figure 6e (ii)).
On the other hand, when we applied our restoration method to the particles, the distribution of particle
areas became flat (Figure 6e (ii)). These results indicate that the importance of the correct restoration
method to acquire accurate area information and also the importance of the acquisition of precise
velocity information of each particle for its restoration.
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Figure 6. Result of exact shape restoration process considering the particle’s velocity. (a) Images of a
stationary (stopping) particle (upper) and its binarized images (lower). (b) Images of flowing particles.
Bright-field images (upper) and binarized images (lower). (c) Images obtained from conventional
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restoration method, which compresses the elongated particle image only considering the flow
velocity. The elongated shape was equally shortened in the flow direction. (d) Images obtained
from the restoration processing considering velocity and exposure time, as explained in Figure 1b (iv).
The acquired shape of the particle was recovered to the round shape and was similar to the stationary
(stopping) particle. Bars, 15 µm (1 px = 0.704 µm). (e) Relationship between the position in the
microchannel (X-axis) position and the area of 142 microbeads shown in Figure 4b–d. (i) The raw
image data of particle area distribution. The areas of particles were correlated to the flow velocities of
those particles. Hence, the raw data of particle area distribution was well fit to the parabolic curvature
(dashed line: y = −0.0744x2 + 3.6406x+ 137.26, R2 = 0.615). (ii) The corrected particle area distribution
only considering the flow velocity. Dashed line was the averaged area of particles acquired and still
shows a quadratic curve (y = −0.0541x2 + 2.6477x + 99.826, R2 = 0.615). (iii) The corrected particle
area distribution considering velocity and exposure time. The dashed line was the mean value of the
corrected area (−0.0015x2 + 0.1404x + 128.64, R2 = 0.010) and was almost flat regardless of the place
in the microchannel.

4.5. Ability and Potential Limitation of This Method for Imaging Flow Cytometry Measurement

In this paper, we proposed the simple single-shot image-based velocity measurement method
and its application for size correction. This method exploited the exposure time for image acquisition
for velocity analysis. Usually, the exposure time is necessary to the image acquisition and the origin
of quality reduction of images, namely image blur. However, focusing on the bright side of these
characteristics enables us to acquire the precise measurement of velocity and size of samples as
described above in this paper.

In principle, this method is simple and can be applied for all the measurements. However,
the resolution and preciseness are limited to the ability and resolution of hardware. From this
viewpoint, the ability of this method is strongly reliant on the progress of the technologies.

First, we focused on the limitations of camera resolution. If the moving distance of the particle
is less than the minimum unit of resolution (1 px) during the light irradiation time, the image of the
particle is obtained without stretching. Figure 7a shows the relationship between particle velocity
and maximum irradiation time. Capturing the particles without elongation is possible by setting the
irradiation time below the time of the curve shown in the figure. On the other hand, since the velocity
is calculated using the difference in the particle’s Y-axis lengths, the difference between the irradiation
times of the two wavelengths needs to be longer than the maximum irradiation time.

Next, we considered the influence on sorting accuracy. If multiple particles appear in the image
clipped to 80 × 80 px, accurate particle recognition cannot be performed. Therefore, it is necessary to
adjust the density and velocity of the sample particles. Figure 7b shows the relationship between the
speed and maximum density of 12 µm beads at the data acquisition position 2. The minimum distance
that prevents neighboring particles from being simultaneously captured was calculated and converted
to density. For this purpose, the elongation of the particle, determined from the velocity and the
irradiation time, was taken into account. Shutter time was set to 4994 µs. A depth of 19.9 µm, a mean
X position of the flowing particles of 34.4 µm, and a standard deviation of 5.31 µm at data acquisition
position 2 (Figure 4f) were used in the calculation. In order to perform an accurate measurement, it is
necessary to measure the sample at a density lower than the max density indicated by the straight line
in the figure.
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Figure 7. The potential limitation of this method. (a) Relationship between particle velocity and
maximum irradiation time. The maximum irradiation time is the time required for a particle to move
1 px (1 px = 0.704 µm). If the irradiation time is shorter than that time, it is possible to obtain an image
of the particles without stretching. (b) Relationship between particle velocity and the maximum density
of 12 µm beads. This refers to a density that does not allow multiple particles to appear in the 80 × 80
px image that is cropped. The irradiation time was set to 4994 µm, and the elongation of the particles
due to this was taken into account.

4.6. Accurate Shape Reconstruction of Flowing HeLa Cells

Finally, we applied this method for practical living samples by using HeLa cells. Figure 8 shows
images of a flowing HeLa cell at the data acquisition position two (see Figure 4a) and its restored
images in 590 and 530 nm wavelengths. The acquired cell’s velocity was 1.41 ×10−3 m/s. The area of
the cell in the captured image (590 nm) was 293.5 µm2, whereas its size was corrected to 170.6 µm2

after restoration. This example shows the ability of this method for the living cells.
Recently the reconstruction technology of 3-D images of cells and their clusters by their rotations

in the microfluidic device was developed [18]. Our precise cell flow velocity can give precise
displacement information adding to the rotation images of particles to reconstruct those 3-D images
even during flowing.

590 nm 590 nm530 nm 530 nm

(a) (b)

Wavelength:
Irradiation time: 4994 μs 4994 μs2500 μs 2500 μs

Figure 8. Results of a restoration of a flowing HeLa cell. (a) Images of a flowing HeLa cell (upper) and
its binarized images (lower) at data acquisition position 2. Bar, 15 µm (1 px = 0.704 µm). (b) Images
obtained from the restoration processing considering velocity and exposure time.
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5. Conclusions

We examined our simple single-shot measurement of the flow velocity of samples and its
application for sample size restoration in standard 12 µm polystyrene spheres and HeLa cells.
This method exploited the positive side of exposure time of images and can obtain all the sample
velocities and corrected area size information simultaneously with a single image acquisition shot.
Although the resolution and preciseness of acquired velocity and area information were limited by the
ability and resolution of existing hardware, in principle, this method can be applied for all the imaging
flow cytometry, and also the ability and resolution can be improved according to the improvement
of hardware. Especially the advantage of this method, precise measurement of the flow velocity of
single particles within a flow, can be applied for correction and reconstruction of images such as
high-throughput reconstruction of 3-D images of flowing cell clusters by their rotations as the next step
of this application. We think this method can contribute to the improvement of general imaging flow
cytometry for more precise target recognition and also for correct target collection timing decisions
especially for the diagnostic screening including circulation tumor cells.
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Abstract: High throughput reconstruction of in vivo cellular environments allows for efficient
investigation of cellular functions. If one-side-open multi-channel microdevices are integrated
with micropumps, the devices will achieve higher throughput in the manipulation of single cells
while maintaining flexibility and open accessibility. This paper reports on the integration of a
polydimethylsiloxane (PDMS) micronozzle array and bidirectional electrokinetic pumps driven by
DC-biased AC voltages. Pt/Ti and indium tin oxide (ITO) electrodes were used to study the effect of
DC bias and peak-to-peak voltage and electrodes in a low conductivity isotonic solution. The flow
was bidirectionally controlled by changing the DC bias. A pump integrated with a micronozzle array
was used to transport single HeLa cells into nozzle holes. The application of DC-biased AC voltage
(100 kHz, 10 Vpp, and VDC: −4 V) provided a sufficient electroosmotic flow outside the nozzle array.
This integration method of nozzle and pumps is anticipated to be a standard integration method.
The operating conditions of DC-biased AC electrokinetic pumps in a biological buffer was clarified
and found useful for cell manipulation.

Keywords: micronozzle-array; parallel cell manipulation; bidirectional electrokinetic pump; DC
biased AC electrokinetic flow

1. Introduction

Functional analysis of cells leads to new insights in the medical and pharmaceutical fields.
Mimicking in vivo cellular environments in vitro is key to efficient analysis. In organs, cells
communicate with each other via direct contact over short or long distances and are influenced
by the cellular microenvironment, e.g., cell–cell and cell–matrix interactions. Heterotypic cell–cell
interactions have been studied using in vitro co-culture systems [1–3]. Microfabrication and microfluidic
technologies were used for co-cultures of cells and cell-cell interactions were studied [4,5]. However,
conventional in vitro techniques are often insufficient for reconstructing cellular microenvironments in
any combination. Single cell manipulation tools [6] are required for mimicking the in vivo environment
in vitro with a higher reproducibility.

Single cells have been manipulated by fluidic [7–11], dielectrophoretic [12–14], and optical [15–17]
techniques and have been encapsulated in droplets [18,19]. Previous methods had limited accessibility
and did not offer sufficient versatility and flexibility. Accessibility to an open-top chip and high
flexibility are provided by one-side-open devices such as a glass capillary [20,21], a cantilever with an
aperture [22,23], dielectrophoretic tweezers [24,25], inkjet-like printing [26,27], and printed droplet
microfluidics [28]. These devices are typically composed of a single probe, and their throughput is
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limited because of the limit on the number of channels. Increasing the number of channels enables
higher throughput in manipulation of single cells while maintaining flexibility and open accessibility.
The number of micro-channels for dispensing droplets containing single cells was increased to three,
and three pneumatic pressure sources and solenoid valves were integrated into the system [29].
The manipulation of single cells was demonstrated with a hollow probe array and a single pressure
source in open space [30], even though individual flow control of each micro-channel remained an issue.

Mechanical and electrical pumps [31] can be integrated with one-side-open multi-channel devices
for individual flow control. Among these pumps, electroosmotic pumps (EOPs) [32] are easy to
integrate with microdevices and scalable. DCEOPs have the advantage of simplicity [33,34] and
bidirectional flow, but have a potential issue with bubble formation due to electrolysis. To avoid
electrolytic reactions, ACEOPs have been developed. Although ACEOPs can change flow direction
using a travelling wave [35,36], this method requires phase shift and is relatively difficult to scale.
A DC-biased AC-electrokinetic (ACEK) flow was used to induce bidirectional flow [37]. W.Y. Ng et
al. investigated the mechanism of the flow and concluded that a conductivity gradient drives fluid
flow [38,39]. Deionized (DI) water [37,40], a 10−4 M solution of KCl (conductivity 1 mS m−1), and a
CuSO4 solution (conductivity 4 mS m−1) [38] were used as working fluids. However, the availability
of an isotonic solution for DC-biased ACEKPs is unclear.

A method of integrating polydimethylsiloxane (PDMS) micro-nozzles, micro-channels, and pump
electrodes for parallel manipulation of single cells was developed in this study. Interdigital tooth
electrodes were made from indium tin oxide (ITO) or Pt/Ti, and a DC-biased AC signal applied to them.
We characterized electrokinetic flow in an isotonic solution at both electrodes. The DC bias voltage
was switched to control the direction of flow. Single cells were manipulated with a micro-nozzle
array integrated with DC-biased ACEKPs. We characterized the manipulation of single cells with
the nozzles.

2. Experimental Materials and Methods

2.1. Concept and Design of PDMS Nozzle Array Integrated with Electrokinetic Micropumps

The integration of DC-biased ACEK pumps into nozzles enables them to transport fluid in both
directions (Figure 1). Since symmetric electrodes were used, the positive and negative of the DC
bias were changed for bidirectional flow control. The diameter of micronozzles was designed to be
around 30 µm for manipulating multiple types of single cells approximately 10–20 µm in diameter
simultaneously. Cells are sucked into microchannels by the actuation of pumps (Figure 1a). The cells
are trapped, moved to the top of microwells, and ejected from the channel to make a pair of cells
(Figure 1b). An array of 4 × 4 micronozzles is integrated with DC-biased ACEKPs (Figure 1c), which
are composed of seven pairs of electrodes.

The principles of the pump is based on DC-biased AC-electrokinetics [38]. Planar parallel
electrodes are placed in a microfluidic channel in contact with an electrolyte solution and a DC biased
AC electrical signal is applied to the electrode pair. The application of DC bias induces Faradaic
electrolytic reactions and results in an increase of the ionic content of the bulk solution. The ionic
contents differ at the cathodic and anodic sides. DC biased AC electric signal acts on the transverse
conductivity gradient and generates fluid flow.

An array of 4 × 4 nozzles was arranged symmetrically with a pitch of 200 µm and concentrated
in the middle region (680 µm × 680 µm) for microscopic observation of as many cells as possible.
Each 60-µm width channel was connected to a 30-µm diameter nozzle for the concentration and the
minimum spacing between channels was set at 30 µm. We followed the dimensions of electrodes for
bidirectional flow transport from a previous study [37], where they were 80-µm wide with gaps of
20 µm and 100 µm. A lower-height channel induces higher flow velocity and we selected 70 µm as the
channel height.
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Figure 1. The schematic of a nozzle array integrated with electrokinetic pumps for cell manipulation. (a)
Suction and trap of single cells in an array format with nozzles. (b) Ejection and release of the cells from
the nozzles. (c) Schematic view of 4 × 4 nozzles integrated with pumps. One of the electrodes (green)
is connected to a signal voltage (DC-biased AC voltage) and the other electrode (red) is connected to
the ground.

2.2. Fabrication of PDMS Nozzle Array Integrated with Electrokinetic Micropumps

Then, 4 × 4 PDMS nozzles were integrated with electrokinetic ITO pumps for single cell
manipulation. PDMS micronozzles were formed and combined with an ITO substrate patterned
on a glass. First, a method of making PDMS though holes [41,42] for fabricating PDMS nozzles
was used and the method extended from a single-layer mold to a double-layer mold. Double-layer
thick photoresist, SU-8 3050 (Kayaku Microchem, Tokyo, Japan), was formed on a 3-inch Si substrate
(Figure 2a). A silicon wafer was dehydrated at 160 ◦C for 5 min. The first layer of SU-8 was spincoated
at 500 rpm for 25 s and 1000 rpm for 55 s to obtain a film thickness of 70 µm. It was pre-baked at 60 ◦C
for 5 min, at 95 ◦C for 50 min, and at 60 ◦C for 5 min. The pattern was exposed through a PMMA filter
and mask aligner (PEM-800, Union Optical Co., Ltd., Tokyo, Japan). The integrated exposure light was
4675 mJ/cm2 (contact mode). The wafer was post-baked at 65 ◦C for 9 min, at 95 ◦C for 5 min, and at
65 ◦C for 2 min. The second SU-8 layer was spin-coated at 500 rpm for 25 s and 1000 rpm for 55 s to
make the micronozzles after PDMS molding. The wafer was prebaked at 60 ◦C for 5 min, at 95 ◦C for
50 min, and at 60 ◦C for 5 min. The SU-8 was exposed to the integrated exposure light (4675 mJ/cm2)
through a mask and post-baked at 65 ◦C for 9 min, 95 ◦C for 5 min, and 65 ◦C for 2 min. The SU-8
molds of the microchannel or micronozzles were developed in 2-acetoxy-1-methoxypropane (Wako
Pure Chemical Industries Ltd., Osaka, Japan) for 15 min. They were rinsed with isopropyl alcohol.
The SU-8 molds were treated with vapor of trichloro(1H,1H,2H,2H-perfluorooctyl)silane (PFOCTS).

PDMS (Silpot 184, Dow Corning Toray Co., Ltd., Tokyo, Japan) was mixed at a 10:1 ratio of the base
polymer to curing agent. Uncured PDMS was poured over the fabricated SU-8 molds (Figure 2b). A
3-inch diameter and 3-mm thick PDMS sheet was formed as the carrier sheet and treated with PFOCTS.
Uncured PDMS was pressed with the PDMS carrier sheet and a weight of about 600 g (Figure 2c).
PDMS was cured at room temperature for 24 h to expel PDMS from SU-8 pillars. The PDMS were
released from the mold through holes on the sheet (Figure 2d).

A 200-nm thick ITO-coated 100 mm × 100 mm glass substrate (thickness 0.7 mm) was purchased
from Geomatec Co., Ltd. (Yokohama, Japan) and used as the electrode (Figure 2e). A substrate was cut
into a33 mm × 33 mm piece and ultrasonically cleaned for 5 min with acetone, isopropyl alcohol (IPA),
and DI water each. An ITO substrate was dehydrated at 160 ◦C for 5 min. Hexamethyldisilazane
(HMDS) and OFPR-8600 (52 cp, Tokyo-Oka Kogyo Co., Ltd., Kawasaki, Japan) were spin-coated on the
substrate at 1000 rpm for 5 s and 2000 rpm for 25 s. The thickness of OFPR was increased to resist
etching in hydrochloric acid. The substrate was prebaked at 110 ◦C for 90 s. OFPR was exposed to an
integrated light quantity of 100 mJ/cm2 to form pump electrodes. The resistance was immersed in a
developer (NMD-3, Wako Pure Chemical Industries, Ltd.) for 120 s, rinsed with DI water for 2 min,
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and blown with N2 gas (Figure 2g). The resistance was post-baked at 140 ◦C for 5 min. ITO was etched
in 9 mol/L hydrochloric acid at 40 ◦C for 6 min using OFPR as a mask (Figure 2h). The resistance on
the bare ITO was checked to fully etch ITO. The resistance was removed by ultrasonic cleaning with
acetone for 5 min. A 1-mm hole was drilled in the glass part of the ITO substrate for liquid introduction
(Figure 2i).

The PDMS chip and ITO electrodes were treated with air plasma (plasma treater, YHS-R, Sakigake
Semiconductor Co., Ltd., Kyoto, Japan) for 60 s for bonding. The substrates were aligned with
mechanical stages and permanently bonded by baking them at 80 ◦C for 40 min (Figure 2j). The cured
PDMS was peeled off from the PFOCTS-treated PDMS sheet. A PDMS sheet with 0.5-mm holes was
bonded on the back side to introduce into the solution after plasma treatment. The micronozzles were
integrated with the pumps (Figure 2k).
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Figure 2. Fabrication process of the nozzle array integrated with pump. (a–d) Fabrication of
polydimethylsiloxane (PDMS) nozzles. Uncured PDMS was pressed by a PDMS sheet to form PDMS
through holes. (e–i) Patterning of OFPR photoresist on indium tin oxide (ITO) substrate and formation
of ITO electrodes. ITO was etched with hydrochloric acid. (j,k) Bonding of the PDMS micronozzles,
ITO electrodes, and a PDMS sheet after plasma treatment. (l–o) Fabrication of PDMS flow channel.
(p–s) Patterning of Pt/Ti electrodes. (t–u) Bonding of the PDMS microchannel, ITO, or Pt/Ti electrodes,
and a PDMS sheet after plasma treatment.

2.3. Fabrication of EOF Pump from ITO and Pt/Ti Electrodes

Interdigital electrodes were patterned on a glass substrate (Figure 2e–i,p–s) and bonded to a PDMS
flow channel. A PDMS channel was molded from the SU-8 structure. The electrode was an interdigital
structure in which seven symmetrical electrodes were arranged at regular intervals. ITO and Pt/Ti
were used as the electrode material. For the Pt/Ti electrode, Ti was deposited as an adhesion layer of Pt
and glass, and Pt was utilized as the electrode surface.

The PDMS flow channel was prepared as in Section 2.1. A single-layer thick photoresist, SU-8
3050, was used for a mold of the PDMS micro-channel (Figure 2l). PDMS was cured at 80 ◦C and
microchannels were molded in PDMS from the SU-8 mold (Figure 2m) and released (Figure 2n).
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A 0.5 mm-hole was punched at the end of the PDMS flow channel to introduce and eject a solution
(Figure 2o).

A slide glass (76 × 26 × 1 mm, No. 1, Matsunami Glass Industry Co., Ltd., Osaka, Japan) was
cut into three equal parts (about 26 mm × 26 mm) for the Pt/Ti electrodes. The glass was cleaned in
a mixture of sulfuric acid and hydrogen peroxide mixture (SPM) and dehydrated at 140 ◦C (5 min).
HMDS and OFPR-8600 were spin-coated at 3000 rpm for 20 s. The glass was pre-baked at 110 ◦C for
90 s. The resist was exposed to the integral amount of 250 mJ/cm2 (contact mode) and developed in
NMD-3 for 10 min (Figure 2p). The glass was rinsed with DI water for 2 min and post-baked at 140 ◦C
for 5 min. A Ti film (10-nm thick film) and Pt film (100-nm thick film) were deposited on three glass
slides for 1 min as an adhesion layer by RF magnetron sputtering (L-250S-FH, Anelva Co., Ltd., Tokyo,
Japan) (Figure 2q). Pt/Ti liftoff was performed in acetone with an ultrasonic cleaner (100 kHz) for
20 min (Figure 2r). The surface was then cleaned with IPA and nitrogen gas was blown off. The glass
was drilled with a 1-mm diameter to form a hole for liquid introduction (Figure 2s). The ITO or Pt/Ti
electrodes and PDMS micro-channels were bonded after air plasma (Figure 2t,u).

2.4. Observation Setup and Voltage Application

An inverted microscope (ECLIPSE Ti-U, Nikon Co., Ltd., Tokyo, Japan), equipped with ×4, ×10,
and ×20 objective lenses, and a cooled charge-coupled device (CCD) camera (DS-Qi1Mc, Nikon)
were used for flow observation. The movement of particles or cells transported with electrokinetic
micropumps at 13–15 fps was recorded.

Voltage was applied to the interdigital electrodes by connecting it to a function generator (Protek
9305, GS Instruments Co., Ltd., Incheon, Korea) via an Ag/AgCl electrode. One electrode was set to
ground (GND) and the other electrode was set to a signal electrode. We applied AC voltage with a DC
bias voltage VDC in the range of +4 V to −4 V at a frequency of 100 kHz and a peak value Vpp of 8 V to
12 V.

2.5. Flow Characterization of Electrokinetic Flow Pump

The DC-biased ACEK flow was characterized as having ITO or Pt/Ti electrodes and a low
conductivity isotonic solution buffer (8.5 w/v% sucrose and 0.3 w/v% glucose) [43] was used to suppress
the influence of Joule heating in the solution. Fluorescent particles (Sigma, L4530, particle diameter
2.0 µm, concentration 2.86 × 107 particles/mL) were suspended in the low conductivity buffer and
were used as a tracer. The solution was introduced into the flow channel with a syringe. After the
introduction, the hole was covered with a glass coverslip to reduce the influence of flow generated by
a pressure imbalance.

The particles were transported in the flow channel of the electrokinetic pump to evaluate their
driving characteristics. We traced 10 particles from 10 s after from the start of voltage application
and measured their moving distance for 30 frames (about 2.2 s). The average particle velocity was
derived from the movement of the particles and was considered as flow velocity. The change in the
electrokinetic flow velocity was investigated by changing voltage conditions.

2.6. Manipulation of Cells Using a Micro-Nozzle Array Integrated with an Electrokinetic Flow Pump

We generated a DC-biased ACEK flow and manipulated cells through the fabricated micro-nozzle
array. An overview of the experiment setup is shown in Figure 3. The micro-nozzle array was fixed to
XYZ stages via a frame. We adjusted the position on the XYZ stage so that the nozzle surface was close
to the bottom of the Petri dish. The nozzle array was placed in a cell suspension. The electrodes were
connected to the function generator and GND. HeLa cells (RIKEN, RCB0007 provided by the RIKEN
BioResource Research Center through the National BioResource Project of the MEXT/AMED, Tsukuba,
Japan), were suspended in a low conductivity buffer containing ϕ2.0 µm tracer particles. The cell
concentration was adjusted to 4.28 × 105 cells/mL and the cell suspension was poured in a petri dish.
The nozzle array was brought close to the bottom of the petri dish. A DC-biased AC signal was applied
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to the electrodes connected to one nozzle to generate an electrokinetic flow, and cells through single
nozzles were manipulated. The applied signal was VDC −4 V, frequency of 100 kHz, and Vpp 10 V.
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Figure 3. The experimental setup for cell manipulation with a developed nozzle array. (a) Schematic
and (b) picture of the setup. A nozzle array was mounted on the XYZ stage via a 15 mm × 15 mm
stainless frame. Electrodes were connected with AC power sources and ground (GND). In the channel
of a nozzle array, particle suspension was introduced and HeLa cells were suspended in a petri dish.

3. Results and Discussion

3.1. Fabrication of the Integrated Nozzle Array and Pump

An array of 4 × 4 micronozzles integrated with electrokinetic flow pumps was fabricated (Figure 4,
Table 1). Each part was fabricated by molding, lift-off, and etching. The nozzle array integrated with
pumps were made of transparent PDMS and ITO electrodes, which enabled observation of the inside of
a channel. Additionally, 4 × 4 nozzles were opened as water passed through the nozzles. The nozzle’s
inner diameter was 34.8 ± 1.04 µm (N = 16, mean ± standard deviation) (Figure 4a,b) and enlarged
from 30 µm. PDMS micro-nozzles were connected to flow channels and ITO electrodes were patterned
on a glass substrate (Figure 4c). The electrokinetic flow pump consisted of seven pairs of electrodes.
The ITO interdigital electrodes were arranged in the flow channel with a width of 71.9 µm, a gap of
27.8 µm, and a pitch of 278.8 µm. The flow channel and pump were separated from each other by the
PDMS wall, and each pump had its own signal input electrode. This design enabled individual flow
control. The advantage of employing electrical pumps for cell transport was that it provided true
scalability to one-side-open multi-channel devices.
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Figure 4. Micrographs of micro-nozzles integrated with ITO micropumps. (a) 4 × 4 micro-nozzles
connected with micro-channels. Nozzle and channel were fabricated in the transparent materials PDMS
and glass, which enabled observation of any transmission. (b) Close-up view of a micro-nozzle array.
(c) Four series of flow channels and electrodes. FC and MN denote flow channel and a micro-nozzle,
respectively. Typical dimensions were measured from five points: Nozzle diameter 34.8 µm. Channel
width, A = 62.0 µm. B = 189.1 µm. Height, H = 71.9 µm. Electrode width, C = 71.9 µm. Gap g =

27.8 µm. Pitch p = 278.8 µm.
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Table 1. Dimensions of the micro-nozzles integrated with indium tin oxide (ITO) micropumps
and electrodes.

Category Parts Dimension

Flow channel
Height, H 71.9 ± 1.41 µm (N = 16)

Width of flow channel in electrode section, B 189.1 ± 4.57 µm (N = 10)
Width of the narrower flow channel, A 62.0 ± 2.30 µm (N = 16)

ITO electrodes
Width, C 65.7 ± 0.91 µm (N = 5)

Gap between a pair of electrodes, g 23.3 ± 1.81 µm (N = 5)
Pitch, p 191.0 ± 1.11 µm (N = 5).

Pt/Ti electrodes
Width, C 67.8 ± 0.91 µm (N = 5)

Gap between a pair of electrodes, g 24.5 ± 1.44 µm (N = 5)
Pitch, p 192.7 ± 1.12 µm (N = 5)

ITO or Pt/Ti micropumps with single-layer micro-channels and a 0.5-mm hole for characterization
of DC-biased ACEKPs were also fabricated. Both the electrodes were arranged at regular intervals.

3.2. Characterization of DC-Biased ACEK Flow Using Electrokinetic Flow Pump

DC bias was switched to positive or negative for generation of a bidirectional flow. Figure 5 shows
the transport of particles (ϕ2 µm) in a low conductive isotonic buffer at Vpp 10 V, 100 kHz, and VDC ±
3 V. Unless stated, Vpp 10 V and 100 kHz were used. The application of positive and negative VDC

generated a net flow from the signal electrode to the ground electrode and vice versa. The voltage
application of VDC +3 V and −3 V moved particles from the electrode side to the nozzle side (Figure 5b,
Movie S1) and from the nozzle side to the electrode side (Figure 5c, Movie S2). The application of
voltage immediately created flow and the shut-down of voltage application stopped the generated flow.
Movie S3 presents a vortex flow near a pair of ITO electrodes, and the creation of a net bidirectional
flow through a PDMS micro-channel.
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Figure 5. Generation of DC-biased AC electrokinetic flow with an ITO or Pt/Ti pump. The frequency
and peak-to-peak voltage of the AC signal were set to 100 kHz and Vpp 10 V, respectively. (a) Schematic
diagram of the pump. Particle transportation with an ITO pump at (b) VDC +3 V and (c) VDC −3 V.
Electrokinetic flow velocity versus DC bias with (d) ITO and (e) Pt/Ti electrodes. (f) Flow speed versus
Vpp voltage with ITO electrodes. Flow velocity was measured from 10 particles moving in the channel.

63



Micromachines 2020, 11, 442

The average flow velocity was obtained according to the bias voltage (VDC), where the direction
from the signal electrode to the ground electrode was defined as positive (Figure 5d–f). The flow speed
increased with an increase in the applied DC bias at both the ITO electrode and the Pt/Ti electrode
(Figure 5d,e). With the ITO pump, the flow velocities were positive at VDC +3 V or greater, and
negative at VDC −3 V or less. The flow velocities were 108.7 ± 36.4 µm/s (N = 10) at VDC + 4 V
and −155.6 ± 69.5 µm/s (N = 10) at VDC – 4 V. We calculated the maximum flow rate of the pump
with the product of a flow speed of 156 µm/s and a cross-section area of 4.46 × 103 µm2 (channel
width of 62.0 µm × channel height of 71.9 µm). The flow rate of the pump was 6.96 × 105 µm3/s,
which was equal to 696 pL/s. The flow velocities are almost symmetrical about the origin, but there is
some difference. A two-electrode system was employed for flow generation because of its simplicity,
while the potential of the electrodes was difficult to control. The addition of reference electrodes
and a three-electrode system would stabilize the potential of the electrodes and flow generation.
Bubbles were generated between Pt/Ti electrodes at VDC ±3 V and bridged a pair of the electrodes
after 30 s of voltage application. Therefore, the flow velocities at VDC = ±3 V and ±4 V were not
measured. The comparison of electrode materials shows that ITO pumps generate a faster flow than
Pt/Ti electrodes and are suitable for large-volume fluid pumping. Pt/Ti electrodes are more stable than
ITO and satisfy a long period of usage.

While most of the cell dimensions are between 10–20 µm, we prioritized the measurement of
the fluid velocity and chose ϕ2-µm tracer particles in our characterization experiments. The smaller
particles decreased the inertia of tracers and the measurement error [44]. The smaller size particles
improve the response to flow, whereas the response of HeLa cells is slower than the particles. The suction
and release of cells are assumed to take more time than the results characterized with ϕ2-µm particles.
The particle concentration was 2.86 × 10 particles/nL and this concentration was low enough to not
cause interactions between particles.

ITO pumps did not generate a significant electrokinetic flow in the range of VDC of −2 V to +2 V.
The Pt/Ti pumps generated a significant electrokinetic flow at VDC of ±1 V. While a bubble formed
between a pair of Pt/Ti electrodes at VDC of ±3 V, bubbles did not form between a pair of ITO electrodes
at VDC of ±3 V. Bubble generation relates to the electrolysis of the solution. The reason why ITO
pumps did not create a clear electrokinetic flow with a small DC bias is because the voltage did not
go above the overpotential of water electrolysis. The working principle of the DC-biased AC pump
was assumed to be based on a transverse conductivity gradient. This gradient was created through
incipient Faradaic reactions occurring at the electrodes when a DC-bias AC voltage was applied to
gold electrodes [38]. The electrolytic decomposition reaction of water occurred, as shown below. H+

ions were generated at the anode side electrode.

2H2O(L)→ 4H+ (aq) + O2(g) + 4e− (1)

OH− ions are generated from the cathode side electrode.

4H2O(L) + 4e−→ 4OH− (aq) + 2H2(g) (2)

Because the difference in conductivity between H+ and OH− was made in these reactions, a
conductivity gradient was created in the solution on the anode and the cathode. This conductivity
gradient and voltage application generated vortex flow between symmetrical electrodes. The change
of electrode materials affected the overpotential of water electrolysis.

Peak-to-peak amplitude, Vpp on speed of DC-biased ACEK flow were investigated. With increasing
Vpp, flow speeds increased (Figure 5f). Absolute flow speeds were plotted for ease of comparison. Flow
speed was around 10 µm/s at Vpp 9 V and around 20 µm/s at Vpp 11 V for positive and negative DC
bias. Based on the above observations, it was concluded that the larger the absolute value of the DC
bias voltage or AC voltage, the greater the flow speed.
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3.3. Cell Manipulation by Pump-Integrated Micro-Nozzle Array

We manipulated 10 cells in a parallel manner by electrokinetic flow with three of 16 nozzles
(Figure 6, Movie S4). HeLa cells were suspended in the low conductive isotonic buffer and poured in
the bottom of a Petri dish. A nozzle array was immersed in the cell suspension with mechanical stages.
Before suction, cells distributed everywhere in the field. Since the largest flow velocity was obtained
with ITO electrodes at VDC ±4 V from the previous section, DC-biased AC voltages (VDC −4 V, Vpp

10 V, 100 kHz) was applied and the pump generated an inward flow to the flow channel. During the
application of the voltage, a suction flow was continuously created and vortex flow was generated in
between a pair of electrodes. We focused on three nozzles for characterization rather than 16 nozzles
due to the limitation of the observation area. When the gap between the nozzle array and the bottom
of the dish was about 50 µm, only ϕ2-µm particles were sucked and cells were not sucked into the
nozzles for 120 s. The gap was further reduced to around 20–30 µm and cells were transported. A cell
denoted as #2 in Figure 6 was aspirated into the middle nozzle at about 76.6 s after the start of the
application (Figure 6c). Each cell was attracted to the nearest nozzle (Figure 6d). These results indicate
that the liquid volume should be reduced to create a sufficient flow for cell transportation. The nozzle
array was fabricated in transparent materials such as PDMS, glass, and ITO, so that the structure did
not prevent observation of the cells.

Micromachines 2020, 11, x FOR PEER REVIEW 9 of 13 

 

the bottom of a Petri dish. A nozzle array was immersed in the cell suspension with mechanical 

stages. Before suction, cells distributed everywhere in the field. Since the largest flow velocity was 

obtained with ITO electrodes at VDC ±4 V from the previous section, DC-biased AC voltages (VDC –4 

V, Vpp 10 V, 100 kHz) was applied and the pump generated an inward flow to the flow channel. 

During the application of the voltage, a suction flow was continuously created and vortex flow was 

generated in between a pair of electrodes. We focused on three nozzles for characterization rather 

than 16 nozzles due to the limitation of the observation area. When the gap between the nozzle array 

and the bottom of the dish was about 50 µm, only φ2-µm particles were sucked and cells were not 

sucked into the nozzles for 120 s. The gap was further reduced to around 20–30 µm and cells were 

transported. A cell denoted as #2 in Figure 6 was aspirated into the middle nozzle at about 76.6 s after 

the start of the application (Figure 6c). Each cell was attracted to the nearest nozzle (Figure 6d). These 

results indicate that the liquid volume should be reduced to create a sufficient flow for cell 

transportation. The nozzle array was fabricated in transparent materials such as PDMS, glass, and 

ITO, so that the structure did not prevent observation of the cells.  

 

Figure 6. Suction of 10 cells using an electrokinetic pump near three nozzles (100 kHz, 10 Vpp, VDC –4 

V). (a–c) Time-lapse images of cell suction. Voltage was applied at 0 s and the flow was continuously 

generated. The 10 cells are circled by a red dashed line and attracted cells are boxed by a blue dashed 

line. (d) Trajectories of the aspirated 10 cells. 

Ten cells near the nozzles were sucked into the nozzles during 3-min pumping. The throughput 

of cell suction was 1.1 ± 0.2 cells/min (N = 3) for each nozzle. Their distances and speed were measured 

over time (Figure 7) and the distance of cells from each nozzle were plotted in Figure 7a. Successful 

cell suction took place within a distance of 150 µm from each nozzle. The other nearby seven cells 

(two cells on the left, two cells on the middle, and three cells on the right) were attracted to each 

nozzle, but they did not reach the nozzles and their trajectories were not measured. The 10 cells 

travelled an average distance of 75.5 ± 26.2 µm (N = 10) and the average aspiration speed was 0.69 ± 

0.19 µm/s (N = 10). A cell denoted as #4 in Figure 6 and Figure 7 showed the longest travel distance 

of 151 µm. The speed of cells increased over time (Figure 7b). The cell speed was around 0.5 µm/s in 

the initial position and around 1 µm/s in the adjacent nozzles. For more rapid cell manipulation, the 

manipulation speed needs to be increased. One solution is to increase the number of electrode pairs 

from seven pairs.  

The cells were transported into the flow channels outside the nozzles. The shut-down of the 

voltage application stopped the movement of the cells. Three of the 10 cells were flowed through the 

channels at 3.39 ± 1.65 µm/s (N = 3). The transporting speed of the cells in the channel was much 

Figure 6. Suction of 10 cells using an electrokinetic pump near three nozzles (100 kHz, 10 Vpp, VDC

−4 V). (a–c) Time-lapse images of cell suction. Voltage was applied at 0 s and the flow was continuously
generated. The 10 cells are circled by a red dashed line and attracted cells are boxed by a blue dashed
line. (d) Trajectories of the aspirated 10 cells.

Ten cells near the nozzles were sucked into the nozzles during 3-min pumping. The throughput of
cell suction was 1.1 ± 0.2 cells/min (N = 3) for each nozzle. Their distances and speed were measured
over time (Figure 7) and the distance of cells from each nozzle were plotted in Figure 7a. Successful
cell suction took place within a distance of 150 µm from each nozzle. The other nearby seven cells (two
cells on the left, two cells on the middle, and three cells on the right) were attracted to each nozzle,
but they did not reach the nozzles and their trajectories were not measured. The 10 cells travelled an
average distance of 75.5 ± 26.2 µm (N = 10) and the average aspiration speed was 0.69 ± 0.19 µm/s (N
= 10). A cell denoted as #4 in Figures 6 and 7 showed the longest travel distance of 151 µm. The speed
of cells increased over time (Figure 7b). The cell speed was around 0.5 µm/s in the initial position and
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around 1 µm/s in the adjacent nozzles. For more rapid cell manipulation, the manipulation speed
needs to be increased. One solution is to increase the number of electrode pairs from seven pairs.
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The cells were transported into the flow channels outside the nozzles. The shut-down of the
voltage application stopped the movement of the cells. Three of the 10 cells were flowed through the
channels at 3.39 ± 1.65 µm/s (N = 3). The transporting speed of the cells in the channel was much
slower than the average flow speed obtained from the previous section. This is because the flow
resistance of a micro-nozzle is two orders of magnitudes higher than that of a punched hole. Fluidic
resistance through a circular pipe, R, is expressed as:

R =
128
π
ηL

1
D4

where η is the dynamic viscosity of the liquid, L is the channel length, and D is the circle
diameter [45]. The ratio of hydraulic resistances of a nozzle and hole can be written as
Rnozzle/Rhole = Lnozzle/Lhole(Dhole/Dnozzle)

4. Inserting Dnozzle = 35 µm, Lnozzle = 70 µm, Dhole = 0.5 mm,
and Lhole = 8 mm into the equation yields Rnozzle/Rhole = 364.

There is potential risk for cell damage associated with electrical field and mechanical stress. When
electric field strength is above the electroporation threshold (0.4–0.6 kV/cm), electroporation occurs in
the cell and the cell membrane becomes permeable [46–48]. In this study, however, the voltage was
applied only to the electrodes in the channel, which was far from nozzles. Cells were manipulated
without reaching electrodes and their motions were stopped by turning off the voltage. Cells did not
need to pass through a high electric field near a pair of electrodes. Therefore, electrokinetic forces on
cells can be ignored. Suspended cells were not largely deformed during manipulation and experienced
mainly Stokes’ drag in a low Reynolds regime [49]. Since cell speeds were low, we thought strong
mechanical stress due to Stokes’ drag was not applied to cells during cell manipulation.

Although it is possible to control the flow through a single nozzle electrically, the bottleneck in
large-scale single cell manipulation is the number of signal generators. Analog demultiplexer [50]
enables a decrease in the number of signal generating circuits and to maintain the controllability of
multiple channels. The placement of trapped single cells in microwells can be achieved with mechanical
stages and a microscope [21,30].

66



Micromachines 2020, 11, 442

4. Conclusions

In this study, 4 × 4 micronozzles were integrated with microchannels and electrodes for parallel
manipulation of single cells. A DC-biased AC signal was applied to the interdigital tooth electrode
made of ITO or Pt/Ti, and an electrokinetic flow occurred at both electrodes in a low conductivity
isotonic buffer. By switching the DC bias voltages from positive to negative, the direction of flow
was controlled. Since the electrokinetic flow was not significant at small DC bias on ITO electrodes,
there was a threshold value of the voltage for generating the flow. Using a micro-nozzle enabled the
generation of flow inward and outward of the micro-nozzle and cell manipulation. A flow generated
with the electrokinetic pump transported cells into the micro-nozzle array and it was possible to
demonstrate manipulation of single cells using the DC-biased ACEK flow.

The developed method of integrating nozzles and manipulation method is fundamental for
creating high-throughput single manipulation tools accessible to an open-top chip. Our integrated
system collected single cells at 1 event/min, whereas an on-demand droplet collection system dispensed
single cells at a throughput of 20 events/min [29]. The improvement of the throughput and flow rate
required an increase in the number of interdigital-tooth electrodes. The true value of this study is that
this integration technology provides individual flow control of each micro-channel and scalability
with one-side-open multi-channel devices [29,30]. Our future works includes a viability assay and
rearrangement of single cells with the nozzles integrated with pumps.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/11/4/442/s1.
Movie S1, S2: Movement of particles (ϕ2 µm) in a low conductive isotonic buffer at Vpp 10 V, 100 kHz. Movie S1:
VDC + 3 V and Movie S2: −3 V. Voltage is not applied for 5 s from the start of the movie. Movie S3: Vortex flow
near a pair of ITO electrodes, and creation of net flow through a PDMS microchannel. Movie S4: Suction of 10
cells to three micro-nozzles integrated with ITO pumps at VDC −4 V, Vpp 10 V, and 100 kHz.
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Abstract: As key bioelectrical markers, equivalent capacitance (Cne, i.e., capacitance per unit area) and
resistance (Rne, i.e., resistivity multiply thickness) of nuclear envelopes have emerged as promising
electrical indicators, which cannot be effectively measured by conventional approaches. In this
study, single nuclei were isolated from whole cells and trapped at the entrances of microfluidic
constriction channels, and then corresponding impedance profiles were sampled and translated into
single-nucleus Cne and Rne based on a home-developed equivalent electrical model. Cne and Rne

of A549 nuclei were first quantified as 3.43 ± 1.81 µF/cm2 and 2.03 ± 1.40 Ω·cm2 (Nn = 35), which
were shown not to be affected by variations of key parameters in nuclear isolation and measurement.
The developed approach in this study was also used to measure a second type of nuclei, producing
Cne and Rne of 3.75 ± 3.17 µF/cm2 and 1.01 ± 0.70 Ω·cm2 for SW620 (Nn = 17). This study may provide
a new perspective in single-cell electrical characterization, enabling cell type classification and cell
status evaluation based on bioelectrical markers of nuclei.

Keywords: microfluidics; single-nucleus analysis; constriction channel; electrical properties;
nuclear envelope

1. Introduction

Nuclear envelope defines a bilayer membrane that encloses the genome from the rest of the cell and
regulates the movements of molecules across the nuclear-cytoplasmic boundary. As key bioelectrical
markers, equivalent capacitance (Cne, i.e., capacitance per unit area) and resistance (Rne, i.e., resistivity
multiply thickness) of the nuclear envelope have emerged as promising electrical indicators related to
salivary gland cells with changes in developments [1–6], oocytes isolated from different species [7–13],
normal and malignant white blood cells [14–20], yeasts with changes in extracellular solutions [21,22],
epithelia cell lines from multiple sources [23–36] and differentiation of stem cells [37]. A summary of
previously reported electrical parameters of single nuclei could be found in Table S1.

Patch clamping was initially adopted to characterize electrical properties of nuclear envelopes,
where two glass pipettes were deployed within the nuclear and cytoplasmic domains, respectively,
enabling the quantitation of Cne and Rne [1–9,23,38–40]. Based on this approach, Cne and Rne of
single nuclei were characterized as 412 ± 62 µF/cm2 and 1.5 ± 0.4 Ω·cm2 [1], ~100 µF/cm2 and
3.9 ± 1.4 Ω·cm2 [2], 0.72 ± 0.09 Ω·cm2 [4] and 2 Ω·cm2 [6] of salivary gland cells of Drosophila flavorepleta.
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Although powerful, patch clamping was mostly used to measure ultra large cells with diameters of
nearly 100 µm and it is full of challenges to accurately penetrate nuclear domains of conventional
eukaryotic cells with diameters around 10 µm.

In a second approach, two electrodes were inserted into cell suspensions and the corresponding
impedance data were interpreted into both electrical parameters of cell membranes and nucleus [15,
17,18,21,24,25,28,29,31,34,36,41–45]. Based on this approach, Cne and Rne of nuclei derived from
mouse spleen lymphocytes, human Jurkat cells and rat H9C2 cells were quantified as 0.62 µF/cm2

and 0.07 Ω·cm2 [15], 1.19 ± 0.14 µF/cm2 and 0.21 ± 0.02 Ω·cm2 [36], 0.22 ± 0.05 µF/cm2 and 7.25 ±
0.68 Ω·cm2 [34], respectively. However, this is an approach based on cell populations rather than single
cells where potential concerns of interactions among neighboring cells during measurements cannot
be properly addressed.

In order to address this issue, electrorotation was adopted for the characterization of single-nucleus
electrical properties where single cells were forced to rotate by four electrodes and the rotating speeds
as a function of the applied electrical signals were used to estimate electrical properties of nuclear
envelopes [14,16,19,25,46]. However, in this approach, a double shell electrical model representing cell
and nuclear membranes was used. Thus, capacitive properties of cell membranes may mask electrical
properties of nuclear membranes at the low-frequency domain, while at the high-frequency domain,
both cell membranes and nuclear membranes are short circuited.

To address this issue, in this study, cell lysis and nucleus isolation were first conducted and the
obtained single nuclei were trapped at the entrance of the constriction channel for electrical property
characterization (see Figure 1). In operation, trypsin-EDTA, the lysis buffer and IGEPAL@ CA-630 were
used to acquire nuclei of cells (see Figure 1a). Then individual nucleus was trapped at the entrance
of the constriction channel with corresponding impedance values measured by a lock-in amplifier
(see Figure 1b). Based on an equivalent electrical model where nuclear electrical components were
represented as Cne, Rne and Rnp (equivalent resistance of nucleoplasm), raw impedance data were
translated into Cne and Rne (see Figure 1c).
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Figure 1. Working flowchart for characterizing single-nucleus electrical properties (e.g., Cne and Rne,
two key parameters of nuclear envelope) based on microfluidic constriction channel. Key steps include
nucleus preparation (a), device operation (b) and data processing (c). In operation, trypsin-EDTA
(Ethylenediaminetetraacetic acid), lysis buffer and IGEPAL@ CA-630 were used to acquire nuclei of
cells. Then single nuclei were trapped at the entrance of the constriction channel with corresponding
impedance values measured by a lock-in amplifier. Based on an equivalent electrical model where
nuclear electrical components were represented as Cne in parallel with Rne, and then in series with Rnp,
raw impedance data were translated into Cne and Rne.
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In comparison to the aforementioned population approach for nuclear electrical property
characterization, this constriction channel based approach enables the electrical property
characterization at single nucleus level. In comparison to electrorotation, in this study, side effects of
membrane capacitance on the estimation of nuclear electrical properties are addressed. In comparison
to patch clamping, this device can easily trap single nuclei at the entrance of the constriction channel
without the requirements of accurate manipulations of pipette tips.

2. Materials and Methods

2.1. Materials

All cell lines were purchased from China Infrastructure of Cell Line Resources. All reagents for cell
culture (e.g., culture medium, fetal bovine serum and trypsin) were purchased from Life Technologies
Corporation (Van Allen Way Carlsbad, CA, USA). All reagents for cell treatments (e.g., isotonic lysis
buffer, dithiothreitol, protease inhibitor cocktail and IGEPAL@ CA-630) were purchased from Sigma
Aldrich Corporation (St. Louis, MO, USA). The materials required for device fabrication included SU-8
photoresist (MicroChem Corporation, Newton, MA, USA) and 184 silicone elastomer (Dow Corning
Corporation, Midland, MI, USA).

2.2. Nucleus Preparation

A549 and SW620 cancer cell lines were cultured in RPMI 1640 supplemented with 10% fetal
bovine serum, 1% penicillin and streptomycin, under the conditions of 37 ◦C and 5% CO2. For nucleus
preparation, it was adopted from a previous study [47] where the cultured cancer cells were trypsinized
using 1x trypsin-EDTA from culture flasks, which were then incubated with an isotonic lysis buffer
supplemented with 1 mM dithiothreitol and protease inhibitor cocktail on ice for 15 min. After that
IGEPAL@ CA-630 was added into the cell suspension, followed by a vortex for 10 s, and then a
centrifugation of 400× g for 5 min. In the end, isolated nuclei were resuspended in 1x phosphate buffer
saline containing 1% bovine serum albumin (see Figure 1a). Note that in nuclear isolation, variations
of IGEPAL@ CA-630 were used for comparison where 0.01%, 0.02% and 0.03% of IGEPAL@ CA-630
were used for A549 cells while 0.01% of IGEPAL@ CA-630 was used for SW620 cells.

2.3. Device Fabrication

The device mainly consists of constriction channels (cross-sectional dimensions of 7 µm × 8 µm
for A549 nuclei or 5 µm × 5 µm for SW620 nuclei) in polydimethylsiloxane (PDMS) elastomers, which
were replicated from SU-8 mold masters using conventional soft lithography. Briefly, SU-8 5 was
spin-coated, exposed without development to form the layer of the constriction channel with a height
of 7 µm or 5 µm. Then, SU-8 25 was spin coated, exposed with alignment and developed to form the
nucleus-loading channel with a height of 25 µm. After fabricating SU-8 mold masters, PDMS precursor
and curing agents (ratio 10:1 by weight) were thoroughly mixed, degassed and poured onto the SU-8
channel masters for crosslinking (4 hours at 80 ◦C). Fully cured PDMS channels were then peeled away,
punched with through holes as inlets and outlets, and bonded to glass slides after plasma treatment.

2.4. Device Operation

In experiments, the microfabricated channels were first filled with 1× phosphate buffer saline
containing 1% bovine serum albumin and then loaded with nuclei at a concentration of 1× 106 nuclei/mL.
A pressure controller (Pace 5000, Druck, Billerica, MA, USA) was used to generate negative pressures
to trap single nuclei at the entrance of the constriction channels (0.2, 0.5 and 1.0 kPa for A549 nuclei at
7 µm × 8 µm constriction channels; 0.5, 1.0 and 2.0 kPa for SW620 nuclei at 5 µm × 5 µm constriction
channels). Then, impedance profiles from 1 kHz to 250 kHz (excitation voltage: 200 mV) were
recorded by a lock-in amplifier (7270, Signal Recovery, Oak Ridge, TN, USA). Meanwhile, an inverted
microscope (IX83, Olympus, Tokyo, Japan) was used to capture the images of trapped single nuclei.
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After characterization, high negative pressures were used to aspirate the nuclei through the constriction
channels and then the device was ready for the next measurements (see Figure 1b).

2.5. Data Processing

To interpret the measured impedance data, an electrical model was proposed (see Figure 1c).
The electrical model of the constriction channel was represented by an equivalent resistor (Rc) and
a capacitor (Cc) in parallel. Nuclear electrical components were represented as a capacitor (Cne) in
parallel with a resistor (Rne) for the portion of the nuclear envelope in series with a resistor (Rnp) for
the nucleoplasm portion. Furthermore, an equivalent leakage resistor (Rl) was defined to estimate
sealing status between the aspirated membrane portion of the nucleus under the measurement and
inner walls of the constriction channel.

Impedance profiles without nucleus trapping were first fitted with the equivalent electrical
components of the constriction channel to obtain values of equivalent resistor (Rc) and capacitor (Cc).
Then impedance profiles with nucleus trapping were fitted with the aforementioned electrical model,
based on the nonlinear least-square principle, where a loop function was used to enumerate key
parameters of Cne, Rne, Rnp and Rl. Note that in the step of curve fitting of impedance profiles with
nucleus trapping, Rc and Cc were treated as known variables without looping and thus the potential
concern of parasitic capacitors of constriction channels on the extraction of electrical parameters of
nuclear envelopes can be properly addressed.

2.6. Statistics

The measurements of multiple samples were conducted with results expressed by averages and
standard deviations. The student’s t-test was used, where the values of p < 0.001 (*) were considered
as statistically significant.

3. Results and Discussion

Microfluidics refer to the manipulation of microscale fluids in microfabricated channels [48]. Due to
dimensional comparison with cells, microfluidics has functioned as an enabling tool for single-cell
isolation [49–52], and then impedance measurements [53]. Recently, single cells were trapped by
a microfluidic device with corresponding impedance values measured, enabling the quantification
of single-nucleus electrical properties [37]. However, in this approach, the electrical parameters of
cell membranes can have side effects on the characterization of nuclear electrical properties. In this
study, nuclei were isolated from cells and then trapped at the entrance of the constriction channel
for electrical property characterization and thus the potential concern on the cell membranes can be
properly addressed.

Figure 2 shows the microscopic images of isolated single nuclei stained with trypan blue, where
stained blue dots and non-stained counterparts in the images represent isolated nuclei and intact cells,
respectively. Under the conditions of 0.01%, 0.02% and 0.03% IGEPAL@ CA-630 for the treatments of
A549 cells, it was observed that the increase of the percentage of IGEPAL@ CA-630 enhanced the ratio
of cell lysis and percentage of nuclear isolation (see Figure 2a–c). As to SW620 cells, 0.01% IGEPAL@

CA-630 can produce comparable results with A549 cells under the treatment of 0.02% IGEPAL@ CA-630
(see Figure 2d).
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Figure 2. Microscopic images of isolated single nuclei stained with trypan blue, under the conditions of
0.01% IGEPAL@ CA-630 for A549 cells (a), 0.02% IGEPAL@ CA-630 for A549 cells (b), 0.03% IGEPAL@

CA-630 for A549 cells (c) and 0.01% IGEPAL@ CA-630 for SW620 cells (d). Note that stained blue dots
and non-stained counterparts in the images represent isolated nuclei and intact cells, respectively.

Figure 3 shows measured impedance values with curve fitting and correspond microscopic images
for trapped single nuclei at the entrance of the constriction channels. As shown in Figure 3a, for A549
nuclei, under the conditions of 0.01% IGEPAL@ CA-630 and a constriction-channel of 7 µm × 8 µm,
with the increase of aspiration pressure (Pa), impedance amplitude and phase values were noticed to
increase and decrease, respectively. Meanwhile, the length of the nucleus aspirated into constriction
channel extended.

Curve fitting (fit-base line) of measured impedance data without trapped single nuclei at the
entrance of the constriction channel was conducted where Cc and Rc were quantified as 0.20 pF and
1.19 MΩ, respectively. Curve fitting (fit-0.2 kPa line, fit-0.5 kPa line and fit-1.0 kPa line) of measured
impedance data with trapped single nuclei at the entrance of the constriction channel was conducted
where Cne, Rne, Rnp and Rl were quantified as 1.34 µF/cm2, 4.48 Ω·cm2, 0.50 MΩ and 0.45 MΩ
(Pa = 0.2 kPa), 1.88 µF/cm2, 1.85 Ω·cm2, 0.60 MΩ and 0.80 MΩ (Pa = 0.5 kPa), 1.88 µF/cm2, 3.72 Ω·cm2,
0.60 MΩ and 0.95 MΩ (Pa = 1.0 kPa; see Figure 3a)
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As shown in Figure 3d, a similar trend was obtained for SW620 nucleus under the conditions 
0.01% IGEPAL@ CA-630 and the constriction-channel of 5 μm × 5 μm. Curve fitting of measured 
impedance data for single nucleus was conducted where Cne, Rne, Rnp and Rl were quantified to be 
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Figure 3. Measured impedance values with curve fitting and corresponding microscopic images for
trapped single nuclei at the entrances of the constriction channels, under the conditions of IGEPAL@

CA-630: 0.01%, constriction channel: 7 µm × 8 µm, aspiration pressure: 0.2 kPa, 0.5 kPa and 1.0 kPa,
nucleus type: A549 (a), IGEPAL@ CA-630: 0.02%, constriction channel: 7 µm × 8 µm, aspiration
pressure: 0.2 kPa, 0.5 kPa and 1.0 kPa, nucleus type: A549 (b), IGEPAL@ CA-630: 0.03%, constriction
channel: 7 µm × 8 µm, aspiration pressure: 0.2 kPa, 0.5 kPa and 1.0 kPa, nucleus type: A549 (c),
IGEPAL@ CA-630: 0.01%, constriction channel: 5 µm × 5 µm, aspiration pressure: 0.5 kPa, 1.0 kPa and
2.0 kPa, nucleus type: SW620 (d).

As shown in Figure 3b, a similar trend was obtained for A549 nuclei under the conditions of 0.02%
IGEPAL@ CA-630 and the constriction-channel of 7 µm × 8 µm. As to A549 nuclei under the condition
of 0.03% IGEPAL@ CA-630, no significant differences of impedance with and without the trapping of
single nucleus at the entrance of the constriction channel was noticed, indicating that the use of high
concentration of IGEPAL@ CA-630 can damage nuclear envelopes, which then cannot effectively block
the electric lines in impedance measurements (see Figure 3c).

As shown in Figure 3d, a similar trend was obtained for SW620 nucleus under the conditions
0.01% IGEPAL@ CA-630 and the constriction-channel of 5 µm × 5 µm. Curve fitting of measured
impedance data for single nucleus was conducted where Cne, Rne, Rnp and Rl were quantified to be
3.33 µF/cm2, 1.83 Ω·cm2, 0.20 MΩ and 0.65 MΩ (Pa = 0.5 kPa), 4.00 µF/cm2, 0.62 Ω·cm2, 0.20 MΩ and
1.75 MΩ (Pa = 1.0 kPa), 3.50 µF/cm2, 2.64 Ω·cm2, 0.40 MΩ and 1.80 MΩ (Pa = 2.0 kPa).

Figure 4 shows quantified single-nucleus electrical parameters of Cne, Rne and Rnp as well as
Rl. Under the conditions of 0.01% IGEPAL@ CA-630 and the constriction-channel of 7 µm × 8 µm,
Cne, Rne, Rnp and Rl of the A549 nuclei were determined to be 4.02 ± 1.91 µF/cm2, 1.67 ± 1.37 Ω·cm2,
0.41 ± 0.21 MΩ and 0.43 ± 0.30 MΩ (Nn = 16, Pa = 0.2 kPa), 3.55 ± 1.66 µF/cm2, 2.20 ± 1.52 Ω·cm2,
0.43 ± 0.17 MΩ and 0.81 ± 0.57 MΩ (Nn = 16, Pa = 0.5 kPa), 3.94 ± 2.16 µF/cm2, 2.82 ± 1.43 Ω·cm2,
0.47 ± 0.17 MΩ and 1.49 ± 1.34 MΩ (Nn = 16, Pa = 1.0 kPa; see Figure 4a and Table 1).
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Figure 4. Quantified single-nucleus electrical parameters of Cne, Rne and Rnp as well as Rl under the
conditions of IGEPAL@ CA-630: 0.01%, constriction channel: 7 µm × 8 µm, aspiration pressure: 0.2 kPa,
0.5 kPa and 1.0 kPa, nucleus type: A549, nucleus number: 16 (a), IGEPAL@ CA-630: 0.02%, constriction
channel: 7 µm × 8 µm, aspiration pressure: 0.2 kPa, 0.5 kPa and 1.0 kPa, nucleus type: A549, nucleus
number: 19 (b), IGEPAL@ CA-630: 0.01%, constriction channel: 5 µm × 5 µm, aspiration pressure:
0.5 kPa, 1.0 kPa and 2.0 kPa, nucleus type: SW620, nucleus number: 17 (c).
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Table 1. A summary of quantified single-nucleus electrical parameters (e.g., Cne, Rne and Rnp) using
constriction channels under a variety of operation conditions.

Nucleus
Type

Constriction
Channel

Dimensions

IGEPAL@

CA-630

Aspiration
Pressure

(kPa)

Cne
(µF/cm2) Rne (Ω·cm2) Rnp (MΩ) Nucleus

Number

A549 7 µm × 8 µm

0.01%
0.2 4.02 ± 1.91 1.67 ± 1.37 0.41 ± 0.21

N = 160.5 3.55 ± 1.66 2.20 ± 1.52 0.43 ± 0.17
1.0 3.94 ± 2.16 2.82 ± 1.43 0.47 ± 0.17

0.02%
0.2 2.97 ± 1.32 1.45 ± 1.07 0.27 ± 0.21

N = 190.5 2.90 ± 1.47 1.76 ± 1.14 0.26 ± 0.11
1.0 3.38 ± 1.96 2.38 ± 1.37 0.34 ± 0.17

SW620 5 µm × 5 µm 0.01%
0.5 4.13 ± 2.82 0.96 ± 0.76 0.16 ± 0.09

N = 171.0 3.74 ± 4.03 0.90 ± 0.48 0.19 ± 0.12
2.0 3.38 ± 2.37 1.18 ± 0.79 0.32 ± 0.29

Under an arbitrary aspiration pressure, the obtained Cne and Rne were around 1 µF/cm2 and
1 Ω·cm2, which were consistent with previous studies [17,18,26,34,36,41]. With the increase of the
aspiration pressure, Rl was observed to increase, suggesting the improvement in the sealing status
between nuclear envelopes and inner walls of the constriction channel. Though the values of Rne

were noticed to increase when the aspiration pressure was increased from 0.2 kPa to 0.5 kPa and then
1.0 kPa, no differences with statistical significances for both Cne and Rne were located neighboring
pressure values, indicating that the variations of aspiration pressure have no significantly side effects
on the measurements of single-nucleus electrical properties.

Figure 4b shows quantified single-nucleus electrical parameters of Cne, Rne and Rnp as well as Rl

under the conditions of 0.02% IGEPAL@ CA-630 and the constriction-channel of 7 µm × 8 µm. Cne and
Rne of the A549 nuclei derived from 0.01% vs. 0.02% IGEPAL@ CA-630 were compared as follows:
4.02 ± 1.91 µF/cm2 vs. 2.97 ± 1.32 µF/cm2 and 1.67 ± 1.37 Ω·cm2 vs. 1.45 ± 1.07 Ω·cm2 (Pa = 0.2 kPa),
3.55 ± 1.66 µF/cm2 vs. 2.90 ± 1.47 µF/cm2 and 2.20 ± 1.52 Ω·cm2 vs. 1.76 ± 1.14 Ω·cm2 (Pa = 0.5 kPa)
and 3.94 ± 2.16 µF/cm2 vs. 3.38 ± 1.96 µF/cm2 and 2.82 ± 1.43 Ω·cm2 vs. 2.38 ± 1.37 Ω·cm2 (Pa = 1.0 kPa;
see Figure 4b and Table 1). Though the values of Cne and Rne were observed to decrease when the
percentage of IGEPAL@ CA-630 was increased from 0.01% to 0.02%, no differences with statistical
significances were located between these two groups, indicating that the use of IGEPAL@ CA-630 for
cell lysis at low concentrations has no significantly side effects on the measurements of single-nucleus
electrical properties.

Figure 4c shows quantified single-nucleus electrical parameters of Cne, Rne and Rnp as well as
Rl under the conditions of 0.01% IGEPAL@ CA-630 and the constriction-channel of 5 µm × 5 µm
for SW620 nuclei. Under an arbitrary aspiration pressure, the obtained Cne and Rne were around
1 µF/cm2 and 1 Ω·cm2, which were consistent with previous studies [17,18,26,34,36,41]. Again, no
differences with statistical significances were located among values of Cne and Rne under three different
aspiration pressures, confirming that the variations of aspiration pressure have no significantly side
effects on electrical properties of nuclear envelopes. Compared with the values of Cne and Rne obtained
from A549 nuclei, the obtained values of SW620 nuclei were lower in both Cne (4.00 ± 3.03 µF/cm2

vs. 3.75 ± 3.17 µF/cm2) and Rne (1.69 ± 1.29 Ω·cm2 vs. 1.01 ± 0.70 Ω·cm2). Furthermore, significant
differences with statistics were only located in Rne, suggesting that nuclei of A549 and SW620 are
different in equivalent resistance of nuclear envelopes while they have comparable capacitive properties.

4. Conclusions and Future Developments

This study demonstrated the feasibility of the microfluidic device by quantifying electrical
properties of A549 nuclei, and reporting electrical properties of single nuclei independent from key
parameters in nuclear isolation and measurement. Then this device was also used to characterize
electrical properties of SW620 nuclei, which indicated that this approach could be used to test multiple
nucleus types.
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Future technical developments may aspirate single nuclei rapidly through the microfluidic
constriction channel, enabling high-throughput quantification of single-nucleus electrical properties.
Then the approach can be further expanded to high-throughput quantify multiple electrical parameters
of cell membrane and nuclear portions, enabling cell type classification and cell status evaluation in a
label-free manner.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/11/740/s1.
Table S1: A summary of previously reported electrical parameters of single.
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Abstract: Circulating tumor cells (CTCs) have been considered as an alternative to tissue biopsy
for providing both germline-specific and tumor-derived genetic variations. Single-cell analysis of
CTCs enables in-depth investigation of tumor heterogeneity and individualized clinical assessment.
However, common CTC enrichment techniques generally have limitations of low throughput and
cell damage. Herein, based on micropore-arrayed filtration membrane and microfluidic chip, we
established an integrated CTC isolation platform with high-throughput, high-efficiency, and less cell
damage. We observed a capture rate of around 85% and a purity of 60.4% by spiking tumor cells (PC-9)
into healthy blood samples. Detection of CTCs from lung cancer patients demonstrated a positive
detectable rate of 87.5%. Additionally, single CTCs, ctDNA and liver biopsy tissue of a representative
advanced lung cancer patient were collected and sequenced, which revealed comprehensive genetic
information of CTCs while reflected the differences in genetic profiles between different biological
samples. This work provides a promising tool for CTCs isolation and further analysis at single-cell
resolution with potential clinical value.

Keywords: CTC-isolation; microfluidics; single-cell analysis; high-throughput sequencing; lung cancer

1. Introduction

Cancer is a major medical problem endangering human health, while metastasis
remains the most common cause of tumor-related death. According to the “seed and
soil” hypothesis proposed by Paget in 1889 [1], metastasis is a complex process when rare
metastatic “seeds” shed from primary/secondary tumor lesions into the blood circulation
and seek suitable “soil” to colonize. These “seeds”, also called circulating tumor cells
(CTCs), are considered not only as culprits of metastasis but a promising alternative to
tissue biopsy [2]. While enumeration of CTCs has been seen as a prognostic indicator in
many cancers, genomic analysis is the prime way to elucidate oncogenic profiles useful for
tumor characterization and personalized treatment [3].

In recent years, the rapid development of microfluidics has brought lots of new find-
ings in cellular biology. For cell biomechanics research, the application of microfluidic
technology has allowed us to characterize the deformability of live cells, even their nucle-
uses, to physical stress [4,5]. For drug-related research, with microfluidics, a new approach
has been developed and demonstrated for studying the physiological reactions of viable
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but non-culturable (VBNC) cells to external disturbances, like drug treatment, which may
unravel the mechanism of antibiotic resistance [6]. While different procedures have been de-
scribed to quantify the intracellular accumulation and investigate the membrane-associated
transportation of given antibiotics [7]. Similarly, extensive works have been carried out to
achieve drug mix and antibiotic diffusion characterization on chip [8,9]. In addition to all
the above, microfluidic techniques have also promoted studies of tumor, especially CTCs
greatly. Advancements in microfluidic technology have contributed to building numerous
new devices for CTCs studies, from detection to cell culture [10]. More importantly, pro-
gression in high-throughput sequencing—especially single-cell sequencing—has enabled
genomics and transcriptomics analysis of CTCs at single-cell resolution [11]. Single-cell
analysis has been broadly used in describing oncogenic mutation patterns, discovering
tumor heterogeneities, even guiding treatment options [12–14]. Given the emergence of
single-cell analysis, it is imperative to establish CTC isolation platforms that are compatible
with subsequent genomic analysis. However, common CTC enrichment methods, such as
density gradient separation and CellSearch, often have limitations including cell loss, cell
damage and time-consuming [15,16]. Therefore, to obtain CTCs qualified for single-cell
sequencing, there is an urgent need for a robust device that can achieve high-throughput,
high-efficiency CTC isolation while minimizing cell damage.

In this study, we report an integrated device based on micropore-arrayed filtration
membrane and microfluidic chip to isolate CTCs for single-cell analysis. The performance
of this device has been confirmed on the cultured cell line and patient blood samples
of lung cancer. Additionally, to further verify the clinical application of this platform,
single-cell sequencing was performed on single CTCs from a representative advanced lung
cancer patient.

2. Materials and Methods
2.1. Microfluidic Chips Fabrication, Filtration Membranes Preparation and System Package

This device consisted of two parts. The micropore-arrayed filtration membranes
we used in this study were made of Parylene C by a molding technique. The finished
membranes were packaged with Teflon holders, then fixed with magnetic rings before the
filtration operation. Details about this part could be found in our previous paper [17].

The magnetic purifying device included a microfluidic chip, a permanent magnet and
an electronic control system. According to our previous work [18], the chip was made of
polymethyl methacrylate (PMMA) (Sigma-Aldrich, Darmstadt, Germany), and a Laser
Engraving Machine (LS100CO2, Gravograph, Shanghai, China) was used for creating
microchannels on it. The chip consisted of three layers, which were pressed together for
10 min at 120 ◦C by a Thermocompressor (CARVER, Muscatine, IA, USA). The magnet
was placed under the chip, whose movement could be regulated by an electronic system
controlled by a C Language-based software.

2.2. CTC Detection

Healthy peripheral blood samples spiked with GFP-expressed PC-9 cells (PC9-GFP)
or peripheral blood samples from lung cancer patients (2 mL) were loaded into this device.
After filtration, the packaged membrane structure was quickly reversed and 500 µL PBS
was added from the upper opening to wash captured blood cells off the membrane, then
cells were collected into a tube placed directly below the outlet of the filtration structure
along with the fluid. Next, CTCs and residual white blood cells (WBCs) were injected into
the purifying chip through the inlet, while CD45 dynabeads were added into it through the
outlet. Under the control of the electronic system, dynabeads were forced to run around
the reaction chamber of the chip via magnet to bind WBCs, and the best binding time was
20 min. When the reaction was over, the magnet was allowed to stop at the bottom of the
reaction chamber to attract the dynabeads, then the supernatant with unbounded WBCs
and CTCs was transferred into a culture dish for further identification.
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2.3. Single-Cell Isolation

A micromanipulator was used for separating single CTCs as described previously [19].
Briefly, for manual cell picking, a tapered ultrathin glass capillary (Friends Honesty Life Sci-
ences Company, Beijing, China) was connected with a Teflon tube to aspirate and dispense
single cells, under the negative and positive pressures provided by two constant-pressure
pumps (WH-PMPP-12, Wenhao Co., Suzhou, China). The aspirated liquid containing
the selected single cells was transferred to a centrifuge tube with lysis buffer for DNA
extraction and high-throughput sequencing.

2.4. CTCs Identification

The captured CTCs were placed into a cell culture dish with phosphate buffer saline
(PBS) for immunofluorescence staining. The CTCs were identified using Alexa Fluor
594 conjugated cytokeratin (Pan-reactive) antibody (1:100, Novus Biologicals, Littleton,
CO, USA). Alexa Flour 488 mouse anti-human CD45 (1:100, Abcam, Cambridge, UK)
antibody was used to differentiate white blood cells (WBCs). The nuclei were stained with
Hoechst (1:2000, Life Technologies, Waltham, MA, USA). Cells were observed under an
inverted fluorescence microscope (DMI3000B; Leica Microsystems, Buffalo Grove, IL, USA).
CK+/DAPI+/CD45− phenotype was considered to be CTCs, while CD45+/DAPI+/CK−
phenotype confirmed WBCs.

2.5. Cell Line Culture and Preparation

Human lung adenocarcinoma cell line PC-9, obtained from the American Type Culture
Collection (ATCC), was stably transfected with a green fluorescent protein (GFP) before
used as a model to mimic actual CTCs in efficacy evaluation of this developed device.
Cells were cultured in 10% fetal bovine serum and 1% penicillin/streptomycin added
Dulbecco’s Modified Eagle Medium (DMEM)/high-glucose medium (Gibco, Carlsbad, CA,
USA; Invitrogen, Carlsbad, CA, USA), with 5% CO2 at 37 ◦C. Cells were incubated with
0.05% trypsin–ethylenediaminetetraacetic acid (EDTA) at 37 ◦C for 3 min, then suspended
and diluted to the desired concentration.

2.6. Human Peripheral Blood Samples

The blood samples from lung cancer patients and healthy volunteers were obtained
from The Second Affiliated Hospital of Dalian Medical University, People’s Republic of
China. All subjects were informed consent. 2 mL peripheral blood of each subject was
collected into EDTA containing tubes and processed within 6 h. The clinicopathological
characteristics of patients were recorded as well. This study was approved by the Ethics Re-
view Committee of the Second Affiliated Hospital of Dalian Medical University (2018-048).
All experiments were conducted according to ethical and safe research practices consisting
of human subjects or blood and the Helsinki Declaration of 1975, as revised in 2013.

2.7. DNA Sequencing and Bioinformatics Analysis

DNA sequencing was conducted by Haplox (Shenzhen, China). Whole-exome se-
quencing was performed on liver biopsy tissue, while HapOnco-605 panel sequencing was
performed on single CTC and ctDNA samples. The generated library was sequenced on
Illumina NovaSeq6000 or HiSeq X platform (Illumina, San Diego, CA, USA), according to
PE150 strategies.

The sequencing data was processed by HPS Gene Technology Co., Ltd. (Tianjin,
China). FastQC was used to achieve quality control and filter low-quality raw data. The
mapping to the human reference genome hg19 was performed with a Burrows-Wheeler
Aligner. Somatic SNVs and InDels calling were conducted with muTect and Strelka
respectively, while annotation with ANNOVAR. The number of identified SNVs and
InDels, together with the proportion of allelic mutations were graphed using R language
(ggplot2). R language (maftools) was used to generate the list of genes whose mutation
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rates ranking top 10. For comparative analysis, R language (VennDiagram) was used to
show the number of common or unique mutations/genes among different samples.

2.8. Statistical Analysis

All statistical analyses were conducted by GraphPad Prism8. Data were expressed as
mean ± standard error of mean (SEM).

3. Results
3.1. Design and Performance Verification of the Integrated Microfluidic Device

The newly established integrated device was shown in Figure 1. The device consisted
of two parts, a filtration system on the top and a magnetic microfluidic chip below. The
filtration system included a rotatable packaged micropore-arrayed membrane-based struc-
ture for CTC isolation, a removable connecting pipe and a centrifuge tube for the storage of
waste or samples remained to be purified. When considered as a whole, this part was about
125 mm high, with the maximum diameter of 40 mm. The position of all components above
could be adjusted as needed, and the bottom of the connecting pipe could be placed into
the centrifuge tube to prevent liquid splashing. The area of the membrane is 20 × 20 mm,
while the diameter of the micropore is 10 µm. As reported in our previous work, the
throughput of this membrane could reach up to 17 mL/min for undiluted whole blood,
driven by gravity. During filtration, all red blood cells and platelets, as well as most WBCs
could pass through the membrane and flow into the waste collection tube. Since the size
distributions of CTCs (12–25 µm) and WBCs (5–20 µm) partially overlap [20], CTCs and
some WBCs with larger size would be captured on the membrane. The capture rate for lung
cancer cells spiked in 5 mL unprocessed whole blood was 83.2 ± 6.2%, with the number
of WBCs decreased from 109/mL to 104~105/mL without clogging. After filtration, CTCs
and residual WBCs were rinsed off the membrane for further purification. To this end, an
automatic magnetic microfluidic chip for negative isolation was employed as described
before [18], whose volume was enough to hold 500 µL flushing fluid obtained from the
first step. The overall height of the chip and the magnetic base was about 70 mm, and
the maximum diameter of the base was 50 mm. The best mixing ratio and binding time
for this part had been validated as 10:1 (dynabeads/WBCs) and 20 min in our previous
experiments [18]. All parts of this device were fixed on a shelf, whose height and width
were 250 and 80 mm respectively.

To test the performance of our integrated device, we spiked PC9-GFP cells into healthy
blood samples at concentrations of 101 to 104 cells/mL to mimic actual CTCs (Figure 2a,b).
The overall PC9-GFP cells capture rate of this device was calculated as (the number of
captured CTCs/the number of total CTCs) × 100%, which was 84.0%, 84.8%, 85.4% and
85.9% for different concentrations (Figure 2c and Supplementary Materials Table S1). As
for capture purity, which was calculated as (the number of captured CTCs/the number
of total isolated nucleated cells) × 100%, we found about 60.4% at the concentration of
104 cells/mL (Table S2).

3.2. Detection of CTCs from Blood Samples of Lung Cancer Patients

For clinical validation of this device, CTC detection was conducted on peripheral
blood samples from patients. 16 lung cancer patients of different stages and 4 non-tumor
patients as controls, were enrolled in this study. 2 mL blood sample was drawn from each
subject, and their clinicopathological characteristics, together with CTC detection results
were recorded in Table 1. Captured CTCs were identified by Immunofluorescence staining
of CK and CD45. Cells with a phenotype of CK+/CD45−/DAPI+ were recognized as
CTCs, while those with CK−/CD45+/DAPI+ were recognized as WBCs (Figure 3a). 14 of
16 lung cancer patients showed positive results of CTC detection (87.5% detectable rate).
As shown in Figure 3b,c, the counts of CTCs varied between patients in different stages,
while no CTC was observed in any non-tumor patient.
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Figure 1. Schematic illustration of the integrated microfluidic circulating tumor cells (CTC) isola-
tion platform. Taking lung cancer as an example, 2 mL blood sample was loaded into the device. 
All red blood cells (RBCs), platelets and most WBCs were filtered, while CTCs and some WBCs of 
large size were captured. Then CTCs and residual WBCs were washed off the membrane and 
transferred into the purifying chip, where WBCs would be further removed by CD45 dynabeads. 
Finally, the supernatant with CTCs and free WBCs was collected for identification and single-cell 
isolation. This work is licensed under a Creative Commons Attribution 3.0 Unported License. It is 
attributed to Mingxin Xu. 
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Figure 1. Schematic illustration of the integrated microfluidic circulating tumor cells (CTC) isolation
platform. Taking lung cancer as an example, 2 mL blood sample was loaded into the device. All
red blood cells (RBCs), platelets and most WBCs were filtered, while CTCs and some WBCs of large
size were captured. Then CTCs and residual WBCs were washed off the membrane and transferred
into the purifying chip, where WBCs would be further removed by CD45 dynabeads. Finally, the
supernatant with CTCs and free WBCs was collected for identification and single-cell isolation. This
work is licensed under a Creative Commons Attribution 3.0 Unported License. It is attributed to
Mingxin Xu.
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Table 1. Clinical characteristics of 20 patients.

No. Gender Diagnosis Stage Histological
Type

CTC
Count (N)

1 Male Lung cancer IV Adenocarcinoma 43
2 Female Lung cancer IV Adenocarcinoma 21
3 Male Lung cancer IV Small cell carcinoma 6
4 Male Lung cancer IV Large cell carcinoma 10
5 Female Lung cancer IV Adenocarcinoma 31
6 Male Lung cancer IV Adenocarcinoma 9
7 Male Lung cancer IV Adenocarcinoma 0
8 Female Lung cancer IIIC Adenocarcinoma 15
9 Female Lung cancer IV Adenocarcinoma 13

10 Male Lung cancer Postoperative Adenocarcinoma 0
11 Male Lung cancer IIA Adenocarcinoma 14
12 Female Lung cancer IV Adenocarcinoma 9
13 Female Lung cancer IV Adenocarcinoma 12

14 Male Lung cancer IV Squamous cell
carcinoma 17

15 Female Lung cancer IIIB Adenocarcinoma 6
16 Male Lung cancer IA Adenocarcinoma 26
17 Male Pneumonia — 2 — 2 0
18 Male COPD 1 — 2 — 2 0
19 Male COPD 1 — 2 — 2 0
20 Male COPD 1 — 2 — 2 0

1 COPD, chronic obstructive pulmonary disease; 2 “—”, no such information.

3.3. Single-Cell Analysis of CTC from a Representative Advanced Lung Cancer Patient

To further explore the underlying heterogeneity of lung cancer at single-cell resolution,
high-throughput sequencing was performed on circulating tumor DNA (ctDNA), single
CTCs and liver metastases from a representative advanced lung cancer patient (patient #1).
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As shown in Figure 4, patient #1 was a 42-year-old male who was admitted to the
hospital due to cough and blood in the sputum. The findings of computed tomography
(CT) imaging and positron emission tomography (PET)-CT both referred to a suspicious
malignant nodule in the lower lobe of the right lung, with multiple lesions in the lung,
liver and spine. At this time, 34 CTCs were found in his blood sample through our
integrated device (2 mL). Several days later, according to the pathological analysis of
bronchoscopy and needle biopsies, he was diagnosed with non-small cell lung cancer
(NSCLC) with multiple metastases in the liver, bone, and lung (Lung adenocarcinoma,
Stage IV). After diagnosis, another CTC detection was performed and 43 CTCs were found
in a 1 mL blood sample. Single CTCs were isolated, while ctDNA and the remaining liver
biopsy tissue were collected at the same time. Mutation analysis of metastatic liver tissue
showed epidermal growth factor receptor (EGFR) mutation, so this patient was given
EGFR-tyrosine kinase inhibitor (EGFR-TKI) Tarceva (Erlotinib). After one cycle, significant
tumor regression was observed and only 1 CTC was found in a 1 mL blood sample. In the
next year, this patient completed 3 sessions of radiotherapy with concurrent administration
of Tarceva/Anlotinib and eventually died of sudden breathing difficulties. 4 single CTCs
(3 from sample before treatment and 1 from sample after treatment) together with ctDNA
and liver biopsy tissue of this patient was sent for DNA sequencing as summarized in
Table 2, while his lymphocytes were used as a control to recognize germline-specific
genetic variation.

We got sequencing results of 4 samples because the single CTCs before treatment
(S090) was contaminated. Through pairwise analysis, we identified 1330 single nucleotide
variations (SNVs) and 186 insertion-deletions (InDels) in total. The number of SNVs and
InDels of each sample was shown in Table 2, while their distribution on the genome was
analyzed in Figure 5a,b. The single CTC sample after treatment (S094) had the highest
count of SNVs and InDels, which was mainly distributed in exonic and intronic regions,
followed by the tissue sample (S145). As demonstrated in Figure 5c, the base mutation
profiles of tissue and single CTC sample were similar, while more complex than that of
ctDNA samples, especially the ctDNA sample after treatment (S63). The top 10 somatic
mutations among 4 samples were listed in Figure 5d. For tissue/ctDNA samples before
treatment (S145 and S124) and single CTC sample after treatment (S094), they all carried
CREBBP and EGFR mutation, which were frequently showed in many cancers. EWSR1 and
TP53 gene mutation both appeared in two samples respectively, while none of the above
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10 genes was found mutated in the ctDNA sample after treatment (S63). Additionally,
we evaluated the SNVs, InDels and gene mutations shared between these 4 samples, and
the Venn diagram was used to illustrate these results. As shown in Figure 6, there were
4 common mutation sites between tissue and ctDNA samples before treatment (S145 and
S124), affecting four known tumor-related genes CREBBP, ROS1, TP53 and EGFR, which
might help with the selection of treatment options. Moreover, oncogene HRAS mutated
both in single CTC sample and ctDNA sample after treatment (S094 and S063) rather than
samples before treatment, suggesting the possible relevance between this gene mutation
and targeted therapy.
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Table 2. Sequencing information of samples from patient #1.

Sample ID Sample Type Sequencing Technique Number of SNVs Number of InDels

S145 Liver biopsy tissue Whole exome sequencing 132 4
S124 ctDNA before treatment HapOnco-605 gene panel 8 2

S090 3 single CTCs before
treatment HapOnco-605 gene panel – –

S063 ctDNA after treatment HapOnco-605 gene panel 3 3

S094 1 single CTC after
treatment HapOnco-605 gene panel 1187 177
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4. Discussion

CTCs are considered to be responsible for the distant metastasis of tumors [21]. As a
liquid biopsy, CTC enumeration could predict disease progression and treatment response,
while molecular analysis may provide deep insights into mechanisms of tumor metastasis
and guide the development of therapeutic strategies [22–24]. In recent years, advancements
in microfluidic techniques have provided us lots of new tools for cellular biology studies.
For example, Pagliara et al. revealed the importance of nuclear structure of embryonic
stem cells during their differentiation with microfluidic assay [25], while Cama et al.
successfully achieved rapid detection of antibiotic concentration in bacteria by developing
a microfluidic platform [26]. Furthermore, the upgradation of materials and refinement of
processing have made single-cell studies possible. The combination of microfluidics with
imaging equipment have elucidated patterns of long-term growth, division and ageing of
Escherichia coli cells [27,28]. While for CTC studies, there have also been many microfluidic
devices established to enable more comprehensive understanding of CTCs from a single
cell perspective, such as single-CTC metabolic subtypes identification and phenotypes
tracking, even targeted proteomics [29–31]. However, single-CTCs analysis, especially
when combined with high-throughput sequencing, remains a great challenge due to the
lack of technologies to obtain intact CTCs qualified for sequencing with high throughput,
high efficiency and less cell damage.

In this work, we reported an integrated microfluidic device for CTCs isolation and
further single-cell analysis. We observed a capture rate of around 85%, which basically
reached the efficiency when using the membrane alone in our previous study [17]. The
capture purity of this platform was 60.4% when cell concentration was 104/mL, which was
significantly improved than before [17,18]. Then, to test the performance of our device in
the clinic, we analyzed blood samples of 16 lung cancer patients and 4 non-tumor patients.
We found CTCs in 14 of 16 cancer patients with a positive detectable rate of 87.5%. For
one case where we failed to detect CTCs, the medical record revealed that this patient had
received surgery and there was no sign of tumor recurrence by the time of detection, which
could illustrate the absence of CTCs in his peripheral blood sample. It is worth mentioning
that DNA sequencing was performed on single CTCs, ctDNA and liver biopsy tissue of a
representative advanced lung cancer patient. Through bioinformatics analysis, we found
CTCs hold the most abundant and most complex genetic variations (SNVs and InDels),
while ctDNA samples had the least. More importantly, we identified EGFR mutation
in liver biopsy tissue and ctDNA sample before treatment, as well as single CTCs after
treatment, not in ctDNA sample after treatment. These results suggested that CTCs might
be better sources of liquid biopsy than ctDNA, both for tumor heterogeneity research
and clinical treatment options. Interestingly, we only found common gene mutations in
pre-treatment and post-treatment samples, which indicated the strong impact of treatment
on genetic profile. Nevertheless, we cannot draw definitive conclusions relevant to tumor
metastasis or treatment response from the current sequencing data, due to the tumor
heterogeneity. More studies are needed and the sample size should be expanded to
establish the relationship between genetic information and tumor progression. Besides,
we are collecting cases similar to patient #1, to get more genetic data from liquid biopsy
samples, single CTCs in particular. Findings from this study will help to elucidate the
mechanisms of lung cancer liver metastasis.

In this work, we have overcome some limitations addressed in our previous study.
First, we replaced the DLD structure with a micropore-arrayed filtration membrane. This
change significantly increased CTCs separation throughput of this device without any
driving force, such as the pump we used before, while reducing the damage to CTCs
caused by fluid shear force and collision with micro-posts. Second, the combination of the
filtration system and the CD45 dynabeads based purifying unit dramatically improved the
capture purity than using the filtration membrane alone [17], which would decrease the
interference of WBCs during single-cell isolation.
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However, there remain some difficulties to be addressed. As we can see, the capture
rate of this device (around 85%) is slightly lower than using the filtration membrane alone
in our previous experiments (83.2–86.7%) [17]. The possible cause of this problem is the
cell loss during backwashing, for the cell loss rate of this step in our current work is
about 7.3–11.8% (Table S3). To improve this, we are focusing on surface modification of
the filtration membranes with biocompatible materials to achieve the controlled recovery
of CTCs. Moreover, the operation of this device requires manual manipulation, which
greatly impairs sample processing efficiency. For this issue, we have started to upgrade
and automate this device, expecting to achieve translation and clinical application.

To summarize, we have established an integrated platform for CTCs detection and
isolation with high throughput and low cell damage. Combining with single-cell methods,
our work provides a promising tool for cancer research from a new perspective and paves
the way for the implementation of CTC analysis into routine clinical practice.

Supplementary Materials: The following are available online at https://www.mdpi.com/2072-666
X/12/1/49/s1, Table S1: Capture rate of the integrated device under different concentrations of PC-9
cells. Table S2: Capture purity of the integrated device at a concentration of 104 cells/mL of PC-9
cells. Table S3: Cell loss rate of the backwashing step under different concentrations of PC-9 cells.
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Abstract: Deformability is shown to correlate with the invasiveness and metastasis of cancer cells.
Recent studies suggest epithelial-to-mesenchymal transition (EMT) might enable cancer metastasis.
However, the correlation of EMT with cancer cell deformability has not been well elucidated.
Cellular deformability could also help evaluate the drug response of cancer cells. Here, we combine
hydrodynamic stretching and microsieve filtration to study cellular deformability in several cellular
models. Hydrodynamic stretching uses extensional flow to rapidly quantify cellular deformability
and size with high throughput at the single cell level. Microsieve filtration can rapidly estimate
relative deformability in cellular populations. We show that colorectal cancer cell line RKO with
the mesenchymal-like feature is more flexible than the epithelial-like HCT116. In another model,
the breast epithelial cells MCF10A with deletion of the TP53 gene are also significantly more
deformable compared to their isogenic wildtype counterpart, indicating a potential genetic link to
cellular deformability. We also find that the drug docetaxel leads to an increase in the size of A549
lung cancer cells. The ability to associate mechanical properties of cancer cells with their phenotypes
and genetics using single cell hydrodynamic stretching or the microsieve may help to deepen our
understanding of the basic properties of cancer progression.

Keywords: cancer metastasis; deformability; epithelial to mesenchymal transition; TP53 genes;
chemotherapy drug; microfluidic hydrodynamic stretching; microsieve

1. Introduction

Invasion of cancer cells into the blood stream is an essential step for their metastatic spread
from primary tumor to distant organs [1]. Recent studies suggest that the epithelial-to-mesenchymal
transition (EMT) might enable metastatic dissemination by generating more migratory and invasive
cells [2–4]. EMT is a fundamental program for embryonic development and differentiation of
tissues/organs, where conversions of epithelial cells to mesenchymal cells occur. However, EMT can
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also promote tumor progression by generating cancer stem cells that allow phenotypic changes, where
cells decrease cell-cell adhesion and increase their motility and invasiveness [2–4].

Biomechanical properties such as deformability have been shown to correlate with the invasion
potential of cancer cells [5,6]. However, the correlation of EMT with deformability of cancer cells has
not been well studied and remains elusive. Higher deformability has been reported for pancreatic
cancer cells undergoing EMT [7]. Some circulating tumor cells (CTCs) from metastatic prostate cancer
patients also exhibit smaller size and increased flexibility similar to blood cells rather than typical
tumor cell lines [8]. However, the latter study also shows evidence that for cancer cells to be able to
exit a tumor and enter circulation they are not required to be more deformable than the cells that were
first injected into the tumor. Moreover, for TP53 genetic alterations that are demonstrated to cause
EMT [9], their effect on the deformability of cancer cells has not been studied.

Additionally, there is a growing interest to understand the relationship between pharmacology
and cancer cell stiffness [10,11]. Increasing evidence shows invasive cancer cells have higher cell
deformability compared to benign or normal cells of the same origin. Thus, cell deformability could
serve as a promising label-free biomarker for the underlying cytoskeletal or nuclear changes that are
associated with disease processes and change in cell state, especially under the intervention of anticancer
drugs. For example, for cellular sensitive response, perceptible differences in cell deformability before
and after drug treatment are expected, whereas cells with resistive response are expected to have little
changes in cellular deformability pre- and posttreatment. Therefore, a method capable of measuring
the deformability for a large population of cells from cancer biopsies pre- and post-chemotherapeutic
drug treatment would aid clinical drug screening for personalized medicine.

Conventional approaches to measure single-cell mechanical properties include magnetic twisting
cytometry [12], optical stretcher [13], atomic force microscope [14], micropipette aspiration [15] and
cell transit analyzer [16]. However, these methods are time consuming for testing a large number of
cells to address the inherent biological variation and heterogeneity within a cell population. A recently
developed method called controlled cavitation rheology (CCR) allows simultaneous measurement of
the deformability for a large number of red blood cells in hundreds of microseconds with single cell
resolution [17–19]. However, little cellular deformation can be induced with this method for spherical
cancer cells in suspension [20].

More recently, high-throughput techniques for cell deformability measurement have been developed,
such as real-time deformability cytometry [21], inertial microfluidic cell stretcher (iMCS) [22] and
hydrodynamic stretching [23]. The hydrodynamic stretching method utilizes a simple setup with a
microscope, syringe pump and high speed camera. It enables measuring both the deformability and size
for hundreds of cells per second, where single cells in suspension are delivered by inertial focusing to the
center of a microfluidic cross channel and get stretched by an extensional flow [23]. The high throughput
and automation of analysis allow us to rapidly link cellular deformability with various phenotypes at
higher statistical significance than conventional methods. In addition, we also compare the results from
this method with those from the recently developed microsieve device. This silicon microsieve has
been developed for label-free and rapid isolation of circulating tumor cells (CTCs) from whole blood
samples by utilizing membrane-based filtration [24]. It has the advantage of excellent definition of pore
size together with a high pore density that allows for high-throughput sample processing. Recently,
the microsieve has also been applied for the rapid screening of chemotherapy drugs by comparing the
retrieve ratio of untreated vs. treated carcinoma cell lines. Still, the underlying effects of the chemotherapy
drugs are unclear as both the cell size and deformability may affect cells passing through the microsieve.
Moreover, the heterogeneity within the cell population cannot be resolved by the microsieve method due
to a lack of single cell resolution. Thus, the hydrodynamic stretching method has the potential to unravel
the separation mechanism for a specific cell sample of the microsieve method, e.g., difference in size or
deformability, which can in turn help to choose the right pore size for the isolation.

To achieve these goals, we combine the methods of microfluidic hydrodynamic stretching and
microsieve to characterize the differential deformability of several cell models related to increased
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invasiveness, EMT or chemotherapy drug treatment. In the study we use cell models that were reported
to exhibit more invasive mesenchymal features (human colon carcinoma cell line RKO) [25,26] and
undergo EMT (MCF10A TP53 knockout) [9] compared to their counterparts (HCT116 and MCF10A
wildtype (wt), respectively), as well as the carcinoma cell line A549 treated with cytochalasin D or the
chemotherapy drug docetaxel, which are believed to change cellular stiffness through alteration of
cell cytoskeleton.

2. Materials and Methods

2.1. Microfluidic Device and Hydrodynamic Stretching Method

A schematic of the individual microchannel is shown in Figure 1A. An array of micro-filters
is designed after the inlet to block cell aggregates or other debris to avoid clogging the channel.
Asymmetric curvatures result in inertial focusing of the cells towards the channel center. The solution
containing the cells flows from top and bottom towards the stretching region located in the channel
center, as seen in the schematic in Figure 1B. Cells approaching the stagnation point at the center will
experience an elongational flow and are stretched perpendicular to the direction of the streamline.
As the flow is symmetric, cells may reach the stretching region from below and above (see Figure 1B).
Cells leave the stretching region through either one of the two outlets (left and right) where they quickly
recover their shape. The channel height is 26 µm and the channel width before and after the stretching
region is 67 µm. Eleven of these microchannels fit on a single glass slide with size 75 × 50 mm2.
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Figure 1. The experimental devices and the working principle. (A) A schematic of the individual
hydrodynamic stretching microchannel (channel height = 26 µm). The channel consists of one inlet,
two outlets and a filtering region to avoid cell aggregates and debris. The flow enters from above and
below the central stretching region (marked by the dashed box). Cells are focused to the channel center
line by the inertial focusing curvatures and are deformed in the stretching region. (B) A sketch of the
stretching region, which is marked by the dashed box in A. (C) A schematic diagram showing the
operation of the hydrodynamic stretching microchannel and image recording. (D) The structure of a
microsieve and its working principle.
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We used standard soft lithography techniques to fabricate the patterned SU-8 based master mold,
from which the polydimethylsiloxane (PDMS, Sylgard 184 Silicone Elastomer Kit, Dow Corning,
Midland, MI, USA) microchannel was cast. The PDMS microchannel was then bonded onto the
glass slide (75 × 50 mm2) immediately after 45 s treatment of oxygen plasma using a plasma cleaner
(Expanded Plasma Cleaner PDC-002, Harrick Plasma, Ithaca, NY, USA). When the input flow rate was
around several hundred µL/min, we glued the inlet with a fast setting epoxy adhesive (Araldite) to
avoid liquid leakage. An input cell concentration of 1.32 × 105–2.64 × 105 cells/mL was used for the
hydrodynamic stretching experiment.

2.2. Experimental Operation for Hydrodynamic Stretching

The microfluidic device is placed on an inverted microscope (IX-71, Olympus, Tokyo, Japan) and
imaged with a water immersion objective (20×/0.50 NA, Olympus). A syringe loaded with the cell
solution is placed in an infusion pump (KDS200, KD Scientific, Holliston, MA, USA) operating at
an optimized flow rate of 500–700 µL/min. The syringe is connected to the channel inlet through a
microbore tubing (Tygon ND-100-80) that has an inner diameter of 0.508 mm and an outer diameter
of 1.524 mm. The two channel outlets are plugged with 90◦ bent blunt needles (SH23-B-90, SAN-EI
Tech Asia Pte Ltd., Singapore) and are connected to a collection reservoir with tubing of equal
lengths. A photodiode (DET 10A/M, Thorlabs, Newton, NJ, USA) is placed at the image plane of the
microscope side port and is connected to an oscilloscope (Lecroy, wave runner 64 Xi-A). The sensor of
the photodiode is aligned with the image of the channel center (stretching region) shown in Figure 1B.
When a cell passes through the stretching region, there is a fluctuation of the transmitted light intensity
at the cell location. This can be detected by the photodiode and sent to the oscilloscope, which uses the
signal to trigger image capturing using a high-speed camera (Photron SA-X). The high-speed camera is
connected to the trinocular through a 0.5× demagnifying C-mount. The camera is set to the center
trigger mode so that it will capture images both before and after the electronic trigger sent. In this
way, the high-speed camera records the passing of cells only and thus greatly reduces the file size
of the high-speed recordings. The typical operation procedure is as follows: after the syringe has
infused the cell solution, we wait about 15–20 s for the flow to reach a steady state and then start the
high-speed image recording at a frame rate of 180,000 fps and an exposure time of 293 ns. The size of
the high-speed camera view field is 512 × 208 µm. A schematic diagram for the experimental setup is
shown in Figure 1C.

2.3. Microsieve Method

In this method, the cell suspension is pumped with a peristaltic pump through a densely packed
array of pores, i.e., the silicon microsieve. For a specific pore size (7–10µm), smaller or more flexible cells
can pass through the microsieve while larger or more rigid cells will be rejected (Figure 1D). We tested
various flow rates and found that 0.5–1 mL/min is the optimal flow rate to achieve deformation of the
cells and avoid cell damage when going through the pores. An input cell concentration of 1 × 103–2.5
× 103 cells/mL is used for the microsieve filtration experiment. For more details about the fabrication
of the microsieve and its operation, please refer to [24] and [27], respectively.

2.4. Image Processing and Data Analysis

We have developed a Matlab script to process the recorded images from hydrodynamic stretching.
The details of the image processing and data analysis are illustrated with an example of a single
RKO cell in Figure 2. Figure 2A reveals that the cell is progressively elongated when it enters the
extensional stretching region (0–105.6 µs). Once it flows toward the left outlet its elongated shape
recovers gradually (161.1–255.6 µs). To trace the cell, each image is background subtracted from an
image frame without cells. The cell’s contour is determined through thresholding, after which the cell
centroid can be estimated. The cell trajectory is the time-dependent curve of its centroid (Figure 2B).
After the cell centroid is found, we can define a circular bounding box (blue) around the cell (Figure 2C).
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Then, we use an energy minimization algorithm called active contour to obtain the precise contour
of the cell shape (red), and further get its center of mass (a more precise centroid) and major (a) and
minor (b) semi-axis. The active contour method detects the edge of the cell using the intensity gradient
(the cell edge is darker compared to the outside and inside of the cell, thus has the highest intensity
gradient) [28]. It can track the cell edge more accurately and smoothly than the thresholding method
as the results of the latter can be easily affected by the fluctuation of the pixel intensity due to camera
noise and illumination.
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Figure 2. Illustration of image processing and data analysis with an exemplary RKO cell. (A) Left
column: selected image sequences for a single cell traveling through the stretching extensional flow
region. Right column: enlarged images of the cell shown in the left column. (B) Cell detection (circle)
with background subtraction and thresholding, showing trajectory of cell centroid (cross symbols)
across the channel. (C) Active contour method for extraction of cell contour, major, a, and minor,
b, semi-axis. The red circles denote the cell boundary elements detected using the active contour
method. (D) Extracted data for the temporal evolution of the cell velocity (top), its major (blue) and
minor (green) semi-axis (middle), and the ratio between the major and minor semi-axis (a/b) (bottom).
(E) Statistical analysis of the cell deformability vs. relaxation diameter d0 with the density scatter plot
for untreated RKO and paraformaldehyde (PFA)-treated RKO cells. The dashed lines indicate the
median deformability. A hotter color indicates a higher data density. The deformability is defined as the
maximum value of a/b, while d0 is the averaged diameter when the ratio a/b is minimum. The PFA-treated
RKO cells have a significantly lower deformability compared to untreated RKO cells, p < 0.0001 from
two-tailed student t test. (F) Averaged number of cells flowing through the microsieve (pore size
9 µm) per run for non-treated RKO (control), PFA-treated RKO and RKO loaded with cell tracker
fluorescence dye with the same input number of cells. Three replicates were done for each microsieve
experiment (n = 3). There are significantly fewer flow-through cells for PFA-treated RKO compared to
the control group, * p < 0.05 from one-way ANOVA test followed by post-hoc Tukey Honest Significant
Difference (HSD) test. No significant difference is observed between control and cell tracker loaded
group (p = 0.90). The error bars are standard deviations from three repeated microsieve measurements.
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With the above obtained cell centroids, the averaged interframe cell velocity can be calculated.
This is shown in Figure 2D (top frame). During the approach towards the stretching region the velocity
decreases from about 2.5 m/s to a minimum of close to 0. Then, the cell leaves the stretching region,
while its velocity increases gradually back to a nearly constant value. The corresponding temporal
evolution of the cell’s semi-axis is shown in the center graph of Figure 2D. From t = 0 to t = 100 µs
the length of the major semi-axis progressively increases while the minor semi-axis decreases, i.e.,
the cell is elongated. Upon leaving the stretching region this trend is reversed, and the original shape
is recovered. The length ratio of the major to minor semi-axis, a/b, is shown at the bottom of Figure 2D.
It reaches a maximum value of around t = 100 µs when the cell is at the center of the channel crossing.
Therefore, we use max(a/b) to define the cell deformability. A set of control experiments of RKO and
PFA-treated RKO with hydrodynamic stretching and microsieve separation were performed to validate
the workings of the two microfluidic approaches (Figure 2E,F). We followed the previous work [23]
and present the cell deformability and cell size as a density scatter plot (see Figure 2E), where d0 is
the averaged diameter calculated from the cell area of the most spherical cell, i.e., when the ratio a/b
is smallest.

To make sure we are measuring single cells, we pipetted up and down the cell solution carefully
to reduce clumpy cells during sample preparation. When putting them into the chip, we may still have
some clumpy cells. Larger clusters can be blocked by the filter array near the chip inlet (Figure 1A).
Smaller clusters such as two cells that stuck together can be rejected during real-time visualization of
our imaging processing. We checked each cell during the automated imaging processing to ensure it is
single cell measurement.

2.5. Cell Culture and Preparation

All cell lines used in this study except MCF10A were cultured in a humidified incubator at
37 ◦C and 5% CO2 with culture medium (Dulbecco’s modified Eagle’s medium (DMEM) with 2.5 mM
L-glutamine and 10% (v/v) fetal bovine serum and 1% (v/v) penicillin/ streptomycin).

The culture conditions of MCF10A wildtype and TP53 knockout followed the manufacturer’s
instructions: the culture medium is made of DMEM/Ham’s Nutrient Mixture F12 (1:1) with 2.5 mM
L-glutamine, 5% horse serum, 10 mg/mL human insulin, 0.5 mg/mL hydrocortisone, 10 ng/mL EGF
and 100 ng/mL cholera toxin. Cells were maintained in a humidified incubator at 37 ◦C in the presence
of 5% CO2.

2.5.1. HCT116, RKO and PFA-Treated RKO

Two types of human colon carcinoma cell line, HCT116 and RKO, were kept routinely in culture.
At around 90% confluence they were split with 0.25% trypsin/EDTA, then diluted with fresh culture
medium at a ratio of 1:10 to 1:20 (e.g., 500 µL to 5mL or 10 mL). The cell suspension was gently
transferred to a 5mL plastic syringe (BD Bioscience) immediately before the experiment. For the
experiments of mixed HCT116 and RKO flowing through a microsieve, tracker red and tracker green
(Invitrogen) were used to label HCT116 and RKO, respectively. The total input and passing through
cell mixture were characterized using flow cytometry (FACS Calibur instrument from BD).

We used 4% PFA in 1x PBS (sterile filtered) to stiffen the RKO cells. PFA is a common fixative that
is used to preserve cell structure. Basically, it creates covalent chemical bonds between proteins, and
this anchors soluble proteins to the cytoskeleton, thus, making the cells more rigid. The PFA reagent
was added to the RKO cell solution (in fresh culture medium) at a final concentration of 2%. Then,
the cells were incubated overnight at 4 ◦C before they were centrifuged and re-suspended in culture
medium for experiments.
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2.5.2. MCF10A Wildtype and TP53 Knockout

MCF10A cells are immortalized mammary epithelial cells. MCF10A TP53 knockout and isogenic
wildtype cells were purchased as a kit from Sigma (Catalog number CLLS1049) and cultured following
the manufacturer’s instructions.

2.5.3. A549 Treated with Cytochalasin D and Docetaxel

A549 cells (Adenocarcinomic Human Alveolar Basal Epithelial Cells) treated with cytochalasin
D (mycotoxins) (10 µM, 100 µM), docetaxel (a chemotherapy drug) (5, 10, 50 nM) and untreated
control cells were prepared for microfluidic hydrodynamic stretching and microsieve tests. For the
reagents, cytochalasin D inhibits polymerization and induces depolymerization of actin filaments,
while docetaxel inhibits microtubule depolymerization and is assumed to induce cellular stiffness.

2.6. Statistical Analysis

For both hydrodynamic stretching and microsieve results, if only two groups were compared,
a two-tailed student t test was used for the statistical analysis of the deformability and cellular size,
and the plotted error bars are standard deviation. If more than two groups were compared, a one-way
ANOVA test was performed first to check whether one or more treatment groups are significantly
different, which is followed by a post-hoc Tukey HSD multiple comparison test to identify which of
the pairs of treatments are significantly different from each other.

3. Results

3.1. Control Experiments for Validation of Measurements

To validate the operation and measurements of the microfluidic devices, we performed a control
experiment comparing the deformability of non-treated RKO cells with that of PFA-treated RKO
cells. The results are shown in Figure 2E,F. Differential deformability between RKO and PFA-treated
RKO is observed from the microfluidic hydrodynamic stretching. The PFA treated RKO cells have a
significant lower deformability (with averaged a/b ~1.16 compared to 1.36 for untreated RKO cells),
which is consistent with the fixation and stiffening effects of PFA. The result is also consistent with the
microsieve measurements whereby fewer PFA-treated cells could pass through the microsieve than
the non-treated (control) ones. These results suggest that our measurements of the cell deformability
are valid.

3.2. Differential Deformability between Cell Phenotypes and Correlation with
Epithelial-To-Mesenchymal Transition

3.2.1. HCT116 and RKO

HCT116 and RKO are two different types of human colorectal cancer cell (CRC) lines. Their sizes
are different. RKO have a slightly larger averaged diameter of ~17.2 µm as compared to HCT116 with
approx. 15.3 µm (Figure 3A). However, when flowing these cell suspensions through the microsieve
system, a lower retrieval (higher passing through) is observed for the larger RKO cells as compared
to HCT116 (Figure 3B). Particularly, when the pore size of the microsieve increases to around 9 µm
(below the averaged diameter for both cell lines), most of the RKO cells can pass through at a high
flow rate of 1 mL/min, while the majority of HCT116 cells are trapped on the microsieve. We further
mixed both cell lines together and passed them through a microsieve. Prior to that, the RKO cells were
labelled with green fluorescent cell tracker while the HCT116 cells were labelled with red fluorescent
cell tracker. The concentration of cell tracker used was 0.5 to 1 µM. We also did control experiments and
found at these concentrations the cell tracker did not modify the cellular deformability (see Figure 2F).
Results from flow cytometry reveal that the mixture consists of 60% RKO and 40% HCT116. Yet 92% of
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the cells that have passed through the microsieve are RKO cells and the remaining 8% are HCT116
cells (Figure 3C). Interestingly, RKO can pass through the microsieve pores more easily than HCT116.Micromachines 2020, 11, x 8 of 13 
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clearly that HCT116 cells tend to stick to each other during growth, which is a typical epithelial 
characteristic. In contrast, the RKO cells are loosely arranged as individual cells, and they spread to 
a larger extent on the petri dish. It indicates that RKO presents similarities to mesenchymal cell 
phenotype. This is consistent with previous studies showing RKO cells primarily exhibit 
mesenchymal features and have high invasion potential [25,26], while HCT116 is reported to 
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Figure 3. Differential deformability and characteristics of colorectal cancer cell lines HCT116 and RKO.
(A) Boxplot and statistic results for the diameter of HCT116 and RKO cell lines. Cell line diameters were
extracted from images of freshly trypsinized cells in suspension using the software ImageJ. The cell
images are taken from an inverted microspore (Olympus IX81) in bright field modus. The line inside the
boxes represents the median of the data, while the edges of the boxes are the 25th and 75th percentiles,
and the ends of the whiskers denote 1.5 times the interquartile deviation (IQR). The plus symbols on
the top or bottom of the whiskers indicate data not included between the whiskers. **** p < 0.0001 from
two-tailed student t test. (B) Retrieval (normalized as the percentage of cells left over on the microsieve
surface in total input cells) of HCT116 and RKO cells from microsieves with a pore diameter of 7, 8,
and 9 µm (shown on the right side, scale bars denote 7 µm), respectively. (C) Percentage of both cell
lines in input and after flowing through the microsieve at high flow rate of 1 mL/min and identified
with fluorescent cell tracker. (D) HCT116 and RKO from microfluidic hydrodynamic stretching: (left)
density scatter plot of the deformability. The dashed lines indicate the median deformability. (right)
Statistic analysis (the boxes). The HCT116 cells have a significantly lower deformability compared to
RKO cells, **** p < 0.0001 from two-tailed student t test. (E) Bright field images of the cell morphology
during adhesion and growth of HCT116 and RKO under the same culture condition.

Next, both cell lines were tested for their deformability with the microfluidic hydrodynamic
stretching. The results in Figure 3D reveal a significantly higher deformability of RKO cells, with a
median deformability of 1.35 compared to 1.24 for HCT116 cells. That may explain why the RKO cells
can pass through the microsieve more easily although they have a larger size as compared to HCT 116.

When making a closer inspection of the cell morphology, as shown in Figure 3E, we can see
clearly that HCT116 cells tend to stick to each other during growth, which is a typical epithelial
characteristic. In contrast, the RKO cells are loosely arranged as individual cells, and they spread
to a larger extent on the petri dish. It indicates that RKO presents similarities to mesenchymal cell
phenotype. This is consistent with previous studies showing RKO cells primarily exhibit mesenchymal
features and have high invasion potential [25,26], while HCT116 is reported to demonstrate epithelia
features [29]. The above results suggest that the CRC mesenchymal cell phenotype correlates with
higher deformability compared to the CRC epithelial phenotype from the same origin.
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3.2.2. MCF10A Wildtype and Knockout of TP53 Gene

Differential deformability is also observed upon the knockout of the tumor suppressor TP53 gene
from the MCF10A human breast cell line. As shown in Figure 4A,B, larger median deformability is
observed for MCF10A with the knockout of TP53 (TP53 KO), with ~ 1.24 compared to 1.15 for their
isogenic wildtype counterpart. The cell morphology also changed from epithelial (MCF10A TP53 wt)
to mesenchymal feature (MCF10A TP53 KO) through the reduced cell-cell adhesion and taking a more
elongated shape on the culture plate (Figure 4C).
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Figure 4. Differential deformability between MCF10A TP53 wildtype (wt) and MCF10A with the
knockout of TP53 gene (KO) from the microfluidic hydrodynamic stretching. (A) Density scatter plot of
the deformability for MCF10A TP53 wt and MCF10A TP53 KO. The dashed lines indicate the median
deformability. (B) Boxplot and statistical analysis of the above deformability. **** p < 0.0001 from
two-tailed student t test. (C) Bright field images for the cell morphology under the same culture
condition. The scale bars denote 20 µm.

The above results suggest that the deletion of the tumor suppressor TP53 gene increases the
cellular deformability of MCF10A, which may enhance their invasive potential. As in RKO and HCT116
cell lines, this correlates with cellular morphology changes reminiscent of epithelial-to-mesenchymal
transition. Our findings are consistent with a previous study reporting that the deletion of p53 tumor
protein that is encoded by the TP53 gene in MCF-10A cells can lead to EMT [9].

3.3. Correlation of Cellular Deformability with Pharmaceutic Drug Treatment

Here we demonstrate the advantage of using hydrodynamic stretching combined with the
microsieve method for probing the differential cellular deformability of A549 (adenocarcinomic human
alveolar basal epithelial cells) cell lines non-treated and treated with cytochalasin D and docetaxel
(a chemotherapy drug).

The microsieve measurements were performed with three replicates, for each of which a syringe
loaded with cell mixtures of four different conditions (prelabeled with different fluorescent cell trackers)
were used to infuse cells through the microsieve. Both an aliquot of the original cell mixtures before
passing to the microsieve and the collected cells trapped on the microsieve (retrieval) were counted
using florescence flow cytometry. The relative cell flexibility for the microsieve method is defined as:

Relative cell flexibility = the distribution percentage of cell condition j in the total input cell
mixtures/the distribution percentage of cell condition j in the total retrieval cell mixture.

As shown in Figure 5A, the relative cell flexibility of cytochalasin D-treated cells is significantly
greater than that of the non-treated cells. Furthermore, the relative cell flexibility increases with the
concentration of cytochalasin D used. A significantly decreased relative cell flexibility is observed for
docetaxel-treated cells. It is also unlikely that an increasing dosage would lead to further decrease of
the relative cell flexibility. In Figure 5B, we also characterize the cell size before and after treatment.
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This figure reveals that the mean size of cells treated with cytochalasin D is similar to that of the
non-treated ones, whereas a significant increase of cell size is observed after treatment with docetaxel.Micromachines 2020, 11, x 10 of 13 
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Figure 5. Correlation of cellular deformability of A549 cells with pharmaceutic drug treatment. One-way
ANOVA test is performed first to see whether one or more treatment groups are significantly different,
followed by post-hoc Tukey HSD test to identify which of the pairs of treatments are significantly
different from each other. If not specified, the comparisons are between A549 control (non-treated/wt)
and drug treated group, * p < 0.05, ** p < 0.01. (A) Relative cell flexibility from microsieve measurements
for A549 control (0 µM), treated with PFA, cytochalasin D (10, 100 µM) and docetaxel (5, 10, 50 nM).
(B) Statistical analysis for the cell size of A549 non-treated and treated with cytochalasin D (10, 100 µM)
and docetaxel (5, 10 nM). Compared to the non-treated group, there is significant increase of the cell
size for both 5 and 10 nM docetaxel-treated groups, while no significant change of cell size is found
for cytochalasin D-treated groups. (C) Representative images of individual cells passing through the
center of the stretching region in hydrodynamic stretching microchannel for non-treated A549 (wt)
and A549 treated with 100 µM cytochalasin D and 10 nM docetaxel. (D) Measured deformability from
the microfluidic hydrodynamic stretching for the non-treated A549 and A549 treated with 100 µM
cytochalasin D and 10 nM docetaxel: density scatter plot of the deformability. The dashed lines indicate
the median deformability. (E) Boxplot and statistical analysis of the deformability of (D). A549 treated
with cytochalasin D has a significantly higher deformability compared to untreated A549 cells. There
is no statistically significant difference between the deformability of docetaxel-treated A549 and the
wildtype, p = 0.90.

Since both the cell size and deformability will affect the results of the microsieve experiments, it is
unclear that whether docetaxel can stiffen the A549 cells. Therefore, we used microfluidic hydrodynamic
stretching to compare the deformability of non-treated and treated cells. The results are shown in
Figure 5C–E. The median deformability of cytochalasin D-treated A549 cells is significantly larger
than that of the non-treated cells, whereas similar deformability is observed between docetaxel-treated
and non-treated cells. It can also be seen that the size distribution of docetaxel-treated cells is much
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wider than the non-treated cells, and the averaged cell diameter is larger. Similarly, the deformability
distribution is also wider compared to the non-treated cells, as seen in the boxplot in Figure 5E.

The results from hydrodynamic stretching indicate that the decreased relative cell flexibility for
docetaxel-treated cells in the microsieve experiments is probably mainly due to the increased cell
size. The increase of cell size is probably because cells get stuck just before mitosis in the cell cycle
when treated with docetaxel as docetaxel is a well-established anti-mitotic chemotherapy agent that
functions by interfering with cell division [30,31]. Although the drug is thought to induce cellular
stiffness in clinics by ‘paralyzing’ the cytoskeleton, it may not increase cellular stiffness. In summary,
hydrodynamic stretching and automated analysis is a feasible method to discriminate between cell
size and deformability for the effect of a specific cancer-treatment drug.

4. Discussion

To investigate the correlation between cellular deformability and phenotypes related to EMT, two
types of human colon carcinoma cell lines, HCT116 and RKO, were chosen. Recent studies show that
RKO cells primarily exhibit mesenchymal features (e.g., elongated morphology, low expression of
E-cadherin and high expression of N-cadherin), and have high invasion potential [25,26], whereas
HCT116 are reported to demonstrate epithelial features [29]. We also chose MCF10A TP53 wt
and its TP53 knockout counterpart, which showed a change of cellular morphology reminiscent of
epithelial-to-mesenchymal transition, consistent with a previous study reporting that TP53 deletion in
MCF-10A cells can lead to EMT [9]. Using hydrodynamic stretching for these two different sets of cell
lines, we find that cells with epithelial-like morphology are stiffer than cells with mesenchymal-like
features, supporting the hypothesis that epithelial-to-mesenchymal transition (EMT) may be associated
with increased cellular deformability. This is in line with our hypothesis that cellular deformability is
responsible, at least in part, for the increased invasive property of mesenchymal cancer cells.

Our results demonstrate that the MCF10A cell line with deletion (knockout) of the tumor
suppressor TP53 gene is more flexible compared to its isogenic wildtype counterpart (with the median
deformability ~1.24 compared to 1.15), indicating that a single genetic alteration can cause downstream
change of cellular biophysical properties relevant to the invasive phenotype of cancer. This result is
consistent with a previous study reporting that hENT1 knockdown could induce EMT and reduce
cellular stiffness in pancreatic cancer cells [7]. To our knowledge, our study is the first to report a link
between the TP53 gene and cellular deformability.

By combining microfluidic hydrodynamic stretching with microsieve cell separation, we find the
chemotherapy drug docetaxel has a more profound effect on the cell size of lung carcinoma cell line
A549 than on its cellular deformability. This facilitates understanding of the cell separation mechanism
of a microsieve for chemotherapy drug screening, as well as providing insights for choosing the right
pore size to separate specific cells from phenotype mixtures.

In conclusion, we have established a new method that combines hydrodynamic stretching with
microsieve techniques to evaluate alterations in cellular biomechanical properties (e.g., cell size and
deformability) that result from cells undergoing EMT and chemotherapy drug treatment. Our results
indicate cellular biomechanical properties not only could potentially serve as tools to investigate
fundamental properties of cancer cells but also may have the potential to study the progression of cancer
invasiveness and the efficiency of chemotherapy, e.g., through measurement of cellular deformability
from single cell suspensions obtained from tissue biopsies, pleural effusions or circulating tumor cells.

In the future it would be interesting to include invasion experiments with cells that exhibited
higher flexibility after undergoing EMT or chemotherapy drug treatment. Here, we suggest for
example invasion experiments of MCF10A TP53 KO and A549 treated with docetaxel vs. their isogenic
wildtype counterpart or the untreated group, respectively. A second path for future research could be
numerical modeling of the flow field and cell deformation, thus obtaining quantitative values of the
stresses exerted on the cells within the elongational flow. This may allow the mechanical properties
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such as shear elastic modulus, (non-linear) elasticity, or averaged viscosity of the cell content of single
cells from different phenotypes to be characterized simultaneously [32,33].
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Abstract: Integration of microfabricated, single-cell resolution and traditional, population-level
biological assays will be the future of modern techniques in biology that will enroll in the evolution of
biology into a precision scientific discipline. In this study, we developed a microfabricated cell culture
platform to investigate the indirect influence of macrophages on glioma cell behavior. We quantified
proliferation, morphology, motility, migration, and deformation properties of glioma cells at single-cell
level and compared these results with population-level data. Our results showed that glioma cells
obtained slightly slower proliferation, higher motility, and extremely significant deformation capability
when cultured with 50% regular growth medium and 50% macrophage-depleted medium. When the
expression levels of E-cadherin and Vimentin proteins were measured, it was verified that observed
mechanophenotypic alterations in glioma cells were not due to epithelium to mesenchymal transition.
Our results were consistent with previously reported enormous heterogeneity of U87 glioma cell line.
Herein, for the first time, we quantified the change of deformation indexes of U87 glioma cells using
microfluidic devices for single-cells analysis.

Keywords: glioblastoma; mechanophenotyping; deformation; migration; Label-free; single-cell

1. Introduction

Glioblastoma or Glioblastoma multiforme (GBM), is the most devastating type of brain cancer
with nonspecific signs and symptoms and very limited treatment strategies. It results in death in
15 months following diagnosis [1,2]. One of the main challenges for successful treatment of gliomas
is its multiform structure [3,4]. Glioma multiforme is highly heterogeneous with different cell types
and their complex interactions. Hence, it is an extremely dynamic, hierarchical microenvironment [5].
Moreover, highly activated epithelial-mesenchymal transition (EMT) and existence of glioma stem-like
cells (GSCs) drive resistance and relapse in therapy [6–8]. Tremendously increased aggressiveness
and invasiveness of GBM requires adequate single-cell tools to avoid masking rare cells and to allow
quantifying heterogeneity according to morphologic, phenotypic, and functional properties of glioma
cells in a population.

Since Scherer investigated distinct morphological patterns of infiltrating glioma cells in 1940,
mechanophenotyping of glioma cells has been researched to identify selective biomarkers or
diagnostic indicators for the incidence and prognosis of GBM [9,10]. Mechanical properties of cells,
being closely linked to homeostasis of cells and their own microenvironment, have been hallmarks
for defining healthy and malignant conditions of cells particularly in metastatic cancer [11–14].
Several different technologies have been developed to measure mechanical properties of cells including
flow cytometry [15–17], atomic force microscopy (AFM) [18,19], magnetic twisting cytometry (MTC) [20],
parallel-plate rheometry [11,21], optical stretching (OS) [22], optical tweezer [23,24], microfluidic
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ektacytometry [25,26], and micropipette aspiration [27,28]. Utilizing these modern tools for delineating
mechanophenotypic properties of cells including stiffness, adhesiveness, viscosity, deformation (ratio of
the area to volume), morphology, and migration trajectories of cells have been extensively investigated
in cancer biology [29–31].

Mechanistic studies of glioma cells, emphasis on cell morphology, migration, proliferation,
and invasion have been mostly interrogated in microfabricated 3D-growth chambers confined with gels
that mimic the extracellular matrix (ECM). Microfabricated cell culture platforms have provided
a well-controlled microenvironment for glioma cells while allowing high-resolution time-lapse
microscopy imaging [32]. In addition, cell-cell adhesion strength and cell-deformability properties
of glioma cells have been investigated by AFM and single cell force spectroscopy methods [33].
A pioneering work by Kaufman’s research group revealed collagen concentration-dependent growth
and motility patterns of GBM cells using bulk rheology, phase-contrast, confocal reflectance, and CARS
microscopy techniques [34]. Along this study, Ulrich et al. reported that ECM rigidity increased
glioma motility, proliferation, and spread using time-lapse and immunofluorescence experiments [34].
Furthermore, Memmel et al. applied scanning electron microscopy (SEM) and single cell electrorotation
techniques with traditional methods to characterize cell surface morphology and membrane folding of
GBM cell lines [35,36].

In this study, we have investigated biomechanical properties of U87-MG (HTB-14™) glioma cells
creating two glioma cell culturing conditions; i-U87 category: U87 glioma cells fed by the regular growth
medium, and ii-U87-C category: U87 glioma cells were cultured in 50% growth medium supplemented
by the 50% macrophage-depleted medium. We evaluated the behavior of glioma cells under these two
growth conditions using both population-based traditional assays and microfluidic-based single-cell
analysis. To characterize biomechanical heterogeneity of glioma U87 cell line at single-cell level,
we measured proliferation, migration, motility, and deformation of glioma cells. We determined
the expression levels of E-cadherin and Vimentin proteins between the U87 and U87-C populations
according to immunostaining assays using fluorescence microscopy images.

2. Materials and Methods

2.1. Cell Culture

The U87 MG (HTB-14™) human glioma and the U937 (CRL 1593.2™) human histiocytic lymphoma
monocyte cell line was purchased from ATCC (American Type Culture Collection). Cells were
grown in 75 cm2 cell culturing flasks and 6-well plates (TTP, Switzerland at 37 ◦C with 5% CO2

(NUVE, Turkey). The U87 cells were cultured in the DMEM medium (Dulbecco’s modified Eagle’s
medium, Roswell Park Memorial Institute), 10% fetal bovine serum (FBS/Sigma-Aldrich, St. Louis,
MO), 1% Penicillin/Streptomycin (Pen/Strep, Pan Biotech, Germany). The U937 monocytes were
maintained in RPMI 1640 medium (Roswell Park Memorial Institute, Pan Biotech, Germany), 10%
FBS (Sigma-Aldrich, St. Louis, MO, USA). The human histiocytic lymphoma macrophages were
differentiated from the U937 monocytes through stimulation of 3 × 105 cells/mL in 5 mL RPMI 1640,
10% FBS with 5 µL working solution of 10% Phorbol 12-myristate 13-acetate (PMA, Pan Biotech,
Germany) obtained from 10 ng/mL PMA/dimethyl sulfoxide (DMSO, Pan Biotech, Germany) stock
solution according to standard protocols for macrophage differentiation.

The conditioned medium was harvested from U937-differentiated macrophages grown in RPMI
1640, 10% FBS for 72 h at 37 ◦C with 5% CO2. The collected media was centrifuged at 3000 rpm for
5 min on a centrifuge (Hettich-EBA-20, Germany) and filtered through a 0.2-µm filter (GVS Filter
Technology, UK) and then the harvested supernatant is freshly used in the experiments.

2.2. Microfluidic Chip Fabrication

Microfluidic chips were designed using the CleWin 4.0 layout editor. The microfluidic cell culture
platform has one inlet and outlet for cell loading and medium feeding, Figure 1. The microchamber
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allows cells to be cultured and visualized (1280 × 500 µm, h = 50 µm) with two types of pillars.
We designed the circular (r = 90 µm, h = 50 µm) and trapezoid pillars (a = 80 µm, b = 215, h = 50 µm)
to prevent polydimethylsiloxane (PDMS) from collapsing inside the cell culture microchamber and
observe whether different pillar geometries effect migration of the cells. Their dimensions and pitches
were determined to deform flow, slow down cells, and distribute them randomly in the cell culture
microchamber [37]. To observe the imaging area by 10× objective, the distance between the pillars
were determined to be 390 and 190 µm for the circular and trapezoidal ones, respectively.

Micromachines 2020, 11, x 3 of 14 

 

= 50 μm) to prevent polydimethylsiloxane (PDMS) from collapsing inside the cell culture 
microchamber and observe whether different pillar geometries effect migration of the cells. Their 
dimensions and pitches were determined to deform flow, slow down cells, and distribute them 
randomly in the cell culture microchamber [37]. To observe the imaging area by 10× objective, the 
distance between the pillars were determined to be 390 and 190 μm for the circular and trapezoidal 
ones, respectively. 

The designs were patterned on a thin film chromium deposited photomask (Cr-blank) using a 
Vistec/EBPG5000plusES Electron Beam Lithography System. SU-8 2025 (SU-8® 2025, MicroChem) 
was spin-coated on a four inches silicon wafer to obtain 50-μm tall structures. Next, the photoresist-
coated wafers were soft baked (65 °C, 3 min and 95 °C, 5 min) and exposed to UV light (160 mJ cm−2, 
Midas/MDA-60MS mask aligner). Upon two consecutive post-baking processes (65 °C, 1 min and 95 
°C, 5 min), SU-8 was developed (MicroChem’s SU-8 developer). The microfluidic chips were obtained 
using elastomeric polymer PDMS (Sylgard® 184, Dow Corning, Midland, MI, USA) [38]. Five-mm 
biopsy punchers (Robbins Instruments, Chatham, MA, USA) were used to create inlet and outlet 
ports. The PDMS chips were irreversibly bonded both inside a 6-well plate and on a glass slide using 
a Corona system (BD20-AC, Electro-Technic Products Inc., Chicago, IL, USA), Figure 1. 

 
Figure 1. Microfluidic cell culture platform and measurement of single-cell migration in the 
microfluidic device. (a) The polydimethylsiloxane (PDMS) microfluidic chamber on a glass slide, (b) 
the micrographs of microfluidic chamber with pointed pillars and dimensions. (c) The blue line 
indicates the position of the coordinate system (0, 0) with x- and y-axis. The pink arrow points to the 
position of a cell according to origin, (b) x: 2.486, y: 0389 at 84 h, (c) x: 2.566, y: 0.525 at 108 h, (d) and 
(e) demonstrate the zoomed images of this cells in (b) and (c), respectively. The scale bar shows 100 
μm. 

2.3. Microfluidic Chip Preparation and Culturing Cells in the Microfluidic Device 

To prepare the microfluidic chip, all reagents and microchips were placed into the incubator (37 
°C and 5% CO2, NUVE, Turkey) for 30 min. Prior to cell loading, to eliminate air bubbles inside the 
microfluidic culture chamber, the warm medium was added using a 200-μL micropipette (Corning, 
New York, NY, USA). U87 glioma cells were grown as explained above (2.1 Cell culture), trypsinized 
(Pan Biotech, Germany), and resuspended in the DMEM medium to obtain 1.6 × 105 cells/mL. Next, 
cell suspension with 8 × 104 cells/mL was injected into the microfluidic device. Afterwards, the U87 
glioma chips were mounted in the incubator (37 °C and 5% CO2, NUVE, Turkey) and their medium 
replaced with the fresh 40-μL DMEM medium every 24 h. The U87 glioma conditional (U87-C) chips 
were generated by replacing the regular DMEM medium with the conditioned medium when the 
cells were grown in the DMEM medium (37 °C and 5% CO2, NUVE, Turkey) overnight. The 
conditioned medium (explained in 2.1 Cell Culture) within microfluidic devices was also regularly 
refreshed once a day. Each experiment was independently performed in triplicate. 

Figure 1. Microfluidic cell culture platform and measurement of single-cell migration in the microfluidic
device. (a) The polydimethylsiloxane (PDMS) microfluidic chamber on a glass slide, (b) the micrographs
of microfluidic chamber with pointed pillars and dimensions. (c) The blue line indicates the position of
the coordinate system (0, 0) with x- and y-axis. The pink arrow points to the position of a cell according
to origin, (b) x: 2.486, y: 0389 at 84 h, (c) x: 2.566, y: 0.525 at 108 h, (d) and (e) demonstrate the zoomed
images of this cells in (b) and (c), respectively. The scale bar shows 100 µm.

The designs were patterned on a thin film chromium deposited photomask (Cr-blank) using a
Vistec/EBPG5000plusES Electron Beam Lithography System. SU-8 2025 (SU-8® 2025, MicroChem) was
spin-coated on a four inches silicon wafer to obtain 50-µm tall structures. Next, the photoresist-coated
wafers were soft baked (65 ◦C, 3 min and 95 ◦C, 5 min) and exposed to UV light (160 mJ cm−2,
Midas/MDA-60MS mask aligner). Upon two consecutive post-baking processes (65 ◦C, 1 min and
95 ◦C, 5 min), SU-8 was developed (MicroChem’s SU-8 developer). The microfluidic chips were
obtained using elastomeric polymer PDMS (Sylgard® 184, Dow Corning, Midland, MI, USA) [38].
Five-mm biopsy punchers (Robbins Instruments, Chatham, MA, USA) were used to create inlet and
outlet ports. The PDMS chips were irreversibly bonded both inside a 6-well plate and on a glass slide
using a Corona system (BD20-AC, Electro-Technic Products Inc., Chicago, IL, USA), Figure 1.

2.3. Microfluidic Chip Preparation and Culturing Cells in the Microfluidic Device

To prepare the microfluidic chip, all reagents and microchips were placed into the incubator
(37 ◦C and 5% CO2, NUVE, Turkey) for 30 min. Prior to cell loading, to eliminate air bubbles inside the
microfluidic culture chamber, the warm medium was added using a 200-µL micropipette (Corning,
New York, NY, USA). U87 glioma cells were grown as explained above (2.1 Cell culture), trypsinized
(Pan Biotech, Germany), and resuspended in the DMEM medium to obtain 1.6 × 105 cells/mL. Next,
cell suspension with 8 × 104 cells/mL was injected into the microfluidic device. Afterwards, the U87
glioma chips were mounted in the incubator (37 ◦C and 5% CO2, NUVE, Turkey) and their medium
replaced with the fresh 40-µL DMEM medium every 24 h. The U87 glioma conditional (U87-C) chips
were generated by replacing the regular DMEM medium with the conditioned medium when the cells
were grown in the DMEM medium (37 ◦C and 5% CO2, NUVE, Turkey) overnight. The conditioned
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medium (explained in 2.1 Cell Culture) within microfluidic devices was also regularly refreshed once a
day. Each experiment was independently performed in triplicate.

2.4. Cell Growth in a 12-Well Cell Culture Plate

Once the U87 cells reached 75 to 85% of confluency, cells were trypsinized (Pan Biotech, Germany)
and resuspended in the fresh DMEM medium with trypan blue dye (Sigma-Aldrich, Darmstadt,
Germany). Next, the number of viable cells was counted using a hemocytometer (Marienfeld,
Germany). U87 cells were seeded at a density of 1 × 105 cells/well in a 12-well cell culture plate
(TPP, Switzerland) and allowed to adhere overnight in the incubator (37 ◦C and 5%, NUVE, Turkey).
After overnight incubation, three wells were assigned as U87 and fed by the regular DMEM medium,
while the others were assigned as U87-C and fed by the conditioned medium for five days in the
incubator (37 ◦C and 5%, NUVE, Turkey). Both medium replacements and cell count determinations
were performed for 24 h for five days. To determine the cell numbers, the cells were trypsinized
(Pan Biotech, Germany), centrifuged (Eba 20, Hettich, Germany) at 1800 rpm for 10 min. The cell
pellets were collected and suspended in the fresh medium with trypan blue dye. Total viable cells were
counted using a hemocytometer (Marienfeld, Germany) for both U87 and U87-C growth conditions,
Figure 2. Each experiment was independently performed in duplicate. Results were represented by
means ± standard errors.
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Figure 2. Growth comparison. Glioma cells were grown in DMEM medium (U87) and in 50% DMEM
and 50% macrophage-depleted medium (U87-C) in the 6-well culture dish and microfluidic platform.
(a) The number of viable cells for five days in a 6-well plate, (b) the micrographs of U87 and U87-C
cells for a 96-h growth. The scale bar shows 20 µm. (c) The number of viable cells for five days in the
microfluidic device, (d) micrographs of glioma cells for the 96-h growth. The scale bar shows 100 µm.
The number of cells present the mean ± standard error for two independent experiments.

2.5. Cell Migration by Wound Healing in a 12-Well Cell Culture Plate

The wound healing assay was performed in a 6-well cell culture plate (TPP, Switzerland) where U87
cells were seeded at a density of 1 × 106 cells/mL using a 2 mL DMEM medium. The prepared culture
plate was kept in the incubator at 37 ◦C, 5% CO2, and allowed cells to adapt their microenvironment
and adhere to the surface of the 6-well plate. Next, six wells of U87 culture were grown in the regular
medium while the other six wells were maintained in the conditioned medium (Section 2.1 Cell Culture
chapter) until the cells became confluent (two days). Before the scratch wound was created in the cell
monolayer using a 200-µL-pipette tip (Eppendorf, Germany), phase-contrast images of the cells were
observed using an inverted fluorescent microscope, the Zeiss Axio Observer (Carl Zeiss Axio Observer
Z1, Germany) equipped with a 10× objective and the AxioCam Mrc5 camera. The wells were washed
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with the medium to remove the floating cells, 3 mL of either regular or conditioned medium per well
were added into the wells, the images of the wells were acquired.

Upon 24 h of incubation, 10 µM DAPI (Life Sciences 33342) and 10 µM Propidium iodide solution
(PI, Sigma-Aldrich P4864) were added into the wells containing 3 mL of medium. Next, the same
microscope setting was used to acquire 24-h images of the cells to quantify the number of cells that
migrated towards the wound area. The exposure rates of DAPI, FITC, and PI channels were 100, 600,
and 400 mS, respectively. The excitation and emission values were 495/519 nm, long pass (LP) 515 nm
for FITC, 535/617 nm LP 590 nm for PI, and 358–410 nm, LP 420 nm for DAPI, respectively. This
experiment was independently performed in duplicate. The wound closure analysis was performed
using ImageJ (Version 2.0 National Institutes of Health, Rockville, MD, USA). The number of migrated
cells into the scratched region was manually counted using the ImageJ software. The unpaired,
two-tailed Student’s t-test was performed to determine whether the migrated-cell number difference
between the U87 and U87-C populations was significant using the GraphPad Prism 5 software.

2.6. Measurement of Single-Cell Migration in the Microfluidic Device

U87 cells were harvested as explained in 2.1 Cell Culture. Two separate microfluidic devices were
prepared either with the regular medium or conditioned medium (as explained in 2.3 Microfluidic
chip preparation and culturing cells in the microfluidic device). Cells were not stained by fluorescent
dyes to eliminate the effects of labeling on biomechanical properties of cells. Next, the microfluidic
chips were maintained at 37 ◦C, 5% CO2 (NUVE, Turkey). The microfluidic chips that were prepared
with the regular medium were replenished with the regular medium, while the conditional medium
was used to refill the conditional microfluidic devices. Microfluidic platforms were daily monitored on
the microscope and images of the microchamber area were acquired using the Zeiss Axio Observer
Z1 inverted microscope equipped with a 10× lens and an AxioCam Mrc5 camera. Upon imaging,
the medium was replenished inside the microchambers, and microfluidic platforms were placed
into the cell culture incubator. Using the obtained images, the migration distances of the cells were
determined, Figure 2. The single cell migration assays in the microfluidic devices were performed for
five days.

To consistently measure the migration distances of the cells, the coordinate system was defined as
shown in Figure 1. The positions of the cells were defined with respect to the origin of the coordinate
system. Therefore, the movement of the cells can be quantified between the inlet and outlet ports
inside the microfluidic cell culture chamber for five days. Positions of single cells were manually
measured using the ImageJ software (version 2.0). The velocities of cells were also calculated.

2.7. Immunohistochemistry

U87 cells were maintained in DMEM and U87-C glioma cells were grown in a 50% growth and
50% macrophage-depleted medium with the density of 50,000 cells/well on a round coverslip inside the
12-well plates. The cells were fixed using 4% Paraformaldehyde (Boster BioSciences, Cat No: AR1068)
at room temperature for 30 min. Next, cells were permeabilized using 0.1% Triton-X100 (Sigma, T8787)
and 0.1% Bovine Serum Albumin (BSA, Sigma A2058) in PBS. Upon PBS washes, coverslips were
incubated overnight with primary antibody against E-cadherin (Abcam: ab1416) and Vimentin (Abcam:
ab8978). Both primary antibody concentrations were adjusted to 1:100 in 2.5% BSA and 0.05% Triton
X-100. The secondary antibody Alexa Fluor 488 (Thermo Fisher #A10680) was used at 1:200. DAPI (Life
Sciences 33342) staining was performed after incubation. Coverslips were mounted using 50% glycerol
in 1X PBS at room temperature. The coverslips were observed by a plan-apochromat 63×/1.42 Oil
objective lens of a fluorescent microscope (Olympus BX60, Japan) using U-MNU2 filter with 365/10 nm
excitation and 420 LP nm emission values. The exposure rates of DAPI and FITC channels were 133 µs
and 175.3 µs, respectively.

The expression levels of the E-cadherin and Vimentin proteins were quantified using ImageJ
(version 2.0 National Institutes of Health, Rockville, MD, USA) and GraphPad Prism 5. The number of
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the cells was counted using the DAPI-stained nuclei of the cells using ImageJ. Next, the total region of
the acquired image area was defined to measure total fluorescence intensity from Alexa Fluor 488 dye
using the ImageJ software. Afterwards, obtained row intensity density values were divided by the
number of the cells. We used one-way ANOVA Tukey’s comparison test to determine whether the
expression levels of E-cadherin and Vimentin proteins were significant between the U87 and U87-C
glioma groups (GraphPad Prism 5).

3. Results

3.1. Influence of Conditioned Medium on U87 Proliferation in 12-Well Plate and Microfluidic Device

Two sets of glioma cells were prepared to be cultured. One of them was labeled as U87, it was
grown in the regular growth medium. The other one was marked as U87-C that was cultured in the 50%
growth and 50% macrophage-depleted medium (conditioned medium). Both U87 and U87-C cultures
were maintained in 12-well plates for five days (see Material and Methods, Sections 2.3 and 2.4).

We first examined the growth differences between U87 and U87-C glioma cells in culture dishes.
We counted viable cells using a hemocytometer according to trypan blue staining. Figure 3a,b shows
that the cell viability within the conditioned medium was similar to the growth medium (Figure 3c,d),
there was no significant growth difference for 120 h according to the unpaired t-test (p = 0.407).
Hence, this result validated that the phenotypic differences between U87 and U87-C were able to be
further studied.
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Figure 3. Analysis of U87 and U-7-C cells migration by the in vitro wound-healing assay. The phase
images of U87 cells when the (a) wound created at 0 h, (b) phase images of wound closure at 24
h, (c) fluorescence images of wound closure at 24 h, the nucleus of the cells are labeled with DAPI
and displayed in blue, dead cells are PI-stained and shown in red, yellow lines present the wound
area created at 0 h. The same settings were applied for U87-C (d–f). The images acquired with 10×
magnification; the scale bar shows 100 µm. (g) The number of migrated cells at 0 and 24 h. The results
represent the mean ± standard deviation of two independent experiments. There was no significant
difference according to the Student’s unpaired, two-tailed t-test, p = 0.9051.

The microfabricated cell culture chamber allows proliferation and migration of the cells from the
inlet port to the outlet port while enabling the monitoring behavior of cells at single-cell resolution,
Figure 1. Initially, the culture medium was injected from the inlet port through the microchamber to
the outlet port. The culture medium was a growth medium and conditioned medium for U87 and
U87-C, respectively. Next, bubbles were removed from the microchamber, and then cell suspension
was added into the inlet port. The gravity-driven laminar flow owing to 400-µm height difference
between the inlet port and cell culture microchannel was obtained for gentle nutrient delivery and
waste removal through the microchamber. Hence, the fluid flow did not mechanically interrupt the
behavior of the cells. Figure 2c displays the number of viable cells for normal and conditioned growth
environments in the microfluidic chips. As shown in Figure 2d, images of the microchannel were
acquired every 24 h and the number of viable cells were manually counted. The viability was defined
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according to cell division via following single cells. A label-free analysis was performed to eliminate
staining-induced phenotype variations.

3.2. Influence of Conditional Medium on U87 Cell Migration by Wound Healing Assay

The wound healing assay was performed in a 12-well cell culture plate (see Material and Methods,
Section 2.5). The six wells of U87 culture were grown in the regular medium while the other six wells
were maintained in the conditioned medium. The scratch wound was created in the cell monolayer
using a 200-µL-pipette tip. The phase-contrast images of the wells were acquired immediately after
scratching the cell monolayer and 24 h later. Next, the number of migrated cells into the scratch area
was manually counted using the ImageJ software, Figure 3a–f. Each experiment was independently
performed in duplicate. The U87-C group showed increased migration compared with the U87 category,
however, the difference was not significant according to the Student’s t-test (p = 0.9051), Figure 3g.

Moreover, when U87 cells were cultured in the regular medium, the cells proliferated and remained
on the borders of the scratched region instead of migrating to the cell-free regions. However, it was
not observed for the U87-C group where U87 cells were grown in 50% DMEM and 50% macrophage
depleted RPMI. Therefore, the crowdedness of the glioma cells in the central wound area was higher
for the U87-C category, Figure 3.

3.3. Influence of Conditional Medium on U87 Cell Migration Using a Microfluidic Device

We examined the movement of the cells both in the regular medium (U87) and conditional
medium (U87-C) between 48 to 120 h in a microfluidic cell culture chamber. The first 48 h of cell culture
in a microfluidic device were used to allow cells to adhere to a glass surface and proliferate. Next,
the images of the cells were acquired for every 12 h and analyzed as illustrated in Figure 1 (see Material
and Methods, Section 2.6). Twenty cells from DMEM cultured and 20 cells from conditional- medium
cultured glioma cells were selected, and their positions were recorded at 12-h intervals.

Figure 4 presents the changes of positions on the x-y axis for U87 (Figure 4a) and U87-C (Figure 4d)
groups. Migration of the cells was demonstrated on the x-axes (Figure 4b,e) and on the y-axes (Figures
4c and 5f). The migration distances of the U87 cells were shorter in comparison to U87-C. Movement
of the U87 cell population was more uniform than the U87-C cell population on y-axis.
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Figure 5. Deformation indexes of the cells in the microfluidic device. The phase images of the cells 
with a colorimetric deformation scale, the range of deformability from coolest colors (blue: 0) to warm 
colors (red:1) represent enhanced deformability indexed (a) U87 population, (b) U87-C population. 
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Figure 5 elucidates that deformation indexes of glioma cells in regular medium were more 
heterogeneous (Figure 6a,c) in comparison to glioma cells cultured in conditioned medium (Figure 
5b,d). The deformability difference between these two populations was significant according to the 

Figure 4. Migration of single cells in the microfluidic cell culture chamber. Coordinates of the cells
in the microfluidic cell culture device were measured every 12 h between 48 to 120 h. Movement of
the U87 cells (a) at x-y axes (b) on the x-axis, (c) on the y-axis. Movement of the U87-C cells (d) at
x-y axes, (e) on the x-axis, (f) on the y-axis. The number of analyzed cells for each group is 20. U87
indicates that cells cultured in DMEM medium, U87-C defines that cells were grown in 50% DMEM
and 50% macrophage-used RPMI medium. Each color represents the single cells and color coding was
consistent in each group.
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Figure 5. Deformation indexes of the cells in the microfluidic device. The phase images of the cells
with a colorimetric deformation scale, the range of deformability from coolest colors (blue: 0) to warm
colors (red:1) represent enhanced deformability indexed (a) U87 population, (b) U87-C population.
The deformation indexes of 20 glioma cells between 48- and 120-h (c) for U87 population, (d) for U87-C
population. The data presents the mean ± standard error.

3.4. Influence of Conditional Medium on U87 Cell Migration Using a Microfluidic Device

Upon assessing the positions of the single cells in the microfluidic device, the area and perimeter
measurements of 20 cells from U87 and U87-C populations were performed. The images of the cells
were obtained every 12 h between 48 to 120 h. ImageJ was used to manually measure the diameter
and perimeter of the cells. The single-cell deformation indexes (D) of each cell were calculated using
Equation (1) [39,40], where π is 3.14. Figure 5 illustrates the deformation index of single cells in the
microfluidic cell culture platform.

D = 1− 2
√
π Area

Perimeter
(1)

Figure 5 elucidates that deformation indexes of glioma cells in regular medium were more
heterogeneous (Figure 6a,c) in comparison to glioma cells cultured in conditioned medium (Figure 5b,d).
The deformability difference between these two populations was significant according to the Student’s
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two-tailed t-test, p < 0.0001, Figure 6a. Figure 6b shows that the area to perimeter ratio of U87
population is greater than U87-C populations according to the Student’s two-tailed t-test, p < 0.0258.
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3.5. Influence of Conditional Medium on the Expression of E-cadherin and Vimentin

E-cadherin and Vimentin proteins are among the molecular markers of epithelium-to-mesenchymal
transition (EMT) [41]. Since, the U87-C glioma population gained more deformation (Figure 5) and
migratory (Figure 6) properties in comparison with U87 glioma cells according to single-cell analysis,
we evaluated the expression levels of E-cadherin and Vimentin proteins in a 12-well plate using
immunostaining, Figure 7a,b. The expression levels of E-cadherin and Vimentin proteins were not
significantly different between U87 and U87-C glioma cells on day 3. The weak expression level of
E-cadherin significantly decreased both for U87 (p < 0.05) and U87-C (p < 0.001) populations from 3 to
5 days. Figure 7c,d displays the expression level of Vimentin protein, which was moderately weak
for U87-C glioma cells and weak for U87 cells. When the expression level of Vimentin was compared
between day 3 and 5, the decrease in the expression level of Vimentin was not significant for U87
glioma cells. In contrast, the decrease was significant for the U87-C glioma population (p < 0.001).
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Figure 7. Comparisons of E-cadherin and Vimentin expressions. (a) Immunofluorescence staining of
E-cadherin (E-cad), (b) Vimentin (Vim) proteins (green) with nuclei counterstained (blue) by DAPI.
The scale bar is 25 µm, the magnification is x63. Quantification of (c) E-cadherin and (d) Vimentin
expressions of U87 and U87-C glioma cells for 3 and 5 days. The one-way analysis of variance Tukey’s
multiple comparison test was applied. *, **, and *** denotes for p < 0.05, 0.01, and p < 0.0001, respectively.
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4. Discussion

The complex, dynamic, and highly heterogeneous microenvironment of glioblastoma tumors
present a chicken and egg problem when we focus on understanding the interactions of glioma
and immune cells. Therefore, we need to develop new methods and tools to discover important,
measurable properties of cells that are not adequately measurable using traditional macroscale
techniques. Elucidation of the mechanisms underlying the heterogeneity of tumor microenvironment
requires quantification of cellular properties at single-cell level for a large number of cell populations
and compiling the obtained results with the existing data in the literature. However, still there is
a gap to be bridged between well-established, macroscale types of assay and microfluidic-based,
microscale methods that match to the length and time scales of cells [42–44]. In this study, our aim
was to investigate the influence of macrophage-secreted proteins on the behavior of glioma cells when
glioma and macrophage cells were not directly in contact with each other, while integrating traditional
bulk assays and microfluidic single-cell platforms.

First, we examined whether there was a significant growth difference between the U87 and
U87-C glioma populations using both traditional cell culture dishes and microfabricated cell culture
platforms. Figure 2 showed that there were not significant growth differences between U87 and
U87-C, which allowed us to further investigate the influence of conditioned medium on biomechanical
properties of U87 glioma cells. Since, the observed mechanophenotyipc differences of U87 cells might
be due to macrophage-secreted proteins in the conditioned medium, not owing to growth deficiency.
Although the growth of U87 cells were similar in both U87 and U87-C conditions, the micrographs of
cells in Figure 2b,d showed that both in 12-well plate and microfabricated cell culture platform glioma
cells were more elongated in the U87-C population. We observed that the number of rounded cells
were higher for the U87 glioma population within the microfluidic chamber, where the cells adhered
on the glass surface. Hence, the U87 glioma cell morphology is also dependent on the substrate
stiffness, as previously reported for the LN229, LN18, and LBC3 glioma cell lines and glioma primary
cells [45–48]. Moreover, our results agreed with the previous research that revealed morphological
heterogeneity of U87 glioma cell line [49].

We next performed the wound healing assay using a 6-well plate. Our results presented that
there was no significant difference between the number of migrated glioma cells for U87 and U87-C
culture conditions (p = 0.9051), Figure 3g. As an important difference between U87 and U87-C glioma
populations, glioma cells were distributed on the scratched region of the wound in the U87-C population
compared to the U87 group where cells were more adhered to the leading edges of the wound.

To further investigate the influence of conditioned medium on the U87 cell migration, we quantified
the behavior of glioma cells by cell tracking analysis. We measured the displacement of glioma cells in
the microfluidic platform both for U87 and U87-C populations, Figure 4. Our results verified that glioma
cells moved longer distances with a relatively high migration speed in the U87-C population, when cells
were fed by the conditioned medium, Figure 4a–d. Both U87 and U87-C cell populations disseminated
more on the y-axis. Movement of the cells along the x-axis were more uniformly distributed. Herein,
neither U87 nor U87-C populations exhibited directionality in their movement. Still, these results show
that GBM cells exhibited high heterogeneity in migration displacement, orientation, and velocity [49,50].
To the best of our knowledge, our study presents for the first-time single cell tracking analysis of
glioma cells for 120 h in the microfluidic platform. Mostly, migration and morphology assays have
been performed for shorter time frames (0–10 h) in vitro assays [35,47].

Afterwards, we assessed whether indirect contact between glioma and macrophage cells influences
deformation capability of glioma cells. We determined deformation indexes (DI) of glioma cells
according to area and perimeter measurements of glioma cells. Figure 5 shows that glioma cells in
the U87-C population have significantly higher deformation indexes (DI > 0.8) in comparison to the
U87 glioma population (DI < 0.4), p < 0.0001. Additionally, glioma cells displayed higher deformation
heterogeneity in the regular growth medium in comparison to the conditioned medium.
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Taken together, culturing glioma cells in 50% DMEM and 50% macrophage-depleted medium
influenced morphology, motility, and deformation of glioma cells. To evaluate whether these
altered mechanical phenotypes were linked to epithelium-to-mesenchymal transition, we assessed the
expression levels of E-cadherin and Vimentin proteins both in U87 and U87-C populations. E-cadherin
and Vimentin proteins are among the molecular markers of epithelium-to-mesenchymal transition
(EMT) [41]. The EMT process introduces a malignant phenotype, spindle-shaped morphology,
and metastatic functions for cancer cells by altering the activation of transcription factors, expression
levels of specific microRNAs and cell-surface proteins, as well as organization of cytoskeletal proteins.
Epithelial cells become mesenchymal with low levels of E-cadherin and high levels of vimentin
expressions. Our results indicated that the indirect effect of macrophages under our experimental
conditions did not provide mesenchymal phenotype to U87 glioma cells.

5. Conclusions

This study demonstrated a single-cell mechanophenotyping approach for U87 glioma cells while
integrating microfluidic cell culture platforms with macroscale traditional assays. We cultured glioma
cells either in the regular growth medium, denoted as U87 cell population, or in the 50% regular
growth medium and 50% macrophage-depleted medium (conditioned medium), referred to as U87-C.
We cultured both U87 and U87-C glioma populations in traditional cell culture dishes and microfluidic
platforms for five days. We quantified proliferation, morphology, motility, migration, and deformation
properties of glioma cells using single-cell analysis, which are directly linked to biomechanical features
of cells. Our results presented that there was no significant growth difference between U87 and
U87-C glioma populations, however U87-C glioma cells exhibited a slightly weaker proliferation in
the microfluidic device. U87 and U87-C glioma populations were morphologically heterogeneous
both in the bulk and microfluidic assays. We observed that the macrophage-conditioned stimulation
provided glioma cells with slightly increased motility and extremely significant deformation capabilities
(p < 0.0001). We measured the expression levels of E-cadherin and Vimentin proteins to assess whether
the phenotype of glioma cells in the U87-C population were transformed into the mesenchymal
phenotype. However, immunostaining experiments verified that observed phenotypic changes were
statistically E-Cadherin and Vimentin independent. Our results confirmed enormous heterogeneity
of U87 glioma cell line in terms of mechanophenotypic properties. Herein, we integrated microscale
and macroscale growth conditions and quantified mechanophenotypic properties of glioma cells
thanks to the microfluidic cell culture platform. Considering our results, integration of microfabricated,
single-cell level and traditional, population-level assays will be the future of modern techniques in
cell biology.
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Abstract: A variety of force fields have thus far been demonstrated to investigate electromechanical
properties of cells in a microfluidic platform which, however, are mostly based on fluid shear
stress and may potentially cause irreversible cell damage. This work presents dielectric movement
and deformation measurements of U937 monocytes and U937-differentiated macrophages in a low
conductive medium inside a 3D carbon electrode array. Here, monocytes exhibited a crossover
frequency around 150 kHz and presented maximum deformation index at 400 kHz and minimum
deformation index at 1 MHz frequencies at 20 Vpeak-peak. Although macrophages were differentiated
from monocytes, their crossover frequency was lower than 50 kHz at 10 Vpeak-peak. The change of
the deformation index for macrophages was more constant and lower than the monocyte cells. Both
dielectric mobility and deformation spectra revealed significant differences between the dielectric
responses of U937 monocytes and U937-differentiated macrophages, which share the same origin.
This method can be used for label-free, specific, and sensitive single-cell characterization. Besides,
damage of the cells by aggressive shear forces can, hence, be eliminated and cells can be used for
downstream analysis. Our results showed that dielectric mobility and deformation have a great
potential as an electromechanical biomarker to reliably characterize and distinguish differentiated
cell populations from their progenitors.

Keywords: dielectrophoresis; deformation; mobility; heterogeneity; macrophage; monocyte

1. Introduction

Dielectric parameters are among the essential biophysical properties of cells and can be associated
with various immune and blood diseases [1–5]. Permeability and conductivity of the membrane and
cytoplasm define dielectric properties of a cell in a specific microenvironment, which may change due
to surface area of the cell as given by its size and shape; expression levels of surface proteins; form of
cytoplasm; composition of cytos7ol; the surface charge density of the membrane; the morphologic
complexity of membrane surfaces such as ruffles, microvilli, and blebs; as well as due to interfacial
polarization of ions at the cell surfaces. Discovery of electrophysiological properties of cells, such as
dielectrophoretic mobility, membrane relaxation period, crossover frequency difference, etc., relies
on the phenomenon of dielectrophoresis (DEP), described by Herbert Pohl in 1951 [6]. Yet, intensive
research has been conducted to utilize dielectrophoretic properties of cells to be label-free biomarkers
for immune and blood diseases [7,8]. In this study, we interrogated whether dielectric movement and
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deformation measurements provide a specific, label-free, sensitive electromechanical biomarker for
U937 monocytes and U937-differentiated macrophages.

Monocytes and macrophages can be considered as active machines that can immediately adapt to
their microenvironment for pathogenesis and homeostasis through altering their electromechanical
properties [9,10]. They are highly heterogenetic cells with their morphology, location, tissue-specific
relations, and functional capabilities [11,12]. When examined by electron microscopy, the monocytes
are spherical cells and they have microvilli and microcytotic vesicles, hence, their membrane surfaces
have several ruffles and blebs, whereas macrophages have an irregular shape with electron-dense
membrane-bound lysosomes. Besides, the microenvironment in which macrophages differentiate
defines their shape, biochemistry and function [13]. Although we have been still investigating and
discovering their new functions, such as the roles of macrophages in the electrical conduction of
heart [14], in general, we know that monocytes enroll in tumor formation and invasion via metastasis
and angiogenesis [15,16], macrophages are employed in pathogen recognition, phagocytosis [17],
removal of dead cells and cellular debris [18] and tissue homeostasis [19,20]. Their diverse functions
are continuously controlled by their dynamic microenvironment [21–24].

A pioneering work, sharing the purpose of determining electrical properties of mammalian cells
according to their life cycle, was presented by Eisenberg and Doljanski in 1962. They measured
the electrokinetic properties of liver cells in growth processes [25]. Next, Dr Petty’s research
group reported heterogeneous distribution of electrophoretic mobilities of human monocyte
subpopulations [26], while Dr Bauer and Dr Hannig determined the changes of the electrophoretic
mobility (EM) of human monocytes during in vitro maturation into macrophages [27]. The current
research direction, which investigates the change of cellular dielectrophoretic properties during the cell
cycle, maturation or differentiation, mostly relies on determining the first crossover frequencies
and measuring migration differences of cells [7,8,28,29]. Along the same lines, our previous
investigations have presented the dielectrophoretic characterization and separation of U937 monocytes
and U937-differentiated macrophages using their crossover frequencies and dielectrophoretic mobility
differences according to their membrane permittivity and conductivity in a low conductive DEP
buffer [30–32]. However, none of our previous studies have revealed dielectrophoresis-induced
mechanical deformation of cells. Similarly, Tonin et al. interrogated electrophoretic mobility (EPM)
during yeast growth and observed a nonmonotonic behavior during the cell cycle. They concluded that
the maximal EPM occurred at the initial stage of the growth, and it strongly reduced at its final stage [33].
Song et al. employed DEP to sort human mesenchymal stem cells and their differentiation progeny,
osteoblasts. Their results showed that osteoblasts experienced stronger DEP forces that laterally
migrated them, whereas human mesenchymal stem cells remained on their original trajectories [34].
Dr. Salmanzadeh and his group used contactless DEP and observed that the trapping voltage of
mouse ovarian surface epithelial cells increased as the cells progressed from a non-tumorigenic to
a tumorigenic phenotype [35].

On the other hand, DEP has been utilized as a tool to stretch cells for characterization of
their mechanical properties. It has provided great potential to implement single-cell biomechanical
tests with high-throughput, automation, low complexity and cost, high scalability and portability in
comparison to conventional biomechanical techniques, such as atomic force microscopy [36], optical
tweezers [4,37], magnetic twisting cytometry [38], micropipette aspiration [39], diffraction phase
microscopy [40] and microfluidic ektacytometry [41–43]. In this concept, Guido et al. demonstrated
the capability of this new technique by characterizing deformability of cancerous MCF7 and
noncancerous MCF10A cells [44]. Du and coworkers used this technique to reveal the biophysical
properties of healthy, uninfected and infected red blood cells by Plasmodium falciparum malaria
parasites [45].

In this study, we utilized dielectrophoresis to study the electromechanical properties of monocytes
and macrophages that might quantify their population heterogeneity [11,45,46]. We measured
the movement and calculated the deformation indexes of cells [47] under the influences of
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dielectrophoretic forces when 10–20 Vpeak-to-peak (Vpp) voltage with frequencies ranging from 50 kHz
to 1 MHz have been applied.

2. Materials and Methods

2.1. DEP Buffer Preparation and Conductivity Measurement

DEP buffer with low electrical conductivity was prepared to keep cells viable during the processes
of dielectrophoresis. As it has been previously reported [31], the low conductive DEP buffer [48] was
composed of 8.6% sucrose (product no: LC-4469.1, NeoFroxx, Hesse, Germany), 0.3% glucose (CAS
number 59-99-7, Sigma-Aldrich, Darmstadt, Germany) and 0.1% bovine serum albumin in distilled
water (BSA, product code: P06-1391050, PAN-Biotech, Aidenbach, Germany).

The conductivity of the DEP buffer was 0.002 S/m, as measured by a Corning Model 311 Portable
conductivity meter at room temperature (Cambridge Scientific Products, Watertown, MA, USA).

2.2. Cell Culture

In this study, U937 human monocyte cells (ATCC number: CRL1593.2) provided from ATCC
(American Type Culture Collection, Manassas Virginia) and U937-differentiated macrophages were
obtained by phorbol 12-myristate 13-acetate (PMA, Sigma Aldrich) treatment of U937 monocytes.

U937 cells were maintained in RPMI 1640 medium (Product Number: P04-18047, PAN-Biotech,
Aidenbach, Germany) with 10% fetal bovine serum (FBS) (PAN Biotech, catalogue number: P40-37500,
Aidenbach, Germany) using a T75 tissue culture flask (TPP® Sigma, catalogue number: Z707554) at
37 ◦C with 5% CO2 in humidified air. U937 cells were grown until 80–90% confluency. Cells were
centrifuged at 3000 rpm (Z601039, Hettich® EBA 20 centrifuge, Merck, Darmstadt, Germany) for 5 min.
The number of cells was determined using a hemocytometer (Marienfeld, Germany). The final cell
concentration was adjusted to 3 × 106 cells/mL.

The macrophage differentiation was performed using the 10 ng/mL concentration of the PMA
treatment of 3 × 106 U937 cells in 22.1 cm2 plates (TPP® Product No:93060, Trasadingen, Switzerland)
for 72 h. Next, the cells were maintained in medium without PMA for 48 h. Then, the cells were
collected by treating with the 0.25% (v/v) Trypsin-EDTA (PAN Biotech, catalogue number: P10-019100,
Aidenbach, Germany) solution. The cells were centrifuged at 1800 rpm (Z601039, Hettich® EBA
20 centrifuge, Merck, Darmstadt, Germany) for 10 minutes to remove the remaining culture medium
and washed twice using the DEP buffer.

2.3. 3D Carbon DEP Device

The fabrication process and features of the 3D carbon DEP devices were previously reported [48,49].
The carbon electrode array, a 1.8 mm wide, 3.2 cm long channel, was featured 218 intercalated rows
with 14 or 15 electrodes each [50,51]. Individual electrodes had a height of 100 µm and a diameter
of 50 µm (Figure 1). The numerical analysis to estimate the induced fluidic, electromagnetic and
dielectrophoretic forces in the 3D carbon electrode array was earlier studied using both finite element
analysis and numerical models [48–51].
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Figure 1. Schematic illustration of the experimental setup comprising the cell preparation step,
3D carbon electrode array, imaging and single-cell analysis.

2.4. Experimental Setup

The experimental setup consisted of a signal generator (Model: GFG-8216A, GW Instek,
New Taipei City, Taiwan) with an oscilloscope (Part Number: 54622D, Agilent Technologies, Santa
Clara, CA, USA) to create and observe the electric field, a desktop-acquired upright microscope (Model:
Nikon ME600 Eclipse, Nikon Instruments Inc., Melville, NY, USA) to monitor cells and acquire images
and a programmable syringe pump (Model: NE-1000, New Era Pump Systems Inc., Farmingdale, NY,
USA) to flow the cells into the 3D carbon DEP device. We used 20–200 µL pipette tips (Manufacturer ID:
3120000917, Eppendorf, Hamburg, Germany) to connect microperforated Tygon tubing (Manufacturer
ID: AAQ02103-CP S-54-HL, Cole-Parmer, Vernon Hills, IL, USA) into the inlet and outlet ports of
the 3D carbon-DEP chip (Figure 1).

The experiment started with the sterilization of the electrode array using 70% ethanol and rinsing
with deionized (DI) water using a syringe pump with a 20 µL/min flow rate. Next, the microfluidic
chip was filled with the DEP buffer and the bubbles were removed. Then, 40 µL of the cell suspension
was injected into the chip using a syringe pump with 10 µL/min flow rate. When the cells reached
the electrode area, the flow was stopped, and the cells were released for 30 s. The experiments were
started when the electric field was applied using the signal with 10–20 Vpp frequencies ranging from
50 kHz–1 MHz [30,31].

2.5. Image Acquisition and Data Analysis

The image sequences of cells were recorded using the Nikon ME600 Eclipse upright microscope
(Nikon Instruments Inc., Melville, NY, USA) with 10× magnification in tiff sequence format.
The VideoLAN Client (VLC, VideoLAN version 1.8, Paris, France) program was used to convert image
sequences into the movies.

The acquired images were manually analyzed using open-access ImageJ software (Version 2.0
National Institutes of Health, Rockville, MD, USA). The crossover frequencies of single cells were
determined by computing the movement of the cells according to their initial positions, as described in
references [30,31]. In total, 50 monocyte cells and 30 macrophage cells were followed, and their positions
were recorded. Using GraphPad Prism (Version 5.0) software, Student’s t-test was performed to
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compare dielectric mobilities of monocyte and macrophage populations. * implies that data are
significantly different with p < 0.5.

The deformation index was calculated by manually measuring the height and width of 45 single
monocyte and macrophage cells, and these single cells were continuously monitored, in each frequency.
One-way analysis of variance and Tukey’s multiple comparison test were carried out using GraphPad
Prism (Version 5.0) software to determine the significance. * and ** indicate that data are significantly
different with p < 0.5 and p < 0.05, respectively. All measurements were provided in detail in
the figure legends.

3. Results

3.1. Dielectrophoretic Movement

DEP offers the possibility to affect the movement of polarized particles in the non-uniform electric
field. We can define the DEP force according to the difference between the dielectric properties of
the particle and its suspension medium [52,53].

FDEP = 2πr3εmRe(K(ω))∇E2 (1)

The DEP force (FDEP) is related to the radius of the particle, the permittivity of the surrounding
medium (εm), the real part of the Clausius–Mossotti factor (Re(K(ω)) and the applied electric field (E).
The Clausius–Mossotti factor is defined as given by

K(ω) =
(ε∗c − ε∗m )

(ε∗c + 2ε∗m )
(2)

Here, ε∗c is known as the complex permittivity of a cell and ε∗m is the complex permittivity of
the surrounding medium. The subscripts “m” and “c” mean suspending medium and cells, respectively.
The complex permittivity can be expressed as

ε∗ = ε+
jσ
ω

(3)

where ε is the permittivity, σ is the conductivity and ω (ω = 2π f ) includes the electric field frequency.
When the value of the Re(K(ω) is positive, the particle is attracted by the strong electric field region
referred to as positive DEP (pDEP). When the value of the Re(K(ω) is negative, the particle is repelled
by the high electric field region referred to as negative DEP (nDEP). The crossover frequency can be
defined as the cessation of the particle motion, which is specific for the particles.

To quantify heterogeneity of monocytes and macrophages according to their dielectrophoretic
behaviors, we applied the non-uniform AC electric field and determined the location of the cells in each
frequency ranging from 50 kHz to 1 MHz (Figure 1). Our previous work presents the determination of
the crossover frequencies in detail for the immune cells [30].

The translational movement of the cells was generated by dielectrophoretic forces and no fluid flow
can introduce any drag force on the cells. Figure 2 demonstrates the number of cells that experienced
strong pDEP (3), pDEP (2), weak pDEP (1), CF (0), weak nDEP (−1), nDEP (−2), strong nDEP (−3) at 50,
100, 200, 300, 400 and 1000 kHz frequencies when 20 and 10 Vpp voltages were applied for monocytes
and macrophages, respectively.
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Figure 3. Comparison between the DEP movement of monocyte and macrophage cells. The 

magnitude of movement is categorized as very strong (3), strong (2), and weak forces (1). The “-” sign 

refers to nDEP. Measurements are the mean and error. n = 50 for monocytes, n = 30 for macrophages. 

Figure 2. Dielectrophoretic responses of monocytes and macrophages: (a) Positions of the cells in
the electrode array when they are influenced by nDEP, crossover frequency (CF) and pDEP, respectively;
(b) Translational movement of U937 monocytes under 20 Vpp, 50 kHz–1 MHz nonuniform AC field;
(c) Translational movement of U937-differentiated macrophages under 10 Vpp, 50 kHz–1 MHz
nonuniform AC field. The cool colors show the number of nDEP- behaved cells due to repelling
DEP forces while the warm colors demonstrate pDEP-responded cells owing to attractive DEP forces.
Zero means the crossover frequency with zero movements, which is coded in green color. n = 80 for
monocytes, n = 30 for macrophages.

Figure 2 demonstrates the dielectrophoretic behavior of the U937 monocytes and
U937-differentiated macrophages under the influence of nonuniform electric field within the 3D
carbon electrode array. Figure 2b shows that monocyte cells experienced nDEP to pDEP forces with
increasing frequencies (n = 80 monocyte cells). The crossover frequencies of monocytes were between
100 to 200 kHz. The uniformity of pDEP responses of the monocytes was improved with increasing
frequencies ranging from 200 kHz to 1 MHz, the strongest nDEP (−3, dark blue), the strongest pDEP
(3, red) see Supplementary Video 1.

On the other hand, when the same experiment was performed using the U937-differentiated
macrophage cells, they mostly exhibited pDEP behavior (warm colors yellow-red colors) and their weak
crossover frequency was around 50 kHz (green), as shown in Figure 2b. The fraction of macrophage cells
which immediately presented pDEP response was greater than the nDEP subpopulation. The number
of nDEP experienced cells were not broadly changed in comparison to monocyte cells. Since most
of the macrophage cells immediately experienced pDEP behavior and were attracted by the strong
dielectrophoretic forces generated by 3D carbon electrodes, the number of analyzed cells in Figure 2b is
limited to 30 cells; however, the initial number of cells was always 3 × 106 cells/mL for the experiments
(see Materials and Methods Section 2.2. Cell culture, Supplementary Video 2).

The monocyte population showed smooth nDEP (blue) to crossover (green) and crossover
to pDEP (red) transition as a whole monocyte population, as shown in Figure 2a. On the other
hand, the macrophage population exhibited more likely a bimodal distribution that is either
the macrophage cells in nDEP (blue) or pDEP (red) in comparison to the monocyte population
(Figure 2b). Therefore, the dielectric movement of the U937-differentiated macrophages showed more
heterogeneous population responses than the U937 monocyte population which is the originals of
U937-differentiated macrophages.
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Figure 3 compares the dielectrophoretic movement of the U937 monocytes and U937-differentiated
macrophages. The macrophages moved from the nDEP region to pDEP region when 50 kHz at 10 Vpp

was applied. The monocytes experienced nDEP to pDEP transition when 100–150 kHz at 20 Vpp was
provided. When both the monocyte and macrophage populations exhibited strong pDEP forces at 1
MHz, there was not any significant difference between the trapping regions of the cells according to
Student’s t-test (p value was 0.892, where * p < 0.5 was significant), as shown in Figure 3. This result
may show that the interfacial polarization difference between the cytoplasm and plasma membrane
can be stronger for macrophages than monocytes [54]. Therefore, the observed macrophage dielectric
properties at 1 MHz can be related to both membrane and cytoplasm properties of macrophages,
whereas the membrane features might dominate for the monocyte dielectric properties at 1 MHz.
These varying biophysical properties between monocytes and macrophages might explain their distinct
trapping regions inside the 3D carbon DEP device.
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Figure 3. Comparison between the DEP movement of monocyte and macrophage cells. The magnitude
of movement is categorized as very strong (3), strong (2), and weak forces (1). The “-” sign refers to
nDEP. Measurements are the mean and error. n = 50 for monocytes, n = 30 for macrophages.

3.2. Dielectrophoretic Deformation Index

While dielectrophoretic forces distributed the cells in the electrode array according to
their polarizability difference, DEP forces were also capable of creating deformation on the cells.
As mentioned above, monocytes and macrophages are well-known cells for their plasticity
properties [9,10]. When mammalian cells were exposed to large external flow forces in variable
microenvironments using microfluidics, they became elongated, varied in size, and tended to return to
their original shape once the external forces were removed [42,55].

We determined the dielectrophoretic deformation indexes (DDI) of the single U937 monocyte
and the U937-differentiated macrophage cells using the non-uniform AC electric field varying from
50 kHz to 1 MHz frequency. The DDI values of each monocyte and macrophage cells were calculated
for 47 cells as defined in Equation (4) [50], where H (µm) was the major and W (µm) was the minor
axes of the cells, as shown in Figure 4a.

DI =
H
W

(4)

Figure 4 illustrated the DDI distribution for the monocytes (Figure 4b,d) and macrophages
(Figure 4c,e), including the outliers. Monocyte population demonstrated significant DDI difference
between 0–400 kHz, and 50–400 kHz at 20 Vpp (p < 0.5, Section 2 Materials and Methods, Section 2.5
Image acquisition and data analysis). The increased pDEP forces made the monocytes taller while
attracting to the strong pDEP regions. When the pDEP forces reaches their maximum, the monocyte
cells became wider and their deformation index significantly decreased at 300 kHz–1 MHz, and 400
kHz–1 MHz, 20 Vpp (p < 0.05), as shown in Figure 4b. Monocyte cells tended to generate pearl chain
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like organization under the influences of strong pDEP forces. Figure 4d displays the underlying
dynamics of monocyte population when the change of deformation index was followed for each
single cell. Single-cell analysis was performed when the DEP forces were applied for 50–500 kHz.
The deformation index for the U937 monocytes were dynamically changed and created a zig-zag
pattern within the 0.433–2.147 boundaries. Contrary to the deformation of monocytes, macrophages
did not considerably alter their deformation (Figure 4c). Figure 4e demonstrates the deformation
index of single macrophages that was exposed to DEP forces for the frequency range of 50–500 kHz.
The change of deformation index for the U937-differentiated macrophage cells was more stable than
U937 monocytes. The deformation indexes of macrophages exhibited smooth trajectories within the
boundaries of 0.457–1.588.
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Figure 4. Dielectrophoretic deformation indexes (DDI) of U937 monocytes and U937-differentiated
macrophages: (a) Representative image for the measurement of DDI. DDI values were presented with
mean and standard error for population (n = 45). (b) single (n = 47) (d) monocyte cells; 45 population
(c), single (n = 47) (e) macrophage cells. Tukey’s multiple comparison test is applied for (b). * and **
indicate that data are significantly different with p < 0.5 and p < 0.05, respectively. Each color displays
the change of deformation indexes of single cells during the frequencies applied for the range of
50–500 kHz in (d) and (e).

Figure 5 demonstrates that there was a significant DDI difference between U937 monocytes
and U937-differentiated macrophages at 300 kHz (p < 0.5) and 400 kHz (p < 0.05) according to
Tukey’s multiple comparison test as explained in the Materials and Methods Section 2.5. (Image
acquisition and data analysis). Monocyte population has higher DDI in comparison to macrophage
population at 300 and 400 kHz, where both cell types were under the influences of pDEP forces. Next,
increasing the frequencies decreased the DDI for monocyte cells, whereas it did not affect the DDI for
macrophage cells.

130



Micromachines 2020, 11, 576

Micromachines 2020, 11, 576 8 of 15 

 

Figure 4. Dielectrophoretic deformation indexes (DDI) of U937 monocytes and U937-differentiated 

macrophages: (a) Representative image for the measurement of DDI. DDI values were presented with 

mean and standard error for population (n = 45). (b) single (n = 47) (d) monocyte cells; 45 population 

(c), single (n = 47) (e) macrophage cells. Tukey’s multiple comparison test is applied for (b). * and ** 

indicate that data are significantly different with p < 0.5 and p < 0.05, respectively. Each color displays 

the change of deformation indexes of single cells during the frequencies applied for the range of 50–

500 kHz in (d) and (e). 

Figure 4 illustrated the DDI distribution for the monocytes (Figure 4b,d) and macrophages 

(Figure 4c,e), including the outliers. Monocyte population demonstrated significant DDI difference 

between 0–400 kHz, and 50–400 kHz at 20 Vpp (p < 0.5, 2. Materials and Methods, 2.6. Image 

acquisition and data analysis). The increased pDEP forces made the monocytes taller while attracting 

to the strong pDEP regions. When the pDEP forces reaches their maximum, the monocyte cells 

became wider and their deformation index significantly decreased at 300 kHz–1 MHz, and 400 kHz–

1 MHz, 20 Vpp (p < 0.05), as shown in Figure 4b. Monocyte cells tended to generate pearl chain like 

organization under the influences of strong pDEP forces. Figure 4d displays the underlying dynamics 

of monocyte population when the change of deformation index was followed for each single cell. 

Single-cell analysis was performed when the DEP forces were applied for 50–500 kHz. The 

deformation index for the U937 monocytes were dynamically changed and created a zig-zag pattern 

within the 0.433–2.147 boundaries. Contrary to the deformation of monocytes, macrophages did not 

considerably alter their deformation (Figure 4c). Figure 4e demonstrates the deformation index of 

single macrophages that was exposed to DEP forces for the frequency range of 50–500 kHz. The 

change of deformation index for the U937-differentiated macrophage cells was more stable than U937 

monocytes. The deformation indexes of macrophages exhibited smooth trajectories within the 

boundaries of 0.457–1.588. 

Figure 5 demonstrates that there was a significant DDI difference between U937 monocytes and 

U937-differentiated macrophages at 300 kHz (p < 0.5) and 400 kHz (p < 0.05) according to Tukey’s 

multiple comparison test as explained in the Materials and Methods section (2.6. Image acquisition 

and data analysis). Monocyte population has higher DDI in comparison to macrophage population 

at 300 and 400 kHz, where both cell types were under the influences of pDEP forces. Next, increasing 

the frequencies decreased the DDI for monocyte cells, whereas it did not affect the DDI for 

macrophage cells.  

 

Figure 5. Comparison of the dielectrophoretic deformation indexes for the monocytes and 

macrophages without outliers. Measurements are the dielectrophoretic deformation index with mean 

and standard error for 45 monocyte and 45 macrophages cells. Tukey’s multiple comparison test is 

applied. * and ** indicate that data are significantly different with p < 0.5 and p < 0.05, respectively. 

  

Figure 5. Comparison of the dielectrophoretic deformation indexes for the monocytes and macrophages
without outliers. Measurements are the dielectrophoretic deformation index with mean and standard
error for 45 monocyte and 45 macrophages cells. Tukey’s multiple comparison test is applied. * and **
indicate that data are significantly different with p < 0.5 and p < 0.05, respectively.

3.3. Dielectric Mobility and Membrane Relaxation Time

The principle of examining the polarized particles with DEP has been implemented to reveal
the biophysical properties of cells since 1962 [25,33,56–62]. The strongest motivation beyond these
studies has been the development of label-free dielectric biomarkers to distinguish healthy and
pathological cells, since surface charge density of cells plays key roles in exocytosis, endocytosis,
cell adhesion [63,64], binding of proteins [65–67] etc. The electrophoretic behavior of single cells has
been predicted using the mathematical models that define the relationship between the mobility and
the surface charges acting upon a cell suspending in a low conductive medium [67].

Here, we investigated whether dielectric mobility (µDEP) [68] and membrane relaxation time
(τ) [69] values are intrinsic, specific, dielectric markers that reliably distinguish U937 monocytes and
U937-differentiated macrophages cell populations that have the same cell origin.

The dielectric mobility has been defined by Crowther and coworkers as in Equation (5),
where η denotes the viscosity of the DEP buffer [68].

→
vDEP = −µDEP∇

∣∣∣∣∣
→
E
∣∣∣∣∣
2
= −

(
εmr2K(w)

3η

)
∇
∣∣∣∣∣
→
E
∣∣∣∣∣
2

(5)

The membrane relaxation time (τ) was expressed in Equation (6), where Ccell membrane means
the membrane capacitance of the cells [69].

τ = rCcell membrane

(
1

σcell membrane
+

1
2σm

)
(6)

Using the equations above, the dielectrophoretic mobility and membrane relaxation time values
were calculated with the physical and electrical properties of the monocyte and macrophage cells, and
the low conductive DEP buffer, as presented in Table 1.

The dielectric mobilities were calculated as 6.99 × 10−18 m4/V2s and 12.40 × 10−18 m4/V2s for
monocytes (µDEPMonocyte) and macrophages (µDEPMacrophage), respectively. The membrane relaxation
time values for the monocytes (τMonocyte) were 2.63 × 105 s, while (τMacrophage) was 2.73 × 105 s for
the macrophages. Here, the membrane capacitance values used for the calculations were not belonged
to specifically for the U937 monocytes and U937-differentiated macrophages, as noted in Table 1 [70–72].
To the best of our knowledge, the exact membrane capacitance value for the U937 macrophages has
not been yet measured. Therefore, the values in Table 1 should be carefully interpreted.
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Table 1. Dielectric markers specific to U937 monocytes and U937-differentiated macrophages.

Parameters (Units) Values Resources

rMonocyte (m) 1.15 × 10−5 Measured
rMacrophage (m) 1.5 × 10−5 Measured
K(ω) Monocyte 0.976 Calculated [67]
K(ω) Macrophage 0.979 Calculated [67]
εm (C/V.m) 6.90 × 10−10 -
ηwater (kg/s.m) 8.90 × 10−4 -
σm (S/m) 2 × 10−3 Measured
σMonocyte membrane (S/m) 7 × 10−13 [70]
σMonocyte membrane (S/m) 7 × 10−13 [70]
σMacrophage membrane (S/m) 7 × 10−13 Assumed
CMonocyte (F/m2) 0.016 ± 0.002 [70,71]
CMacrophage (F/m2) 0.013 ± 0.001 [70,71]
τMonocyte (s) 2.63 × 105 Calculated
τMacrophage (s) 2.73 × 105 Calculated
µDEPMonocyte (m4/V2s) 6.99 × 10−18 Calculated
µDEPMacrophage (m4/V2s) 12.40 × 10−18 Calculated

4. Discussion

Monocytes and macrophage cells, sharing the same cell origin, have been compared according
to their dielectrophoretic mobility and deformation. Both monocyte and macrophage populations
exhibited inter-individual difference due to their intrinsic properties such as size, shape, and changes
in membrane surface organization that may result in heterogeneity in their DEP responses.

Here, the crossover frequency of U937 monocytes was around 150 kHz. The U937-differentiated
macrophage cells exhibited weak crossover frequency around 50 kHz (Figure 2). We used
the computational tool for dielectric modeling published by Cottet, J. et al. and obtained the CM factor
K(ω) values for the monocytes (K(ω) Monocyte) and macrophages

(
K(ω) Macrophage

)
as 0.976 and 0.979,

respectively [67] (Table 1). Since the K(ω) Macrophage) was slightly higher than the (K(ω) Monocyte),
macrophages were exhibited pDEP behavior earlier than monocytes (see Figure 2b,c and Figure 3).
The uniformity of pDEP responses of the monocytes was improved with increasing frequencies
(see Supplementary Video 1), the macrophages displayed both nDEP and pDEP fractions for the whole
frequencies ranging from 50 kHz–1 MHz (see Supplementary Video 2). Although there was no
significant difference between the trapping regions of the cells (Student’s t-test: p value was 0.892,
where * p < 0.5 was significant), the DEP movement of macrophages were more heterogeneous than
monocytes (Figure 3). We previously reported dielectrophoretic characterization and separation
of U937 monocytes and U937-differentiated macrophages according to their crossover frequencies
in [30–32].

This study, contrary to our previous work, reported that the translational DEP forces were not only
moved cells according to their polarizability differences inside the electrode array, they also created
irreversible deformation on the cells. Monocyte and macrophage cells display high plasticity among
immune cells [9,10,42,55]. When DEP forces were introduced, the deformation index of monocytes
first increased (0–400 kHz), then decreased with increasing pDEP forces (400 kHz–1 MHz), as shown in
Figure 4. On the other hand, the deformation index of the macrophage cells did not exhibit significant
difference for the frequencies ranging from 50 kHz to 1 MHz (Figure 4). When the dielectrophoretic
deformation indexes of the monocyte and macrophage cell populations were compared, according to
Tukey’s multiple comparison test, the increase in the deformation index of monocytes was significantly
higher than the deformation index of macrophages at 300 kHz (p < 0.5) and 400 kHz (p < 0.05),
as shown in Figure 5. Here, we calculated the DEP deformation indexes of the cells (Figure 4a: location
of the cells according to electrodes) as we measured their translational mobility due to applied FDEP

(Figure 2a: position of the cells according to electrodes). Therefore, it relied on the spatial distribution of
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the cells within the electrode array since the DEP forces depend on polarizability of the cells according
to their intrinsic properties. The applied DEP forces synchronized the cells spatiotemporally within
the electrode array and we measured the deformation of single cells at their specific locations when
the specific frequencies and voltages were applied, therefore, we achieved to obtain consistent results
for the dielectric deformation indexes of the cells (Figure 4d,e).

In addition to experimental results, the dielectrophoretic mobility and membrane relaxation time
values were predicted using the physical and electrical properties of the monocyte and macrophage
cells, and the low conductive DEP buffer (Table 1) [68–72]. The calculated values were quite
similar both for monocytes and macrophage cells. However, the values in Table 1 should be
carefully interpreted since there are still unknown dielectric parameters for the U937 monocytes and
U937-differentiated macrophages.

Our results marshalled considerable evidence for the feasibility of using dielectric mobility and
dielectric deformation index as a dielectric biomarker that presents biophysical differences between
the cell lines which shares the same origin. To the best of our knowledge, this is the first study that
presents dielectric deformation indexes of cells and may become a practical method for achieving
a specific, high-throughput, continuous, label-free, sensitive electromechanical characterization and
classification technique for U937 monocytes and U937-differentiated macrophages.

Our further studies will focus on separation and recovery of cells with different deformation
indexes from the 3D carbon DEP platform for downstream analysis using immunostaining and
quantitative reverse transcription-polymerase chain reaction (RT-qPCR) techniques. Hence, we can
promptly explain the dielectrophoretic mobility and deformation differences in terms of transcription
and protein expression levels in the membrane surface and cytoskeletal components. Moreover, we can
employ this method for further characterization of macrophage subpopulations, and it may provide
value in increasing our understanding of the nature of tumor associated macrophages (TAMs).

5. Conclusions

This study presents heterogeneity of monocytes and macrophages according to their intrinsic
dielectrophoretic properties in terms of dielectrophoretic deformation indexes. We performed dielectric
deformation measurements of the U937 monocytes and U937-differentiated macrophages with similar
radius and dielectric characteristics using 3D carbon electrode microfluidic platform both at population-
and single-cell level. We calculated deformation indexes of the cells when 10–20 Vpp voltage with
frequencies ranging from 50 kHz to 1 MHz have been applied.

Our results showed that the crossover frequency for the monocytes was around 150 kHz [30–32].
Monocytes presented maximum deformation at 400 kHz and minimum deformation around
1 MHz frequencies at 20 Vpp. On the other hand, the crossover frequency for the macrophages,
which differentiated from monocytes, was lower than 50 kHz, 10 Vpp [30–32]. Moreover,
the dielectrophoretic deformation index for the macrophages was not significantly varied from 50 kHz
to 1 MHz frequency range. We conclude that the change of the deformation index for macrophages was
less in comparison to monocytes. Both dielectric mobility and deformation spectra revealed significant
differences between the dielectric responses of U937 monocytes and U937-differentiated macrophages,
which share the same origin.

Our method can be advanced for the development of label-free, specific, and sensitive single-cell
characterization tools. This technique eliminates the possibility of damaging the cells by aggressive
shear forces while allowing these cells to be used for further downstream analysis. To advance
this work, we focus on development of automated image analysis tools to obtain directly deformation
indexes and mobility data of cells from the acquired DEP videos.

Here, we particularly underlined FDEP-generated deformation index of monocytes and
macrophages, since these cells are among the white blood cells which are capable of infiltrating
different types of tissues. Further DEP studies might interrogate to quantify other immune cells or
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their subsets (TAMs), and whether their intrinsic cellular heterogeneity can be quantified according to
their dielectrophoretic deformation indexes.
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Abstract: Cytokine secretion researches have been a main focus of studies among the scientists
in the recent decades for its outstanding contribution to clinical diagnostics. Localized surface
plasmon resonance (LSPR) technology is one of the conventional methods utilized to analyze these
issues, as it could provide fast, label-free and real-time monitoring of biomolecule binding events.
However, numerous LSPR-based biosensors in the past are usually utilized to monitor the average
performance of cell groups rather than single cells. Meanwhile, the complicated sensor structures
will lead to the fabrication and economic budget problems. Thus, in this paper, we report a simple
synergistic integration of the cell trapping of microwell chip and gold-capped nanopillar-structured
cyclo-olefin-polymer (COP) film for single cell level Interleukin 6 (IL-6) detection. Here, in-situ
cytokine secreted from the trapped cell can be directly observed and analyzed through the peak
red-shift in the transmittance spectrum. The fabricated device also shows the potential to conduct the
real-time monitoring which would greatly help us identify the viability and biological variation of
the tested single cell.

Keywords: localized surface plasmon resonance (LSPR) technology; Interleukin 6 (IL-6) detection;
single cell trapping; single cell level immunoassay

1. Introduction

Cytokines are a broad and loose category of small immunological protein biomarkers secreted
by the immune cells. They play a critical role in adjusting the cell signaling, cell differentiation and
biological response in the human immune system, and are proven to be involved in cell autocrine,
paracrine and endocrine signaling as immune-modulating agents [1–4]. Thus, the researches about
cytokines have been a main focus of studies among the scientists in the recent decades. Among all the
cytokines, IL-6 stands out for its outstanding contribution to clinical diagnosis and cell immunoassay.
It is an interleukin that acts as both a pro-inflammatory cytokine, an anti-inflammatory myokine
and also an important mediator of fever and acute phase responses [5]. In addition, the IL-6 is
responsible for stimulating acute phase protein synthesis, as well as the production of neutrophils in
the bone marrow. It supports the growth of B cells and is antagonistic to regulatory T cells [6–8]. Thus,
the detection of IL-6 becomes our first target in this research.
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The enzyme-linked immunosorbent assay (ELISA) is one of the most widely used conventional
methods for cytokine detection recently. This conventional method allows sufficient quantification
of target proteins via only a simple parallel array-type operation [9,10]. However, there still exists
some weak points within this method. For example, the ELISA requires secondary antibodies that
bind with target analytes and complex sample labeling, which make it time consuming [11]. To deal
with the weak points of ELISA, the scientists report an improved technology named enzyme linked
immunospot (ELISPOT) assay. The ELISPOT is a type of method that focuses on the quantitatively
high-throughput measuring of single cell level cytokine secretion with much higher sensitivity [12].
Although numerous advantages could be provided by ELISPOT, there still remains a huge concern that
the personal counting errors during the experiments will have an impact on the final results [13–15].
Another conventional method, fluorescence-based single cell intensity detection, requires multiple
times fluorescence dyes staining which is also time consuming and complex. At the same time,
a large amount of sample volume is needed, which has a great impact on the saving of precious
samples especially in clinical applications [16–18]. Aside from the technologies mentioned above,
the localized surface plasmon resonance (LSPR) is another widely used method for fast, label-free and
real-time monitoring of biomolecule binding events [19–22]. The LSPR is a plasmonic phenomenon
that arises around nanoscale structures or nanoparticles of noble metals when light is illuminated
onto a nanoscale-featured sensing surface [21,23–25]. It will occur when the natural frequency of
the oscillating conduction electrons of the conductive metal nanoparticles matches the incident light
frequency, causing resonant oscillations of electrons [23,26,27]. Currently, LSPR-based biosensors utilize
the biomolecular interactions that lead to the change of the refractive index (RI) in the vicinity of the
sensing surface to conduct the spontaneous detection, which is proved highly significant for diagnostic
and point-of-care testing (POCT) purposes [21,28]. Especially for detecting the antibody–antigen
interactions, any changes of RI could result in a sensitive response in the LSPR-induced light absorption
spectrum, which is beneficial for quantitative analysis. Until now, numerous LSPR-based biosensors
integrated with microfluidics have been proposed for therapeutic applications and potential to realize
the portable detecting platforms [29–31].

In order to fabricate the cost-effective LSPR-based biosensors, a cheap mass production technology
such as nanoimprinting is extremely needed. Thus, in the previous research, we have already reported
the fabrication of a nanoimprinted gold-capped nanopillar structures on cyclo-olefin-polymer (COP) for
LSPR-based detections [4]. In this work, a microwell array and a gold-capped nanopillar structure were
integrated into a simple analysis platform. Further research showed that microwell arrays could provide
the relatively high single cell occupancy capability and meanwhile supply a suitable environment for
long-time and real-time monitoring. Thousands of individual cells could be trapped and monitored
within trap sites through simple gravitational sedimentation. The regular cell migration and cell-to-cell
interactions could also be avoided by the trapping structure and well-to-well pitches [32–35]. In our
proposed device, the edge area of the microwell structure was utilized to detect the RI change owing to
the cytokine secretion and antibody binding.

In this research, fresh cultured IL-6 over-expressed Jurkat cells were utilized to evaluate the
sensitivity and capability of our fabricated device. The cultured cells were directly trapped and started
to release IL-6 which would immediately bind with the antibody on the surface of nanopillar-structured
LSPR detection film without stimulation [6,36,37]. The result proved that our fabricated device
has the potential to trap single cells reaching over 60% occupancy efficiency with relatively low
cell concentrations and volumes, which is extremely significant in clinical diagnosis. Furthermore,
the device shows the capability to detect the single cell transmittance spectrum peak red-shift caused
by single cell cytokine secretions and a maximum of 1.8 nm peak shift was observed by our device
through real-time cell monitoring.
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2. Materials and Methods

2.1. Fabrication of Porous Alumina (PA) Mold

In this research, the nanoporous anodic alumina oxide (AAO) was first prepared as the mold for
nanopillar structure formation on cyclo-olefin-polymer (COP) films. The whole fabrication process has
already been reported in our previous report in detail [4]. Briefly, the AAO mold was fabricated using
a two-step anodizing treatments. The first anodizing step was conducted under a constant voltage
of 80 V for 1 h to generate an aluminum oxide layer on the polished aluminum plate. Afterwards,
the layer was removed by sinking inside a mixer containing phosphoric acid (1.16%, w/v) and chromic
acid (5%, w/v) at 60 ◦C. The second anodizing step was conducted under a constant voltage of 80 V for
1 min. Finally, the phosphoric acid etching was carried out for 13 min at 40 ◦C. Then, the treated mold
was carefully dried by pure N2 gas and stored for further use.

2.2. Fabrication and Immobilization of Gold-Capped Nanopillar Structured Polymer Film

The whole nanoimprinting procedure was conducted with X-300H (SCIVAX Corp., Kawasaki,
Japan). A pressure of 0.83 MPa was applied for 1 min at 100 ◦C immediately after the PA-mold and
COP (ZF-14-188) film were carefully arranged to the machine stage. Afterwards, the temperature
was increased into 160 ◦C and the pressure was increased to 2 MPa for 10 min. Next, the pressure
was released and the whole stage was cooling down to 80 ◦C. The processed COP film was carefully
peeled off from the PA-mold. Next, the oxygen plasma etching was performed on the treated COP film
to create an uneven structure on the surface of the nanopillar. According to the mechanism, it was
considered that the COP resin surface was irradiated with oxygen (oxygen radicals) in a high energy
state which would combined with carbon constituting the COP resin, vaporized and decomposed as
CO2 [38]. After 60 s oxygen plasma treatment, the surface of the pillar roughened as shown in the
scanning electron microscope (SEM) image in Figure 1. The diameter of the larger size pillar ranged
from 150–200 nm and the distance between pillars was ranged from 20–50 nm. In addition, due to the
oxygen plasma treatment, several smaller pillars ranging from 30–50 nm were formed on the surface of
larger pillars. Then, the transformed COP chip was sputtered with gold using the Compact Sputter
machine (ULVAC ACS4000, Yokohama, Japan) to form a 35 nm layer of gold on the COP film surface.
Afterwards, it came to the immobilization steps. First, the gold-sputtered COP chip was submerged
into the 10 mL 10-carboxy-1decanethiol reagent for 30 min to from a self-assembled monolayer (SAM)
layer on the COP film surface and carefully washed with 99.5% Ethanol followed by a drying step via
pure N2. Next, 100 µL of mixed reagent which consist of 0.1 M N-Hydroxysuccinimide (NHS) and
0.4 M 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (WSC) was uniformly dripped
onto the surface of the COP film for 10 min and followed by a washing step via phosphate buffer saline
(PBS) for activation. Furthermore, 100 µL of 50 ng/mL Anti-IL-6 was uniformly dripped onto the film
surface for 30 min to combine with the previously made SAM layer. Finally, 100 µL of 1% BSA was
coated onto the COP film surface for 30 min to block the whole structure followed by a washing step
with PBST (PBS with 0.05% Tween-20) and PBS.

2.3. Fabrication of Cell Trapping Micro-Well Structured Chip

To fabricate the cell trapping chip, a clean silicon wafer mold was necessary. About 5 mL SU-8
3025 (Microchem, Newton, MA, USA) was first spin-coated on the surface of a clean 4-inch diameter
silicon wafer according to the data sheet provided by the manufacturer at around 3000 rpm for 30 s to
form a 20 µm uniform SU-8 layer. Afterwards, the cured SU-8 layer was exposed under the previously
prepared glass mask and ultraviolet (UV) light for 6 s using a mask aligner (Mikasa, MA-10, Tokyo,
Japan). The exposed mold was then treated under post exposure bake (PEB) protocol at 95 ◦C for 4 min
followed by a developing process. Finally, the mold was rinsed, dried and stored in a clean container
for further use. A clean 2 mm thick COP chip was carefully covered on the surface of the fabricated
silicon mold and transferred into the nanoimprint machine. The nanoimprint step was performed
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under 1000 N pressure for 10 min under 40 ◦C. Afterwards, the COP chip was carefully removed from
the mold and the cell trapping chip was successfully fabricated with the well diameter ranging from
13–15 µm. When the diameter of the microwell was set to 10 µm or lower, almost no single cells could
be trapped by our device. Besides, if the diameter of the microwell was set to 16 µm or higher, there
would be a high possibility to have cells stacking problems. Thus, here in our research, we choose to
use the 13 µm as the standard diameter of the microwells.
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2.4. Sensitivity Evaluation of the Gold-Capped COP Chip

The evaluation of the gold-capped COP film sensitivity is a quite significant index for analyzing
the utility of the chip. In our research, the transmittance spectrum of the gold-capped COP surface
was measured with the microscope (OLYMPUS IX70) with a spectrometer. Different refractive index
environments were first evaluated, such as H2O (n = 1.33), 1 M glucose (n = 1.35), ethylene glycol
(n = 1.43) and glycerol (n = 1.47). The absorption spectrum peak red-shift which resulted by the
LSPR phenomenon was observed and plotted. The slope of the curve (peak shift/refractive index) was
determined as the bulk sensitivity of the fabricated COP film. In addition, different concentrations of the
IL-6 reagents were measured as the positive group, and the IgA reagent was measured as the negative
group. Followed by this protocol, the limitation of detection (LOD) for IL-6 could be calculated.

2.5. Single Cell Occupancy Capability Evaluation of the Trapping Chip

The fresh cultured Jurkat cells were utilized to measure the occupancy capability of the fabricated
micro-well structure COP chip. The cell trapping chip was first surrounded by the silicon rubber sheet
for better injection of cell suspensions. Next, the chip was washed with MilliQ water and vacuumed to
remove the trapped bubbles. Afterwards, 100 µL of cultured Jurkat cell suspension (concentration
is 1 × 105 cells/mL) was carefully pipetted onto the surface of the chip and waited for 15 min for
gravity sedimentation. After cell sedimentation, a syringe was utilized to provide suitable fluid power,
which would help to pipe out the extra media and cells from the device to avoid the cell stacking
problems, as demonstrated in Figure S2. Finally, 10 µL of CD31 conjugated with FITC was utilized for
fluorescence staining and the chip was stored under 4 ◦C for 30 min before monitoring. Counting the
single cell position using this fluorescence-based technique could also greatly reduce the possibility to
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treat the stacked cells as the single cells. Optical observation was performed directly using an inverted
microscope (Olympus IX-71, Tokyo, Japan) with ×10 magnification.

2.6. Real-time Monitoring of Single Cell IL-6 Secretion Situation

Fresh cultured IL-6 over-expressed Jurkat cells which could release a relatively greater number
of IL-6 cytokines used for real-time cell monitoring. All the experimental tools were washed and
autoclaved in advance to avoid any contamination. The cells were first cultured in the common media:
89% Roswell Park Memorial Institute (RPMI) 1640 media, 10% Fetal Bovine Serum (FBS) and 1%
penicillin. Next, the cultured cells were carefully dripped onto the surface of the trapping chip and we
waited 15 min for sedimentation. The COP detection film was cut into 1 × 1 cm2 pieces before the
LSPR measurement. Afterwards, the cut film was covered on the top of the trapping chip, bound
tightly and the integrated device was carefully placed under the microscope (OLYMPUS IX70, Tokyo,
Japan) for real-time observation. The cell spectrum data was recorded every 6 min until 54 min, and
the peak shifts in the absorption peak wavelength were recorded and visualized in a bar graph.

3. Results and Discussion

3.1. Morphology Characterization of the COP Detection and Trapping Device

The whole procedure to fabricate the single cell cytokine secretion detection device is shown in
Figure 1. The device is simply the combination between the nanopillar-structured COP detection film
and thick COP cell trapping chip, which is easily fabricated and portable. Figure 1 also shows the
scanning electron microscope (SEM) image of the pillar structure. The anodization conditions have
already been optimized for ease of removing the nanoimprinted COP film from the mold and formation
of the nanostructures. In this research, several different well diameters and depths were evaluated to
find the optimized conditions. As the diameter of target Jurkat cells were ranging from 8–12 µm, the
single cell occupancy efficiency became relatively low when the trapping well diameter was less than
10 µm or over 16 µm which would lead to a high possibility to trap none or multiple cells. Meanwhile,
the well depth also has a high impact on the cell occupancy efficiency. The experiment showed that the
well depth ranging from 15–20 µm was more suitable for cell trapping. Thus, in our research, we finally
chose to use the 13 µm diameter and 19 µm depth as the standard data to fabricate the trapping chip.
Figure 1 (bottom) demonstrates the whole cell trapping chip and micro-well structures. In the whole
design, 5000 single cell trapping wells are fabricated within the 1 × 1 cm2 area for high-throughput
research and the well pitch is adjusted to 100 µm to avoid any cell-to-cell contaminations.

3.2. Sensitivity Evaluation of the COP Film via Transmittance Spectrum Peak Red-Shift

The LSPR transmittance peak shifts data of the fabricated COP detection films were recorded in
several different refractive index reagents. Different reagents were uniformly dripped onto the surface
of the COP films separately, and the peak shift data was illustrated in Figure 2.

According to the spectrum data, with the RI increases, the transmittance spectrum has a larger peak
red-shift, which indicates that the fabricated COP detection film exhibits working plasmonic properties.
Meanwhile, the bulk sensitivity of the COP detection film, the transmittance spectrum peak shifts are
plotted in Figure 2, which shows a slope of 190.2 nm/RIU (Refractive index unit). The sensitivity results
clearly claim that the fabricated COP detection film has higher sensitivity compared to the previously
reported LSPR film [4], and could respond to the changes in RI with corresponding transmittance peak
red-shifts, which is highly significant in LSPR-based single cell detection.
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shifts over the refractive index reveal the average sensitivity of the fabricated plasmonic device.

3.3. IL-6 Calibration Curve Detection Based on COP Detection Film

As IL-6 is our target cytokine in this research, it is necessary to evaluate the calibration curve for
further detection. 100 µL of 10 ng/mL, 25 ng/mL, 50 ng/mL, 100 ng/mL and 200 ng/mL concentrations
of IL-6 reagents are separately dripped onto the surface of the immobilized COP detection film for
30 min followed by a washing step. Afterwards, the COP detection films are observed under the
microscope and the transmittance spectrum peak shifts are recorded and plotted.

Figure 3 shows the calibration curve obtained from the responses recorded by each different target
concentrations. The result shows that the fabricated COP detection film has a linear response with a
detection limitation of 10 ng/mL.
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3.4. Single Cell Occupancy Performance and Real-Time Monitoring of Single Cell Cytokine Secretion

The single cell occupancy efficiency of the COP trapping chip was evaluated using the Jurkat cells
(ϕ = 8–12 µm). In the experiment, 100 µL of the cell suspension (concentration is 1 × 105 cells/mL) was
dripped onto the surface of the trapping chip and we waited for 15 min for cell gravity sedimentation.
Figure 4 shows the bright field image and also the fluorescence image of the trapped cells to clearly
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demonstrate that the cells are successfully isolated and trapped inside the micro-well structures.
According to the observation result, our fabricated micro-well trapping devices could reach almost
60% single cell occupancy efficiency, as shown in Table 1.
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Table 1. Evaluation of different occupancy efficiency.

Cell Occupancy Type Single Cell Double Cells Multiple Cells

Occupancy Efficiency ~60% ~10% ~5%

Real-time monitoring of healthy single IL-6 over-expressed Jurkat cells were conducted for 54 min
until the cells were dead. LSPR spectrum peak shift measurement of the single cell was recorded every
6 min and the data was illustrated in the Figure 5a. However, due to the limitation of our imaging
system, it would take 30–40 s for single cell imaging scan and ~10 single cells were scanned at one
time. This result to a scan limit of every 6 min and in the future, we will improve the techniques
to conduct the single cell scan in a shorter time to realize the high-throughput analysis. In general,
the transmittance peak tended to red-shift with time passing and remained the same until the final
scan as the cells were already dead. The maximum transmittance spectrum peak red shift was 1.8 nm.
At the same time, the control group experiment was conducted only using the new cell culture media.
The result in Figure 5b shows that with the time passing, the cell culture media do not have great
impact on the transmittance spectrum, which proves that the peak shift changes are resulted by the
binding of IL-6 secreted by the single cell and immobilized anti-IL-6. Besides, we replaced the anti-IL-6
with anti-IgA during immobilization step as another negative control group, and found that there was
also no obvious peak shift in the peak wavelength before and after binding, as demonstrated in Figure
S1, which proved that the peak wavelength shift was caused by the specific binding of secreted IL-6
and anti-IL-6. This result indicates that our LSPR detection device has the potential to analyze the
single cell level cytokine secretion situations.
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4. Conclusions

In this research, a simple and portable LSPR detection device for single cell level cytokine secretion
research is fabricated. With this device, over 3000 single cells could be isolated and trapped within
the trapping sites at one time which is highly significant for the saving of precious samples especially
in clinical medical diagnosis. In summary, our fabricated LSPR detection device could reach almost
60% single cell occupancy efficiency with relatively low sample concentrations and volumes. The
bulk sensitivity of the device is found to be 190.2 nm/RIU which is proved capable for LSPR detection.
A detection limitation of 10 ng/mL for anti-IL 6 is established using the fabricated film. Furthermore,
real-time monitoring of healthy IL-6 over-expressed Jurkat cells are conducted on the device which
shows a maximum of 1.8 nm peak red-shift during the one-hour detection period. The limitation of
this study is not easy to realize the change of cell culture media for longer time monitoring. In the
future, we will focus upon the improvement of the single cell trapping device which could help realize
the longer time monitoring and also conduct the real patient sample experiments using the peripheral
blood mononuclear cell (PBMC).
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