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Preface to “Aluminum Alloys” 

Aluminium is the world’s most abundant metal and is the third most common element, comprising 

8% of the Earth’s crust. The versatility of aluminium makes it the most widely used metal after steel. By 

utilising  various  combinations  of  their  advantageous  properties  such  as  strength,  lightness,  corrosion 

resistance,  recyclability,  and  formability,  aluminium  alloys  are  being  employed  in  an  ever‐increasing 

number of applications. In the recent decade, a rapid new development has been made in production of 

aluminium alloys, and new techniques of casting, forming, welding, and surface modification, have been 

evolved to improve the structural integrity of aluminium alloys.  

This  Special  Issue  covers wide  scope  of  recent  progress  and  new  developments  regarding  all 

aspects  of  aluminium  alloys,  including  processing,  forming, welding, microstructure  and mechanical 

property, creep, fatigue, corrosion and surface behavior, thermodynamics, modeling, and application of 

different aluminum alloys. 

I am really grateful  for  the contributions  from all  the authors around world, whose support and 

effort make  this Special  Issue particularly  successful,  so we have a  total of 29 papers  included  in  this 

book—the largest number of the papers among all the Special Issues from the Journal of Metals. 

Nong Gao 

Special Issue Editor 
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Abstract: Extrudability of aluminum alloys of the 6xxx series is highly dependent on the
microstructure of the homogenized billets. It is therefore very important to characterize quantitatively
the state of homogenization of the as-cast billets. The quantification of the homogenization state
was based on the measurement of specific microstructural indices, which describe the size and
shape of the intermetallics and indicate the state of homogenization. The indices evaluated were
the following: aspect ratio (AR), which is the ratio of the maximum to the minimum diameter of
the particles, feret (F), which is the maximum caliper length, and circularity (C), which is a measure
of how closely a particle resembles a circle in a 2D metallographic section. The method included
extensive metallographic work and the measurement of a large number of particles, including a
statistical analysis, in order to investigate the effect of homogenization time. Among the indices
examined, the circularity index exhibited the most consistent variation with homogenization time.
The lowest value of the circularity index coincided with the metallographic observation for necklace
formation. Shorter homogenization times resulted in intermediate homogenization stages involving
rounding of edges or particle pinching. The results indicated that the index-based quantification
of the homogenization state could provide a credible method for the selection of homogenization
process parameters towards enhanced extrudability.

Keywords: homogenization; aluminum alloys; extrudability; metallographic indices

1. Introduction

The process chain of extrudable Al-alloys of the 6xxx series involves direct-chill casting followed
by a homogenization cycle, prior to hot extrusion. The as-cast billets contain several inhomogeneities,
such as elemental microsegregation, grain boundary segregation, and formation of low-melting
eutectics as well as the formation of iron intermetallics. The presence of intermetallic phases, in
particular, which possess sharp edges, can impair the deformability of 6xxx extrudable alloys especially
when located in the grain boundary regions [1–4]. Among the intermetallics the most important are the
Fe-bearing intermetallics, α-Al12(FeMn)3Si and β-Al5FeSi, from now on called α-AlFeSi and β-AlFeSi
respectively. The α-AlFeSi has a cubic crystal structure and globular morphology while the β-AlFeSi
possesses a monoclinic structure and a plate-like morphology, limiting the extrudability of the as-cast
billet by inducing local cracking and surface defects in the extruded material [5–7]. The above effects
are partially removed by the homogenization treatment, which includes the removal of elemental
microsegregation, removal of non-equilibrium low-melting eutectics, the transformation of β-AlFeSi
to α-AlFeSi and the spheroidization of the remaining undissolved intermetallics [1]. The effect of

Metals 2016, 6, 121 1 www.mdpi.com/journal/metals
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various parameters of the homogenization treatment, such as the homogenization temperature, time,
as well as the cooling rate, have been studied experimentally [8–11]. The dissolution of Mg2Si during
homogenization is a rather fast process while the transformation of β-AlFeSi to α-AlFeSi is a much
slower process [12–14]. In industrial practice, the minimum homogenization time is controlled by
the completion of the β-AlFeSi to α-AlFeSi transformation. After the transformation β Ñ α-AlFeSi is
complete, the α-AlFeSi phase undergoes coarsening and spheroidization, adopting, finally, a “necklace”
morphology, which enhances the extrudability of the billet. This explains the fact that the actual
homogenization times in industrial practice are longer than the times required for Mg2Si dissolution
and the completion of the β Ñ α-AlFeSi transformation.

The morphological changes of the α-AlFeSi phase have been described mostly qualitatively
in the published literature. Studies have been made on the microstructural evolution during the
homogenization of AA7020 aluminum alloy concerning the dissolution of detrimental grain-boundary
particles, which degrade the hot workability of the alloy [15–17]. In other studies, it was found that the
spheroidization of intermetallic phases is a key mechanism in the microstructural evolution during
homogenization [1,18,19]. A method to quantify the microstructure with 3D metallography has been
applied for a 6005 Al-alloy [20]. The method, which involved serial sectioning and 3D reconstruction
techniques, revealed that the connectivity of the intermetallics decreases with homogenization
time. Despite the above works, studies on the “quantification” of the homogenization state are
still very limited.

The aim of the present paper is the quantification of the homogenization state by means of
quantitative metallography, in order to describe the morphological evolution of the intermetallic
phases. An index-based methodology has been developed. The aspect ratio, feret, and circularity
are metallographic indices, among others, that can be used to characterize the homogenization state.
These indices can be determined by quantitative metallography, involving image analysis. A fully
homogenized billet, with the potential for high extrudability should have all β-AlFeSi transformed to
α-AlFeSi with necklace morphology and appropriate values of aspect ratio and circularity.

2. Materials and Methods

The chemical composition of the 6060 alloy investigated is Al-0.38Mg-0.40Si-0.2Fe-0.03Mn
(mass %). Three homogenization heat treatments consisted of holding at 560 ˝C, for 2, 4, and 6 h
followed by air cooling (see also Table 1). These conditions were selected in order to study the
morphological changes of the α-AlFeSi phase after the complete transformation of β Ñ α-AlFeSi.

Table 1. Chemical composition and homogenization conditions for the 6060 alloy.

Chemical Composition (wt. %) Temperature (˝C) Time (h)

Al Bal.

560

2Mg 0.38
Si 0.4 4
Fe 0.2

6Mn 0.03

After the homogenization heat treatment, the specimens were prepared for standard
metallographic examination involving optical microscopy (Leitz Aristomet, Leica Microsystems,
Wetzlar, Germany), SEM-JEOL 6400 (JEOL Ltd, Tokyo, Japan), and image analysis (Image J software,
Version 1.50g, 2016, National Institutes of Health, Bethesda, MD, USA). The specimens were subjected
to grinding, polishing, and etching with a Poulton’s reagent consisting of 1 mL HF, 12 mL HCl, 6 mL
HNO3, and 1 mL H2O, modified by the addition of 25 mL HNO3 and 12 g Cr2O3 (in 40 mL H2O). The
as-cast as well as the homogenized microstructures were characterized for intermetallic phases and the
particles were categorized in three morphological types as rounded particles, pinched particles, and
particles exhibiting a necklace formation. It should be noted that pinched particles are those that are in
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the initial stage of separation to smaller rounded particles towards the formation of a necklace group.
The number of images processed and the number of particles measured for each condition appears
in Table 2.

Table 2. The number of images processed and the number of particles measured for each condition.

Alloy Number of Images Number of Particles

As-cast 58 106
2 h 57 161
4 h 56 150
6 h 58 133

As mentioned above, the quantification of the homogenization state was based on the
measurement of indices that describe the size and shape of the intermetallics and indicate the state of
homogenization. The indices employed were the aspect ratio (AR), feret (F), and circularity (C) and are
defined in Table 3.

Table 3. The indices employed for the quantification of the homogenization state.

Aspect Ratio Feret Circularity

A ratio of the major to the minor
diameter of a particle, where dmax
and dmin correspond to the longest
and the shortest lines passing
through the centroid

The longest caliper length

Circularity is a measure of how
closely a particle resembles a circle.
It varies from zero to one with a
perfect circle having a value of one

AR “ dmax
dmin

F C “ p2

4πA

 

 

(a) (b) 

Figure 1. Cont.
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(c) 

Figure 1. SEM image used for the measurement of indices: (a) low magnification image; (b) high
magnification isolation of the group of particles; (c) image J display used for the measurement of indices.

After the standard metallographic observation, measurement of particle dimensions was carried
out in the SEM using the appropriate magnification and a suitable numerical aperture as suggested
in [21]. The method is indicated for a group of particles (Figure 1a). The group is isolated (Figure 1b)
and transferred to the image analysis program (Figure 1c) where the particles are numbered and their
dimensions measured. The respective measurements for each particle in the group are depicted in
Table 4. In most cases, the measuring frames contained whole particles. In the cases where the frame
passes through a particle, then this particle was not taken into account.

Table 4. Respective measurements for each particle referring to Figure 1c. Indices AR, C, and F
correspond to the aspect ratio, circularity, and feret of the measured particles respectively. Accordingly,
dmax and dmin are the major and minor diameters, p is the perimeter and A is the area of particles (refer
to Table 3).

No. dmax/μm dmin/μm AR p/μm A/μm2 C F/μm

1 3.655 0.376 9.720 8.405 1.083 5.190 3.656
2 3.289 0.379 8.678 7.427 0.844 5.200 3.308
3 1.792 0.389 4.606 4.395 0.735 2.103 1.793
4 1.069 0.534 2.001 2.820 0.441 1.433 1.068
5 1.123 0.632 1.776 3.080 0.524 1.439 1.160
6 0.976 0.489 1.995 2.712 0.423 1.384 1.000

The area of measurement (scanned area) was kept constant for all homogenization treatments.
Statistical analysis is required to assess the data and allow for credible conclusions to be made. In
order to examine if the data samples were comparable, the Kruskal-Wallis test [22] was used. It is a
non-parametric method for testing whether samples originate from the same distribution and it is used
to compare two or more independent samples of equal or different sample size. With a confidence
level of 99%, it was proved that the samples derive from different distributions. As a result, the
samples are not comparable without further processing. In order to compare between the dissimilar
samples, the “Bootstrapped Mean” [23] method was used. Bootstrapping is a non-parametric statistical
technique that allows accurate estimations about the characteristics of a population to be made when
the examined sample size is limited. As it is non-parametric, the method can be used to compare
between samples derived from different distributions, such as Normal and LogNormal distributions.
It works by recursively calculating the preferred parameter, like the mean or the median, for a part of
the sample and then combining the results to make robust estimates of standard errors and confidence
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intervals of the population parameter. In this case, a 95% confidence interval was used, while the
standard error was kept to a minimum by using a large number of iterations. This process leads to
comparable statistical parameters for each measurement.

3. Results and Discussion

The microstructural evolution of the 6060 alloy during homogenization is depicted in Figure 2.
The as-cast microstructure is depicted in Figure 2a. Mg2Si, α-AlFeSi, and β-AlFeSi intermetallics are
located at the grain boundaries, while the α-AlFeSi phase exhibits the characteristic “Chinese-script”
morphology. The morphological evolution with homogenization time is indicated in Figure 2b,c for 2 h,
Figure 2d,e for 4 h and Figure 2f,g for 6 h homogenization time. Connectivity between intermetallics is
decreased with homogenization time, in agreement with the observations in [20]. Clear spheroidization
of particles and necklace formation is evident only in the micrographs of Figure 2f,g, i.e., after 6 h
homogenization. It is clear that optical metallography can supply only qualitative data on the progress
of homogenization.

 

(a) 

 

 

(b) (c) 

 

 

(d) (e) 

Figure 2. Cont.
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( ) ( )

 
 

(f) (g) 

Figure 2. Metallographic images: as-cast (a); homogenized at 560 ˝C (b) and (c) for 2 h; (d) and (e) for
4 h; (f) and (g) for 6 h.

The SEM analysis revealed that the morphological changes of the α-AlFeSi phase during
homogenization could be classified in three stages:

First stage, rounding of edges, 2 h homogenization (Figure 3). The β-AlFeSi particles exhibit
sharp edges, this being the main reason for their detrimental effect on extrudability. After 2 h, all
particles with sharp edges have been transformed and there are no particles with sharp edges in the
microstructure. Therefore, we assume that there are no β-AlFeSi particles after 2 h homogenization.
As discussed in the previous section after the completion of the β to α-AlFeSi transformation, the
intermetallic α-AlFeSi phase undergoes spheroidization. In the first stage of this process the plate-like
particles exhibit a slight decrease in their width. Although they do not exhibit complete spheroidization
the particles become more rounded at the edges as depicted in Figure 3.

 

  

(a) (b) 

 

 

(c) (d) 

Figure 3. Images indicating the rounding of the edges of the particles after 2 h holding time. (a) Long
elongated particle; (b) short particle; (c) elongated particle and (d) particle with segment.
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Second stage, particle pinching, 4 h homogenization (Figure 4). At the second stage, the rounding
of edges is intensified while there is a clear tendency of the particles to be separated into smaller
rounded particles by a process called particle pinching. The process has been also observed during
homogenization of a 7020 alloy [15] and is indicated by arrows in Figure 4.

  

(a) (b) 

  

(c) (d) 

Figure 4. Images revealing the pinching process after 4 h holding time. (a) Local reduction of thickness;
(b) pinching at advanced stage with seperation and local thickness reduction; (c) pinching in spherical
particles; (d) local necking leading to pinching of a particle.

Third stage, necklace formation, 6 h homogenization (Figure 5). The reduction of surface energy
of the α-AlFeSi phase is the driving force for spheroidization. With this process, the total interface area
between the matrix and the α-AlFeSi phase is reduced. The particles finally adopt a spherical shape
and are arranged in a necklace formation during the third stage, as depicted in Figure 5.

 

 

 

(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. Images revealing the spheroidization and necklace formation after 6 h holding time.
(a) Pinching leading to particle separation; (b) separated particles; (c) isolated particles after pinching;
(d) neclace formation (aligned particles).

The morphological changes of the α-AlFeSi phase described above, include rounding of edges,
pinching, and spheroidization. A reduction in surface energy drives the rounding of the edges, since
the total interfacial area of the particle is reduced. Particle pinching, i.e., the breakdown of a large
plate to smaller particles is driven by the reduction of strain energy, caused by the plate morphology.
The spheroidization of the small particles and necklace formation are also driven by the reduction in
surface energy. All the above processes are accomplished by the diffusion of alloying elements through
the matrix.

The mean values of microstructural indices, aspect ratio, feret and circularity have been
determined for the as-cast and homogenized alloys. The 2.5% and 97.5% quantiles were used to
define a confidence interval of 95%. The mean index values for the entire population (not just the
measured sample), are located inside the confidence interval and have an expected value given by
the Bootstrapped Mean. From these data, which are shown in Figure 6a–c, the following remarks can
be made.

(a) (b)

Figure 6. Cont.
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(c)

Figure 6. The values of indices for the as-cast and after homogenization time 2 h, 4 h, and 6 h:
(a) aspect ratio; (b) feret; (c) circularity.

The as-cast condition exhibits the highest values of all three indices. Homogenization leads to the
reduction in these indices. Regarding the aspect ratio (Figure 6a) the greatest reduction appears up
to 4 h homogenization. Extending the homogenization time to 6 h does not change the aspect ratio
considerably. Regarding feret, (Figure 6b), the index is reduced appreciably at 2 h homogenization with
a further slight reduction at 6 h homogenization. The intermediate slight increase of the feret index
between 2 and 4 h homogenization is attributed to the protrusions formed at the particle surface, a
process accompanying the pinching process, as suggested in [15,16]. The circularity index, (Figure 6c),
exhibits a continuous reduction with homogenization time, with the largest reduction appearing after
2 h homogenization. This is attributed to the initiation of the spheroidization process at the first stage
(rounded particles) discussed above. Circularity achieves its lowest value at after 6 h homogenization.
This is in agreement with the observation of necklace formation after 6 h homogenization (third
stage). The necklace formation is characterized by the lowest value of the circularity index among the
conditions examined. The fact that there is no further reduction of the aspect ratio between 4 and 6 h
homogenization, discussed above, is attributed to the decreased connectivity of the α-AlFeSi phase,
which follows the necklace formation. A continuous decrease of connectivity with homogenization
time has been also observed for a 6005 Al-alloy [20]. Spheroidization and in particular, necklace
formation, has been considered a key process for increased extrudability [18,19]. It appears that the
index exhibiting the more consistent variation with homogenization time is the circularity index,
which, as stated above, exhibits a continuous reduction with homogenization time.

4. Conclusions

An index-based method to quantify the homogenization state has been developed. Indices such
as the aspect ratio, feret, and circularity have been determined in order to characterize the stage of
spheroidization of the α-AlFeSi phase, following the β to α-AlFeSi transformation. The effect of the
homogenization time was studied in a 6060 alloy. The major conclusions are the following:

‚ The α-AlFeSi particles, after the completion of the β to α-AlFeSi transformation undergo
morphological changes leading to spheroidization. This process can be divided in three stages:
(1) rounding of edges, (2) particle pinching, and (3) necklace formation.

‚ The evolution of the morphological changes can be described quantitatively by the use of
indices, such as aspect ratio, feret and circularity, which are sensitive to homogenization process
parameters, such as the homogenization time.
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‚ The circularity index exhibited the most consistent variation with homogenization time. The
lowest value of the circularity index (more circular particles) coincided with the metallographic
observation for necklace formation. Shorter homogenization times resulted in intermediate stages
involving rounding of edges or particle pinching.

‚ The method requires the measurement of a large number of particles and the implementation of a
statistical analysis in order to be credible.
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Abstract: Tensile tests were conducted on both as-quenched and over-aged 7050 aluminum alloy
to investigate the effect of heat treatment on the in-plane anisotropy of as-rolled 7050 aluminum
alloy. The results showed that the tensile direction has limited effect on mechanical properties
of the as-quenched 7050 aluminum alloy. The in-plane anisotropy factors (IPA factor) of tensile
strength, yield strength, and elongation in as-rolled 7050 aluminum alloy fluctuate in the vicinity
of 5%. The anisotropy of the as-quenched 7050 aluminum alloy is mainly affected by the texture
according to single crystal analysis based on the Schmid factor method. Besides, the IPA factor of the
elongation in the over-aged 7050 aluminum alloy reaches 11.6%, illustrating that the anisotropy
of the over-aged 7050 aluminum alloy is more prominent than that of the as-quenched. The
occurrence of the anisotropy in the over-aged 7050 aluminum alloy is mainly attributed to the
microstructures. which are characterized by visible precipitate free zones (PFZs) and coarse
precipitates in (sub)grain boundaries.

Keywords: aluminum alloy; heat treatment; anisotropy; microstructure; texture

1. Introduction

Heat treatable high-strength aluminum alloys with high strength-density ratio and excellent
mechanical properties have already become the primary structural materials of aircraft and
vehicles [1–4]. Plastic forming is often used to achieve the final shape of high-strength aluminum alloy
products, during which the anisotropy of workability often takes place. The anisotropy is defined
as the difference between property values measured along different axes, and very likely to result in
unpredicted material flow behavior. Hence, it is meaningful to reveal the anisotropy of high-strength
aluminum alloys during plastic working, so as to precisely control the material flow pattern during
forming. Besides, high-strength aluminum alloys in the peak strength state are known to be highly
susceptible to stress corrosion cracking (SCC). However, the susceptibility of T6 temper to corrosion
can be alleviated through the utilization of over-aged T73 temper, which provides improved corrosion
resistance, but with a 10%–15% reduction in strength [5]. Therefore, a study of effect of heat treatment,
especially over-aging, on the anisotropy of high-strength aluminum alloys during plastic forming is
necessary. Moreover, it can also help to deepen the understanding of anisotropic deformation behavior
of high-strength aluminum alloys.

It is well known that the anisotropy of aluminum alloys is mainly caused by the crystallographic
texture which develops during rolling and heat treatment operation, and the effects of crystallographic
texture can be classified into direct effects and indirect one [6–9]. Direct effects are attributed to
the orientation of crystals and slip systems with respect to applied stresses and grain morphologies.
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Engler et al. built the correlation of texture and anisotropic properties of the Al-Mg alloy 5005 based
on experiment and simulation [10,11]. Crooks et al. concluded that the anisotropy of 2195 aluminum
alloy was a direct effect of texture, with no significant contribution from precipitates [12]. Indirect
effects are suggested to be caused by work hardening and precipitation during plastic processing,
which include the orientation of precipitates with respect to slip systems, the distribution of dislocation
densities in differently orientated slip systems and the corresponding distribution of precipitates.
Yang et al. reported that the anisotropy of the extruded 7075 aluminum alloy bar was resulted from the
elongated grain microstructure and {112}<111> and {110}<111> crystal textures after extrusion [13].
Bois-Brochu et al. suggested that the strength anisotropy of Al-Li 2099 extrusions might be controlled
by the volume fraction of precipitates that could itself be related to the intensity of the <111> fiber
texture [14]. Additionally, modeling and simulation work finished by Tome et al. as well as their
viscoplastic self-consistent code implied that the microstructure was influential, but the effect became
secondary when it was compared to that of the texture [15].

As mentioned in available reports, the anisotropy of aluminum alloys may also be influenced by
microstructures, such as the average grain shape [16,17], the topology of second phase particles [18,19],
the substructure topology [20–22], etc., which are all closely related with heat treatment processes.
As reported in our previous work [23], the microstructure, which considers precipitates and PFZs,
while ignores the crystallographic texture, is the primary cause of anisotropy of the 7050 aluminum
alloy during high temperature deformation. Thus, it is suggested that the microstructure is also an
important cause of aluminum alloys’ anisotropy, and heat treatment has a significant influence on the
anisotropy of aluminum alloys.

However, few studies have concerned the relationship of heat treatment, texture, microstructure
and anisotropy of aluminum alloys, except some works reported by Engler et al., which considered
the correlation of texture, microstructure and anisotropy in 5xxx aluminum alloys during rolling
and annealing [10,11,24]. Meanwhile, to the best of our knowledge, reports on the relationship of
heat treatment, texture, microstructure and anisotropy of high-strength aluminum alloys are still
not available.

Hence, in this paper, tensile tests were carried out to study the effects of heat treatment on the
in-plane anisotropy of as-rolled 7050 aluminum alloy sheet, with attention mainly paid to the different
heat treatment conditions.

2. Experimental Section

Commercial as-hot rolled 7050 aluminum alloy plates with 80 mm in thickness were used as
sample material in this study. The chemical composition of the alloy is Al-(5.7–6.7)Zn-(1.9–2.6)Mg-
(2.0–2.6)Cu-0.1Zr-0.15Fe-0.12Si-0.10Mn (in wt. %). Different directions and planes of the as-rolled
7050 aluminum alloy plate are shown in Figure 1. The centerline layer with 2 mm in thickness was
cut out from the as-rolled plate parallel to the rolling plane. Tensile specimens with a 5 mm gauge
width and a 20 mm gauge length were prepared along the rolling direction (RD), at 45˝ from the RD
and along the long-transverse direction (LD) respectively, as shown in Figure 2. Before tensile test,
the tensile specimens were solid solution treated at 477 ˝C for 1 h, and then quenched into water.
Half of the as-quenched tensile specimens were then over-aged at 100 ˝C for 4 h followed by another
1 h at 160 ˝C [25,26]. Afterward, the tensile specimens were subjected to tensile tests within 24 h
after heat treatment to investigate the effect of heat treatment on the in-plane anisotropy. Tensile tests
were carried out on an Instron-5500R universal testing machine (ITW Test & Measurement, Glenview,
IL, USA) at a strain rate of 0.5 mm/min. For each heat treatment condition, three samples were
tested, with the averaged experimental data considered as the final result. The differences of the three
measurements are less than 5%. A Hitachi S-570 scanning electron microscope (SEM, Tokyo, Japan)
was used to analyze the fracture surfaces of tested specimens. Electron back scatter diffraction (EBSD,
Oxford Instruments plc, Oxford, UK) measurement samples were mounted and electro-polished using
10 vol. % HClO4 acids in alcohol followed by examined and analyzed using HKL Channel 5 software
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in a JEOL 733 electron probe (Advanced Microbeam, Vienna, OH, USA) with an accelerating voltage
of 20 kV [27]. The samples for optical microscope (OM) were mounted, polished and etched by
Keller solution (1.5% HCl + 1% HF + 2.5% HNO3 + 95% distilled water, in vol. %) for observation by
a ZEISS HAL100 microscope (Carl Zeiss Microscopy, Thornwood, NY, USA). The transmission electron
microscope (TEM) samples were thinned to about 50 μm followed by electropolish in a double-jet
polishing unit operating at 15 V and ´20 ˝C with a 30% nitric acid and 70% methanol solution, the disks
were observed in a Tecnai 20 microscope (FEI, Hillsboro, OR, USA), operating at 200 kV.

 

Figure 1. Schematic of different directions and planes in the as-rolled 7050 aluminum alloy plate.

Figure 2. Schematic of tensile specimens with different orientations.

3. Results

3.1. Textures and Grain Microstructures

It is assumed that all the tensile specimens possess of the same texture components before heat
treatment because they all were cut out from the centerline layer of an as-rolled 7050 aluminum alloy
with 80 mm in thickness. Moreover, over-aging at temperatures lower than 200 ˝C does not obviously
change texture components, thus, both the as-quenched and over-aged tensile specimens also have the
same texture components. The variation of orientation densities in α and β fibers of the as-quenched
7050 aluminum alloy indicates that a well-developed fiber consisting of the primary Brass orientation
{011}<211> (35˝, 45˝, 90˝), the S orientation {123}<634> (57˝, 37˝, 63˝), and the Copper orientation
{112}<111> (90˝, 35˝, 45˝) is evident (see Figure 3). The Brass orientation {011}<211> is found to be the
strongest orientation along the β fiber and the maximal intensity of the Brass orientation {011}<211>
reaches 35.

Figure 4 is the optical micrographs showing microstructures in the transverse plane and the
longitudinal plane of the as-quenched 7050 aluminum alloy. It is demonstrated that the as-quenched
7050 aluminum alloy consists of elliptical grains in the transverse plane, as shown in Figure 4a. The size
of grains in the long-transverse direction is about five times of that in the short-transverse direction.
The average intercept length measured by random lines drawn parallel to the short-transverse direction
is higher than 50 μm. The optical micrograph show that microstructures in the longitudinal plane
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consist of highly elongated and band-like grains aligned with the rolling direction (see Figure 4b).
Figure 5 presents the optical microstructures of the over-aged 7050 aluminum alloy in the transverse
plane, which mainly consist of different sized elliptical grains (see Figure 5a). The microstructures
of the over-aged 7050 aluminum alloy in the longitudinal plane contain some large elongated grains
distributing in small size grains which most likely are sub-grains (see Figure 5b). However, the average
grain size of the over-aged 7050 aluminum alloy is around 10 μm and smaller than that of the
as-quenched 7050 aluminum alloy.

Figure 3. Variation of orientation densities in α and β fibers of the 7050 aluminum alloy (a) α fiber;
(b) β fiber.

Figure 4. Optical micrographs showing microstructures of the as-quenched 7050 aluminum alloy in
(a) the transverse plane; (b) the longitudinal plane.

Figure 5. Optical micrographs showing microstructures of the over-aged 7050 aluminum alloy in
(a) the transverse plane; (b) the longitudinal plane.
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3.2. Mechanical Properties

Figure 6 shows the true stress-strain curves of both as-quenched and over-aged 7050 aluminum
alloys stretched along different directions. Mechanical properties obtained according to Figure 6 are
listed in Table 1 including tensile strength (Rm), yield strength (RP0.2) and elongation (A). Table 1 shows
that over aging can increase the strength while reduce the elongation of the 7050 aluminum alloy in
any direction.

 

Figure 6. True stress-strain curves of the 7050 aluminum alloy at different tensile directions
(a) as-quenched; (b) over-aged.

Table 1. Mechanical properties of the 7050 aluminum alloy under different heat treatment conditions.

Heat Treatment As-Quenched Over-Aged

Tensile Directions 0˝ 45˝ 90˝ 0˝ 45˝ 90˝
Rm/MPa 610 641 609 717 705 687

Rp0.2/MPa 315 345 346 581 616 581
A/% 15.44 15.6 14.08 11.68 11.08 9.56

3.3. In-Plane Anisotropy

The in-plane anisotropy of mechanical properties of the 7050 aluminum alloy is characterized by
the IPA factor presented in References [28,29], which is defined as:

IPA “ pN ´ 1qXmax ´ Xmid1 ´ Xmid2 ´ . . . XmidpN´2q ´ Xmin

pN ´ 1qXmax
ˆ 100% (1)

where, N is the number of specimens’ angle along the rolling direction, Xmax, Xmin and Xmid are the
maximum, the minimum and the rest of mechanical properties respectively. In this study, N is set
as 3, since the tensile specimens were prepared along three directions, including the rolling direction
(RD), at 45˝ from the RD and along the long-transverse direction (LD), respectively. So IPA factors of
mechanical properties of the 7050 aluminum alloy can be calculated by Equation (2).

IPA “ 2Xmax ´ Xmid ´ Xmin

2Xmax
ˆ 100% (2)

IPA factors of mechanical properties of as-quenched and over-aged 7050 aluminum alloy are
calculated according to Table 1 to illustrate the effect of heat treatment on in-plane anisotropy. Figure 7
shows the IPA factors of tensile strength, yield strength, and elongation of as-quenched and over-aged
7050 aluminum alloy samples. It is shown that the IPA factors of tensile strength, yield strength
and elongation of the as-quenched 7050 aluminum alloy fluctuate in the vicinity of 5%. However,
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both the IPA factors of tensile strength and yield strength are lower than 6%, and while, the IPA
factor of elongation reaches 11.6% for the over-aged 7050 aluminum alloy, which is higher than that
reported in other 7xxx aluminum alloy [28,29]. The IPA factor results illustrate that tensile direction has
greater effect on elongation than tensile strength and yield strength of the over-aged 7050 aluminum
alloy. Besides, the over-aged 7050 aluminum alloy shows stronger anisotropy than the as-quenched
7050 aluminum alloy. So the effect of heat treatment on the in-plane anisotropy of the 7050 aluminum
alloy was researched by analyzing the relationship between tensile directions and elongations of the
7050 aluminum alloy with different heat treatment conditions.

 
Figure 7. In-plane anisotropy (IPA) factors of mechanical properties of the 7050 aluminum alloy with
different heat treatment conditions.

4. Discussion

4.1. In-Plane Anisotropy of the As-Quenched 7050 Aluminum Alloy

Reference [23] reported that the anisotropy of 7050 aluminum alloy was mainly affected by texture
components when the alloy elements of the 7050 aluminum alloy are in solution. It is suggested that
the texture components are the primary cause of anisotropy of the as-quenched 7050 aluminum alloy.

Changes of orientation densities in α and β fibers of the as-quenched 7050 aluminum alloy imply
that the texture components contain the Brass orientation {011}<211> (35˝, 45˝, 90˝), the S orientation
{123}<634> (57˝, 37˝, 63˝), and the Copper orientation {112}<111> (90˝, 35˝, 45˝). The intensity of the
Brass orientation {011}<211> is 35, much higher than those of the other texture components, indicating
that the Brass orientation {011}<211> is the main texture component affecting the in-plane anisotropy
of the as-quenched 7050 aluminum alloy. The single crystal analysis, which ignores the rotation of the
crystal and the interaction between slip systems, will be conducted on the as-quenched 7050 aluminum
alloy based on the Schmid factor (m = cos(ϕ)cos(λ)) method as follows.

It is assumed that the as-quenched 7050 aluminum alloy only comprises the Brass orientation
{011}<211> and is considered as a single crystal. The spatial relationship between four possible {111}
planes of the as-quenched 7050 aluminum alloy and the Brass orientation {011}<211> is shown in
Figure 8. It is demonstrated that p111q plane and p111q plane are normal to the rolling plane of the
as-quenched 7050 aluminum alloy sheet. The angles between the (111) plane, p111q plane and the
rolling plane are all 35.3˝. The deformation behavior of the single crystal with the Brass orientation
{011}<211> along the rolling direction (RD) and the long-transverse direction (LD) was analyzed to
represent that of the as-quenched 7050 aluminum alloy.
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Figure 8. Space relationships of four possible {111} slip planes with the Brass orientation {110}<112>.

Schmid factors of the slip system {111}<110> for a single crystal with the Brass orientation
{011}<211> along the rolling direction (RD), at 45˝ from the RD and along the long-transverse direction
(LD) are presented in Table 2. It is shown that the Schmid factors of slip systems (111)r101s and
p111q[011] along the rolling direction (RD) are the biggest and reach 0.408. So the two slip systems
with the Schmid factors of 0.408 are the easiest to be activated in the as-quenched 7050 aluminum
alloy, which is assumed to be single crystal with the Brass orientation {011}<211>. For the slip system
(111)r101s, the angles between it and the short-transverse direction r110s, the rolling direction r112s,
and the long-transverse direction r111s are 60˝, 30˝ and 90˝, respectively. Meanwhile, for the slip
system p111q[011], the angles between it and the short-transverse direction r110s, the rolling direction
r112s, and the long-transverse direction r111s are 120˝, 30˝ and 90˝, respectively. The two slip systems
(111)r101s and p111q[011] are the easiest to be activated during tensile deformation along the rolling
direction. Hence, during the deformation of the as-quenched 7050 aluminum alloy with the Brass
orientation {011}<211> single crystal along the rolling direction, the sample thickness decreases, the
elongation along the tensile direction (RD) increases, while the sample width almost keeps constant.
Besides, 86.6% stress acts in the tensile direction to make the as-quenched 7050 aluminum alloy
elongate in that direction.

Table 2. Schmid factors of the slip system {111}<110> for various tensile orientations.

Slip Plane Slip Direction 0˝ 45˝ 90˝

p111q
[110] 0 0 0
[011] 0 0.4330 0
r101s 0 0.4330 0

p111q
[110] 0 0 0
r011s 0.1361 0.3368 0.2722
[101] 0.1361 0.3368 0.2722

(111)
r110s 0.2722 0.0962 0.2722
r011s 0.1361 0.0364 0.2722
r101s 0.4082 0.0598 0

p111q
r110s 0.2722 0.0962 0.2722
[011] 0.4082 0.0598 0
[101] 0.1361 0.0364 0.2722

It is shown in Table 2 that Schimd factors of slip systems p111qr011s, p111q[101], (111)r110s,
(111)r011s, p111qr110s and p111q[101] all are the maximal value of 0.2722 when the tensile direction
is r111s and along the long-transverse direction (LD). Thus, it is indicated that the six slip systems
mentioned above in the as-quenched 7050 aluminum alloy with the Brass orientation {011}<211> single
crystal were operated at the same time. Table 3 is the shear stress distribution of the six slip systems
in the three directions (the rolling direction, the short-transverse direction and the long-transverse
direction) in the Brass orientation {110}<112> when the tensile direction is along the long-transverse
direction. It is shown that during the tensile deformation along the long-transverse direction in the
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as-quenched 7050 aluminum alloy with the Brass orientation {011}<211> single crystal, the thickness
and width decreases while the elongation of the tensile direction increases. Furthermore, 81.7% shear
stress acts in the tensile direction to make the as-quenched 7050 aluminum alloy elongate in the tensile
direction. So the strengths of the as-quenched 7050 aluminum alloy along different directions are
similar, as shown in Table 1. The difference of elongation along different directions is small and the
IPA factor of elongation is only 5.4%.

Table 3. Shear stress distribution of slip systems in the three directions of the Brass orientation
{110}<112> when the tensile direction is along the long-transverse direction.

Slip System/Direction RDr112s STr110s LTr111s
p111qr011s 1{?

12 1/2 ´2{?
6

p111q[101] 1{?
12 ´1/2 ´2{?

6
(111)r110s ´a

1{3 0 2{?
6

(111)r011s 1{?
12 1/2 ´2{?

6
p111qr110s ´a

1{3 0 2{?
6

p111q[101] 1{?
12 ´1/2 ´2{?

6

4.2. In-Plane Anisotropy of the Over-Aged 7050 Aluminum Alloy

The above analysis shows that the texture components in the over-aged 7050 aluminum alloy,
which are similar to those in the as-quenched 7050 aluminum alloy, can only result in slight anisotropy.
So the effect of tensile direction on the elongation of the over-aged 7050 aluminum alloy is attributed
to the microstructure instead of texture, similarly to what was reported in Reference [30].

TEM images show that precipitates can be founded in the over-aged 7050 aluminum alloy,
with small size precipitates uniformly distributing inside grains (see Figure 9a). Coarse precipitates
in grain boundaries or subgrain boundaries are visible in the over-aged 7050 aluminum alloy (see
Figure 9b). As indicated by arrows in Figure 9b, PFZs are very visible and the widths of the PFZs
are less 100 nm. The small size precipitates inside grains have limited influence on the elongation
of the as-rolled 7050 aluminum alloy. However, coarse precipitates in grain boundaries or subgrain
boundaries and obvious PFZs have a significant effect on the plastic deformation behavior and
elongation of the as-rolled 7050 aluminum alloy [23].

Figure 9. TEM micrographs showing microstructures of the over-aged 7050 aluminum alloy
(a) precipitates inside grains; (b) precipitates in grain boundaries and subgrain boundaries.

Figure 10 shows the fracture surfaces of the over-aged 7050 aluminum alloy stretched along
different directions. It is implied that the fracture surfaces stretched along different directions are
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different from ordinary ductile transgranular fracture surface of aluminum alloys characterized by
dimples with different sizes. The fracture surfaces are intergranular, in which the initial grain structures
and grain boundaries can be clearly distinguished. The grain size of the fracture surface of the
over-aged 7050 aluminum alloy stretched along the rolling direction is about 10 μm, which is consistent
with the optical microstructure results (see Figures 5a and 10a). Big size elongated grains were observed
in the fracture surface of the over-aged 7050 aluminum alloy stretched along the long-transverse
direction, which consist of small size grains (see Figure 10b). Figure 9 shows that the size of precipitates
in grain boundaries and subgrain boundaries is bigger than that inside grains. It is easy to be eroded
for the subgrain boundaries as the grain boundaries. So the small size grains in Figures 5b and 10b are
subgrains in nature. Similar research results have also been reported in our previous studies [23,31,32].

Figure 10. SEM micrographs showing fracture surfaces of the over-aged 7050 aluminum alloy along
different directions (a) the rolling direction (RD); (b) the long-transverse direction (LT).

During plastic deformation of the over-aged 7050 aluminum alloy, dislocations bow around, but
do not cut through, the precipitates with big size and high hardness. At the same time, the precipitates
in subgrain boundaries pin and inhibit the migration of subgrain boundaries. However, the friction
of dislocations movement in PFZs is lower than that inside the grains because there are only a few
precipitates in PFZs of the over-aged 7050 aluminum alloy. Meanwhile, alternate slipping is easy
to occur in PFZs because of few precipitates in (sub)grain boundaries and property of texture (slip
systems are nearly parallel to (sub)grain boundaries). Thus, there are more plastic strains in PFZs than
those inside the grains. It is to say that the in-plane anisotropy of the over-aged 7050 aluminum alloy
has a primary relationship with PFZs’ shapes, viz. grains’ and subgrains’ shapes. The greater difference
of grains’ and subgrains’ shapes in different planes, as shown in Figures 5 and 10 is the primary cause
of higher IPA factor in the elongation of the over-aged 7050 aluminum alloy. Figures 5a and 10a show
that the grain size in the transverse plane of the over-aged 7050 aluminum alloy is smaller than that
in the longitudinal plane. So the PFZs can provide more strains when the over-aged 7050 aluminum
alloy is stretched along the rolling direction, than being stretched along the long-transverse direction.
Besides, intergranular fractures in Figure 10 indicate cracks in the over-aged 7050 aluminum alloy
grow mainly along (sub)grain boundaries. So the smaller the grain size of fracture surfaces, the
longer the crack propagation path before failure will be, impling that the elongation of the over-aged
7050 aluminum alloy along the rolling direction is higher than that along the long-transverse direction.
The above analyzes also reveal that the elongation and microstructure results are consistent with
fracture surfaces.
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5. Conclusions

(1) For the as-quenched 7050 aluminum alloy, the tensile direction has little effect on anisotropies
of mechanical properties, and the IPA factors of tensile strength, yield strength and elongation
fluctuate in the vicinity of 5%.

(2) For the over-aged 7050 aluminum alloy, the difference of IPA factors of mechanical properties is
apparent. The tensile direction has a significant effect on the elongation, and the IPA factor of
elongation reaches 11.6%.

(3) The intensity of the Brass orientation {011}<211> in the as-quenched 7050 aluminum alloy is
much higher than those of the other texture components. The influence of texture on the in-plane
anisotropy of the as-quenched 7050 aluminum alloy is revealed by building the relationship
between the elongation and the Brass orientation {011}<211> using the single crystal analysis
based on the Schmid factor method.

(4) The microstructures of the over-aged 7050 aluminum alloy are characterized by obvious PFZs
and coarse precipitates in (sub)grain boundaries. Deformation is easier to take place in PFZs
than that inside grains. The shapes of PFZs, viz. grains’ and subgrains’ shapes, are the primary
cause of the in-plane anisotropy in the over-aged 7050 aluminum alloy.
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Abstract: Even though the high-temperature formability of Al alloys can be enhanced by the
strain-induced melt activation (SIMA) process, the mechanical properties of the formed alloys
are necessary for estimation. In this research, a modified two-step SIMA (TS-SIMA) process that
omits the cold working step of the traditional SIMA process is adopted for the 6066 Al-Mg-Si
alloy to obtain globular grains with a short-duration salt bath. The high-temperature compressive
resistance and mechanical properties of TS-SIMA alloys were investigated. The TS-SIMA alloys
were subjected to artificial aging heat treatment to improve their mechanical properties. The results
show that the TS-SIMA process can reduce compression loading by about 35%. High-temperature
compressive resistance can be reduced by the TS-SIMA process. After high-temperature compression,
the mechanical properties of the TS-SIMA alloys were significantly improved. Furthermore, artificial
aging treatment can be used to enhance formed alloys via the TS-SIMA process. After artificial
aging treatment, the mechanical properties of TS-SIMA alloys are comparable to those of general
artificially-aged materials.

Keywords: aluminum alloy; Strain-Induced Melt Activation (SIMA); mechanical properties

1. Introduction

6xxx series Al alloys, a series of precipitation-hardened Al alloys, are widely used. 6066 Al alloy,
used in this study, has a strength that is higher than that of the great majority of other alloys in this
series due to its Cu and Mn addition and excess Si [1,2]. This alloy is widely applied in the automobile
industry, bicycle industry, and architecture components, due to its high strength and low density.
Even though Cu and Mn increase strength, they decrease formability. In order to promote formability,
the strain-induced melt activation (SIMA) process is used for forming at high temperatures.

The SIMA process is a semi-solid process, in which the materials are manufactured at temperatures
of solid-liquid coexistence. The finished products have a near-net shape advantage [3–5]. The SIMA
process has great potential due to its low cost and high stability [6–10]. Figure 1a shows the procedure
of the two-step SIMA (TS-SIMA) process proposed in this study. The steps are: (1) casting, which
produces a dendritic structure; (2) hot extrusion, which disintegrates the initial structure and introduces
sufficient strain energy into the alloy; and (3) salt bath, which makes the material recrystallize and
partially melt at temperatures of solid-liquid coexistence. TS-SIMA is defined as a two-step process
because the casting materials are via only two steps to obtain globular grains. The two major differences
between the traditional SIMA process and the TS-SIMA process are: (1) the proposed TS-SIMA process
uses severe hot extrusion instead of cold work to introduce a large amount of strain energy; and (2) the
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proposed SIMA process uses a salt bath instead of an air furnace to improve heating uniformity and
reduce heating time. The globular grain evolution for the proposed TS-SIMA process is shown in
Figure 1b [11].

Figure 1. (a) Procedure of TS-SIMA process and (b) formation steps of globular grains in TS-SIMA process.

In our previous study [11], the high-temperature deformation resistance and forming behavior
of TS-SIMA alloys were investigated. The improvement in the high-temperature formability of
alloys subjected to the TS-SIMA process was confirmed. However, the mechanical properties of the
formed alloys after the TS-SIMA process were not examined. In this research, the high-temperature
compressibility and the improvement of the mechanical properties of TS-SIMA alloys are investigated.
High-temperature compressibility is evaluated using high-temperature compression. The compression
deformation mechanism of TS-SIMA alloys is also investigated. The mechanical properties of TS-SIMA
alloys are investigated and improved via artificial aging (T6) heat treatment.

2. Materials and Methods

The material used in this study was extruded 6066 Al alloy. Its composition, determined using a
glow discharge spectrometer, is shown in Table 1. Six-inch (15.24 cm) diameter casting materials were
extruded with dimensions of 52 mm (width) ˆ 3 mm (thickness) and 75 mm (width) ˆ 9 mm (thickness).
The extrusion ratio was 27:1 and the true strain was 3.3. The as-extruded alloy is denoted as “F”.

Table 1. Composition of 6066 Al alloy.

Element Mg Si Cu Mn Fe Cr Al

Mass % 1.02 1.29 0.98 1.02 0.19 0.18 Bal.
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The salt bath for spheroidized grain formation was conducted at 620 ˝C for 10 min and then
cooled down by quenching in water. The grains were spheroidized uniformly and the fraction of liquid
phases was high with these salt bath settings. The material deformed severely, or was partially melted
severely, when the temperature was higher than 620 ˝C. The TS-SIMA alloy subjected to this salt bath
is denoted as “S10”.

Aluminum alloys are often fully annealed for subsequent manufacturing. Therefore, the test
alloy in this study was fully annealed for comparison with TS-SIMA-processed specimens. In the full
annealing treatment, F was heated to 420 ˝C for 2 h, cooled to 220 ˝C at a cooling rate of 25 ˝C/min,
and then cooled in a furnace to room temperature. The fully annealed 6066 Al alloy is denoted as “O”.

The microstructural characteristics and grain size were analyzed using optical microscopy (OM).
The specimens were polished using SIC papers from 80# to 5000# (the number before # means how
many hard particles in per square inch), Al2O3 aqueous suspension (1.0 and 0.3 μm), and SiO2

polishing suspension and etched using Keller’s reagent. The liquid fraction of the lower-melting-point
second phases was measured using ImageJ (National Institetes of Health, Java 1.8.0_60, New York,
NY, USA) software. Two shape parameters, x and z, were defined for the degree of spheroidization [5].
In Figure 2, a, b, c, and A represent the major axis, minor axis, perimeter, and area of a grain, respectively.
According to the definitions x = (b/a) and z = (4πA)/c2, x is the ratio of the minor axis to the major axis
and z becomes closer to 1 as the shape becomes more circular. As x and z become closer to 1, the grains
become more equi-axial and the degree of spheroidization increases.

Figure 2. Parameters of spheroidization degree definition.

The hardness of the matrix and globular grain boundaries were evaluated using nano-indentation
to understand the hardness distribution in the TS-SIMA alloys. A triangular pyramidal diamond probe
was used for nano-indentation. The measurement conditions were a drift velocity of 0.25 nm/s and a
depth of 800 nm. The space between measurement points was 5 μm.

In the high-temperature compression test, as-extruded alloys, fully-annealed alloys, and
TS-SIMA alloys were tested to compare their high-temperature formability. The compression
ratio is defined as R% = (t0´tf)/t0, where t0 is the thickness of the initial sheet (9 mm) and
tf is the thickness after compression. The specimens for compression had dimensions of
40 mm (length) ˆ 20 mm (width) ˆ 9 mm (thickness). The compression temperature was set as 600 ˝C
and the compression rate was set as 20 mm/min. The compressive loadings of the different materials
were estimated and compared as the compression ratio reached 50%. When the compression ratio is
higher, the deformation resistance is lower, which indicates better high-temperature formability [12].
The specimens compressed to a compression ratio of 50% were used in further experiments for
improving the mechanical properties. Specimens subjected to compression are marked with the prefix “C-“.

Finally, in order to confirm that the mechanical properties of the compressed TS-SIMA alloys
can be enhanced, T6 heat treatment was adopted. T6 heat treatment includes solution heat treatment
and artificial aging. Solution temperatures of 530 ˝C and 550 ˝C were used in this research.
Specimens subjected to T6 heat treatment are marked the suffix “T6530“ or “T6550“. The hardness of
the specimens was measured using a Rockwell hardness tester and the tensile properties were tested
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using a universal tester. The dimensions of the tensile test specimen are shown in Figure 3. The tensile
specimen was prepared by a milling machine for thinning and wire cutting for shaping. The tensile
initial strain velocity was 1.67 ˆ 10´3 (crosshead velocity of 1 mm/min). Each hardness and tensile
datum was the average from at least three testing samples.

Figure 3. Dimensions of tensile test specimen.

3. Results and Discussion

3.1. Microstructure Characteristics

Figure 4 shows the microstructures of as-extruded alloys and TS-SIMA alloys. The typical
extrusion microstructure can be seen in the metallography of the as-extruded alloys, as shown in
Figure 4a. Dynamic recrystallization only occurred in parts of F; the recrystallized grain size was about
5–8 μm. Grains were spheroidized uniformly after a salt bath for 10 min. The average globular grain
size was about 78 μm. The shape parameters x and z were 0.62 and 0.65, respectively.

Figure 4. Microstructures of (a) as-extruded alloys (F) and (b) TS-SIMA alloys (S10).

The distribution of elements in S10 was analyzed using electron probe microanalysis (EPMA)
(JEOL, Peabody, MA, USA). The results are shown in Figure 5. After a salt bath, Mg, Si, and Cu were
located at the grain boundaries and formed a network structure, but Mn, Fe, and Cr just aggregated
and formed a particle-shaped phase due to the melting point of the Mn-rich phase being higher
than 620 ˝C [13]. The phases at globular boundaries are composed of the eutectic phase of Al and
Al2Cu, the eutectic phase of Al and Mg2Si, and the eutectic phase of Al and Si. The melting points
of these eutectic phases are below 620 ˝C and, thus, they melted and penetrated into the globular
grain boundaries.
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Figure 5. Elemental distribution of TS-SIMA alloy (S10) obtained using EPMA.

The nano-indentation data for S10 are shown in Figure 6. The same results were obtained for
five samples. The spheroidized grain boundaries, abundant in Cu, Mg, and Si, are much harder than
the internal grains. This proves that the grain boundaries of the TS-SIMA alloy are the hard and brittle
parts of the material. When a TS-SIMA alloy is defomed, the deformation should be where stress
concentration occurs.

Figure 6. Hardness distribution in TS-SIMA alloys evaluated using nano-indentation.

3.2. High-Temperature Compressive Resistance of TS-SIMA Alloy

For the compression test at 600 ˝C, Figure 7 shows the compression loading at a 50% compression
ratio for various materials. It can be seen that S10 has the lowest compression loading. Full annealing
reduced compression loading by only about 9% but the TS-SIMA process reduced it by about 35%
compared with that of the as-extruded alloys. This proves that the TS-SIMA process is beneficial for
enhancing high-temperature compressibility. The compressive resistance of the TS-SIMA alloy was
the smallest.

27



Metals 2016, 6, 183

Figure 7. Deformation resistance of several materials.

Figure 8 shows the microstructures of compressed TS-SIMA alloys. It can be seen that after
high-temperature compression, globular grains became flat and oval-shaped, as shown in Figure 8a.
Under large magnification (Figure 8b), it can be seen that the original broad grain boundaries of
the TS-SIMA alloys vanished after compression. Only Mn-rich particle phases existed at the grain
boundaries and in the internal grains. This resulted from the low-melting-point phases at grain
boundaries melting at 600 ˝C and flowing during high-temperature compression.

Figure 8. Microstructure of TS-SIMA alloy at (a) small and (b) large magnification.

Figure 9 shows the elemental distribution of compressed TS-SIMA alloys. It shows that Cu, Mg,
and Si were no longer located at the globular grain boundaries after high-temperature compression.
They diffused and solid-soluted into the matrix during hot-temperature compression. In contrast, Mn,
Fe, and Cr still aggregated and formed a particle-shaped phase.
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Figure 9. Elemental distribution of compressed TS-SIMA alloy (C-S) obtained using EPMA.

3.3. Mechanical Properties Improvement of TS-SIMA Forming Alloys

In order to ensure that the formed products are suitable for applications, the mechanical properties
of compressed TS-SIMA alloys were investigated. T6 heat treatment, the most commonly used method
for strengthening 6xxx series Al alloys, is used in this study. Figure 10 shows the hardness data and
Figure 11a shows the tensile properties data of compressed and heat-treated materials. Hardness data
show that the hardness values of as-extruded alloys and TS-SIMA alloys are similar. High-temperature
compression significantly enhanced hardness. After T6 heat treatment, the hardness of all specimens
increased obviously. Hardness increased with increasing solution heat treatment temperature due to
the solution limit being enhanced by increased solution temperature. The hardness of compressed
TS-SIMA alloys is slightly lower than that of as-extruded alloys after T6 heat treatment. Strength data
trends are similar to those of hardness data. The strength of specimens increased after T6 heat treatment.
The strength of compressed TS-SIMA alloys was slightly lower (by about 10–20 MPa) than that of
as-extruded alloys. The ultimate tensile strength (UTS) of TS-SIMA alloys reached about 430–440 MPa.
This shows that the strength of TS-SIMA forming materials after T6 heat treatment is high enough for
common applications.

Figure 10. Hardness data of specimens.

Elongation data are shown in Figure 11b. The tensile elongation of TS-SIMA alloys is much lower
than that of as-extruded alloys. Elongation can be improved to about 23% uniform elongation (UE) and
27% total elongation (TE) after compression at 600 ˝C. The enhancement of elongation is majorly due
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to the hard and brittle phases located at globular boundaries composed of Al, Mg, Si, and Cu diffused
into matrix After T6 heat treatment, elongation increased with decreasing solution heat treatment
temperature. Uniform elongation reached about 12% and total elongation reached 16% when the
solution heat treatment temperature was 530 ˝C. Even though the elongation of TS-SIMA alloys was
quite low, high-temperature compression improved it. The mechanical properties of TS-SIMA alloys
can thus be improved by high-temperature compression and T6 heat treatment. Strength can reach
more than 400 MPa and elongation can reach more than 10% after appropriate heat treatment.

Figure 11. Mechanical properties of specimens: (a) tensile strength and (b) tensile elongation.

Figure 12 shows the microstructures of compressed TS-SIMA alloys after T6 heat treatment.
It shows that the original compressed globular grains of compressed TS-SIMA alloys grew during
solution treatment, as shown in Figure 12c,d. The microstructure of T6-heat-treated as-extruded alloys
remained as fine recrystallized grains, as show in Figure 12e,f. The level of precipitation strengthening
of compressed TS-SIMA alloys and as-extruded alloys should be similar because their compositions
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and T6 heat treatment conditions are the same. The slightly different mechanical properties are due to
grain size according to Hall-Petch theory [14,15]. After T6 heat treatment, the strength of as-extruded
alloys was higher than that of TS-SIMA forming alloys due to the former’s fine grains. However, the
high density of grain boundaries of T6-heat-treated as-extruded alloys slightly decreased elongation
because dislocation slipping is restricted by grain boundaries. Therefore, the elongation of TS-SIMA
forming alloys is higher than that of T6-heat-treated as-extruded alloys.

Figure 12. Morphologies of (a) C-S10/T6530; (b) C-S10/T6550; (c) C-F/T6530; and (d) C-F/T6550.

Figure 13 shows the elemental distribution of compressed TS-SIMA alloys after T6 heat treatment.
It shows that all elements were distributed uniformly. This proves that T6 heat treatment made Cu,
Mg, and Si solid-solute completely and precipitate.

Figure 13. Elemental distribution of compressed TS-SIMA alloy after T6 heat treatment (C-S10/T6530)
obtained using EPMA.

The fracture mechanism of the above specimens can be interpreted from Figures 14 and 15.
Figures 14a and 15a show the intergranular fracture characteristics of TS-SIMA alloys. The low-melting-point
phases melted, penetrated, and solidified at globular grain boundaries, resulting in the grain boundary
being more brittle and harder than the matrix. This led to stress concentration and the generation of

31



Metals 2016, 6, 183

cracks. The cracks initiated at grain boundaries and connected with each other, leading to intergranular
fracture. In contrast, characteristic dimple fractures were found on the fracture surfaces of compressed
TS-SIMA alloys and T6-heat-treated compressed TS-SIMA alloys, as shown in Figure 14c–f. Micro-void
coalescence and ductile fracture caused these dimple fractures. The sub-surface morphologies
of compressed TS-SIMA alloys and T6-heat-treated compressed TS-SIMA alloys are shown in
Figure 15b–d. Intergranular fractures did not appear because the brittle and low-melting-point phases
vanished after high-temperature compression. Therefore, good mechanical properties were obtained.

Figure 14. Fracture surfaces of (a) S10; (b) C-S10; (c) C-S10/T6530; (d) C-S10/T6550; (e) C-F/T6530;
and (f) C-F/T6550.

Brittle and hard phases located at the grain boundaries of TS-SIMA alloys disappeared after
high-temperature compression, improving elongation. Total elongation increased to about 30%.
After T6 heat treatment, the tensile strength of TS-SIMA forming alloys reached about 430 MPa.
The strength of such alloys is slightly less than that of T6-heat-treated as-extruded alloys (by about
20 MPa) and its elongation can be slightly higher than that. The mechanical properties of
T6-heat-treated TS-SIMA forming alloys are sufficient for common applications.
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Figure 15. Sub-surfaces of (a) S10; (b) C-S10; (c) C-S10/T6530; and (d) C-S10/T6550.

4. Conclusions

(1) Globular grains were obtained using the TS-SIMA process. After a salt bath, the grains became
globular and Cu, Mg, and Si were the major elements distributed on the globular grain boundaries.
The globular grain boundaries were harder than the Al matrix.

(2) High-temperature compressive resistance can be reduced by the TS-SIMA process. With a
50% compression ratio, the TS-SIMA process decreased compression loading by about 35%.
After high-temperature compression, Cu, Mg, and Si were no longer located at the compressed
globular grain boundaries.

(3) High-temperature compression can improve the elongation of TS-SIMA alloys. The mechanical
properties of TS-SIMA alloys can be enhanced by T6 heat treatment. The mechanical properties are
sufficient for common applications.
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Abstract: For the first time ever, a thickness dependence of the Lüders effect in an Al-based alloy
is demonstrated. A three-dimensional digital image correlation method was used to gain insight
into the Lüders band velocity and the Lüders strain. The results revealed that both the strain and
velocity depend on the specimen thickness. The strain increases, whereas the velocity decreases, with
decreasing specimen thickness. Moreover, the plot of the strain vs. the velocity concurs with the
global deformation compatibility.

Keywords: Lüders effect; digital image correlation; thickness dependence; 5456 Al-based alloy

1. Introduction

Owing to their low density, high strength, and good formability, Al-based alloys are extensively
used in the automotive industry [1]. These properties are advantageous from a manufacturing point
of view. However, the heterogeneous deformation of Al-based alloys (even at room temperature)
subjected to a high strain gradient represents a major drawback of these materials. This phenomenon
leads to undesirable visible traces on the surface of the final products [2,3]. The induced heterogeneous
deformation can be classified into two general categories: the Lüders effect and the Portevin-Le
Chatelier (PLC) effect. These effects are governed by different microscopic mechanisms. The PLC
effect is typically attributed to dynamic interactions between mobile dislocations and diffusing solutes
(i.e., dynamic strain ageing, DSA) [4–6]. On the other hand, the Lüders effect results from both the
dislocation pinning/unpinning effect arising from Cottrell atmosphere constraints and the collective or
self-organized dislocation multiplication and motion [7–11]. According to the Johnston theory [12,13],
dislocation pinning by impurity atmospheres does not occur in materials with low densities of mobile
dislocations. This seems to contradict the Cottrell theory [14], which describes locking or unlocking
behaviors. However, these theories actually complement each other, as the low mobile dislocation
density stems from the previously completed pinning process.

The Lüders effect, referred to as the yield point phenomenon, is characterized by a sharp yield
point and a subsequent yield plateau. An ideal plastic plateau, due to the propagation of a localized
plastic deformation, is manifested; the occurrence of this plateau is accompanied by a decrease in the
yield stress. Studies focused on the features of the Lüders effect, e.g., the Lüders strain, the Lüders band
velocity, or the morphology of the Lüders bands, have been conducted in recent years. These studies
revealed that the Lüders strain is affected by the applied strain rate [8,15], solute concentration [15–18],
test temperature [19], and the grain size [18,20,21]. For example, Johnson et al. [15], Winlock [16],
Song et al. [17], and Tsuchida et al. [18] determined the influence of the carbon content on the magnitude
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of the Lüders strain in steel; in all cases, the strain exhibited a negative dependence on the carbon
content. Jin et al. [20], Lloyd et al. [21], and Tsuchida et al. [18] found that the yield stress (in accordance
with the Hall-Petch relationship) and the Lüders strain are both inversely proportional to the grain
size. The digital image correlation (DIC) method and infrared thermography technique (IRT) have
been used to perform kinematic and calorimetric analyses of Lüders bands. Nagarajan et al. [9,10]
used DIC and IRT to determine the spatio-temporal evolution of the full-field strain and temperature
contours; this yielded an improved understanding of band nucleation and propagation as well as the
band growth mechanism. IRT has been used to determine spatial characteristics, such as the shape,
orientation, and velocity [22] and morphological characteristics, such as the X-, Y- and V-shaped
patterns [23] of Lüders bands. Based on the aforementioned experimental results, theoretical models,
which takes both Cottrell atmosphere pinning and dislocation multiplication into consideration, have
been used to describe the features of spatial coupling [13,24,25].

Since Yoshida et al. [7] reported a thickness dependence of the plastic behavior of 4–30 μm thick
copper whiskers, a few studies have focused on this thickness dependence, on the millimeter scale, in
polycrystals. In this work, we determine the influence of the thickness on the Lüders strain, Lüders
band velocity, and the correlation between these features in a 5456 Al-based alloy.

2. Materials and Methods

The chemical composition (wt. %) of the 5456 Al-based alloy is shown in Table 1. Large plates
of the alloy were subjected to an aging heat treatment (annealing at 673 K for 3 h followed by
furnace-cooling to room temperature); dumbbell-shaped plate specimens were then cut from these
plates. These 55 mm (gage length) ˆ 20 mm (width) specimens had different thicknesses (t = 1, 2, and
3 mm). The stiffness of the testing machine influences the PLC effect and the Lüders plateau [26,27].
We used a hard machine, referred to as RGM-4050 (Reger Instrument Co., Ltd., Shenzhen, China),
to determine the thickness dependence of the Lüders effect. Uniaxial tensile tests were performed at
room temperature and constant strain rates ranging from 1.82 ˆ 10´4 to 90.9 ˆ 10´4 s´1. The applied
tensile load was recorded at a sampling rate of ~25 Hz.

Table 1. Chemical composition (wt. %) of the 5456 Al-based alloy.

Elements Mg Mn Fe Si Zn Ti Cu Cr Al

Content 4.7–5.5 0.5–1.0 0.4 0.25 0.25 0.2 0.1 0.05–0.2 Balance

The three-dimensional DIC (3D-DIC) method is applied in the present study for surface strain
mapping; this non-contact method is used to measure the full-field space coordinate, displacement, and
strain distributions in a material. This method is precise, accurate, does not require special quakeproof
equipment, and is therefore widely used in material testing [28,29]. 3D-DIC is adept at measuring
strain localization. Optical methods, such as shadowgraphy [30], laser scanning extensometry [31],
and digital speckle pattern interferometry [2,3] obtain indirect observations of the localized bands,
and hence quantitative analysis is difficult. Direct images can be readily obtained using 3D-DIC.
The accuracy of this method was determined through a coupling factor that takes into account
the image noise, interpolation bias, and the calculation algorithm parameters [32]. Establishing the
theoretical measurement resolution for high-gradient deformation conditions (e.g., within Lüders or the
PLC band) is difficult. Specifically, the experiment value of the displacement and strain measurement
error are ~0.01 pixels and 150 με, respectively [33]. In a previous study, we determined the effect of
DIC parameters, such as the patch size, shape function, and the strain gradient, on the measurement
error; based on the results, a moderate patch size was suggested for high-gradient inhomogeneous
deformation [29].

In the present study, a self-developed 3D-DIC system (PMLAB DIC-3D; Nanjing PMLAB Sensor
Tech Co., Ltd., Nanjing, China) was used to continuously capture deformed images (via synchronous
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image acquisition) at an image sampling rate of 3 fps. So-called sequence DIC and equal-interval DIC
were both used in this work. In the case of sequence DIC, the correlation between a fixed reference
image and the deformed image is determined; with equal-interval DIC, however, the correlation
between frame n and frame n + g is determined (g is the image interval; g = 1, time interval « 1/3 s in this
work). Prior to the tensile tests, specimens were sprayed with a flat white lacquer and then oversprayed
with random black spots. The following dimensions were used in the 3D-DIC system: array dimensions
of each image = 2048 ˆ 2048 pixels; calculation grid size = 7 pixels; patch size = 29 ˆ 29 pixels; strain
calculation window size = 15 ˆ 15 points. A correspondence of ~16 pixel/mm was obtained between
the real dimension and the acquired image. The right-handed coordinate was defined as follows: the
transverse direction and the tensile direction were the X and Y axes, respectively.

3. Results

3.1. Lüders Strain

Figure 1 shows the engineering stress–strain curves, obtained at an applied strain rate of
9.09 ˆ 10´4 s´1, for specimens with different thicknesses. For clarity, we have depicted the curves
separated vertically by a stress interval of 35 MPa. The inset indicates that the Lüders strain, i.e., the
length of the Lüders plateau formed during straining, decreases with increasing specimen thickness.
A PLC effect is visible almost immediately after the Lüders effect. It consists of a serrated flow with
numerous stress drops. These serrations are of similar characteristics for the three tests. These results
indicate that the specimen thickness influences the Lüders effect. In contrast, the PLC effect seems not
to be influenced by the specimen thickness.

Figure 1. Engineering stress-strain curves obtained at 9.09 ˆ 10´4 s´1 for specimens with different
thicknesses. For clarity, these curves are separated vertically by a stress interval of 35 MPa. The inset
provides a magnified view of the Lüders plateaus.

As previously stated, the specimen thickness has a pronounced effect on the Lüders strain.
Therefore, specimens of different thicknesses were subjected to uniaxial tensile tests at various applied
strain rates to determine the dominant factor (thickness or strain rate). Figure 2 shows the Lüders
strain as a function of the specimen thickness. Data corresponding to the 2-mm-thick and 3-mm-thick
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specimens were obtained from six and four tests performed at strain rates ranging from 9.09 ˆ 10´4 to
0.909 ˆ 10´4 s´1 and 1.82 ˆ 10´4 to 9.09 ˆ 10´4 s´1, respectively. In fact, previous studies [8,15] have
revealed a power-law dependence of the Lüders strain on the strain rate. However, this dependence
was not observed in the present study. The insets of Figure 2 show the Lüders strain of the 2- and
3-mm specimens as a function of the applied strain rate. The strain increases with increasing strain
rate, albeit with some scatter, which to a certain extent contradicts previous studies. Compared to
the applied strain rate, the specimen thickness generally has a more pronounced effect on the Lüders
strain. Figure 2 confirms a negative relationship between the strain and specimen thickness.

Figure 2. Dependence of the Lüders strain on the specimen thickness at various applied strain rates.
The insets show the strain as a function of the strain rate at a given specimen thicknesses.

3.2. Lüders Band Velocity

As a form of plastic instability, the Lüders effect differs compared to the PLC effect mainly on the
serration morphology and the strain-localized band propagation. Generally, the continuous sweep
corresponds to the smooth plateau of the Lüders effect; nevertheless, the propagation of PLC bands
can be continuous, hopping, and even random along the specimen with abrupt serrations. Here, to
exhibit the difference in the straining process of these two types of plastic instabilities, we present
the example of the 1-mm specimen. Figure 3a shows the illustration of the selected data for DIC
calculations. Figure 3b,c respectively show the accumulated-strain mappings of the Lüders and PLC
band. It can be seen that the Lüders band manifests as a continuous localized deformation band from
one end of the specimen to the other. The PLC bands were characterized by discrete strip bands which
belong to type B serrations. The DIC results revealed that the strain in the tensile direction of the PLC
band is much higher than that of the Lüders band.

As previously stated, the Lüders strain is correlated with the specimen thickness. Usually, a yield
plateau occurs during the propagation process of a Lüders band; hence, the dependence of the
Lüders band velocity on the specimen thickness was subsequently explored. Figure 4 shows the
strain mapping (both the equal-interval strain mapping (a) and the accumulated-strain mapping (b))
along the tensile direction of specimens with different thicknesses. The strain rate of the test was
9.09 ˆ 10´4 s´1. Figure 4a shows that localized deformation occurs within an inclined strip only,
and then propagates from one end of the specimen to the other. The growing stair (or step) in the

38



Metals 2016, 6, 120

accumulated strain mappings (Figure 4b) reveals the propagation of the Lüders band. As the figure
shows, the Lüders band velocity (in contrast to the Lüders strain) exhibits a positive dependence on
the specimen thickness (see Figure 4c).

Figure 3. Test on a 1-mm-thick specimen at 9.09 ˆ 10´4 s´1. (a) Stress-strain curve that shows
selected image data for digital image correlation (DIC) calculation; (b) Longitudinal strain maps
revealing the Lüders effect; (c) Longitudinal strain maps revealing the Portevin-Le Chatelier (PLC)
effect. Reference images are defined at ~18.3 and ~425.6 s, respectively. Sequence DIC method was
used for this processing.
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Figure 4. Test on three different thickness specimens at 9.09 ˆ 10´4 s´1. (a) Equal-interval strain
mapping; (b) Accumulated-strain mapping in the tensile direction; (c) Dependence of the Lüders band
velocity and the Lüders strain on the specimen thickness, at a fixed strain rate of 9.09 ˆ 10´4 s´1.
The white arrows in (a) and (b) denote the propagation directions. The time interval in the equal-interval
DIC calculation is approximately 1/3 s.
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3.3. Global Deformation Compatibility

A single Lüders band propagates at a constant velocity along the gage length of the specimen [15].
This propagation may be expressed mathematically as follows:

εLl0 “ Vcrosshead (1)

where εL, Δt = l0/Vband, l0, , Vcrosshead, and Vband are the Lüders strain, the duration of the plateau,
gage length, the velocities of the crosshead of the test machine, and the Lüders band, respectively.
Equation (1) indicates that the Lüders plateau ends immediately after the band sweeps the entire
specimen. Rewriting Equation (1) yields:

εL “ Vcrosshead{Vband (2)

Equation (2) reveals that the Lüders strain, the applied strain rate, and the Lüders band velocity
satisfy the global deformation compatibility requirement, in accordance with the theoretical predictions
of Hall et al. [34] and Estrin et al. [35]. Furthermore, this relationship does not rely on the specimen
thickness, whereas the Lüders strain only depends on the thickness. Therefore, at a given applied
strain rate, the band velocity and strain exhibit opposite dependences on the specimen thickness;
moreover, for a given thickness, the velocity is proportional to the applied strain rate.

The aforementioned results indicate that a plot of the Lüders strain vs. the Lüders band velocity
can only be obtained by considering specimens of differing thicknesses. As Figure 5 shows, the
relationship between the strain and the velocity concurs with the predicted tendency.

Figure 5. Relationship between the Lüders strain and the Lüders band velocity. The theoretical
prediction can be expressed as: εL “ 3 mm

60 s ˆ 1
Vband

“ 0.05 ˆ 1
Vband

.

3.4. Spatial Characteristics

Figure 6 shows the displacement and strain mappings, including the in-plane and out-of-plane
displacement, of specimens with different thicknesses. A Lüders band is clearly visible in each
specimen. We note that, in all cases, the localized-deformation region lies almost completely within
a strip inclined at ~60˝ with respect to the tensile direction. However, the band inclination in Figure 6a
is >60˝, resulting possibly from the crossover of localized bands with different orientations. This is
verified by Figure 7, where the crossover evolution of the localized band in a 1-mm-thick specimen
is revealed. As the figure shows, growth of the partial band leads to changes in the band inclination.
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The inclination of the band front (with respect to the tensile direction) increases, gradually leading,
eventually, to a nearly flat band (the newly formed band in Figures 6a and 7). Hill [36] attributed the
occurrence of necking to the plastic flow of anisotropic metals. Analysis (including the concept of
von Mises plasticity) of the strain localization under plane stress uniaxial tension yields the classical
value (~54.74˝) of the band inclination in an isotropic sheet; this value is moderately lower than
the experimentally determined value obtained in the present study. We have shown [37] that the
deformation mode of the PLC localized region under uniaxial tensile tests in the sheet plane is
simple shear, which demonstrates that the strain-localized region appears along the shear direction.
Based on our research, the Lüders band and the PLC band are similar in macroscopic deformation,
which probably implies the same deformation mode. Coer et al. [38] investigated the Lüders effect of
an Al-Mg alloy during the simple shear tests; the literature gave direct observations of the localized
deformation at the simple shear state. These two studies all reveal that the strain-localization and the
simple shear state have some sort of inner link, which needs more effort to explore.

Figure 6. Test on three different thickness specimens at 9.09 ˆ 10´4 s´1. The Lüders band, for
specimens of differing thicknesses, as determined via the equal-interval DIC method; 1-mm-, 2-mm-,
and 3-mm-thick specimens are shown in (a–c), respectively. Incremental results are presented (i.e., (a–c)
show the correlation between frames 72 and 73, frames 80 and 81, and frames 118 and 119, respectively.
Furthermore, u and εyy are the respective displacement and strain increment in the tensile direction,
and w is the out-of-plane displacement increment.
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Figure 7. Crossover evolution of the Lüders band in a 1-mm-thick specimen at 9.09 ˆ 10´4 s´1.
Sequence DIC method was used, and frame 65 was considered as the reference image. Changes in
the band inclination are induced by growth of the partial band. This growth (frames 67–69) leads to
a change in the band front direction.

Experimentally, the localized deformation in the out-of-plane displacement field is obtained due
to the incompressibility during the plastic stage. In fact, the maximum out-of-plane displacement
increases with increasing thickness at a maximum strain increment (~3000 με), which is consistent with
our previous study on PLC bands [39]. The in-plane displacement mappings (profiles on the left-hand
side of Figure 6) show that the distance between the band front and band tail generally increases with
increasing specimen thickness. This spatial characteristic was investigated in further detail.

Here we define the width of the Lüders band (wband) as follows: the distance at the mid-height
of the localized strain band of the strain increment (see Figure 8). The maximum strain increment
(εmax) of the Lüders band is defined as the maximum strain increment value of the center line (Line 0
in Figure 8a). Figure 8 shows the dependence of wband and εmax (obtained at a fixed image-sampling
rate of 3 fps) on the specimen thickness, for a given strain rate of 9.09 ˆ 10´4 s´1. As the figure
shows, εmax and wband remain approximately constant and increase, respectively, with increasing
specimen thickness.

Figure 8. Test on a 2-mm-thick specimen at 9.09 ˆ 10´4 s´1. Schematic showing the calculation of
the Lüders band width. The strain mapping in (a) was performed via equal-interval digital image
correlation method (frame 80 and 81). The strain distribution along the Y-direction, (b), was determined
for Line 0 in (a).
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As previously mentioned, the Lüders band velocity increases with increasing specimen thickness.
Consistent with the results shown in Figure 9, wband increases owing to continuous propagation of
the band. The band sweeps the gage length of the specimen (in general); hence, the accumulated
strain varies with the equal-interval maximum strain increment and the equal-interval band width.
However, the obtained experimental results reveal that the accumulated strain depends only on wband.
This strain increases with increasing specimen thickness, consistent with the results shown in Figure 4b.

Figure 9. Dependence of the width and the maximum strain increment of the Lüders band on the
specimen thickness, for a given strain rate of 9.09 ˆ 10´4 s´1.

4. Conclusions

We investigated the dependence of the Lüders effect on specimen thickness. Characteristics, such
as the Lüders strain, Lüders band velocity, and the correlation between these features, were determined
by using the 3D-DIC method. The major conclusions can be summarized as follows:

(1) This is the first report demonstrating the dependence of the Lüders strain on the specimen
thickness of a 5456 Al-based alloy.

(2) The Lüders strain increases, but the Lüders band velocity decreases, with decreasing
specimen thickness.

(3) Uniquely, the plot of the Lüders strain vs. the Lüders velocity was obtained via direct observation.
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Abstract: In this study, AA6066 alloy samples were cryogenically forged after annealing and then
subjected to solution and aging treatments. Compared with conventional 6066-T6 alloy samples, the
cryoforged samples exhibited a 34% increase in elongation but sacrificed about 8%–12% in ultimate
tensile strength (UTS) and yield stress (YS). Such difference was affected by the constituent phases
that changed in the samples’ matrix. Anodization and sealing did minor effect on tensile strength of
the 6066-T6 samples with/without cryoforging but it decreased samples’ elongation about 8%–10%.
The anodized/sealed anodic aluminum oxide (AAO) film enhanced the corrosion resistance of the
cryoforged samples.

Keywords: cryoforging; anodization; tensile properties; corrosion resistance

1. Introduction

Al–xMg–ySi alloys (6xxx series Al alloys) are commonly used as extruded shapes and forged for
making bicycle parts. Their characteristics include ample formability, machinability, weldability, and
corrosion resistance, as well as good strength and elongation after heat treatment. These alloys are also
readily available on the market.

Aluminum possesses a high stacking fault energy and readily undergoes dynamic recovery during
deformation. Plastic deformation at low temperatures, such as cryorolling, is beneficial for refining
grains in an aluminum alloy matrix [1,2]. Chen studied equal-channel deformation of an Al–Mg alloy
at cryogenic temperatures and found that high-density dislocations distorted grains to a refining grain
size [3]. Lee et al. also found that cryorolling 5083 alloy could obtain 200 nm fine grains to increase the
ultimate tensile strength (UTS) from 315 to 522 MPa [4]. For an Al–Mg–Si alloy, cryorolling with a 90%
reduction could cause heavy plastic deformation to produce nanosized extra-fine grains [5–7].

Aluminum alloys that become deformed at cryogenic temperatures could suppress the dynamic
recovery that occurs during plastic deformation, and could acquire fine grains featuring high-angle
grain boundaries [8,9]. The interaction of high-density dislocations enhanced the precipitation
capability for producing a high density of nanosized precipitates [10]. Yin et al. found nanograins that
were less than 500 nm in size in 7075 alloy samples subjected to compression forging at cryogenic
temperatures [11].

Krishina et al. [8,12] produced ultrafine-grained Al–4Zn–2Mg alloys by cryorolling and indicated
that the driving force for precipitation could be enhanced by differential scanning calorimetry.
As a result, the precipitates of the η phase became finer compared with conventional aging treatment.
Sarma [13] found that cryorolling significantly changed aging behavior, leading to a reduction
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in the aging temperature from 190 to 125 ˝C and in aging time from 24 to 8 h for treating 2219
alloy (Al–Cu alloy).

Jayaganthan [14] used X-ray analyses to study the aging behavior of 6061 alloy subjected to
solution treatment then cryorolling. They found that increasing true strain in cryorolling tended to
enhance the dissolution of alloys in the alloy matrix and promoted the driving force for precipitation.
The UTS was improved from 300 to 365 MPa and elongation was raised from 11% to 13%. Cryorolling
apparently reduced the size of intermetallic compounds contained in the matrix of 7075–T73 alloys.
As a result, the corrosion resistance of anodized and sealed 7075–T73 alloy could be significantly
enhanced [15].

Anodization and sealing improves the corrosion resistance of Al alloys by forming amorphous
alumina and hydrate alumina in the anodized film. This process has been widely used in industry.
Forging is a common process used for making bicycle and automobile parts. Determining the influence
of cryoforging on the corrosion resistance of Al alloys with or without anodization should provide
more values for designing and using Al alloys.

Copper was added as an alloying element in a 6xxx series alloy to enhance mechanical strength by
precipitation hardening after heat treatment. For example, 6066 Al alloy contains some high-strength
Cu (0.8–1.4 Mg, 0.9–1.8 Si, 0.6–1.1 Mn, and 0.7–1.2 Cu) to obtain a UTS of 393 MPa and a yield stress (YS)
of 359 MPa after a T6 treatment. This study introduced cryoforging to further improve the toughness
of 6066–T6 alloys and their corrosion resistance. The effects of anodization and sealing on the tensile
properties and corrosion resistance of AA6066–T6 with and without cryoforging were also evaluated.

2. Experimental Procedures

2.1. Materials

As-extruded 6066 alloy bars, H42 ˆ 100 mm in size, were supplied by Tzan Wei Aluminum
Co., Ltd. (Tainan, Taiwan). The chemical compositions of the alloys (in wt. %) were 1.38 Si, 0.15 Fe,
1.18 Cu, 1.00 Mn, 1.09 Mg, 0.16 Cr, 0.04 Zn, and 0.02 Ti.

After annealing at 688 K for 120 min, the samples were divided into two groups. The first group
was subjected to a solution treatment (803 K for 120 min) and artificial aging (450 K for 480 min);
these samples were coded as T6 samples. The second group was subjected first to cryogenic forging,
achieving a 40% reduced thickness (from 28 to 16.8 mm), then immersed in liquid nitrogen again,
rotated by 90˝, and subjected to a second round of cryogenic forging. A 500-ton hydraulic press
equipped with one open die set was used to conduct compression forging. After forging, the second
group of samples was subjected to the solution to get CFT4 sample and followed by artificial aging
treatments: 450 K for 480 min for CFT6a samples and 540 min for CFT6b samples.

2.2. Tensile and Fatigue Tests

The specimens used for testing tensile and rotating bending fatigue strengths were machined
from heat-treated samples according to the ASTM B557 [16] (gage diameter: 6 mm) and JIS Z2274 [17]
(gage diameter: 8 mm) specifications as shown in Figure 1a,b. The machined test bars were polished
by a series of abrasive papers (2000 grit) and an alumina slurry to achieve a surface roughness of less
than 0.1 μm (Ra).

2.3. X-ray Tests

X-ray diffraction (XRD) measurements were performed by using a NANO-Viewer Advance
(Rigaku, Tokyo, Japan) equipped with a Cu target to identify the precipitates (or second-phase particles)
formed in the matrix of different samples, including the T6, CFT4, and CFT6a samples. The cryoforged
samples were solution-treated to get a CFT4 sample and followed by aging treatment to acquire
a CFT6a sample. A power of 30 KV and current of 10 mA were used in this study. The sample sizes
were 10 ˆ 10 ˆ 1 mm.
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Figure 1. The dimensions of specimens used for (a) tensile test (gage diameter: 6 mm); and (b) rotating
bending test (gage diameter: 8 mm).

2.4. Anodization Process

Before anodization, all samples were polished to a surface roughness of approximately
Ra ď 0.1 μm and then dipped into methanol and ultrasonically vibrated. The specimens were initially
degreased by immersion in an alkaline solution (5 mass % NaOH) at 60 ˝C for 30 s and were then
rinsed with water for 1–2 min. For the pickling process, specimens were submerged in an aqueous
solution of HNO3 (30 vol. %) for 90 s at room temperature and then rinsed with water for 1–2 min.
The anodization was conducted at 15 mA¨ cm´2 at 15 ˝C for 900 s in a 15 mass % sulfuric acid
solution. The anodized samples were sealed in hot water at 95 ˝C for 1200 s [18]. After anodization,
scanning electron microscopy was conducted and determined that the anodic film was 12–14 μm thick.
The anodized samples were sealed in hot water at 368 K for 20 min.

3. Results and Discussion

3.1. Microstructure Observation and Tensile Properties

Table 1 shows the measured mechanical properties of different samples. The CFT6b samples,
which aged for 60 min longer than did the CFT6a samples, had increased strength but reduced
elongation. The CFT6a samples exhibited a similar strength but superior elongation to the CFT6b
samples, and they were adopted in this study for evaluation of their corrosion resistance and fatigue
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strength. In addition, the CFT6a samples obtained a matrix with a uniform hardness (HV minimum
deviation: 1.7).

Table 1. Mechanical properties of T6, CFT6a and CFT6b samples.

Sample
Tensile Strengths

Vickers Hardness (HV)
UTS (MPa) YS (MPa) Elongation (%)

T6 460 (0.5) 438 (1.4) 10.6 (1.7) 133.6 (2.9)
CFT6a 431 (6.6) 394 (9.2) 14.2 (0.2) 136.6 (1.7)
CFT6b 435 (5.4) 404 (10.1) 13.4 (0.9) 137.1 (2.9)

Note: the deviations are listed in parentheses.

Figure 2a,b show the second-phase (SP) and/or intermetallic compounds (IMC) located at the
cross-sections in the transverse direction of the T6 and CFT6a samples. Different sizes of particles were
counted and are listed in Table 2. The T6 samples exhibited more coarse SP/IMC particles than the
CFT6a samples did as revealed by arrows in Figure 2. During the cryogenic forge, a shear stress was
generated to act on the samples’ matrix, breaking down the particles. As a result, the particles became
finer and dissolution was enhanced during the solution treatment. The total SP/IMC particle count
decreased from 864 to 734 counts/mm2.

Figure 2. Optical micrographs show second-phase particles located in the matrix of (a) T6; (b) CFT6a
sample; non-etched cross-section in transverse direction.

Table 2. The SP and/or IMC particles measured from T6 and CFT6a samples; maximum particle size
and count population were included.

Sample
Second Phase (Coarse Precipitates) Counts/mm2

Max. Diameter of Particle, μm
1–10 11–20 >20 Total Count

T6 838 25 0 864 17
CFT6a 719 15 0 734 17

Electron backscattered diffraction (SUPRA ULTRA 55 field emission scanning electron microscope,
ZEISS, Jena, Germany) was performed to measure the misorientation angles of grain boundaries in the
longitudinal direction of the tensile test bar samples, as illustrated in Figure 3a,b for the CFT6a and T6
samples, respectively. The CFT6a sample had a high fraction of high-angle grain boundaries (HAGBs).
The matrix of the T6 sample had grains featuring mainly low-angle grain boundaries, as shown in
Figure 3b. The cyclic loaded sample after being subjected to 250 MPa and fractured at 2.56 ˆ 105 life
cycles is shown in Figure 3c, revealing further increasing HAGBs compared with those in Figure 3a.
This increase could have been affected by dynamic recrystallization during cyclic loading.
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Figure 3. Inverse pole figure maps obtained from EBSD data and measured misorientation angle of
grain boundaries from (a) CFT6a tensile tested sample; (b) T6 tensile tested sample; and (c) CFT6a
sample after subjected to 250 MPa and fractured at 2.56 ˆ 105 life cycles.

The T6 sample comprised α-Al, Q-(AlCuMgSi), Al(Mn,Fe)Si, and some Mg2Si phases, as
shown in Figure 4. After solution treatment, the cryoforged sample was tested and indicated that
SP/IMC particles were highly dissolved in its matrix, as confirmed by the CFT4 sample in Figure 4.
After artificial aging, the intensity of the Q phase was notably decreased, presenting complex phases
of Mg2Si, Q-(AlCuMgSi), and Al(Mn,Fe)Si, as well as some Cu9Al4 and CuMgSi phases; see CFT6a
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sample. Kim et al. annealed copper wire and an aluminum pad at 150 to 300 ˝C and found a Cu9Al4
phase with an X-ray spectra peak at 43.9˝ [19].

Figure 4. XRD patterns of 6066 alloy samples; including solution and aging T6 sample; cryoforged
samples after solution treatment CFT4 and aging CFT6a, respectively.

The diffusivity of alloying elements in the aluminum matrix is in the order of DCu/Al
(4.44 ˆ 10´5 m2/s), DMg/Al (1.49 ˆ 10´5 m2/s), and DSi/Al (1.38 ˆ 10´5 m2/s) in face-centered cubic
Al [20]. Cu atoms tend to segregate around the metastable phase in the Al–Mg–Si alloy, move to
grain boundaries during the solution treatment, and diffuse to Mg–Si nanoparticles located at or near
grain boundaries to finally form type-C precipitates [21] and the Q phase [22]. As a result, in this
study, the T6 sample mainly contained the Q phase and Mg2Si precipitates after aging. The present
XRD spectra did not detect the S-Al2CuMg phase from the T6 sample. Neither could Vieira find the
S-Al2CuMg phase in his study, in which two age-hardening heat treatments of Al–10Si–4.5Cu–2Mg
were completed [23].

The CFT6a sample increased the HAGBs in its matrix to provide more potent sites for
accommodating Cu atoms after the solution treatment. During quench or aging in room temperature,
Cu diffused to tie up with Al forming Cu9Al4 phase. During artificial aging, a Mg–Si cluster
formed in situ; this either led to the formation of CuMgSi precipitates through movement of the
Cu atoms, or the Cu–Mg clusters formed first and subsequently incubated the CuMgSi precipitate
in the matrix. Figure 5a,b shows the transmission electron microscopy photos of the T6 and CFT6a
samples, respectively. For a given solution and aging conditions, the CFT6a sample achieved finer
precipitates (less than 100 nm) than the T6 sample did. The main constituted phases likely included
Al(Mn,Fe)Si in block and plate shapes, and some fine particles (less than 100 nm) likely being
Cu9Al4 and CuMgSi precipitates or Cu atoms surrounding fine Mg2Si phases, as shown in Figure 5b.
The α-Al(Mn,Fe)Si dispersoids could have a block-shaped or plate-shaped morphology in the size
of 50–200 nm, as reported by Li et al. [24].
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Figure 5. TEM photo show the plate-shape and lump-shape precipitate in the matrix of (a) T6 sample,
and (b) CFT6a sample.

An electron probe X-ray microanalyzer (JXA-8200, JEOL USA, Inc., Peabody, MA, USA) was used
to obtain images of Mg, Si, Mn, and Cu mappings from the matrix of the CFT6a sample. The white
aggregates in Figure 6a are the Al(Mn,Fe)Si and Q phase, and the black lumps are Mg2Si particles.
The arrows indicate the locations of Q-phase precipitates. The CuMgSi and Cu9Al4 precipitates are
nanoscale and were difficult to detect by mapping. In Figure 6b, the white particles shown in the matrix
of the T6 samples are Al(Mn,Fe)Si and Q-AlCuMgSi phases. An Al(MnFe)Si particle attached with Cu
atoms could be distinguished and are indicated by an arrow. The black spots are the Mg2Si phase.

(a) (b)

Figure 6. SEM photo and alloying elements mappings obtained from (a) T6 sample and
(b) CFT6a sample.
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The Q phase, Al(Mn,Fe)Si, and Mg2Si (larger than 80 nm) contained in the aluminum alloy sample
are non-shearable particles in the α-Al matrix [25]. Therefore, the T6 samples gained high strength.
By contrast, the CFT6a samples contained Al(Mn,Fe)Si, Mg2Si, fine CuMgSi, and Cu9Al4 precipitates.
The fine Mg2Si or CuMgSi and Cu9Al4 precipitates are shearable. Figure 7 illustrates the dislocations
(marked as 1-1 and 2-2) intersected with two fine precipitates. In addition, the SP/IMC particle counts
(Figure 2) were lower in the matrix of the CFT6a samples. As a result, the CFT6a sample had decreased
numbers of barrier sites for tangling dislocations to reduce strength but enhance elongation.

Figure 7. TEM photo shows the intersection of dislocation 1-1 and 2-2 with two fine precipitates in the
matrix of CFT6a sample, respectively.

Table 3 compares the surface roughness of T6 and CFT6a samples before and after
anodization/sealing. Compared with the samples without anodization, these anodized and sealed
samples showed an approximately 8%–10% reduction in elongation. Such a decrease is likely caused
by the dissolution of SP/IMC at the film/matrix interface leading to degrade surface roughness
and elongation. Before anodization, the surface roughness of the T6 and CFT6a sample was
approximately 0.07 (0.04) μm; after anodization and sealing, the surface roughness became 0.16 (0.03)
and 0.13 (0.06) μm.

Table 3. Measured surface roughness of different samples before and after anodization.

Sample Surface Roughness (μm)

T6; CFT6a 0.07 (0.04)
T6-A 0.16 (0.03)

CFT6a-A 0.13 (0.06)

Note: the deviations are listed in parentheses.

3.2. Fatigue and Corrosion Tests

Applying the cryoforge before the solution treatment reduced the SP/IMC particle counts and
transformed the Q phase into nanoscale CuMgSi and Cu9Al4 precipitates, which reduced UTS and
YS but increased elongation. Figure 8 shows that both the T6 and CFT6a samples obtained fatigue
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strength of 180 MPa at 1 ˆ 107 life cycles. As shown in Figure 3a,c, we found that cyclic loading
functioned to shift the peak of relative frequency from the misorientation angle of 40˝–45˝ to 45˝–50˝,
and increase some grain boundaries at angles of 10˝–20˝. During cyclic loading, shear stress drove
part of the dislocations to conduct polygonization and/or reorganization.

Figure 8. S–N curves for different samples; including T6 and CFT6a with/without anodization/sealed
treatment; “A” represented anodization/sealed sample.

Figure 9a,b show the fractured surface of the T6 and CFT6a samples, both of which were subjected
to 185 MPa and which performed 5.8 ˆ 106 and 7.7 ˆ 106 life cycles, respectively. The CFT6a sample
exhibited narrower striation spacing than did the T6 samples and achieved a longer fatigue life. The T6
sample obtained fracture steps, as revealed in Figure 9a, which can be attributed to the Q phase located
at or near grain boundaries that served to strengthen the grain boundaries [22,26]. Increasing fine
precipitates in the matrix of the CFT6a sample likely more effectively to consume the crack propagation
energy and thus slightly enhanced the life cycles.

Figure 9. Fracture surface prepared from (a) T6; (b) CFT6a samples; both subjected to 185 MPa and
fractured at 5.8 ˆ 106 and 7.7 ˆ 106 life cycles, respectively.

The SP/IMC particles were small to be less than 17 μm. Anodization did not yield the deteriorated
effect of reducing fatigue strength. The two anodized and sealed samples (T6-A and CFT6a-A) showed
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similar fatigue strength (185–190 MPa) at 1 ˆ 107 life cycles as did those without anodization and
sealing (180 MPa).

The polarization curves for all the samples with and without sealed anodic aluminum oxide
(AAO) films are shown in Figure 10. The corrosion behavior of the samples was affected by the
constituent phases of each. The T6 samples contained AlCuMgSi, Al(FeMn)Si, and Mg2Si phases,
whereas the CFT6a samples acquired mainly Al(FeMn)Si and Mg2Si phases as well as some CuMgSi
and Cu9Al4 precipitates. Mg2Si is anodic relative to the aluminum matrix, but Al(FeMn)Si and
AlCuMgSi are cathodic. The Cu–Al precipitates are more vulnerable to attack during the immersion
test, compared with the Q phase [23]. The CFT6a samples exhibited slightly inferior Ecorr (´1.0 V) and
Icorr (4.7 ˆ 10´6 A/cm2) than the T6 sample did (´0.93 V and 2.6 ˆ 10´6 A/cm2, respectively).

Figure 10. Polarization curves obtained from immersion tests of T6 and CFT6a samples with/without
anodization/sealing treatment.

After anodization and sealing, the anodized films on the aluminum alloy samples contained
mainly amorphous alumina and a few hydrated alumina [27]. These AAO films could significantly
enhance the corrosion resistance of the aluminum alloys [28]. Therefore, the anodized films deposited
on the T6 and CFT6 samples improved Ecorr from (´0.9 to ´1.0 V) to (´0.64 to ´0.76 V).

Affected by a greater number of coarse SP/IMC (Table 2) and/or a higher particle population, the
anodized and sealed film on the T6 sample was entrapped with particles along with air pockets, as
shown in Figure 11a. By contrast, the film on the CFT6a sample is relatively sound with few trapped
particles; see Figure 11b. The trapped particles could function as corrosion channels to accelerate
chloride attacks. Therefore, the anodized and sealed T6 sample obtained a higher current density (Icorr

of 3.6 ˆ 10´5 A/cm2) than did the anodized and sealed CFT6a sample (Icorr of 3.8 ˆ 10´6 A/cm2).
The dissolution of SP/IMC at the film–matrix interface drove aluminum and magnesium ions to

move toward electrolytes leaving the Si particles remaining in the film, as shown in Figure 11c [27].
Consequently, the anodized and sealed T6 sample obtained inferior corrosion current density to the
bare T6 sample (3.6 ˆ 10´5 A/cm2 vs. 2.6 ˆ 10´6 A/cm2). Decreasing SP/IMC particle size and counts
also reduced the size and counts of the Si particles that remained in the anodized film to undergo
a minor change in corrosion current density (4.7 ˆ 10´6 vs. 3.86 ˆ 10´6 A/cm2) in the bare CFT6a and
anodized/sealed CFT6a samples.

56



Metals 2016, 6, 51

Figure 11. SEM photos show the cross-section of deposited anodized/sealed films on (a) T6 sample;
(b) CFT6a sample; and (c) anodized/sealed 6063-T6 samples [27].

4. Conclusions

Adding cryoforging to the process changed the microstructure and mechanical properties of the
AA6066–T6 alloy samples; specifically, it decreased SP/IMC particle counts and reduced the Q phase
but increased fine CuMgSi and Cu9Al4 precipitates in the matrix of the CFT6a sample. As a result,
the tensile property of elongation was increased by approximately 34% comparing with T6 sample.
The anodized and sealed AAO film on the CFT6a sample improved its corrosion resistance but
decreased its elongation by approximately 10% (from 14.2% to 12.7%).
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Abstract: Because the mechanical performance of precipitation-hardened alloys can be significantly
altered with temperature changes, understanding and predicting the effects of temperatures on
various mechanical properties for these alloys are important. In the present work, an analytical
model has been developed to predict the elastic modulus, the yield stress, the failure stress, and
the failure strain taking into consideration the effect of temperatures for precipitation-hardenable
Al-Mg-Cu-Si Alloys (Al-A319 alloys). In addition, other important mechanical properties of Al-A319
alloys including the strain hardening exponent, the strength coefficient, and the ductility parameter
can be estimated using the current model. It is demonstrated that the prediction results based on the
proposed model are in good agreement with those obtained experimentally in Al-A319 alloys in the
as-cast condition and after W and T7 heat treatments.

Keywords: precipitation-hardened alloys; Al alloys; tensile properties; temperature effects;
property modeling

1. Introduction

Precipitation-hardened alloys or age-hardened alloys based on Al, Mg, Ni, and/or Ti are widely
used in structural applications due to the enhanced strength that can be achieved by heat treating [1–3].
The mechanical properties of these types of alloys are deeply influenced by (i) the thermodynamic
stability of the precipitates in the alloys; and (ii) the concentration of impurity elements that influence
which precipitates ultimately evolve in the alloy microstructure. Because differing heat treatment
procedures are employed to control the quantity, size, and composition of the intermetallics that
form in the alloys, it is possible to develop different combinations of room temperature strength and
ductility. However, these alloys are frequently used in applications well above room temperature,
where the effect of heat treatment/precipitation condition is not well-described in general. Al alloy
A319 (Al-A319) is a good example of this type of alloy. Al-A319 cast alloys have been increasingly used
in the manufacture of engine blocks due to a combination of good abrasive properties and mechanical
strength [1–3]. The microstructural constituents present in this alloy are typically complex multiphases
comprising eutectic (acicular) Si as well as numerous intermetallic phases. Al-A319 alloys nominally
contain several percents of Si. Other elements such as Cu and Mg are typically incorporated in Al-A319
alloys to improve the room and high temperature strength [4,5].

Because yield strength, failure stress, strain-to-failure, and strain hardening coefficient that can
be varied depending on different service temperatures are key factors to determine the performance
of precipitation-hardened alloys, it would be advantageous to have a prediction model to describe
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the temperature-dependent behavior of these types of alloys. However, despite the long history of
developing these precipitation-hardened alloys in the metallurgy field, there are no tools to estimate the
temperature dependence of the mechanical properties of the alloys. In the present study, therefore, an
analytical model involving an empirical fitting approach has been developed to predict the dependence
of temperature on strength, ductility, and strain hardening coefficient of precipitation-hardened alloys.
We previously developed an analytical model to predict the tensile and compressive properties of
bimodal metallic materials at room temperature [6]. The model showed how the properties of true
yield stress, true failure stress, strain hardening exponent, strain-to-failure, and a newly defined
ductility parameter are interrelated. The interrelatedness of these parameters need not be limited to
only bimodal materials. In this work, an extended version of the model is proposed to account for the
effect of temperature on Young’s modulus, true yield stress, true failure stress, and strain-to-failure for
precipitation-hardened alloys. We will show that, from these basic parameters, all other mechanical
parameters of interest including strength coefficient, ductility parameter (which will be described
later), and strain hardening exponent can be calculated. The prediction results of these combined
models were compared to experimental data from tensile tests of Al-A319 alloys in the as-cast, W
(solutionized for 4.5 h at 450 ˝C), and T7 (W treatment + age-hardened for 4.67 h at 230 ˝C) heat
treatment conditions. Specimens with W and T7 heat treatment conditions were selected in this
work because solutionization (i.e., W condition) and subsequent age-hardening (i.e., T7 condition) are
commonly applied to Al-A319 alloys to reduce the residual stress accumulated during the casting
process and to improve homogeneity in the microstructure of materials. Because of the relatively short
time intervals between the W heat treatment and the tensile testing, the effect of natural aging was not
considered in the current work.

2. Analytical Model Development

2.1. Temperature-Dependent Model

Based on the evaluation of experimental data, the empirical relationships of Equations (1) to (5)
are proposed to account for the temperature-dependent properties of Young’s modulus (Y), true yield
stress (σt´y), true failure stress (σt´fail), and strain-to-failure (εt´fail).

Previous research has shown that the Young’s modulus of pure Al decreases linearly with
temperature from some initial maximum value, Y0 [7]. However, in alloy systems, the behavior
is more complicated and often shows a more marked non-linear decrease. We assume that the behavior
of the Young’s modulus can be adequately described by a transitional function such as the logistic
function to account for such non-linearity. This is based on an assumption that the Young’s modulus of
Al alloys would not be much influenced by the temperature changes at extreme temperatures, which
is true near the melting temperature and at very low temperature. The logistic function requires the
use of a low temperature Young’s modulus value, YLT, as well as a high temperature value, YHT.
The subscripts LT and HT denote low temperature and high temperature, respectively. It would be
reasonable to consider these LT and HT are the temperatures that are applicable as the lower and
upper bound of the logistic function. Therefore, we set the initial maximum value of modulus, Y0, as
the YLT. Based on this, in this work, Equation (1) is used to describe the Young’s modulus (Y) as a
function of temperature (T) using suitable choices of empirical constants.

Y “ Yo ´ ΔY
ΔT

T ´ YLT ´ YHT

1 ` epT˚´Tq{Ψ
“ YLT ´ ΔY

ΔT
T ´ YLT ´ YHT

1 ` epT˚´Tq{Ψ
(1)

In Equation (1), T* is the alloy softening temperature at which Young’s modulus with temperature

shows the highest rate of change (i.e., the highest
dY
dT

) [8]. Here, Ψ represents another experimentally
determined transition parameter to govern the rapidity with which the transition takes place. As will

be demonstrated in the “Results and Discussion” section, the linear dependence term (
ΔY
ΔT

T) in
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Equation (1) does not considerably affect the variations of the Young’s modulus with temperature
changes for the Al-A319 systems considered in this work.

The temperature dependence of true yield stress (σt´y) is determined by adjusting the low
temperature true yield stress (σt´yLT ) for the loss of stiffness that accompanies the increase in
temperature. We approximate that this adjustment would be proportional to the elastic portion
of the true yield strain, i.e., εt´yLT “ σt´yLT {YLT , and the elastic modulus difference, i.e., (YLY ´ Y), as
given in Equation (2), where Cy is an empirically determined proportionality constant. This implies
that the decrease in the σt´yLT could be linearly approximated by the change in the Young modulus
with temperature, (YLY ´ Y). Here, note that we do not claim that the loss of true yield strength is the
same as the product of the elastic portion of the true yield strain and the elastic modulus difference.
Instead, we attempted to describe the true yield stress behaviors using the simplest approach.

σt´y “ σt´yLT ´ Cy

ˆ
σt´yLT

YLT

˙
pYLT ´ Yq “ σt´yLT

„
1 ´ Cy

ˆ
YLT ´ Y

YLT

˙j
(2)

Now, the temperature dependence of the true failure stress (σt´fail) can be determined in the same
manner, where the adjustment is likewise proportional to the elastic portion of the true failure strain,
εt´ f ailLT “ σt´ f ailLT {YLT , and the elastic modulus difference, (YLY ´ Y).

σt´ f ail “ σt´ f ailLT ´ Cf ail

ˆ
σt´ f ailLT

YLT

˙
pYLT ´ Yq “ σt´ f ailLT

„
1 ´ Cf ail

ˆ
YLT ´ Y

YLT

˙j
(3)

In Equation (3), Cfail is a proportionality constant that can be empirically determined. Note that
Cy and Cfail values would be varied by the material systems of interest. In the case of Al-A319 for all
heat treatment conditions, it was found that Cy = Cfail, which indicates that the decreasing rates of
σt´y and σt´fail are same from their LT values (Cy = Cfail).

For the representation of the true failure strain (εt´fail), it is proposed that εt´fail can be described
by the Arrhenius-like Equation (4) in which true failure strain (εt´fail) increases as temperature
increases up to the solidus temperature of the metal (Tsolidus).

ln
εt´ f ail

εt̊´ f ail
“ ´Q f ail

R pT ´ Tsolidusq (4)

εt´ f ail “ εt̊´ f ailexp
ˆ ´Q f ail

R pT ´ Tsolidusq
˙

(5)

where Qfail is the activation energy change for failure and R is the gas constant, respectively. In
Equations (4) and (5), mathematically, εt̊´ f ail corresponds to the failure strain of alloys at infinitely low
temperature (i.e., T « ´8). Physically, it would be reasonable to approximate as εt̊´ f ail “ YLT{σt´ f ail
at LY. The parameter Qfail can be determined using linear regression analysis. Here, lnεt̊´ f ail and Qfail

can be graphically interpreted as the y-intercept value and the slope of lnεt´fail vs.
´1

RpT ´ Tsolidusq plot,

respectively.

2.2. Interrelated Mechanical Properties

There are advanced models to describe the evolution of dislocation densities upon processing and
the subsequent hardening behavior of alloys. These models include the Kocks-Mecking model [9–11],
the Alflow model [12], and Myhr et al.’s model [13]. Although these sophisticated models may
include the effects of stacking fault energy, grain size, impurity element content, precipitation particle
sizes/contents, etc., on the hardening behavior of alloys, we elected to use a simpler Hollomon
equation (σt = Kεt

n, where σt, εt, K, and n are true stress, true strain, strength coefficient, and strain
hardening exponent, respectively) to represent the hardening behavior of Al-A319 alloys. When the
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work hardening phenomena of the material can be described by the Hollomon relationship, then
Equations (6) and (7) can be used to determine n and K [6].

n “
ln

´
σt´ f ail{σt´y

¯
ln

´
εt´ f ail{εt´y

¯ (6)

K “ σt´y

εn
t´y

(7)

The ductility parameter (A) is defined as the area under the (lnσt vs. lnεt) curve between the yield
stress and maximum (i.e., failure) stress [6]. This parameter is considered to govern the ductility of the
material and is defined by Equation (8).

A “
ln

´
σt´yσt´ f ail

¯
2

ln
´
εt´ f ail{εt´y

¯
(8)

3. Experimental Section

To compare the results based on the analytical models developed in the previous section, Al-A319
alloy was supplied in the form of sectioned chilled blocks of 100 mm ˆ 15 mm ˆ 15 mm having
a dendrite arm spacing (DAS) ranging from 20 to 50 μm. In this alloy, Si modification and grain
refinement were achieved by employing an Al-10% Sr master alloy, and a commercial Ti-B (5%
Ti-1% B) alloy. Final composition of the alloy was Al-8.6 Si-3.8 Cu-0.36 Mg-0.5 Fe-0.3 Mn-0.012
Sr-0.05 Cr-0.023 Ni-0.015 Pb. From the chilled as-cast blocks, square bars were cut and heat-treated
resulting in the following material conditions: (a) as-cast, (b) W—solutionized (4.5 h at 450 ˝C) and
(c) T7—age-hardened (W treatment + 4.67 h at 230 ˝C). Figure 1 shows the micrographs for (a) as-cast
and (b) W specimens obtained using optical microscope (Olympus model Mx50, Olympus Corp.,
Center Valley, PA, USA). In the micrographs, light and dark contrasts generally represent the α-Al
and modified Si particles in Al-A319 alloys, respectively. As can be seen in Figure 1, after W heat
treatments, the general microstructures did not exhibit much difference from the microstructure of
original as-cast specimen. Micrographs from T7 conditions also displayed similar microstructures to
those from the as-cast and W conditions.

Figure 1. Optical micrographs from the (a) as-cast; and (b) W specimens. Light and dark contrasts
generally represent the α-Al phase and the modified Si particles in the Al-A319 alloys, respectively.

Tensile specimens of the as-cast and heat treated bars were then machined into samples 9 mm
in diameter and 80 mm in length according to the ASTM standards E21-921998 and B557-02. Tensile
testing was carried out on an MTS 810 machine (MTS Systems Corp., Eden Prairie, MN, USA) at a
strain rate of 10´4 s´1. The tensile testing machine was instrumented with an ambient chamber to
maintain the testing temperatures within ˘2 ˝C. Tensile testing was carried out at ´90, ´60, ´30, 0,
150, 180, 210, 240, 270, 320, 370, and 400 ˝C. Prior to tensile testing, the specimens were heated to
the desired temperature and held for approximately 10 min to achieve temperature stability. Up to
four samples were tested at each test temperature to obtain statistically reliable tensile testing results.
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An extensometer (axial extensometer Epsilon 3542, Epsilon Technology Corp., Jackson, WY, USA) was
placed on the gage length and total elongation values were measured to the points of fracture. Figure 2
shows the examples of stress-strain curves at ´90, 0, 150, 270, and 400 ˝C measured using these (a)
as-cast, (b) W, and (c) T7 specimens, respectively. Experimental Young’s modulus (Y), true yield stress
(σt´y), true failure stress (σt´fail), true failure strain (εt´fail), strength coefficient (K), ductility parameter
(A), and strain hardening exponent (n) data were extracted based on these tensile testing results.

Figure 2. Examples of tensile stress-strain curves at various temperatures (´90, 0, 150, 270, and 400 ˝C)
from (a) as-cast; (b) W; and (c) T7 specimens.

4. Results and Discussion

Using the property prediction model developed above and the experimentally/empirically
determined values of parameters contained in Table 1, Figures 3–7 present the predicted property
values in comparison to the results obtained from the tensile tests of Al-A319 alloys. In Table 1, the
parameters (Ψ, Cy, Cfail, and Qfail) in the shaded boxes were empirically-determined and all other
parameters were experimentally determined.

Table 1. Experimental and empirical model parameters for Al-A319 alloys in various heat
treatment conditions.

Property Parameters As-Cast W T7

Y (MPa)

ΔY/ΔT (MPa¨ K´1) 0
Y0 = YLT (MPa) 74,000

YHT (MPa) 30,000
T* (˝C) 300
Ψ (˝C) 55

σt´y (MPa)
σt´yLT (MPa) 141.0 240.0 262.0

Cy 1.6

σt´fail (MPa)
σt´ f ailLT (MPa) 211.0 279.0 292.0

Cfail 1.6

εt´fail (%)

ε˚
t´ f ail (%) 0.2851 0.3770 0.3946

Qfail (J¨ mol´1) 5269.6 3906.4 3932.1

Tsolidus (˝C) 515
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It is important to note that the Al-A319 chemical composition is such that many different types of
intermetallics are evolved during solidification, some of which can be dissolved by a solutionizing
heat treatment and others (especially Fe-containing species) that cannot [8,14]. Rincon et al. [8,14] have
shown that these brittle intermetallics can be large and significantly degrade tensile properties due to
their tendency to initiate and propagate cracks. In Al-A319 in particular, and precipitation-hardenable
alloys in general, the as-cast condition is likely to have a variety of intermetallics that are non-uniformly
distributed throughout the material. This is due to differences in cooling rates in various parts of the
casting, which causes differing degrees of concentration gradients during the solidification. Differences
in cooling rate will also result in variability in grain size and grain morphology. Both of these factors
will affect the mechanical properties. Therefore, it is to be expected that the material properties of the
as-cast metal will possess the most variability. Material in the W condition would be expected to show
less variability due to the homogenizing effect of the solutionizing treatment, where some intermetallics
are dissolved, and differences in grain sizes are to a certain extent evened out. The material in the T7
condition would be expected to show the least variability in mechanical properties, because (i) it has
undergone the solutionizing heat treatment to form more homogenous microstructure; and (ii) it
derives its strength primarily from the Orowan strengthening mechanism [15], which depends on
concentration, size, and distribution of nanoscopic precipitates—making it relatively insensitive to
grain size effects on the yield stress of alloys.

Figure 3 shows the temperature-dependence of Young’s modulus for Al-A319 alloys in various
heat treatment conditions. In the figure, the symbols and dashed curve represent experimental data
and the prediction of the model using Equation (1), respectively. It should be noted that in the case of
the Young’s modulus of Al-A319, the scatter in the data does not allow for the adequate determination
of the slight linear decrease in Young’s modulus (ΔY/ΔT = 0). Therefore, to include a more marked
non-linearity in Equation (1), ΔY/ΔT was set to 0 for all heat treatment conditions. Also, because
the modulus did not decrease with decreasing temperature below room temperatures, we selected
Y0 (=YLT) as the nominal modulus of Al-319, i.e., 74 GPa. The Young’s modulus at HT was assumed
as the YHT at Tsolidus and was asymptotically extrapolated based on the experimental measurement
data (i.e., YHT « 30 GPa). The alloy softening temperature (T*) was set as 300 ˝C for all of the Al-A319
alloy systems tested in the present study [8]. The transition parameter (Ψ) of the logistic function
is the only empirical parameter to describe the temperature-dependent behaviors of the Young’s
modulus. As shown in Figure 3, the experimental measurements exhibit considerable scatter in the
Young’s modulus. In particular, the Young’s moduli of the as-cast sample show large variations, and
the measured values sometimes display a decreasing trend with decreasing temperatures, which can
be explained by the inhomogeneous non-uniform distributions of intermetallics as addressed in the
previous paragraph. Though there is considerable scatter in the modulus data, Figure 3 shows that
Equation (1) with the empirically determined transition parameter (Ψ) value of 55 ˝C provides an
adequate description of the temperature-dependent behavior of the material. Due to the scatter, it was
not feasible to determine if Young’s modulus depends significantly on the heat treatment conditions.
A significant difference in the modulus would only be expected if (i) the various intermetallic or
dispersed phases in the different heat treated materials are substantially more or less stiff than the
metallic phase; and (ii) the intermetallics are present in sufficient concentrations that they have a
non-negligible effect. Examination of microstructures with different heat treatment conditions did not
show such difference. Further, from Figure 3, it is clear that any obvious trend is not observed among
the as-cast, W, and, T7 samples. In addition, because the Young’s modulus used in Equations (2) and (3)
to predict the yield (σt´y) and failures stresses (σt´fail) will demonstrate below that these predictions
are seemingly accurate, the assumption that Young’s modulus is roughly independent of the heat
treatment conditions seems justified as a first approximation, at least in the case of Al-A319 alloys
considered in the present work.
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Figure 3. Temperature-dependence of Young’s modulus for Al-A319 in various heat treatment
conditions. Symbols represent experimental data and the dashed curve is the prediction of the
model, respectively.

In Figure 4, using Equations (2) and (3), the temperature dependence of (a) true yield stress (σt´y)
and (b) true failure stress (σt´fail) for Al-A319 alloys in various heat treatment conditions is plotted.
Again, symbols represent experimental data and the curves are the prediction of the model, respectively.
The σt´yLT and σt´ f ailLT values were determined by the averages of σt´y and σt´fail in the temperature
ranges of ´90 ˝C and 30 ˝C, because it was observed that these properties are not affected by the
temperature below the room temperature for Al-A319 alloys [8]. In determining the experimental σt´y

values, we used the 0.2% offset method from the measured stress-strain curves. By the regression
analysis, we identified that the proportionality constant Cy and Cfail values of 1.6 produce the best-fit
to the experimental observations. This implies that the loss of σt´y and σt´fail from LT due to the
temperature increase can be successfully expressed by the multiples of elastic true strain of LT and
the loss conversion constants for both cases are 1.6. Also, this validates that the approximation of
Equations (2) and (3) could be applied to the estimation of true yield stress and true failure strain in
Al-A319 systems considered in this work. From the figure, it is seen that the analytical prediction
shows good agreements with the experimental observations. As expected, Figure 4a clearly shows
that true yield stress (σt´y) depends significantly on the heat treatment conditions. Figure 4b indicates
that in general the as-cast material fails at much lower stresses compared with the W and T7 materials.
Low failure stress is likely the result of higher concentrations of brittle intermetallics in grain boundary
regions of the as-cast material. It is, however, notable that, at a given temperature, there is little
difference between the failure stresses (σt´fail) of the W and T7 conditions, though age-hardening
(i.e., T7) induces slightly higher yield stress (σt´y). It is known from Al-5083 bimodal materials that
the grain size has a significant effect on the failure stress [6], but it would appear that in homogenized
Al-A319 (i.e., W and T7 samples), the failure stress is influenced by alloy composition (i.e., chemical
composition) rather than the concentration, size, and distribution of precipitates. This indicates it
is likely that grain size and chemical composition primarily control failure stress in homogenized
Al-A319. An analysis of failure stress data from Talamantes-Silva et al. [16] for Al-206 in W and T7
heat treat conditions over a range of grain sizes has shown that there is also little difference in true
failure stress between W and T7 conditions if the samples have the same grain size. It is, however,
thought that further investigation would be necessary to determine if this is the case for alloys other
than Al-A319 and Al-206. At temperatures of 210 ˝C and 270 ˝C, the behavior of the as-cast material
significantly departs from its general behavior and takes on the attributes of the T7 material. However,
at a temperature of 240 ˝C, the behavior exhibits its predicted behavior. The W material also seems
to take on the attributes of the T7 material in the temperature range of 210 ˝C to 240 ˝C. The abrupt
changes in behavior are likely due to the dissolution and/or precipitation of various intermetallic
phases. At temperatures of 300 ˝C (i.e., alloy softening temperature) and above, there appears to be
little difference between the materials.
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Figure 4. Temperature-dependence of (a) true yield stress (σt´y); and (b) true failure stress (σt´fail) for
Al-A319 alloys in various heat treatment conditions. Symbols represent experimental data and the
curves are the prediction of the model, respectively.

Figure 5 shows the Arrhenius-like dependence of true failure strain (εt´fail) for Al-A319 alloys
using the expression given in Equations (4) and (5) in (a) as-cast, (b) W, and (c) T7 heat treatment
conditions. Again, the symbols represent experimental data and the lines are the prediction of the
model, respectively. εt̊´ f ail values were calculated using εt̊´ f ail “ YLT{σt´ f ail for each heat treatment
condition. After obtaining the y-intercept values (εt̊´ f ail), the linear regression was used to predict

the slopes shown in Figure 5. R-squared values (R2) of the linear regression are also provided in
the figure. The data in the figure evidently exhibit a higher true failure strain (εt´fail) with higher

temperature (i.e., higher
´1

RpT ´ Tsolidusq ). From the figures, it is clearly seen that the predictions from

the proposed Equation (4) provide a reasonably accurate estimate of the true failure strain (εt´fail),
although there are instances in the as-cast and W data where there is some departure from the general
trend. The slopes of the prediction lines in Figure 5 can be used to understand the temperature
effects on the changes of the true failure strain (εt´fail). From the figure, it is seen that the true failure
strain (εt´fail) of the as-cast sample shows the highest failure activation energy (i.e., high Qfail value
in Equations (4) and (5)), while the heat treated samples (W and T7) show a lower failure activation
energy (i.e., smaller Qfail value in Equations (4) and (5)). This can be explained from the different
microstructural homogeneity of as-cast and heat treatment samples. As-cast materials possess a
large variation in intermetallic phase size, shape, and composition, and therefore, possess many
inhomogeneous microstructural features that could lead to failure. Hence, the as-cast samples likely
show more temperature-sensitive behavior for the strain failure. On the other hand, W and T7 materials
are more refined and homogenous and thus the types/degrees of defects that can cause failure are less
in these solutionized and age-hardened materials, which will exhibit less sensitivity to the temperature
changes with regards to the temperature changes.

Figure 5. Cont.
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Figure 5. Arrhenius-like dependence of true failure strain (εt´fail) for Al-A319 alloys in (a) as-cast;
(b) W; and (c) T7 heat treatment conditions. Symbols represent experimental data and the lines are the
prediction of the model, respectively.

In addition to yield stress (σt´y), failure stress (σt´fail), and failure-to-strain (εt´fail) of alloys, in
Figure 6, the predictions of other mechanical parameters of interest including the strain hardening
exponent (n), strength coefficient (K), and ductility parameter (A) are compared with values calculated
based on the Holloman equation (σt “ Kεn

t ) with the experimental data. Figure 6a,b shows that there is
good agreement between the predicted and experimental values of strength coefficient (K) and ductility
parameter (A) with the same some deviations at 210 ˝C and 240 ˝C for the as-cast condition and the W
condition from 240 ˝C to 320 ˝C. From these figures, it is seen that the strength coefficient (K) increases
and the ductility parameter (A) decreases with W/T7 heat treatments, respectively, which indicates
that the heat treatment will increase the strength coefficient (K) (~48%) as well as the true yield stress
(σt´y) and the true failure stress (σt´fail) as shown in Figure 4, and it will decrease the ductility of
alloys. Further, it is observed that the general trend of these two parameters (i.e., K and A) for the W
and T7 samples are similar, although the K and A parameters of W condition are slightly lower and
higher, respectively, compared with those from T7 specimen. On the other hand, Figure 6c shows that
there is considerable scatter in the experimental data for the strain hardening exponent (n) and the
agreement is relatively poor between the experimental values and the predicted trend, especially at
temperatures above 180 ˝C, which indicates that either the growth or dissolution of precipitates can
abruptly affect the mechanical properties.

Figure 6. Cont.
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Figure 6. Temperature-dependence of (a) strength coefficient (K); (b) ductility parameter (A); and
(c) strain hardening exponent (n), for Al-A319 alloys in various heat treatment conditions. Symbols
represent experimental data and the curves are the prediction of the model, respectively.

In Figure 7, the relationships between the ductility parameter (A) and the strain hardening
exponent (n) are displayed for the (a) as-cast, (b) W, and (c) T7 specimens. The symbols and curve
lines represent the experimental and prediction data, respectively. From the figures, it is clear that, in
general, the A and n parameters exhibit an inverse relationship; that is, A decreases and n increases as
the temperature decreases. Further, the experimental data in Figure 7 show that there is a complicated
temperature-dependent behavior of n and A, which can account for the relative inconsistency between
experimental and predicted values in Figure 6c, and again shows that either the growth or dissolution
of precipitates can abruptly affect the mechanical properties. Although there are some deviations from
the experimental measurement data, the analytical predictions show reasonable averaged behavior
over a wide range of temperatures for as-cast and heat treated specimens.

Figure 7. Temperature-dependent relationships of ductility parameter (A) and strain hardening
exponent (n) for Al-A319 alloys in (a) as-cast; (b) W; and (c) T7 heat treatment conditions. Symbols
represent experimental data, and solid and dashed lines represent predictions of the model, respectively.
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Across Figures 3–7 we have shown that the developed analytical model can predict various
mechanical properties such as Young’s modulus (Y), true yield stress (σt´y), true failure stress (σt´fail),
true failure strain (εt´fail), strength coefficient (K), ductility parameter (A), and strain hardening
exponent (n) of Al-A319 alloys at different temperatures. Although we have only demonstrated that
the model can be applied to the Al-A319 material systems at various temperatures with different heat
treatment conditions in the current study, it is generally expected that the presented analytical model
approach can be applied to predict the mechanical behaviors of precipitation-hardened alloys where
the stress-strain curves are described by the Hollomon equation under various temperatures.

5. Conclusions

In this work, an analytical model using some empirical parameters was proposed to describe the
temperature dependence of Young’s modulus (Y), true yield stress (σt´y), true failure stress (σt´fail),
and true failure strain (εt´fail) of precipitation-hardened alloys majorly strengthened by the Orowan
strengthening mechanism. Strain hardening exponent (n) and strength coefficient (K) of the Hollomon
relation are derivable from these properties, as is the ductility parameter (A). The analytical model is
majorly based on the experimentally measured data at a reference temperature (i.e., LT in our work)
and three empirical parameters (Ψ, Cy = Cfail, and Qfail). The predictions of the model have been found
to provide consistent descriptions with experimental observations for the temperature-dependent
tensile mechanical behavior of Al-A319, except in the cases where high temperature results in either
dissolution or precipitation of intermetallic phases. In general, it was demonstrated that the model
adequately describes the true yield stress (σt´y), the true failure stress (σt´fail), and the true failure
strain (εt´fail) of the Al-A319 material. It is expected that the developed model can be applied to predict
the mechanical behaviors of precipitation-hardened alloys strengthened by the Orowan mechanism
under various temperatures. Other than the reliability of the prediction of the developed model, the
following lists the finding attained through this work.

‚ The temperature-dependent behavior of Young’s modulus (Y) of Al-A319 alloys does not
significantly depend on heat treatment conditions of the material. Such temperature-dependent
behavior of modulus can be described by adopting the logistic function.

‚ The loss of stiffness that accompanies with temperature increase can be proportional to the
elastic portion of the true yield strain (εt´yLT “ σt´yLT {YLT) at the reference temperature (LT) and
the elastic modulus difference (YLT ´ Y) from the reference temperature (LT). In homogenized
materials (i.e., W and T7 heat treatment conditions in Al-A319), the failure stress (σt´fail) is
relatively insensitive to heat treatment condition—meaning that for materials of the same grain
size, the overall chemical composition of the alloy determines the failure stress.

‚ The tensile properties of strength coefficient (K) and ductility parameter (A) as calculated from
the predicted Young’s modulus (Y), true yield stress (σt´y), true failure stress (σt´fail) and true
failure strain (εt´fail) agree with the values estimated from the experimental data.
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Abstract: Microstructural and mechanical behaviors of semi-solid 7075 aluminum alloy were
investigated during semi-solid processing. The strain induced melt activation (SIMA) process
consisted of applying uniaxial compression strain at ambient temperature and subsequent semi-solid
treatment at 600–620 ˝C for 5–35 min. Microstructures were characterized by scanning electron
microscope (SEM), energy dispersive spectroscopy (EDS), and X-ray diffraction (XRD). During the
isothermal heating, intermetallic precipitates were gradually dissolved through the phase transformations
of α-Al + η (MgZn2) Ñ liquid phase (L) and then α-Al + Al2CuMg (S) + Mg2Si Ñ liquid phase
(L). However, Fe-rich precipitates appeared mainly as square particles at the grain boundaries
at low heating temperatures. Cu and Si were enriched at the grain boundaries during the
isothermal treatment while a significant depletion of Mg was also observed at the grain boundaries.
The mechanical behavior of different SIMA processed samples in the semi-solid state were
investigated by means of hot compression tests. The results indicated that the SIMA processed
sample with near equiaxed microstructure exhibits the highest flow resistance during thixoforming
which significantly decreases in the case of samples with globular microstructures. This was justified
based on the governing deformation mechanisms for different thixoformed microstructures.

Keywords: 7075 Al alloy; SIMA; phase transformation; semi-solid; thixoforming

1. Introduction

Semi-solid metal processing is a single step fabrication method for production of near net shape
metallic parts [1–3]. Advantages of semi-solid processing when it is compared with the conventional
casting, forging, and powder metallurgy processes are (i) reduction of the porosity, macrosegregation,
and surface cracks; (ii) high dimensional accuracy of the produced parts; (iii) extending of the forming
die life due to decreasing of the casting temperature and required forming force; and (iv) the uniform
filling of the die and reduction of the manufacturing stages and costs [4,5].

The main goal in the semi-solid forming processes is to achieve a thixotropic microstructure
consisting of fine and spherical solid grains which are uniformly distributed in the liquid matrix [6,7].
Various routes have been developed for production of thixotropic aluminum, magnesium, lead, and
also ferrous alloys including mechanical and magneto-hydrodynamic (MHD) stirring processes, the
thermo-mechanical strain induced melt activation (SIMA) process and the spray casting process [7–9].
The SIMA process which is based on the mechanical work was introduced by Young et al. [10] in the
1980s. This process has received great attention in recent years due to its simplicity, low equipment
costs, and its capability to process many engineering alloys [8]. The two main stages of the SIMA
process are cold or warm plastic deformation and then partial remelting in the semi-solid range [11,12].
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Many studies have been focused on the semi-solid microstructure of cast aluminum alloys due to
superior semi-solid formability [12,13]. However, the cast products show poorer mechanical properties
than wrought alloys e.g., 2xxx, 6xxx, and especially 7xxx series. This restricts their applicability in
the high strength applications such as aerospace and automotive. On the other hand, control of the
semi-solid heat treatment in the wrought alloys is relatively difficult due to their wide solidification
range and high sensitivity of solid fraction to temperature variations (steep slope of the solid fraction
versus temperature). Furthermore, the wrought alloys are severely susceptible to formation of hot
tearing during the forming process [14]. Consequently, investigation on the semi-solid microstructure
of wrought aluminum alloys to achieve an appropriate thixotropic microstructure is vital.
Yong et al. [15] prepared an appropriate 7075 semi-solid feedstock by 50% swaging of the specimens
at room temperature and then heat treating at 590 ˝C. They also investigated the properties of
the thixoforged part. Multi step heat treatment in thixoforming processes was investigated by
Chayong et al. [16,17]. Atkinson et al. [18] studied the recrystallization of 7075 Al alloy during the
recrystallization and partial melting (RAP) process. Vaneetveld et al. [19] investigated the effects
of heating parameters on the recrystallization in the RAP process and suggested using the high
solid fraction to prevent hot tearing in the thixoforging process. Bolouri et al. [20] studied the effect
of cold work on the semi-solid microstructure by compression straining of the samples up to 40%
and Mohammadi et al. [21] investigated the effects of the isothermal treatment on the semi-solid
microstructure of extruded samples.

Previous studies on the semi-solid processing of 7075 aluminum alloy were mainly restricted to
investigations in the field of thixotropic feedstock preparation criteria and producing some thixoformed
parts. However, detailed information of the phase transformations during partial remelting and the
correlation between the initial microstructure and rheological behavior as well as their final mechanical
properties needs to be further investigated. There is a lack of thorough research on this topic in the
literature. Consequently, the present work aims to investigate the phase evolution and kinetics of
partial remelting during isothermal treatment in the mushy zone and the semi-solid deformation
behavior of AA7075 alloy.

2. Experimental Procedure

2.1. Materials and Thermal Analysis

Commercial extruded round bar of 7075-T6 aluminum alloy was used as the starting material, the
chemical composition of which is shown in Table 1.

Table 1. Chemical composition of wrought 7075 Al alloy in wt. %.

Element Al Mn Fe Cr Cu Mg Zn Si

wt. % Bal. 0.28 0.28 0.13 1.58 2.41 5.31 0.14

In order to determine the solidus and liquidus temperatures and the solid volume fraction versus
the temperature curve of 7075 alloy, thermal analysis was carried out using a Metler Star SW 10
differential scanning calorimeter (DSC) apparatus, Metler, Giessen, Germany. Samples of the material
(30 mg) were put into the alumina pan and then heated to 700 ˝C at 10 ˝C/min under nitrogen
atmosphere. The solid volume fraction-temperature relationship was determined using the obtained
DSC curve.

2.2. SIMA Process

The SIMA process was carried out to obtain a thixotropic microstructure in 7075 Al alloy.
Cylindrical samples with a diameter of 30 mm and height of 35 mm were machined from the starting
material. The samples were stress relieved at 460 ˝C for 1 h, and then air cooled. Compression of
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cylindrical samples, with a compression ratio of 20%, was carried out at room temperature using a
high strain rate (~15 s´1) hammer apparatus. The compressed specimens were machined to samples
with a diameter of 20 mm and height of 15 mm to ensure uniform strain in the core section. Isothermal
treatment of samples was carried out at three different temperatures of 600, 610, and 620 ˝C with
an accuracy of ˘1 ˝C for 5–35 min in a resistance furnace. Heating cycles were interrupted at
predetermined interval times and then samples were quenched to study the microstructure.

2.3. Compression Tests

The thixoforming process consisting of hot compression experiments at the semi-solid temperature
range was carried out on the specimens of different initial microstructures. The cylindrical specimens
with 11 mm in height and 7 mm in diameter, according to ASTM E209 standard, were prepared from
the SIMA processed samples. The isothermal hot compression tests were carried out at temperatures
of 600 and 610 ˝C and strain rate of 0.3 s´1 using a Gotech-Al7000 model universal testing machine,
Gotech, Taichung, Taiwan, equipped with an electrical resistance furnace. The specimens were first
preheated to the preset temperature and soaked for 5 min to homogenize the samples. The specimens
were then compressed up to a strain of 0.6 followed by rapid quenching in water. A high accuracy
load cell was used to record the true stress values, and the true strain values were computed using
the displacement data. A very thin mica plate was used to reduce the friction effect and to prevent
the adhesion of the specimen on the die. The specimens were sectioned parallel to the deformation
direction to study the microstructural changes.

2.4. Metallography and Microstructural Characterization

The microstructure of the quenched samples was examined using the standard metallography
method. The surface perpendicular to the direction of the compression was ground with standard SiC
abrasive papers and polished with 0.25 μm diamond paste. Samples were etched using modified Keller
etchant solution (3 mL HF, 2 mL HCl; 20 mL HNO3; 175 mL H2O). Microstructural investigations were
carried out using a Neophot 32 optical microscope, Norfab, Trondheim, Norway, and Vega©Tescan,
Tescan, Libušina, Czech Republic, and Mira3Tescan field emission scanning electron microscope,
Tescan, Libušina, Czech Republic, equipped with EDS detector (Tescan, Libušina, Czech Republic). The
linear intercept method was used to determine the average grain size. A series of straight lines with a
specified length was considered on the optical micrographs for each sample and the average grain
size was determined by division of the line length (L) by the number of intercepted grains (N). The
shape factor of the solid grains was measured by means of Clemex professional edition image analyzer
software (version 5.0, Clemex Technologies Inc., Longueuil, QC, Canada) and using Equation (1) [22]:

F “
řN

N“1 4πA{P2

N
(1)

where A and P are area and perimeter of the solid grains, respectively, and N is the number of grains.
For each sample, measurements were taken from the whole sectioned area including 300–400 solid
particles per sample.

X-ray diffraction (XRD) analysis was used to investigate phase evolution in the semi-solid treated
samples. XRD experiment was carried out using a Philips X’pert model apparatus, Panalytical,
Eindhoven, The Netherlands, with CuKα target and wave length of 0.15406 nm.

3. Results and Discussion

3.1. Microstructure and Thermal Analysis of the Starting 7075 Alloy

Figure 1 shows the scanning electron microscope (SEM) micrographs of the as-received
7075 aluminum alloy. It can be observed (Figure 1a,b) that the microstructure of the alloy consists of
directed α-Al grains and some precipitate particles in the direction of the initial extrusion process. It is
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worth noting that Zn, Cu, and Mg are the main alloying elements in 7075 alloy which play an important
role in the formation of precipitates. In the 7xxx series of aluminum alloys, when the Zn:Mg ratios are
between 1:2 and 1:3, MgZn2 (η) precipitates are produced at ageing temperatures below 200 ˝C and
are the main strengthening factor in 7xxx alloys [18]. The dimensions of these precipitates are only a
few tens of nanometer which can only be revealed by TEM technique. Considering Figure 1b–d, EDS
analysis results of the coarse precipitate particles, as summarized in Table 2, suggested them to be (I)
Al2CuMg intermetallic phase (which is usually denoted as S-phase) with relatively smooth corners
(C1 and C2 in Figure 1b,d), (II) Al6(Cu,Fe) intermetallic phase which is also known as Al23Fe4Cu or
α(FeCu) with polygonal (B1 in Figure 1b) or irregular (B2 in Figure 1c) shapes, (III) Al7Cu2Fe (β) phase
with irregular shapes which have been elongated along the extrusion direction (A in Figure 1b) and (IV)
dark Mg2Si precipitates with irregular shapes (D in Figure 1c). Considering the EDS analysis results,
Fe-rich intermetallic phases (Al6(Cu,Fe) and Al7Cu2Fe) also contain small amounts of manganese
which can be substituted for iron as a result of their close atomic radii.

Figure 1. (a) Scanning electron microscope (SEM) secondary electron image; (b) SEM secondary
electron image of selected area in (a); (c) SEM secondary electron image; (d) SEM backscattered electron
image of as-received 7075 sample.

Figure 2a shows the DSC curve of the 7075 aluminum sample. The solidus and liquidus
temperatures based on the DSC curve were 486 and 649 ˝C, respectively. The characteristic values of
the areas under the DSC peaks calculated for mass unity are also included in Figure 2a. The liquid or
solid fraction versus the temperature curve was obtained by integration of the DSC curve (Figure 2b).
The results were used to determine the isothermal heat treatment temperatures in the SIMA process.
It is worth noting that the liquid or solid volume fraction at a known temperature based on Figure 2b
is not exactly the same as its values appearing in the micrographs. This is due to insufficient cooling
rate of the semi-solid samples after isothermal treatment. In other words, some of the liquid fraction
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that transforms to the solid during quenching is considered as solid fraction and therefore the liquid
volume fraction observed in the micrographs is always lower than that determined by Figure 2b.

Table 2. Scanning electron microscope (SEM)/energy dispersive spectroscopy (EDS) analysis results of
selected constituent particles highlighted in Figure 1.

Content of
Elements

Constituent Particles (at. %)

A B1 B2 C1 C2 D

Al 61.35 78.39 82.23 66.72 57.59 -
Zn 0.31 0.20 1.19 0.17 0.05 -
Cu 20.00 5.30 2.67 17.16 18.64 -
Mg 0.03 0.02 0.81 13.83 23.38 69.42
Fe 13.71 11.61 10.64 0.52 0.02 -
Si 1.79 0.13 1.09 0.47 0.03 30.58

Mn 2.27 3.56 1.33 0.52 0.18 -
Cr 0.55 0.79 0.04 0.59 0.10 -

Phase shape Irregular polygonal Irregular Spherical Irregular with
round corners Dark-Irregular

Closest
phase Al7Cu2Fe Al6(Cu,Fe) Al6(Cu,Fe) Al2CuMg Al2CuMg Mg2Si

Figure 2. (a) Differential scanning calorimeter (DSC) curve of 7075 Al alloy at a heating rate
of 10 ˝C/min; (b) solid and liquid volume fraction versus temperature derived from the DSC curve.

3.2. Microstructural Evolution during Partial Remelting of the Compressed 7075 Alloy

Microstructures of 7075 specimens after 20% compression and isothermal heat treating at the
semi-solid temperature of 600 ˝C for various times during the SIMA process are shown in Figure 3.
The initial microstructure consisted of plastically deformed grains that gradually transforms to a
globular microstructure of spherical and equiaxed grains after heating and partial remelting at 600 ˝C.
Micrographs of Figure 3a,b show that following 5 min heating of the sample at 600 ˝C, no evidence
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of recrystallization was observed. Following the increase of the heating time up to 10 min, a near
equiaxed microstructure consisting of elongated and polygonal solid grains with what appears to be
quenched liquid at the grain boundaries was formed (Figures 3c and 4a). In some zones, the size of
these grains is quite small which implies a recrystallization phenomenon. Moreover, the formation of
the liquid phase is expected to be as a result of partial remelting during isothermal holding at 600 ˝C.
The results of research conducted by Atkinson et al. [18] revealed that liquids are first formed at the
recrystallized grain boundaries of RAP processed 7075 alloy because these are areas with higher solute
concentrations. However, the liquid phase has not penetrated thoroughly into the grain boundaries
which results in incomplete grain boundary wetting, as shown in Figure 4a. The mechanism of low
melting point phase formation in the semi-solid microstructure is extensively discussed in Section 3.4.
With further extension of the heating time up to 15 min, the whole microstructure was transformed
into individual polygonal grains due to separation and increase of the liquid phase (Figure 3d). The
grain size significantly increased compared with that of the grains which had just recrystallized and
separated, shown in Figure 3c. This indicates that the separation and coarsening were in competition.

Figure 3. Optical micrographs of samples compressed 20% and isothermally heat treated at 600 ˝C for
(a) 0 min; (b) 5 min; (c) 10 min; (d) 15 min; (e) 25 min; (f) 35 min.
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Figure 4. SEM images of 20% compressed 7075 alloy heat treated at 600 ˝C for (a) 10 min; (b) 35 min.

Comparing the primary grain size of the deformed sample and the resulting polygonal particle
size, it can be suggested that the recrystallization and separation dominated during the period of 5 min
to 10 min or at a longer time and then the coarsening became the dominant process. During the
coarsening stage, it was found that the liquid amount is relatively small and the neighboring grains
are only separated by a thin liquid layer (Figure 3c,d).

During the isothermal heating period of 15 min to 25 min, the interconnection between the
solid grains reduced and the grains gradually became spherical (Figure 3e). The spheroidization
mainly occurred during this stage. During the period of 25 min to 35 min, the liquid phase obviously
increased (comparing Figure 3e,f) which finally led to intergranular formation of thick eutectic regions
following 35 min heating of the sample (indicated by the E letter in Figure 3f). This is evidenced with
the eutectic phase becoming the predominant feature at grain boundaries after semi-solid soaking
(Figure 4b). It can be expected that the coarsening of spherical grains will occur with raising of the
heating time over 35 min.

In addition, some intragranular islands which are claimed to be liquid pools just before quenching,
were observed within the solid grains. Therefore, the semi-solid microstructure consisted of α-Al
spherical solid grains, intergranular eutectic liquid film and entrapped liquid droplets within the solid
grains. Entrapped liquid droplets were produced in two different ways. The first was as a consequence
of alloying elements segregation within the solid particles during the partial remelting. In this case,
some fine liquid droplets entrap within the solid grains. The second one was due to coalescence of
solid grains with complex geometrical shape during the heating stage to decrease the solid-liquid
phase interfacial energy. In this condition, larger droplets of the liquid phase, in comparison with the
former, were created within the grains [23]. As is observed in Figure 3, with longer holding times
some of the fine liquid droplets as a result of coalescence phenomena or atomic diffusion joined to
the larger liquid droplets. Subsequently, these new liquid droplets become more spherical to reduce
the solid/liquid interfacial energy. Finally, with further increase of the holding time, a lesser number
of the entrapped liquid droplets was produced owing to diffusion into the liquid phase matrix that
surrounded the solid grains.

3.3. Kinetics of the Microstructural Evolution during Partial Remelting

Considering the obtained results in the present study, the kinetics of the microstructural evolution
of 7075 samples during the SIMA process can be divided into four steps. (I) recovery, recrystallization
and structural separation, (II) coarsening of polygonal solid grains, (III) spheroidization of polygonal
solid grains and (IV) coarsening of spherical grains. Recovery, recrystallization, and structural
separation mainly occur in the early stages of the isothermal heating operation. During recovery and
recrystallization, vacancies are joined to each other and dislocations are rearranged as low energy
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structures by climbing or cross slipping and subgrain boundaries are created. In this step, grains
of high dislocation density are replaced by new subgrains with less dislocation density. Moreover,
because the holding temperature is higher than the eutectic line, partial remelting also occurred [20,23].
It has been found that when the angle between subgrains is greater than 20˝, the surface energy of the
grain boundaries is greater than two fold of the solid/liquid interfacial energy (γgb > 2γsl). If these
grain boundaries contact with liquid phase, the grain boundaries are replaced by a thin liquid film.
Considering the vice versa case i.e. γgb < 2γsl, low energy grain boundaries will be formed which are
not wetted by the liquid phase. If two solid grains reach together through such a low energy boundary,
they can be joined together and stimulate the coalescence of solid particles [24].

With rising of the isothermal heating time, the liquid volume fraction becomes greater and isolated
polygonal solid grains are created. By continuing the heating process, these grains grow and coarsen.
The growth and coarsening of the solid grains in the SIMA process are controlled by two mechanisms
of coalescence and Ostwald ripening. During the growing and coarsening of the microstructure,
diffusion of the solid material from regions with high curvature to low curvature points occurs based
on Equation (2) [12]. This subsequently provides the required driving force for spheroidization of
solid grains.

ΔTr “ ´2σTmVsk
ΔH

(2)

where ΔTr = Tm ´ T represents the difference to the equilibrium melting point, Tm is the equilibrium
transformation temperature, k is the mean surface curvature of the solid particles, σ is the surface
tension and ΔH (a negative value) is the molar change in the enthalpies of the solid and liquid.

As long as the grains are not spherical during semi-solid treatment, the spheroidization process
leads to change of the particles shape from polygonal to spherical where the numbers per unit volume
remain constant. Following this stage, smaller grains which have a lower melting point according to
Equation (2), are melted in favor of the larger grains and the numbers per unit volume are reduced.
The microstructure of samples that have been subjected to partial remelting in the SIMA process, are
evolved by one of the mentioned mechanisms depending on the sphericity of solid grains and the
amount of the liquid volume fraction [25].

Ostwald ripening is a diffusion controlled mechanism and acts as the dominant mechanism at
high liquid volume fractions i.e. high heating temperatures and long holding times. This mechanism
is less effective in particle growth but has a great influence on the spheroidization of solid grains.
In contrast, the coalescence mechanism which needs shorter holding times and a small amount of
liquid fractions, is more effective in grain growth and has a minor effect on the spheroidization
process [25–27].

When the liquid fraction is low (early stages of heating operation), the solid grains are readily
in contact with one another, and coalescence is the dominant mechanism in the coarsening of the
microstructure. This can be verified by considering the microscopic images shown in Figure 3d–f.
The arrows on the micrographs show that some grain boundaries are removed due to coalescence of
the solid grains. Therefore, it can be concluded that the growing and coarsening of grains in the sample
heated at 600 ˝C for 15 min mainly occurs through the coalescence mechanism due to the relatively low
liquid fraction (Figure 3d). With further increase of the holding time (Figure 3e,f), the liquid fraction
increased and Ostwald ripening mechanism was more effective in the coarsening process. When the
majority of the solid grains gained uniform surface curvature through these two mechanisms, the
growth of spherical grains commences. Therefore, spheroidization and further growth of solid grains
by the two mentioned competing mechanisms are expected in the SIMA process [25].

3.4. Phase Evolution and Alloying Element Distribution during Partial Remelting of Compressed 7075 Alloy

A close examination of the micrographs in Figure 3 reveals that the volume fractions of precipitates
in the microstructure reduce with the rise of the isothermal holding time. This is clearly confirmed by
increasing the brightness of the recrystallized solid grains. XRD results shown in Figure 5 also confirm
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this phenomenon. The X-ray diffraction pattern of the 20% compressed sample prior to the isothermal
treatment, indicated that the microstructure consists of α-Al phase and η, S, Al6(Cu,Fe), Al7Cu2Fe,
and Mg2Si intermetallic phases, which is similar to the as-received sample (Figure 1). According to
the X-ray diffraction patterns of samples heat treated at 600 ˝C for 5 to 35 min, it is clear that the
intensity of η, S, and Mg2Si peaks decrease with the increase of the holding time. The diffraction
peaks of the 20% compressed sample are shown by symbols and the corresponding peaks in each
case are specified by arrows for the other samples in Figure 5. The diffraction peaks of η, S, and
Mg2Si phases almost disappeared after heating for 25 min. However, some diffraction peaks of Fe-rich
intermetallic phases (Al7Cu2Fe and Al6(Cu, Fe)) show little change with prolonging of the holding
time. Considering the sample heated for 35 min, the presence of Al7Cu2Fe and Al6(Cu, Fe) phases was
distinguishable. However, no evidence of η, S, and Mg2Si phases was observed. This illustrates that
Fe-rich secondary particles cannot be dissolved into the matrix for the semi-solid treatment conditions
used in the present study.

Figure 5. X-ray diffraction (XRD) patterns of 20% compressed 7075 alloys, heat treated at 600 ˝C for
different times and then water quenched.

Previous work reported that the melting temperature of η-phase in 7xxx alloys is 475–480 ˝C [26,27].
This is fairly well correlated with the first peak in the DSC curve of the starting material with an
enthalpy of 2.7 J/g in Figure 1. The solution temperatures of S and Mg2Si phases are 490–501 ˝C [28,29]
and 478–525 ˝C [30], respectively, depending on the Mg content of the alloy. Considering the XRD
results (Figure 5) and solution temperature of intermetallic precipitates, it can be suggested that the
dissolving of intermetallic particles commences with melting of η precipitates after heating for 10 min
through the reaction of α-Al + η Ñ L. Following the increase of the heating time, dissolving of S and
Mg2Si intermetallic particles also occurs through the phase transformation of α-Al + S + Mg2Si Ñ L.
These precipitates are fully dissolved after isothermal heating for 25 min.

The Fe-rich intermetallic precipitates have higher solution temperatures and are usually stable
over 600 ˝C [31]. Microstructural observations revealed that the Fe-rich intermetallic particles, shown
in Figure 6, precipitate at grain boundaries during partial remelting. Precipitation of these particles at
the grain boundaries has a great influence on pinning of the grain boundaries movement. Therefore, it
may cause the retardation of the particle growth and coarsening during the isothermal treatment. This
is discussed in more detail in Section 3.5.
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Figure 6. SEM electron images of the strained samples heat treated at (a) 600 ˝C for 25 min; (b) 600 ˝C
for 25 min in higher magnification; (c) 610 ˝C for 25 min; (d) 610 ˝C for 25 min in higher magnification.

It can be concluded from the above discussion that the distribution of alloying elements in
the microstructure is significantly changed during the isothermal treatment and solution of the
constituent particles. Segregation and distribution of the alloying elements has a great influence
on the microstructural evolution during semi-solid treatment. Moreover, this affects the mechanical
properties of the subsequent thixoformed parts [32–34]. Figure 6 shows the SEM images of the
compressed samples heat treated at 600 ˝C (Figure 6a,b) and 610 ˝C (Figure 6c,d) for 25 min. The EDS
analysis results of the marked areas (A to D) in Figure 6b are shown in Figure 7. Intense concentration
of Cu at the grain boundaries (point A) was observed. In addition, Si intensely segregated at other
regions of the grain boundaries (point B). The entrapped liquid droplets within the solid grains (point
C) also showed high concentration of Cu. Although the segregation of Cu at the grain boundaries
and within the liquid droplets has been reported in the literature [35,36], the segregation of Si is an
unreported phenomenon in the semi-solid microstructure of 7075 Al alloy. Solid grains are depleted
from Cu as a consequence of the segregation of Cu at the grain boundaries. This results in a rise in the
solidus temperature in these regions and a decline of the temperature at the grain boundaries. Finally,
chemical composition approaches Al-Cu eutectic composition which facilitates grain boundary melting.
The segregation of Si at other regions of the grain boundaries derives grain boundary chemistry closer
to Al-Si eutectic composition. Therefore, it can be concluded that the formation of low melting phases
at grain boundaries is mainly influenced by the high content of Cu and Si.

Grain boundary regions with low solidus temperature remelt during the isothermal heating.
Thus, a eutectic liquid film surrounds the solid grains. Melting of solid grains occurs on further
increasing the heating temperature. However, it should be noted that the segregation of Cu and Si
at the grain boundaries improves on raising the heating temperature due to more intense atomic
diffusion. The EDS analysis of the precipitate particles at the grain boundaries (point D) in Figure 6
(Figure 7d) demonstrates Fe-rich intermetallic phases. This is also confirmed by XRD patterns in
Figure 5. As discussed earlier, these particles cannot be dissolved at 600 ˝C and appear mainly as square
particles at the grain boundaries in the semi-solid microstructure. The results of the microstructural
investigations in this research showed that the amount of these particles reduce on increasing the
isothermal heating temperature to 620 ˝C and isothermal heating for longer times (>15 min).
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Figure 7. SEM/EDS analysis of various points in Figure 6: (a) A; (b) B; (c) C; (d) D.

Figure 8 shows the EDS mapping of the main alloying elements of the strained samples heat
treated at 600 ˝C for 25 min. Considerable segregation of Cu and Si at the grain boundaries was
also confirmed by the EDS mapping analysis of Cu and Si (Figure 8c,d). In addition, an appreciable
depletion of Mg was observed at the grain boundaries (Figure 8e). However, as it can be observed from
the EDS analysis results in Figure 7 and the EDS mapping of Mg in Figure 8e, the Al-Si eutectics have
a higher content of Mg compared with the Al-Cu eutectics. There was no appreciable change in Zn
content at various point of the microstructure (Figure 8f). This is in contrast to the result of researches
conducted by Bolouri et al. [35] and Shim et al. [37] who reported the segregation of Zn at the grain
boundaries of a SIMA processed 7075 alloy and semi-solid Al-Zn-Mg alloy prepared by the cooling
plate method, respectively. Atkinson et al. [18] also indicated that Zn and Mg are enriched at the grain
boundaries of RAP processed 7075 alloy. Moreover, as it can be observed in Figure 8g,h, the grain
boundary precipitates contain a high amount of Fe and Mn. As the EDS analysis revealed (Figure 7c,d),
these precipitates are attributed to Fe-rich intermetallic particles. An overview of the alloying elements
distribution in the semi-solid microstructure of 7075 Al alloy can be observed in Figure 8i.

Figure 9a–e shows SEM images of compressed samples heat treated at 600 ˝C for 5–35 min.
Variations of the main alloying elements of 7075 alloy (i.e. Cu, Zn, and Mg) at the grain boundaries
and grain centers in these samples are also demonstrated in Figure 9f. The EDS analysis results of the
grain centers and grain boundaries (Figure 9f), showed that the Cu concentration reduces within the
solid grains on increasing the isothermal holding time at 600 ˝C. In other words, Cu segregation rises
at grain boundaries with increasing holding time. Mg concentration declined at the grain boundaries
on raising the holding time and no significant change was observed in Zn concentration at various
parts of the microstructure.

Considering that (i) Zn, Mg, Si, and Cu-bearing intermetallic precipitates (η, S and Mg2Si) are
dissolved gradually on prolonging the holding time according to XRD patterns of the SIMA processed
samples (Figure 5), (ii) Zn and Mg have higher solubility in Al compared with Cu and Si according
to the Al-Zn, Al-Mg, Al-Cu and Al-Si binary phase diagrams [38], and (iii) no distinct peak for these
elements appeared in the XRD patterns (Figure 5), it can be concluded that Zn and Mg elements
are easily dissolved in α-Al, while Cu and Si significantly segregate at the grain boundaries. Since,
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Zn has a smaller atomic radius relative to aluminum (0.133 nm compare to 0.143 nm) [39], it can be
concluded that dissolving Zn in the aluminum crystal lattice leads to reduction of the lattice parameter
of aluminum. However, dissolving Mg in Al, as a result of its greater atomic radius, can result in
increase of the lattice parameter of aluminum. The shifting of the Al main peaks in XRD patterns
(Figure 5) to higher angles, as shown in Figure 10a for (111) reflection of the aluminum matrix, revealed
that the lattice parameter of Al decreases on prolonging the heating time (Figure 10b) based on Bragg’s
equation (nλ = 2dsinθ). It seems that dissolving Zn in Al is more effective than Mg. This may be as a
result of the higher Zn content of 7075 alloy. According to Figure 10b, the lattice parameter is gently
reduced with prolonging holding time to 15 min and then with further extension of the holding time
to 25 min, the lattice parameter precipitously declines. Finally, further increasing of the heating time
results in a gentle reduction of the lattice parameter. These observations clearly correlate with the XRD
results in Figure 5. According to the XRD patterns, great amounts of η precipitates dissolve during the
isothermal heating of the sample for 25 min. This results in dissolving of a higher amount of Zn atoms
in the aluminum lattice and therefore leads to a significant decline of the lattice parameter.

Figure 8. (a) SEM image; (b) Al; (c) Cu; (d) Si; (e) Mg; (f) Zn; (g) Fe; (h) Mn; (i) Al Fe Si Mn Cu X-ray
image analysis of a compressed sample isothermally heat treated at 600 ˝C for 25 min.
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Figure 9. SEM images of sample compressed 20% , heat treated at 600 ˝C for (a) 5 min; (b) 10 min;
(c) 15 min; (d) 25 min; (e) 35 min and then water quenched; (f) EDS analysis results of the grain centers
(A point) and grain boundaries (B point).

Figure 10. (a) XRD peaks corresponding to the Al(111) plane in XRD patterns of Figure 5; (b) lattice
parameter variations of aluminum in 20% compressed samples heated at 600 ˝C for different times.

3.5. Effects of Isothermal Holding Temperature and Time on the Semi-Solid Microstructure

Figure 11 shows the quenched microstructures of 7075 samples which compressed 20% and heated
at 600, 610, and 620 ˝C for different times. A close examination of the micrographs in Figure 11 reveals
that the liquid fraction and the sphericity of solid grains become greater on raising the isothermal
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holding temperature and time. Another fact that can be observed in the micrographs is the reduction
of the number of entrapped liquid droplets within the grains and increase of their size on extending
the heating temperature and time.

Figure 11. Optical micrographs of 7075 samples with 20% compression ratio heat treated at
(a) 600 ˝C/15 min; (b) 610 ˝C/15 min; (c) 620 ˝C/15 min; (d) 600 ˝C/25 min; (e) 610 ˝C/25 min;
(f) 620 ˝C/25 min; (g) 600 ˝C/35 min; (h) 610 ˝C/35 min; (i) 620 ˝C/35 min.

Variations of the average grain size and shape factor of strained samples heated at different
temperatures and times are shown in Figure 12. As expected, the average grain size and shape factor
become greater with increase of the holding temperature and time. However, it is worth noting that
no significant variation of the average grain size of samples heated for 15 min on raising the holding
temperatures from 600 to 620 ˝C is observed. Disintegration of solid particles owing to liquid phase
penetration between the solid grains occurred during the primary heating time. This is due to the fact
that a large number of solid grains with the same crystallographic orientations make contact with each
other. It seems that the mechanism of particle disintegration is in equilibrium with the coalescence
mechanism at longer heating times up to 15 min. Therefore, the solid grain sizes show no appreciable
variation. In contrast, with further extension of holding times at various heating temperatures, the
liquid film thickness between the solid grains and the liquid fraction becomes greater. Consequently,
the Ostwald ripening mechanism can be considered as a dominant mechanism in the solid grain
coarsening process. Figure 3e,f shows separated spherical grains with large entrapped liquid droplets
which is a fact that supports the discussion above.
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Figure 12. Variations of (a) the average grain size; (b) shape factor versus isothermal holding time of
compressed samples heated at 600, 610, and 620 ˝C.

Results of research conducted by Vaneetveld et al. [40] showed that the semi-solid feedstock with
high solid fraction (f s « 0.84) shows better thixotropic behavior during semi-solid forming and also
significantly prevents the formation of some defects such as porosity and shrinkage during the forming
process. According to the solid fraction versus temperature curve in Figure 2b, the solid fraction is
relatively low at 620 ˝C (f s « 0.55). Thus, heating samples at such a temperature leads to undesirable
coarsening of the solid grains. In addition, the solid fraction is more sensitive to temperature variations
at 620 ˝C, when compared to the lower temperatures in which control of the semi-solid forming
parameters is difficult. Consequently, the semi-solid microstructure obtained by isothermal heating
at 620 ˝C is inappropriate for thixotropic applications. However, high solid fractions were observed
following heating at temperatures of 600 and 610 ˝C. The solid volume fractions at 600 and 610 ˝C
were 0.8 and 0.7, respectively (Figure 2b). Average grain size smaller than 75 μm and shape factor
greater than 0.7 were obtained for strained samples heated at 600 and 610 ˝C for 25 min. Therefore, the
isothermal heating temperature range of 600 to 610 ˝C and holding time of 25 min can be considered
the optimum semi-solid treatment condition.

The coarsening kinetics can be expressed by the Lifshitz-Slyozov-Wagner (LSW) relationship [41,42]:

Dn ´ Dn
0 “ kt (3)

where D and D0 are the final and initial grain sizes, respectively, t is the isothermal holding time, k
is the coarsening rate constant and n is the power exponent. It has been found that n is 3 for volume
diffusion controlled systems in the semi-solid state [12].

In the present research, the coarsening rate constant (k) was calculated by fitting a power
relationship to the experimental results. Figure 13 shows the cube of grain size variations versus
isothermal holding time for compressed samples heated at 600, 610, and 620 ˝C, where D0 is the
average grain size when the holding time is 15 min. The regression coefficients of the fitted equations
are close to 1. Thus, it can be concluded that the coarsening kinetics of solid particles during the
isothermal heating of deformed 7075 samples at the semi-solid temperature range are fairly well
correlated with the LSW equation. The values of the coarsening rate constant k for the samples are
summarized in Table 3. The main characteristics of the variation of k values when the temperature was
decreased from 620 to 600 ˝C are as follows; (i) the k value significantly reduced on decreasing the
temperature from 620 to 610 ˝C; (ii) this was followed by a slight increase at 600 ˝C.
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Figure 13. Variations of the cube of average globule size versus isothermal holding time of compressed
samples at heating temperatures of 600–620 ˝C where R2 is the regression coefficient.

Table 3. Values of coarsening rate constants of compressed samples at various isothermal
holding temperatures.

Compression ratio (%)
Coarsening rate constant, k (μm3¨ s´1)

600 ˝C 610 ˝C 620 ˝C

20 345 334 515

According to the Doherty theorem [32], the coarsening rate accelerates with rising solid fraction
(f s) for f s higher than 0.6. However, the research conducted by Manson-Whitton et al. [41] showed
opposite results for higher solid fractions (f s ě 0.7) in the case of spray formed Al-4% Cu. Therefore,
they proposed a modified model considering the solid-solid contacts effect during coarsening and a
transition solid fraction (f s « 0.7). For the solid fractions greater than the transition value, the k value
decreased with an increase in the solid fraction. However, for the solid fraction lower than the transition
value, the k value increased on increasing the solid fraction. Considering the holding temperatures that
correspond to the calculated solid fractions (Figure 2b), for solid fractions greater than 0.7 (at 610 ˝C)
and the transition value of 0.8 (at 600 ˝C), the coarsening process of solid grains is similar to the
model proposed by Manson-Whitton et al. [41]. On the other hand, an unexpected increase in k values
is observed for solid fractions lower than 0.7. This can be attributed to (i) further increase of the
atomic diffusion and more effective Ostwald ripening mechanism and (ii) a less retarding effect of
the precipitate particles (Fe-rich intermetallic particles) for a holding temperature up to 620 ˝C. These
particles bring about convoluting grain boundaries as is marked by arrows in Figure 14, suggesting
pinning and retardation of the grain boundary liquid film migration during the solid grains coarsening.
The effect of the presence of intermetallic precipitates at the grain boundaries on the coarsening rate
of aluminum alloys has also been reported by Manson-Whitton et al. [41] and de Freitas et al. [43].
The results obtained in the present research indicate that Fe-rich precipitates mainly dissolve or become
smaller than the thickness of the liquid film on raising the heating temperature up to 620 ˝C. Thus,
the movement of grain boundaries can easily occur and leads to greater values of the coarsening
rate constant.
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Figure 14. (a) SEM image of a strained sample heat treated at 600 ˝C for 15 min; (b) SEM image of
selected area in (a).

3.6. Semi-Solid Deformation Behavior

Figure 15 shows a typical load-displacement curve obtained from the hot compression experiment.
As it can be observed, the load rises to a maximum (Lmax) and then decreases to a minimum value
(Lmin). The thixotropic flow behavior consisted of a transient regime and a steady state regime, as
shown in Figure 15. Semi-solid alloys with an equiaxed microstructure are considered as deformable
semi-cohesive granular solids saturated with liquid [44]. The solid grains are partially interconnected
by unwetted grain boundaries and liquid fills the interstitial spaces. Large deformation results in the
destruction of some solid grain boundary bonds to allow grains to move freely and rearrange through
sliding and rolling. The cohesion at the grain level reflects the strength of unwetted grain boundaries
and results in a flow resistance. With further deformation breakdown the solid agglomerates, the load
(stress) decreases to a steady state level.

Figure 15. Typical load versus displacement curve of the hot compressed semi-solid 7075 sample
(isothermally treated at 600 ˝C for 15 min) at 600 ˝C.
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Tzimas and Zavaliangos [44] suggested that the flow resistance of semi-solid alloys at high solid
volume fraction is controlled by four mechanisms: (i) elastoplastic deformation at grain contacts,
(ii) destruction of cohesive bonds between solid grains, (iii) resistance to the flow of liquid relative
to the solid, and (iv) resistance to grain rearrangement. Mechanism (i) is dominant in the rising part
of the flow curve and mechanism (ii) results in the breakdown of solid particles and a significant
drop in the load value. Mechanisms (iii) and (iv) are dominant in the second stage, and their relative
contribution to the overall resistance to flow depends on the volume fraction of solid.

The stress-strain curves obtained from the SIMA processed 7075 samples with different initial
microstructures after hot compression at 600 ˝C (for the SIMA samples isothermally treated at 600 ˝C
for 10–35 min) and 610 ˝C (for the SIMA sample isothermally treated at 610 ˝C for 15 min) are shown
in Figure 16. The stress exhibits a maximum value at a relatively low strain in all samples. The strain
at the peak stress varies between 0.01 and 0.04. The peak stress then drops to a steady state value,
typically at a strain of 0.1–0.18. The stress at the steady state shows no significant change with strain.
Figure 17 shows the variation of the peak and steady state stresses for the SIMA processed samples
with different initial microstructures. As is evident from Figures 16 and 17 the sample semi-solid
treated at 600 ˝C for 10 min exhibits the highest peak and steady state stresses. On increasing the
isothermal holding time to 25 min at 600 ˝C, which results in a coarser and more spherical solid
grains in the initial microstructure (see Figure 12), both the peak and steady state stresses decreased
significantly. The peak stress showed a slight increase while a considerable increase in the steady
state stress was observed with further increase of the holding time to 35 min in the SIMA process.
Moreover, the increase of the deformation temperature had a great influence on the stress-strain curve
and resulted in a decrease of thixotropic strength, as is observed for the sample semi-solid treated at
610 ˝C for 15 min.

Figure 16. Stress-strain curves of strain induced melt activation (SIMA) processed samples with
different initial microstructures.

The descending trend of the thixotropic strength (decreasing of the peak stress) with increase
of the isothermal holding time in the SIMA process can be attributed to the geometry of the solid
grains. As was previously described, the deformation of samples with equiaxed microstructure mainly
occurs by grain rearrangement through sliding and rolling. However, the microstructures consisting
of non-equiaxed and elongated grains are deformed by plastic deformation due to which the relative
movement among solid grains is constrained. Figure 18 shows the hot compressed microstructure of
SIMA processed samples with near equiaxed and globular initial microstructure. The microstructure
of various regions (1 to 3 in Figure 18a) of the hot compressed SIMA sample processed at 600 ˝C for
10 min (see Figure 3c) revealed that this sample cannot be deformed by grain rearrangement due to the
significant geometric interference of the solid grains which results in plastic deformation of the grains
(Figure 18b–d). As is observed in Figure 18b–d, the solid grains are severely deformed and elongated
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in the direction of compression which results in a textured microstructure. This leads to a much higher
resistance to flow compared to samples with a completely spheroidized microstructure. On prolonging
the isothermal heating time, the sphericity of solid grains increases and the interconnection decreases
(Figure 3) which results in easier movement and sliding during deformation and reduction of flow
resistance. The high flow stress of the SIMA sample heated for 35 min can be ascribed to the coarsened
initial microstructure with an average grain size of 85 μm. According to Clarke [45], an increase in
the particle size leads to an increase in the apparent viscosity of the semi-solid slurry. Therefore, a
sample with coarsened initial microstructure possesses a more viscous flow and requires higher loads
for thixoforming.

Figure 17. Peak and steady state stresses of the SIMA processed samples with different
initial microstructures.

Figure 18e,f shows the microstructure of the center region (region 2 in Figure 18a) of the hot
compressed semi-solid samples prepared by heating at 600 ˝C for 25 and 35 min, respectively.
After compression, no evidence of the plastic deformation of the solid grains was observed in the
microstructure of the samples. There was no difference in the microstructure of the center regions and
edge regions, which indicated that the solid and the liquid flowed together during the compression.
However, it is worth mentioning that the liquid fraction in the edge regions was slightly high,
which was due to the liquid phase being squeezed out during the deformation. The microstructural
observations also revealed that the solid grains do not experience plastic deformation in the SIMA
samples prepared by heating at 600 and 610 ˝C for 15 min. According to Chen and Tsao [46], the
plastic deformation of solid particles (PDS), sliding between the solid particles (SS), liquid flow (LF),
and the flow of liquid incorporating solid particles (FLS) are four dominant mechanisms controlling
deformation of alloys in the semi-solid state. The two former mechanisms are active when the solid
particles are in contact with each other and the other two mechanisms are dominant when the solid
particles are surrounded by the liquid phase. Therefore, it can be deduced that the sample with
near equiaxed initial microstructure deform through the mechanism of PDS. In the case of globular
initial microstructures, the SS and FLS mechanisms are dominant, however, the effectiveness of the SS
mechanism may dwindle and the FLS mechanism is reinforced on prolonging the isothermal holding
temperature and time due to the decrease of the interconnection between the solid grains.

The close examination of the hot compressed microstructure of different samples (Figure 18)
also reveals that the microstructure of the SIMA processed sample with near equiaxed and elongated
initial grains contains a higher amount of porosity, especially in regions 2 and 3, (shown by arrows in
Figure 18c,d) compared to the samples with globular microstructure. In the sample with near equiaxed
initial microstructure, the low amount of liquid content leads to higher viscosity, which may prevent
the homogenous flow of the liquid and solid particles during deformation. Therefore, this sample
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shows a high amount of porosity in the microstructure. In addition, as shown by dotted ovals in
Figure 18c, recrystallization occurs in some parts of the center region in the sample with an incomplete
spheroidized initial microstructure during hot compression. It is believed that this recrystallization
may occur dynamically as a result of higher induced strain in the center regions compared to the edge
regions during hot compression.

Figure 18. (a) Schematic of a hot compressed SIMA sample showing compression direction; Optical
micrographs of (b) region 1; (c) region 2; (d) region 3 of SIMA sample processed at 600 ˝C for 10 min;
region 2 of SIMA sample processed at 600 ˝C for (e) 25 min; (f) 35 min after hot compression at 600 ˝C.

4. Conclusions

The SIMA process consisting of applying uniaxial compression strain at ambient temperature and
subsequent semi-solid treatment in the range of 600–620 ˝C for 5–35 min was investigated. It has been
found that using the cold compression process following by heating in the semi-solid range results
in some phase evolution that is suitable for obtaining a semi-solid microstructure for subsequent
thixoforming. The following results can be drawn from the analysis:

The results showed that the partial remelting kinetics during the SIMA process consist of four
steps including recrystallization and structural separation, coarsening of polygonal solid particles,
spheroidization of polygonal particles, and coarsening of spherical particles. The growth and
coarsening of the solid particles in the SIMA process are controlled by two mechanisms of coalescence
(for low liquid fractions) and Ostwald ripening (for high liquid fractions).

The XRD results of the compressed samples heated at 600 ˝C for different times showed that
MgZn2 (η), Al2CuMg (S), and Mg2Si precipitates are dissolved gradually during isothermal heating
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through the phase transformations of α-Al + η Ñ L and then α-Al + S + Mg2Si Ñ L. However, Fe-rich
precipitates aggregate as square particles at grain boundaries due to their higher melting points.

An intense segregation of Si and Cu was observed at the grain boundaries in the semi-solid
microstructure which results in shifting of the grain boundary composition toward the Al-Si and Al-Cu
eutectics. In contrast, a significant depletion of Mg was observed at the grain boundaries and Zn
distribution showed no appreciable change during isothermal treatment.

Microstructural observations indicated that the isothermal heating temperature range of
600–610 ˝C for 25 min can be considered an optimum condition for the SIMA process. Coarsening
kinetics of the solid particles is fairly well correlated to the LSW theory during isothermal heating.
Despite the higher liquid fraction of samples heated at 610 ˝C, the coarsening rate at 610 ˝C was lower
than 600 ˝C.

Samples with near equiaxed initial microstructure containing elongated and polygonal solid
grains and samples with globular initial microstructure with average grain size of 61 μm show the
greatest and the lowest flow resistance during the thixoforming process at 600 ˝C, respectively. The flow
resistance decreases on raising the deformation temperature.
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Abstract: Electromagnetic forming (EMF), as a high-speed forming technology by applying the
electromagnetic forces to manufacture sheet or tube metal parts, has many potential advantages,
such as contact-free and resistance to buckling and springback. In this study, EMF is applied to
form several panels with stiffened ribs. The distributions and variations of the electromagnetic
force, the velocity and the forming height during the EMF process of the bi-directional panel with
gird ribs are obtained by numerical simulations, and are analyzed via the comparison to those with
the flat panel (non-stiffened) and two uni-directional panels (only with X-direction or Y-direction
ribs). It is found that the electromagnetic body force loads simultaneously in the ribs and the webs,
and the deformation of the panels is mainly driven by the force in the ribs. The distribution of
force in the grid-rib panel can be found as the superposition of the two uni-directional stiffened
panels. The velocity distribution for the grid-rib panel is primarily affected by the X-directional ribs,
then the Y-directional ribs, and the variation of the velocity are influenced by the force distribution
primarily and secondly the inertial effect. Mutual influence of deformation exists between the region
undergoing deformation and the deformed or underformed free ends. It is useful to improve forming
uniformity via a second discharge at the same position. Comparison between EMF and the brake
forming with a stiffened panel shows that the former has more advantages in reducing the defects of
springback and buckling.

Keywords: electromagnetic forming (EMF); stiffened panel; numerical simulation

1. Introduction

The development of the modern fuselage structure in aerospace industry makes it necessary to
pursue possible methods to form the parts with a desired contour. The stiffened panels (integrally
stiffened structure) have become one of the important parts of modern aircrafts, benefiting from their
high strength, high structural efficiency and low weight. The stiffened panels forming technology,
is therefore one of the key technologies in aerospace industry. However, the improved structural
stiffness of the stiffened panels, due to the stiffened ribs, increases the forming difficulty.

The traditional forming processes for the stiffened panels (panels after machining the ribs with
desired arrangement form from plate) include creep age forming, shot peen forming, roll forming,
brake forming, etc. [1]. Creep age forming (CAF), which appeared in the 1980s, is accomplished
by combining creep forming and age hardening simultaneously. This process is widely applied in
aircraft manufacture [2]. Eberl et al. verified the feasibility of CAF in forming the commercial aircraft
stiffened plates via practical experiments [3]. One of the key problems during CAF is the springback
because the plastic strain level is very low and the elastic strain maintains a high level after forming [4].
The comparison of springback with different plates, including flat, beam stiffened, waffle and isogrid
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plates, was studied through experiment and numerical simulation, which showed that the springback
of the four plates ranged from 12.2% to 15.7% [5]. Unavoidable and unpredictable springback, even
about 70% [6], which makes it difficult for the accurate design of the forming tools to compensate for
the elastic strain. For the shot peen forming, the advantages lies in no die use and fatigue property
improvement because of the existence of the residual compressive stress in the formed surface of
the parts, which make the shot peen forming one of the preferred forming methods [7]. However,
the surface roughness after shot peen forming is poor and thus subsequent correction is necessary
for the panels with complicated structure [8]. Meanwhile, due to the limited forming ability, it is
unsuitable or difficult to form the stiffened panels with a complex contour or curvature, as well as high
stiffened ribs panels, with shot peen forming [9]. Roll forming, also being called roll bending based on
the continuous local plastic deformation, is a method with low cost tools and low time consuming,
thus can be adaptable to different contours. However, there are certain limits in the forming of the
stiffened panels, due to the occurrence of mark-off, support material needed in the pockets of the panels
sometimes and simple contour only [10]. The basic principle of the brake forming (e.g., air bending) is
three point bending. The workpiece undergoes discontinuous local plastic deformation under the press
of a punch. As a traditional forming method, brake forming is widely used in the formation of aircraft
stiffened panels owing to several advantages, such as the low tool cost, strong applicability to various
part shapes and compound stiffened styles. For example, Yan et al. utilized the incremental-press
bending method to form a stiffened panel with grid ribs successfully after designing suitable forming
path with the help of a back-propagation neural network response surface method [11]. However,
because the forces apply directly on the ribs by the punch and then the deformation of the web is
driven by the ribs, the defects, such as springback and fracture, are the main disadvantages with this
technology. Studies on the defects during the brake forming process can be found with respect to
buckling [12] and springback [13]. In a word, all these forming limitations and forming equality issues
lying in the traditional process for forming the stiffened panels make the exploration of innovative
forming approaches urgent to meet the developing requirements in aircraft industry.

Electromagnetic forming (EMF) is a high-speed forming process that utilizes the electromagnetic
forces, produced under the effects of the eddy current induced by the coil magnetic field and the
magnetic fields stemming from the coil and the eddy current itself, to manufacture parts. According
to Daehn [14], the advantages of this process can be deemed as reduction of die fabricate cost
and production cycle, the improvement of the materials mechanical properties and the decrease
of springback and residual stress. In addition, because of the induced eddy currents flowing through
the entire panel, the web of the stiffened panel is also affected by the electromagnetic field, that is, there
are electromagnetic body forces loading in the ribs and the web at the same time. Different from the
traditional stiffened panel forming methods where the forces load on the surface of the web or the ribs
only, EMF produces the body force on the part, which with will be useful to increase the forming ability.
These unique advantages make EMF become a potential method for forming the aircraft stiffened
panels of aluminum alloys, which are with good electrical conductivity. However, most of researches
on EMF, according to Psyk et al. [15], focus on relatively smaller and simpler parts (non-stiffened) that
can be formed through one to several discharges with a coil which is usually fixed at a given location.
The fixed coil makes it difficult to apply EMF directly to form large-scale components, such as the
aircraft stiffened panels.

An electromagnetic incremental forming (EMIF) technology was developed by Cui et al. [16],
and EMIF was validated to be effective to solve the difficulty in the large-scale component forming.
In the EMIF process, a small coil is utilized, which moves along some certain 2D/3D paths with
accompanying discharging for many times, to produce the large-scale and complicated-shape parts.
By comparing with the traditional EMF process, some new parameters, such as coil overlap rate,
discharge pass etc., are introduced with EMIF. Kamal and Daehn [17] reported the large clearance
between the coil and the workpiece can reduce the efficiency of EM induction, and the multi-discharge
cannot increase the forming depth significantly while can improve the quality of the workpiece.

95



Metals 2016, 6, 267

Zhao et al. [18] simulated the EMIF process of tubes, and analyzed the influence of coil path and coil
overlap rate on the forming results. Their results showed the forming uniformity increased with higher
overlap rate. Cui et al. [19] produced a circular plate successfully by using a six-turn coil with the
discharging energy no more than 6 kJ, and contrastively studied the effect of several discharging paths
and discharging parameters to verify the feasibility of the EMIF.

Because the EMF process is a complicated process involving the coupled effects of magnetic field
and deformation field, the finite element method (FEM) becomes an effective tool for the processing
study. In a typical EMF simulation, the control of the air distortion is one of the key technologies
because the deformation of the workpiece will conversely lead to severe deformation of the air,
resulting in the distortion of the air elements. Through a 2D FE simulation for electromagnetic sheet
forming process, Fenton and Daehn [20] claimed that the introduction of the Arbitrary Lagrange Euler
(ALE) method can effectively control the air distortion and then a more accurate result was obtained.
Ma et al. [21] utilized the ALE method to simulate EMF process of a flat panel (non-stiffened), where
the distortion of the air mesh was controlled availably. In the simulation of sheet process with EMIF,
Cui et al. [19] used the morphing and remeshing technology to describe the air movement caused
by the workpiece deformation, and pointed that the remeshing method is more suitable than the
morphing method for the overlap region simulation during the EMIF. In addition, the coupling strategy
adopted is another key technology. Generally, multi-physics problems can be solved by two methods:
direct coupling and indirect coupling. The direct coupling method reflects the most accurate physical
mechanism, however, the calculation efficiency of this method is low. Thus, it is practical to adopt the
latter coupling method. Oliveira and Worswick [22] proposed a “loose” coupling strategy to simulate
a 3D free-bulging of aluminum alloy sheet, and their FE model is verified by comparing the final
geometry and strain distributions of the workpiece between the simulated and experimental results.
Yu et al. [23] mentioned a sequential coupling method considering the mesh morphing technology
to simulate the EMF process with tubes. Their results supported the sequential model with higher
accuracy than the results by using loose coupling method. Employing the sequential coupling method
to realize the iterative coupling between magnetic field and structural field, Cui et al. [24] analyzed
electromagnetic sheet bulging process and obtained the change regulation of the magnetic forces.

For the stiffened panels, the existence and deformation of the ribs increase the forming difficulty.
Additionally, the distribution of the ribs will make the panel forming process significantly different
from the traditional sheet EMF process, which can be attributed to the distinct distribution of the
magnetic forces. Therefore, it is necessary to investigate the EMF process of the stiffened panel. In this
study, the contents on materials study, experimental methods and numerical simulation preparations
are presented in Section 2. The FE model established for the stiffened panels during the EMIF process
is given in Section 3. Finally, the distribution of electromagnetic force, the evolvement rule of velocity
and height of the stiffened panels with different rib arrangements, as well as the comparison of forming
quality of the stiffened panels obtained by the brake forming and EMIF are discussed in Section 4.
Conclusions are presented in Section 5.

2. Material and Methods

2.1. Material and Blank

The 2A12-T4 aluminum alloy is used in this study [25]. With EMF, the strain rate effect must be
considered [26], and so the stress–strain data at various strain rates via quasi-static tests and Hopkinson
bar tests are provided here. The quasi-static experiments were measured by SANS® CMT5205
(Shenzhen, China) electronic universal testing machine at room temperature under a fixed strain
rate of 10−3 s−1. The specimens used were standard tablet specimen referring to ISO 6892-1:2009 [27]
with a gauge length of 50 mm. The dynamic experiments, in which the cylindrical specimens with the
sizes of Φ5 mm × 5 mm were used, were conducted and measured by a self-designed split Hopkinson
pressure bar (SHPB) machine at room temperature under different strain rates of 1100 s−1, 2800 s−1,
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3900 s−1 and 5000 s−1, respectively. The original material was a rolled sheet, and all the test specimens
were machined to have the coincident axis with the rolling direction. All the test experiments were
conducted repeatedly at least three times under each condition, especially for the dynamic experiments,
to ensure repeatable and consistent. The results of the quasi-static and dynamic tests are shown in
Figure 1. Remarkable strain rate sensibility can be found for the alloy, and the larger strain rate leads
to the higher yield stress and strength limit while stress softening at a large strain.

Figure 1. True stress–strain of 2A12-T4 alloy at various strain rates.

The stiffened panel is usual composed of a web and several ribs. In this study, a grid-rib panel
blank is adopted, as shown in Figure 2. The size of the main deformation region is 150 mm × 100 mm.
The height of the web is 2 mm and the heights of all the ribs are 4 mm. In comparison, three
decomposition panels from the grid-rib panel (GP), that is, panel with transversal ribs only (called X-rib
panel, XP), panel with longitudinal ribs only (Y-rib panel, YP) and panel without any ribs (flat panel,
FP) are studied, where the sizes of these three panels are consistent with the grid-rib panel.

 
(a) 

 
(b) 

Figure 2. The grid-rib panel: sizes (a); and the experimental blank sample (b).
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2.2. Forming Set-Up

The experimental set-up is shown in Figure 3, which includes two blank holder blocks with guide
grooves and two coil support blocks with arc grooves and guide grooves simultaneously, which are
connected by bolts. The incremental distances were accurately and manually controlled using a Vernier
caliper. The initial gap between the bottom surface of the copper wire and the top surface of the ribs of
the panel blank was 5 mm.

 

Figure 3. Forming equipment during electromagnetic incremental forming (EMIF) of stiffened panels.

2.2.1. Die

The single curvature die, 230 mm × 150 mm × 50 mm in length, width and height, respectively,
is used, as shown in Figure 4. The curvature radius is 80 mm and the transition fillet radius is 10 mm.

Figure 4. The single curvature die.

2.2.2. Coil

A flat circular spiral coil is selected in this study due to its reliable performance and large load
endurance capacity and the simplified form is shown in Figure 5. The distance between two adjacent
turns of the coil is designed as a gradual decrease from the inside to the outside (Table 1), which makes
more epoxy resin in the coil to improve the support force.

Figure 5. Structure schematic diagram of the flat spiral coil.
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Table 1. Size parameters of a three-layer coil with variable turn gaps.

Parameters Value Parameters Value Parameters Value

Rectangular section 2 mm × 4 mm Layer gap h 0.4 mm Turn gap d5 0.95 mm
Total turns N 30 Turn gap d1 1.8 mm Turn gap d6 0.95 mm

Layers 3 Turn gap d2 1.8 mm Turn gap d7 0.7 mm
Inner radius R 7 mm Turn gap d3 1.7 mm Turn gap d8 0.7 mm

Height H 12.8 mm Turn gap d4 1.2 mm Turn gap d9 0.7 mm

2.3. Forming Stations and Coil Paths

For the sake of describing forming stations (coil position) and paths, a Cartesian coordinate system
is constructed, which is oriented from the center of the panel blank, as shown in Figure 6, and the
forming stations are designed along the X axis, where station B is in the center of the panel, while
station A and station C are symmetrical about station B. The distance between two forming stations is
40 mm. Two coil support blocks, which are installed on two arc grooves, are designed to move the coil
accurately, as shown in Figure 3.

 
Figure 6. Defined coordinate system of the workpiece.

To analyze the forming rule of the stiffened panels in the EMIF process, the forming processes of
four panels (Table 2), are studied using the established FE model. As seen from Table 2, the ratio of rib
height to web thickness is relatively small, as a result, a capacitor with a capacity of 80 μF is adopted.
As seen from Table 3, in the first station there are twice discharges with different voltages to study the
forming rule under the same station and the multi-discharging conditions.

Table 2. Original sizes of the four panels blanks.

Blank Form Rib Height (mm) Rib Width (mm) Web Thickness (mm)

Flat panel (FP) 0 0 2
X-rib panel (XP) 4 2 2
Y-rib panel (YP) 4 2 2

Grid-rib panel (GP) 4 2 2
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Table 3. System parameters and forming conditions during electromagnetic incremental forming for
stiffened panels (EMIF-SP).

Materials & Boundary Condition Parameter Value

Air Coil (copper)

Relative permeability
Relative permeability

Resistance
Inductance

Reference resistivity
Density

Elastic modulus
Poisson’s ratio

1
1

20 mΩ
15 μH

1.7 × 10−8 Ω·m
8.9 × 103 kg/m3

90 GPa
0.33

Panel (2A12-T4 Al alloy)

Relative permeability
Reference resistivity

Density
Elastic modulus
Poisson’s ratio
Yield strength

Ultimate strength

1
3 × 10−8 Ω·m

2.77 × 103 kg/m3

69 GPa
0.31

284 MPa
495 MPa

Die/Blank holder block (42CrMo4)

Relative permeability
Density

Elastic modulus
Poisson’s ratio

1
7.85 × 103 kg/m3

206 GPa
0.3

Circuit line Line resistance
Line inductance

25 mΩ
6.5 μH

Contact set (Blank holder block-Panel) Static friction factor
Dynamic friction factor

0.17
0.15

Contact set (Die-Panel) Static friction factor
Dynamic friction factor

0.17
0.15

3. Numerical Simulation

3.1. Establishment of the FE Model

The EMIF process of the stiffened panels (EMIF-SP) is composed of four basic stages: generation
of the induced eddy current and the magnetic field surround the workpiece, plastic formation, shift of
the coil station and unloading springback. Mutual effects and multi-factors occur at every stage in the
forming process. Therefore, it is necessary to build a whole-process model that includes these stages
to accurately analyze the mechanisms and governing principles of EMIF-SP. By using the ANSYS
V8.1 software (Pittsburgh, PA, USA), a bilaterally coupled model of EMIF-SP has been established in
this study to analyze the EMIF process. In the model, an electromagnetic model, a structural model
and a springback model are included. The detailed calculation flowchart is shown in Figure 7.
The electromagnetic model is established to simulate the magnetic field existing surround the
workpiece, which is resulted by the coil magnetic field when an impulse current flow through the coil.
By dividing the coil current into n increments and then loading each increment into the electromagnetic
model in a step-by-step manner, the electromagnetic force can be obtained. Then, by loading the
electromagnetic force into the workpiece in the structural model, the plastic forming process of the
stiffened panel can be simulated. When the deformation completes at every increment, the geometry of
the workpiece and air must be updated in the electromagnetic model for the next-increment magnetic
field calculation. This cycle is repeated until the total current loading is finished. The stiffened panel
continues to deform under inertial effect until the velocity of each point reaches zero. For the next
station discharge, the coil must be moved to the next forming station. The electromagnetic force
calculation and deformation analysis are applied repeatedly on each new station using the same
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method until all forming stations have been loaded. Finally, the holder is removed, and the workpiece
springback due to unloading can be simulated using the springback model.

Figure 7. Flowchart of FE (finite element) model of EMIF for stiffened panels.

The electromagnetic circuit model is based on the EMF system in Cao et al. [28], where
an additional crowbar circuit is used to effectively reduce the temperature rise of the coil.

Considering the symmetry of deformation process and boundary conditions about X axis, a half
multi-physics coupling FE model of the entire EMIF process for the stiffened panels is established
according to the aforementioned four stages, shown as Figure 8.

(a) 

 
(b) 

Figure 8. Cont.
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(c) 

Figure 8. The multi-physics coupling model of the grid-rib panel during EMIF: (a) electromagnetic
field model; (b) forming model; and (c) springback model.

The main system parameters during the EMIF-SP process are listed in Table 3.
The panel and the coil are surrounded by air in the electromagnetic model, thus large distortion

of the air meshes occurs because there is large plastic deformation or location change in the coil,
which will interrupt the analysis. To solve this problem, the tetrahedral elements are adopted for
the near-field air because the update of the air via remeshing operation could be easily achieved to
guarantee excellent meshes with greater changes in the coil or the panel for the purpose of successful
computation. Such changes in the meshes during the simulating process are shown in Figure 9, where
the yellow part is the one-layer meshes closed to the panel. It can also be seen that the air meshes can
be adjusted according to the panel geometry or the coil station.

   
(a) (b) (c) 

Figure 9. Air meshes at different moments: (a) initial; (b) deformation after the first station;
and (c) deformation after the second station.

The ALE algorithm and smoothing treatment are employed for the air elements. To improve
computational efficiency, the singe point integral algorithm is used, though it is prone to increase the
hourglass energy in explicit dynamic analysis, which can be fixed through choosing the hourglass
control type to be viscous form. The hourglass energy does not exceed 10% of the internal energy in
this study, as shown in Figure 10.
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Figure 10. Ratio of hourglass energy to total energy.
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3.2. Verification of the FE Model

To verify the established model, experiments and simulations for single discharge at station A
and then C (Figure 6) are conducted. Parameters used in the experiments are as follows:

(1) The capacitance is 160 μF.
(2) For station A: X coordinate is −28 mm and the voltage is 7 kV. For station C, X coordinate is

28 mm and the voltage is 9.8 kV.

The system parameters in Table 3 are adopted in the experiments.
For the simulation, the same parameters in the experiments are adopted. The current data in the

simulations are obtained from the experimental measurement. The simulation approach is based on
the bilaterally coupled model established in Section 3.1.

In order to compare the experimental and simulated results, several paths are defined, as shown
in Figure 11. Figure 11a shows the paths from the top view of the panel and Figure 11b is from the
bottom view of the panel.

 
(a) 

 
(b) 

Figure 11. The defined paths of the grid-rib panel: (a) from the top view of the panel, 1/2 model shown
only; and (b) from the bottom view of the panel.

Figure 12 shows the comparison between the experimental and simulation results after
discharging at station A and station C. Comparisons of the formed profile and the forming height
distribution along the X center web-bottom path (Figure 11) shows good agreement in the formed
profile between experiments and simulations. After the first discharge at station A (Figure 12a),
the workpiece touches the die at the free end close to station A while the deformation of the part
far from the coil are insufficient; the forming height decreases with the increase of X coordinate.
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The workpiece acquires a higher forming height after the second discharge at station C (Figure 12b);
the forming height increases slightly and then come to steady with the increase of X coordinate.
Comparison between experimental and simulated results shows that the established FE model for the
entire EMIF process of the stiffened panels is reliable.

 
(a) (b) 

 
(c) (d) 

Figure 12. Profile comparisons between the experimental and simulated results: (a,b) experimental
and simulated results after station A, respectively; and (c,d) experimental and simulated results after
station C, respectively. The units for (b) and (d) are both millimeters.

To quantify the comparison, Figure 13 shows the forming depths of the panel along the X center
web-bottom path and the Y center web-bottom path after discharges at the first and then second
stations. The experimental data at 16 and 15 equal-interval points are measured. Figure 13a,b shows
the comparison of the simulated results with the experimental data after discharging at the first
station (station A) along the two paths. It can be observed from Figure 13a,b that the simulation and
experimental results coincide well with a maximum error of only 6.5% along X direction path and 9.2%
along Y direction path, respectively. Figure 13c,d shows the comparison after discharging at the second
station (station B). It can be found that the maximum error is 5.4% and 7.2% along X and Y direction
paths, respectively. This comparison indicates that the model established in this study is reliable.

 
(a) (b) 

Figure 13. Cont.
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(c) (d) 

Figure 13. Comparison of Z-displacement between experimental and simulated results along X center
web-bottom path (a,c) and Y center web-bottom path (b,d): (a,b) after the first station; and (c,d) after
the second station.

In addition, the thickness distribution in the web between experimental and simulated results
after discharging at the second station is quantified here, which is shown in Figure 14. It can be
found that along the X center web-bottom path (Figure 14a), there are local thinning both in the
center (X = 0) and the positive free end (X = 75 mm); local thickening occurs mainly in the negative
free end (X = −75 mm). The maximal relative error between the simulated and experimental results
is 2.1%. From Figure 14b, along the Y center web-bottom path, there are obvious thinning phenomena
along almost the entire path, except for the center position, and the maximal relative error is 3.1%.
The comparisons of the web thickness between the simulated and experimental results verify again
the reliability of the established model.

 
(a) (b) 

Figure 14. Comparison of web thickness between experimental and simulated results along: X center
web-bottom path (a); and Y center web-bottom path (b).

3.3. Determination of the Discharge Time and Deformation Time

The discharge current of the coil in the experiment is taken as the input in the simulation.
The measured coil current is shown in Figure 15, and the detailed description of the current
characteristic is presented by Cao et al. [28]. In order to improve the calculation efficiency of the
model, especially the EM model, the current–time curve in the simulation is also idealized, according
to the research of Oliveira et al. [22]. Only a part of the actual current data is adopted in the EM
field, and the rest during the inertial deformation are set to zero in the structural field. In this study,
the discharge time is set to 0.45 ms. It can be seen from Figure 15 that the change trend of the coil
generally characterizes a single sine shape, which is with a large increase rate before the peak value
and then decayed gradually and at last comes to zero at the end of the forming. The current takes
only 75 μs to reach the peak, which is useful to obtain a high strain rate in a short time.
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(a) (b) 

Figure 15. Experimental and simulated coil current data ((a) U = 9.9 kV, C = 80 μF; and (b) U = 12 kV,
C = 80 μF).

Due to the high-speed forming of EMF, the inertial effect of the workpiece is the major factor to
keep the deformation proceeding when the action of the electromagnetic force disappears or can be
neglected. It is necessary to determine the total deformation time, which consists of the discharge
time and the inertial deformation time. Figure 16 demonstrates the evolution of the displacement and
velocity with time under different voltages and the capacitance of each voltage maintains 320 μF, which
is sampled at the center node at the top of the rib along the X center rib-top path. It can be seen from
Figure 16 that the displacement mainly produces before the half of the discharge time; the effect of the
voltage on the displacement time is close to each other, and the displacement changes no more than
1 mm after t = 0.75 ms under the voltage of 4.5 kV and t = 0.85 ms under the other two voltages; similar
rules can also be observed with the velocity. The fluctuation of the displacement in period after the
calculated total deformation time is mainly caused by the explicit algorithm adopted in the dynamic
analysis in this study, and thus it should be neglected. In the simulation, three times discharges take
place in a sequential but discontinuous mode, and the time of each discharge lasts 0.75 ms, 0.85 ms
and 0.85 ms, respectively. That is to say, 0–0.75 ms is the first discharge period, 0.75–1.60 ms the second
period and 1.60–2.45 ms the third period.
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Figure 16. Change of central node’s: displacement (a); and velocity (b) at different U (C = 320 μF).

4. Results and Discussion

In order to study the influence of ribs on the formation of the stiffened panels, four types of panels
are simulated here and the results are analyzed contrastively. The simulation conditions are listed in
Table 4. The current data in Figure 15 are used as the input in the simulation.
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Table 4. Basic simulation conditions for EMF.

Discharge
Capacity

(μF)

X Coordinate
at the 1st Pass

(mm)

Voltage at
the 1st Pass

(kV)

X Coordinate
at the 2nd
Pass (mm)

Voltage at
the 2nd Pass

(kV)

X Coordinate
at the 3rd Pass

(mm)

Voltage at
the 3rd Pass

(kV)

80 −20 9.9 −20 12 +20 12

4.1. Electromagnetic Force Distribution

Figure 17 shows the peak electromagnetic forces loading in the four panels during the
first discharge. In this section, the distribution of electromagnetic forces for the grid-rib is analyzed
via comparison with flat panel, X-rib panel and Y-rib panel. For three stiffened panels, the force
distributions include results in the entire panel and the web only. As shown in Figure 17a, the force
distribution on FP exhibits several “rings”; the maximal value locates in the region corresponding to
the 2/3 coil radius; the forces in the center of the “rings”, corresponding to the 1/6 of the coil radius,
are near zero. From Figure 17b, different from that on FP, the force on XP mainly concentrates on the
ribs, and the maximal value is approximately three times larger than that on the web, which can be
attributed to the smaller distance between the rib and the coil and the larger one between the web
and the coil. The force distribution on the web is discontinuous near the side of the X-direction ribs
(as defined in Figure 11), where the maximal value concentrates in the region close to the symmetry
plane, also corresponding to the 2/3 coil radius. From Figure 17c, force distribution in YP shows
that the force also concentrates in the Y-direction former ribs (Figure 11). There is also discontinuous
distribution of the force in the web and the large force locates in the region between the former-rib
and the free end, instead of the symmetry plane like the case of XP. Because the bending direction
is identical to the ribs direction of YP, the force concentrates in the former rib and the web near the
former rib, which benefits for the reduction of the forming difficulty of YP. For GP in Figure 17d,
the comparison of the force in the ribs of XP and YP shows that the large force concentrates in both of
the two directions ribs (X direction side-rib and Y direction former-rib) with GP, which can be treated
as a superposition effect of X and Y directions ribs. However, the comparison of the maximal value in
the ribs shows that the force in GP are larger than that in the other two stiffened panels, which may be
caused by the closed structure with grid ribs availing to reduce the leak of magnetic flux in comparison
to the open structure of XP and YP. The distribution of the force in the web is more discontinuous
with GP than with the other two panels, while the maximal value locates at the same position with YP.
Note that the maximal value in the web of GP is smaller than that of the other three panels due to the
fact that the induced eddy current mainly concentrates in the closed structure of the ribs of GP.

It can also be found that the force distributes simultaneously in the ribs and web of the stiffened
panels; the maximal forces in the ribs of each stiffened panel are much larger than that in the webs,
indicating that the deformation of the stiffened panels is mainly driven by the deformation of the ribs.
Considering the electromagnetic force distributing in the entire volume of the conductive materials,
Liu et al. [29] showed that the electromagnetic force plays a positive role in improving the formability
of sheets. It is the same for promoting the formability of the stiffened panels, which distinguishes from
the traditional forming processes of the stiffened panels, such as brake forming process [11], where
the force acts on the top surface of the ribs, creep age forming process [2] where the force acts on the
bottom surface of the web. In addition, the surface defects of the parts, e.g., mark-off and scratch in
brake forming [1], can also be avoided because there is no mechanical contact between the forming
tool (the coil) and the workpiece in the EMF process.
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(a) (b) 

  
(c) (d) 

Figure 17. Electromagnetic force (N) distribution in four panels in the first discharge during EMIF:
(a) Flat panel (FP); (b) X-rib panel (XP); (c) Y-rib panel (YP); and (d) Grid-rib panel (GP).

4.2. Velocity Distribution

In the sheet forming with a die, it is very important to obtain the distribution of sheet velocity for
the sake of controlling the deformation of the sheet [30], especially for the high-speed forming process,
e.g., electromagnetic forming. By considering that the largest velocity of the grid-rib panel appears in
the discharging forming stage for each pass, the Z-velocity distributions of aforementioned four panels
during the first discharging forming stage in the EMIF process are studied with the velocity variation
characteristics being concerned, which is shown in Figure 18.

From Figure 18a, at the beginning of the discharge (t = 0.05 ms), the velocity exhibits a ring-shape
distribution, where the center of the ring corresponds to the center of coil. It can be explained as that
the maximal magnetic force in the flat panel corresponds to the half of the coil radius and almost
zero at the coil center (Figure 17a). The velocity ring becomes an elliptical ring (t = 0.10 ms) and
gradually narrows into an oval at t = 0.15 ms, 1/3 of single discharge time. At t = 0.25 ms, the elliptical
region reduces further, the large velocity also appears at the free end of the workpiece adjacent to
the coil (the negative free end area, NEA). The maximal velocity reaches 130.5 m/s at t = 0.15 ms in
the electromagnetic forces loading stage. Note that there is reverse velocity distribution (along the
positive direction of Z axis) in local areas, which firstly distributes around the velocity ring (t = 0.10
ms), and then appears at the free end area of the workpiece far from the coil (the positive free end area,
PEA) over time. The maximal value of the reverse velocity occurs in the middle stage of discharge
(t = 0.25 ms).

Due to the influence of the X direction ribs, the velocity distribution of the X-rib panel, as shown
in Figure 17b, is significantly different from the flat panel (Figure 18a). At the beginning (t = 0.05 ms),
the large velocity region in the X-rib panel distributes like two crescents and disconnected in the
center-rib. This crescent-shape velocity distribution can be explained as that the initial velocity
distribution is greatly related to the distribution of the electromagnetic force in the X-rib panel at the
beginning of the forming process, and thus the both concentrate in the same region (Figure 17b) at
t = 0.05 ms. The inhomogeneous velocity distribution will lead to that the velocity near the center rib
lags behind the large velocity region (i.e., the two side ribs). Then, the high velocity concentration area
in the two crescents turns into two small elliptical regions at t = 0.10 ms, locating near the X-direction
side ribs. At t = 0.25 ms, the large velocity region extends from the elliptical region to the NEA with
a peak shape. The largest velocity also appears at t = 0.15 ms, reaching up to 111.6 m/s, which is
smaller than the flat panel at the same time. It can be explained as that the increase of structural
stiffness caused by the ribs and the velocity lag of the center rib increases the forming difficulty of the
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X-rib panel, though the largest electromagnetic force on the X-rib panel is about three times larger
than that on the flat panel. In addition, Figure 18b shows a reverse velocity distribution, which mainly
distributes in PEA at t = 0.15 ms.

    
(a) 

    
(b) 

    
(c) 

    
(d) 

Figure 18. Z-velocity (m/s) distribution of: flat panel (a); X-rib panel (b); Y-rib panel (c); and grid-rib
panel (d) during EMIF.

Figure 18c shows that the velocity distribution and the largest velocity in the Y-rib panel are
similar to those in the flat panel (Figure 18a) at the same time. The difference between the two panels
lies in that there is the large velocity in the Y-rib panel former-rib (as defined in Figure 11). The largest
velocity of the Y-rib panel is 122 m/s at t = 0.15 ms, which is slightly lower than that of the flat panel
at the same time. The reverse velocity distribution (t = 0.10–0.25 ms) in the Y-rib panel still mainly
distributes in PEA, and the largest reverse velocity is 38.9 m/s at t = 0.35 ms. Figure 18c indicates that
the influence of the Y-direction ribs on the velocity is weaker than that of the X-direction ribs, because
the distance between two adjacent X-direction ribs is less than that between two adjacent Y-direction
ribs and thus bend deformation of the ribs may occur along the Y direction.

The velocity distribution of the grid-rib panel, as shown in Figure 18d, is similar to that of the
X-rib panel (Figure 18b), indicating the velocity distribution in the gird-rib panels is affected by the
X-direction ribs and then the Y-direction ribs. Under the influence of the Y-direction ribs, in the initial
stage of discharge (t = 0.05 ms), the large crescent-shape velocity distribution in the grid-rib panel
cuts off by the Y-direction ribs, and then the crescent-shape velocity distribution changes to elliptic
distribution area (t = 0.10 ms). The reverse velocity distribution of grid-rib panel is consistent with that
of the X-rib panel in Figure 18b.

Figure 18 shows that, at t = 0.25 ms, the maximal velocity reduces by comparing with the one at
t = 0.15 ms for all the panels. The decrement value for XP is the smallest, the largest for FP and YP and
the middle for GP, which indicates the ribs parallel to the bending direction (Y direction) and the flat
panel increase or promote the velocity attenuation, while ribs perpendicular to the bending direction
prevent the velocity attenuation. For the grid-rib panel, it can be seen as the superposition effect of the
X-direction ribs and the Y-direction ribs.
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In summary, as shown in Figure 18, the large velocity distribution of the four panels evolves
from the large magnetic force region at the beginning of the process, then to the coil center region,
and finally to NEA velocity distribution; the existence of ribs affects the velocity distribution, and the
influence of X-direction ribs shows significantly higher than that of the Y direction ribs; there is reverse
velocity distribution for all of the panels during the EMIF process. The velocity exceeds 100 m/s for
all the panels, which is far greater than that of the traditional forming process, for example the brake
forming. The higher velocity with EMF is conducive to reduce the springback [14].

4.3. Forming Height

Forming heights of the four panels along two X direction paths (X center web-bottom path and X
side web-bottom path in Figure 11, shorten as Xc path and Xs path, respectively) at different times are
shown in Figure 19. It can be seen from Figure 19a that, along the Xc path, the forming height curves
for FP and YP almost coincide with each other in the early stage of the first discharge (t = 0.15 ms) due
to the similar distribution of velocity in Figure 18a,c. The forming height distributes in a bimodal shape,
where the peaks correspond to the velocity “ring” at the same time in Figures 18a and 18c, respectively,
and the trough between the two peaks locates correspondingly to the coil center. The height curves
for XP and GP are almost coincident, distributing in a unimodal shape, where the peak locates in the
region corresponding to the coil center. The forming heights of FP and YP are larger than those of
the rest two panels along the Xc path. Along the Xs path, the height curves of the four panels exhibit
a unimodal distribution, where the position of the peak approximates correspondingly to the coil
center. The forming heights at this time are influenced by the distribution of velocity.

From Figure 19b, along both the X direction paths, the forming height of the four panels at the end
of the first pass (t = 0.75 ms) reduces parabolically with the X coordinate; by comparing to the early
stage of discharge, the forming height increases obviously as the result of the inertial effect because the
velocity reduces after t = 0.15 ms (Figure 18); the forming height along the Xc path remains larger than
that along the Xs path. Figure 19b shows that the forming height in NEA after the first discharging
at station A are larger than the other regions for the four panels due to the inertial effect. It can also
be found that the forming height for FP and YP, XP and GP has the identical values in pairs along
the two paths at the beginning of discharging stage, but with different distributions at the end of the
inertial deformation stage. The final forming height for the four panels follows the sequence of XP, FP,
GP and YP (from the largest to the smallest) as the result of the different velocity attenuation effect of
ribs as shown in Figure 18.

From Figure 19c, in the second discharge at the same station (t = 0.90 ms), the forming height
of the four panels along both of the two X direction paths continues to increase. Along the Xc path,
the forming height of the four panels reduce parabolically with X coordinate, and the largest height
appears in NEA. Along the Xs path, the forming height of the Y-rib panel decreases parabolically with
X coordinate, but for the other three panels it increases slightly and then decreases. The forming height
reduces and changes to the reverse direction (along the positive direction of Z axis) in the region far
from the coil (PEA). The height differentiations at the end of the first station discharge (Figure 19b)
diminish after the second discharge at the same station.

From Figure 19d, along both the two X direction paths, the forming heights of the four panels
at the end of the second pass (t = 1.60 ms) reduce parabolically with the increase of the X coordinate.
Along the Xc path, the order of the forming height in NEA from the largest to smallest is similar to that
in Figure 19b at the same place; the forming height for the grid-rib panel in PEA is 0.56 mm, and there
are reverse deformation for the other three panels. Along the Xs path in NEA, the maximal forming
height appears with FP (10.95 mm); there is also are reverse deformation for the other three panels.
The shape changes of the height curves in Figure 19d show that the uniformity improves after the
second discharge in comparison to the on at the end of the first discharge in Figure 19b.
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Figure 19. Z direction height distribution along X direction paths of four panels during EMIF:
(a) t = 0.15 ms; (b) t = 0.75 ms; (c) t = 0.90 ms; (d) t = 1.60 ms; (e) t = 1.75 ms; and (f) t = 2.45 ms.
Xc and Xs represent X center web-bottom path and X side web-bottom path, respectively.

From Figure 19e, along both the two X direction paths, the forming height of the four panels
in the early stage of the discharge at the second station (t = 1.75 ms) changes slightly in comparison
to the one at t = 1.60 ms, and reduces also parabolically with the increase of X coordinate, however,
the reduction extent is less than that in Figure 19c,d. There is no reverse deformation.

It can be seen from Figure 19f that, the height curves for the four panels distribute in the style
of the letter “W” at the end of the second station (t = 2.45 ms), where the position of the peak locates
in the geometric center of the panels. Along both of the two X direction paths, the forming height
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increases mainly in the region under the coil in the new station. The forming height along the Xc
path reduces in the region far from the coil (NEA), due to the effect of the main deformation region.
Comparison of the forming heights at t = 1.75 ms and t = 2.45 ms in NEA shows that there is also
reverse deformation in the third discharge stage. In addition, the different distributions occur again at
the end of the second station forming stage.

From Figure 19, there are reverse deformation regions, mainly locating in the free end region
and resulting from the influence of deforming region on the deformed or undeformed regions. It is
obvious that the reverse deformation reduces the forming height, and thus is disadvantage to improve
the fittability of the workpiece to the die. In addition, there are less electromagnetic forces in the free
ends during the entire forming process, which indicates that the deformation of these regions is mainly
driven by the inertial effect of the panels.

Figure 20 shows the forming height of four panels along two Y direction paths (Y former
web-bottom path and Y latter web-bottom path, shorten as Yf path and Yl path respectively) at
different times during the EMIF process. It can be seen from Figure 20 that the distribution curves
of forming height for the four panels along both of the two Y direction paths exhibit a parabolically
declining law. From Figure 20a, in the early stage of the first discharge (t = 0.15 ms), the forming height
along the Yf path is larger than that the one along the Yl path.

From Figure 20b, at the end of the first pass forming (t = 0.75 ms), the increasing rates of the
forming height of the four panels are larger than that at t = 0.15 ms in Figure 20a. Along the two Y
direction paths, the forming height increases about twice from t = 0.15 ms to t = 0.75 ms in NEA, which
can be attributed to the inertial effect on the deformation region.

From Figure 20c, the forming height of the four panels in the early stage of the second discharge
(t = 0.90 ms) continues to increase in comparison to the first pass forming. The large forming height
mainly occurs in the rib center along the two paths.

At the end of the second pass forming (t = 1.60 ms), as shown in Figure 20d, along the Yf path,
except for the flat panel, the forming height for the rest three panels decreases in comparison to the
early stage of the second discharge in Figure 20c, which indicates that there is reverse deformations for
these three panels. Along the Yl path, the forming height reduces in comparison to the height in the
second discharge, which also indicates there is reverse deformation.

From Figure 20e, in the early stage of the discharge at the second station (t = 1.75 ms), along the
Yf path, except for the flat panel, the forming height for the rest three panels increases in comparison
to the second pass forming in Figure 20d, while the forming height of the flat panel decreases, which
indicates that there is reverse deformations for the flat panel. Along the Yl path, the forming height in
the rib center increased for all of the four panels in comparison to the second pass forming.

From Figure 20f, at the end of the second station forming (t = 2.45 ms), the forming height curves
are very close to each other along the two different Y direction paths. Along the Yf path, the forming
height of the four panels decreases in comparison to the early stage of the discharge at the current
station in Figure 20e, which indicates that there is reverse deformations for all the panels. Along the
Yl path, the forming height in the rib center increases significantly in comparison to the height in the
early stage of discharge at the present station.
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Figure 20. Z direction height distribution along Y direction paths of four panels during EMIF:
(a) t = 0.15 ms; (b) t = 0.75 ms; (c) t = 0.90 ms; (d) t = 1.60 ms; (e) t = 1.75 ms; and (f) t = 2.45 ms.
Yf and Yl represent Y former web-bottom path and Y latter web-bottom path, respectively.

4.4. Comparison with Brake Forming

As mentioned in Section 1, the brake forming is widely used in the aircraft industry due to its high
applicability. In this section, a comparison of the simulated results between one-pass brake forming
(BF) and one-discharge electromagnetic forming (EMF) is conducted. The sizes of the grid-rib panel in
Figure 2 are used, except for the height of the ribs. In this section, the height of the ribs is set to 10 mm
in order to observe the instability more easily. In the EMF model, the input parameters, including
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geometric sizes of the coil, die and blank holder block, electromagnetic parameters, etc., are identical
to those in Table 3 and Section 4; the coordinate of the initial station at the coil center is (0,0); the data
in Figure 15 are used as the input current for the EMF model. In the BF model, the sizes of the die
and blank holder block are similar to those in the one-discharge EMF process. The axis of the punch
is perpendicular to the width direction of the grid-rib panel, as shown in Figure 21. From Figure 22,
the Z direction displacements in the two forming processes reach the same value (11.4 mm) at the end
of EMF.

Figure 21. Geometric model of the brake forming (BF) process.

As shown in Figure 22a, the tensile and compressive normal stresses along the Y direction with
BF are larger than those with EMF, especially for the compressive stress. The large compressive
stress concentrates at the cross position of the center rib along the X-direction and Y-direction ribs,
which means buckling is more inclined to occur with BF than with EMF. However, large tensile or
compressive stress with EMF mainly concentrates in the web under the X-direction ribs. The buckling
of the web can be prevented or weakened by the ribs. The distribution of the equivalent elastic strain
in Figure 22b shows that the maximal elastic strain with BF is larger than that with EMF, indicating a
smaller springback during the EMF process. Moreover, the elastic strain mainly concentrates in the ribs
for the BF, more easily leading to springback than the EMF where the elastic strain concentrates in the
web. Figure 22c shows that plastic strain mainly occurs at the cross position of the X and Y-direction
ribs with BF; with EMF, the maximal plastic strain mainly concentrates in the transition fillet area,
however, the plastic strain level of the cross ribs in the concerned deformation regions is obviously
lower than that with BF.

Due to the characteristics of the distribution of stress and strain with BF as discussed above,
buckling and springback are the main defects that limit the application of BF to form the complex
parts, e.g., the stiffened panels with high ribs. Comparison of the distributions of stress and strain with
the brake forming to those with the electromagnetic forming in Figure 22 implies that the advantages
of smaller elastic strain in the web and plastic strain in the cross ribs make the electromagnetic forming
technology competent for forming the stiffened panels.
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Figure 22. Comparison of simulated results between BF (left) and EMF (right): (a) σy (MPa);
(b) equivalent elastic strain; and (c) equivalent plastic strain.

5. Conclusions

The forming rules of the bi-directional stiffened panels with grid ribs during the EMIF process
are studied by FE simulations aided by experiments. The distributions of the electromagnetic force,
the forming velocity and the height are analyzed by the comparison among the grid-rib panel, flat panel
and two uni-directional stiffened panels (the panel with the X-direction ribs, the panel with the
Y-direction ribs). The main conclusions are as follows:

(1) Different from traditional stiffened panels forming process, there are electromagnetic body
forces loading in the ribs and webs simultaneously, which increases the forming ability of the
stiffened panels. The large force of GP concentrates in both the two direction ribs, indicating the
superposition effect of the two direction ribs.

(2) The velocity distribution of the grid-rib panel is mainly affected by the X-direction ribs, next is
the Y-direction ribs; the ribs along the bending direction and the flat panel promote the velocity
attenuation while the ribs perpendicular to the bending direction prevent the velocity attenuation.
For the grid-rib panel, it can be seen as the superposition of the X-direction ribs and the
Y-direction ribs.
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(3) The decrease of the forming height at the free ends of the four panels at the end of each pass
indicates that the mutual influence exists between the region undergoing deformation and the
deformed or undeformed regions; the reverse velocity distribution exists for all the panels during
the EMIF process, which mainly locates in the two free ends and thus is harmful for improving
the forming height. Therefore, the reverse velocity should be avoided.

(4) The comparison of the simulation results with the brake forming to those with the electromagnetic
forming shows that EMF has a small elastic deformation in the web and a smaller plastic
deformation in the ribs in the deformation region, which helps prevent or reduce the defects,
such as springback and buckling that commonly happen in the traditional brake forming process.
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Abstract: In this study, the hot deformation activation energy values of 7050-T7451 aluminum
alloy, calculated with two different methods under three deformation modes, were compared.
The results showed that the hot deformation activation energy values obtained with the classical
constitutive equation are nearly equivalent under the hot tensile, compression, and shear-compression
deformation modes. Average values exhibited an obvious increase when calculated with the modified
constitutive equation because it can reflect the variation of activation energy with deformation
conditions such as deformation temperature, strain rate and strain state. Moreover, the values under
tensile and compression deformation modes were nearly the same regardless of the calculation
method. The higher average value under the shear-compression deformation mode with modified
equation indicates that the strain state has a significant effect on the hot deformation activation energy.
In addition, when the activation energy was investigated for various deformation conditions, the
effect of the strain state on the activation energy was more significant. Under a certain condition, the
activation energy was the same for the three deformation modes.

Keywords: activation energy; hot deformation; aluminum alloy; deformation mode

1. Introduction

Actual production processes of metals and alloys are always accompanied by various hot
deformation processes such as forging, rolling, extrusion, and welding. Therefore, the hot deformation
behavior of metals and alloys has been an important scientific issue. As an indication of the degree of
difficulty during hot deformation processes, hot deformation activation energy is typically used to
estimate the hot workability and to optimize the hot working process of metals and alloys [1–3]. For
example, a typical application of activation energy is that it is used to derive the constitutive equation,
which generally consists of the response of flow stress, strain rate, and deformation temperature.
Among the various constitutive models and equations available, the hyperbolic sine law proposed by
Sellars and McTegart [4] is the most applicable for a wide range of stresses and has been extensively
used to study the hot deformation behavior of various metals and alloys. Moreover, activation energy
is always treated as a constant in the constitutive equation regardless of the applied hot deformation
conditions such as temperature, strain rate, and load state.

However, the hot deformation activation energy is correlated with not only material composition
and heat treatment conditions but also deformation conditions and deformation mode. For instance,
Reyes-Calderón et al. [5] found that the presence of microalloying elements such as Nb, V, and Ti
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increased the activation energy of the nonmicroalloyed material from 366 kJ¨ mol´1 to 446 kJ¨ mol´1 of
V-microalloyed twinning induced plasticity steel. For aluminum alloys, the hot deformation activation
energy is affected significantly by the initial state of the material because the solute atoms diffuse to
the dislocation cores and are pinned at the dislocations [6–9]. Recently, Zhang et al. [10] found that the
hot deformation activation energy of Ti-15-3 titanium alloy increases with increasing temperature and
decreasing strain rate. Shi et al. [11] found that the hot deformation activation energy of an AA7150
aluminum alloy is not constant and decreases with increasing deformation temperature and strain rate.
Therefore, a modified constitutive equation was proposed, wherein the term for activation energy is
treated as a variant involving temperature and strain rate.

Recently, considerable work has been performed on the strain state effects. Although the research
has primarily focused on aluminum alloys under cold working conditions, variations in strain state
have a significant effect on the deformation microstructure, particularly the development of dislocation
structures [12,13]. Therefore, as a reflection of the energy barrier to dislocation motion for metals
and alloys during hot deformation, the hot deformation activation energy may be affected by the
deformation modes for different strain states. However, it has not yet been verified.

In this paper, hot tensile (HT), hot compression (HC), and hot shear-compression (HSC) tests of a
7050-T7451 aluminum alloy have been performed at different temperatures and strain rates. The hot
deformation activation energy under these three deformation modes was calculated using the classical
constitutive equation and the modified equation. The effect of deformation conditions, modes, and
calculation methods on activation energy was discussed.

2. Material and Methods

The chemical composition (wt. %) of the investigated 7050-T7451 aluminum alloy is shown in
Table 1. The alloy was obtained in an as-rolled plate with a gauge thickness of 22 mm. The hot
deformation specimens were prepared by using wire-electrode cutting. The HT and HC specimens are
100 mm and 12 mm in length and 6 mm and 8 mm in diameter, respectively. The HSC test is same to
the classical HC test. However, because of the special design of the HSC specimen [14] schematically
presented in Figure 1, that shear and compression strain are induced simultaneously by axial force in
the specimen. The three hot deformation tests were performed on a Gleeble 3500 thermo-mechanical
simulator (Dynamic Systems Inc. (DSI), Poestenkill, NY, USA) at axial strain rates and deformation
temperatures ranging from 0.01 s´1 to 10 s´1 and from 523 K to 723 K, respectively. During the tests,
all the specimens were heated to the selected deformation temperature at a heating rate of 20 K¨ s´1

and held at the deformation temperature for 30 s prior to deformation. The thermal cycle with no
solution treatment and short dwell time is on account of modeling the process such as friction welding
process [15]. The HT, HC, and HSC specimens were deformed to snap break, height reductions of 50%,
and a total axial displacement of 4.5 mm, respectively. Thereafter, all the specimens were immediately
water quenched.

Table 1. Chemical composition (wt. %) of the 7050 aluminum alloy.

Chemical Composition (wt. %)

Si Fe Cu Mn Mg Cr Zn Ti Zr Al
0.12 0.15 2.0~2.6 0.1 1.9~2.6 0.04 5.7~6.7 0.06 0.08~0.15 Bal.
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Figure 1. Schematic presentation of the shear-compression specimen.

3. Results

3.1. Flow Stress during the Three Hot Deformation Processes

The flow stress vs. strain curves during the three hot deformation processes are shown in Figure 2.
As can be seen, in all the cases, the flow stress increases rapidly in the initial stage of deformation
then either decreases to a certain degree or remains constant after the peak stress. Moreover, the
flow stress increases with an increase in strain rate and decrease in deformation temperature. Flow
stress is a function of dislocation density [16]. During the hot deformation process, the dislocation
density is affected by the primary microstructure, temperature, and strain rate. If these parameters
are constant, the variation of flow stress is related to the microstructure evolution. Before the peak
stress is reached, the dislocations multiply drastically, and the work hardening process prevails over
the softening process. Therefore, the flow stress increases rapidly. After the initial deformation
stage, the work hardening and softening processes induced by dynamic recovery (DRV) and dynamic
recrystallization (DRX) compete. Moreover, the flow stress still increases, but the rate of increase
decreases continuously. After the peak value, the softening process becomes dominant. Initially, the
peak stresses were determined from the flowing stress vs. strain curves under different deformation
conditions and were used to calculate the activation energy. The choice is on account of two aspects:
In aluminum alloys, the peak stress is generally used and refers to a dynamic equilibrium between
the work hardening and dynamic softening processes [17,18]. All the deformation processes can be
assumed to be homogeneous up to the peak stress excluding the effects of strain state induced by
bulging or necking.

Figure 2. Cont.
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Figure 2. Flow stress vs. strain curves for 7050 aluminum alloy at hot tensile (HT) mode: (a) 0.01 s´1;
(b) 1 s´1; (c) 10 s´1; HC mode: (d) 0.01 s´1; (e) 1 s´1; (f) 10 s´1; and HCS mode: (g) 0.01 s´1; (h) 1 s´1;
(i) 10 s´1.

3.2. Calculation of the Hot Deformation Activation Energy

The hot deformation activation energy parameter provides important information about
the deformation mechanism associated with microstructural evolution, especially the dislocation
movement, DRV, DRX, and the movement of grain boundaries. If the activation energy is treated as a
constant, according to the process of established classical constitutive relations, we can calculate the
activation energy using the hyperbolic sine constitutive law [4]:

.
ε “ A rsinhpασqsn exp p´Q{RTq (1)

where α, n and A are material constants, and R is the universal gas constant (8.314 J¨ mol´1¨ K); T is the
deformation temperature (K); and Q is the hot deformation activation energy (kJ¨ mol´1). Moreover,
σ can either be the peak stress or steady flow stress (MPa). In this study, the peak stress σp was used.

We obtained approximately equal values of activation energy with the classical equation
(Q1 shown in Table 2) under the three hot deformation modes. In the classical constitutive equation,
n and A are regarded as material constants, and it defines α as α = β/n1 [4], where β and n1 are the
slopes of the plots of ln

.
ε–σp and ln

.
ε–ln(σp), respectively. Furthermore, the constitutive equation

involves the assumption that during the hot deformation process, any microstructure transformation
mechanism is absent [17]. In addition, the material components and heat treatment conditions are
identical. Consequently, the activation energy may be assumed to be a constant independent of the
deformation conditions and modes on the basis of the approximately equal values. On the other
hand, the activation energy (Q1) calculated with Equation (1) can be comprehended to be, in fact,
an average value.

Table 2. Values of material constants and activation energy Q1 for the 7050 aluminum alloy.

Deformation Mode A α = β/n1 (MPa´1) n S Q1 (kJ¨ mol´1)

HT 1.27 ˆ 1020 0.0051 8.05 3.62 241.38
HC 2.31 ˆ 1019 0.0066 7.34 3.88 236.69

HSC 1.67 ˆ 1020 0.0054 8.59 3.36 239.93

However, ensuring the microstructure constant during hot deformation is difficult because the
microstructures involve various complex interactions among the dislocations, solutes or precipitates,
grain boundaries, or periodic friction of the lattice. These processes are strongly affected by strain,
strain rate, and deformation temperature. Therefore, the hot deformation activation energy will vary
with these deformation conditions. From Equation (2), in which the activation energy is temperature
and strain rate dependent [11], the activation energy, Q2v, under different deformation conditions were
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calculated. The results are listed in Table 3. As can be seen, Q2v decreases with an increase in strain
rate and temperature, and the deformation modes significantly affect it.

.
ε “ ApT,

.
εq rsinhpασpqsnpTq exp

ˆ
´ QpT,

.
εq

RT

˙
(2)

Table 3. Values of activation energy Q2v for the 7050 aluminum alloy under three deformation modes.

Deformation
Temperature (K)

Strain Rate (s´1)

HT HC HSC

0.01 1 10 0.01 1 10 0.01 1 10

523 391.3 323.0 304.5 517.5 379.4 326.0 654.9 398.6 374.3
573 349.4 288.3 271.8 429.0 314.7 270.0 597.2 385.7 341.3
623 307.4 253.5 239.0 340.5 250.0 214.0 398.4 242.5 227.7
673 265.5 218.8 206.3 252.0 185.3 158.1 251.7 153.2 143.8
723 223.6 184.0 173.5 163.5 120.6 102.1 176.8 107.6 101.1

Average (Q2) 266.7 268.2 314.3

4. Discussion

Generally, the hot deformation activation energy can qualitatively reflect the energy barrier
to dislocation motion for metals and alloys during hot deformation. A higher value of activation
energy signifies the existence of higher dragging forces to the movement of the dislocation in hot
deformation. The activation energy Q1 under the three deformation modes are greater than those for
the homogenized and aged 7xxx aluminum alloys [7–9]. This deviation is mainly due to the difference
in the microstructure state of the alloy in experiments that the specimens were heated rapidly to the
testing temperature and held for 30 s before loading. In such a short dwell time, the precipitates may
not be completely dissolved and the dragging forces to the movement of the dislocation still exist in
the subsequent deformation. Therefore, the activation energy exhibits a higher value.

A comparison of Q1 and Q2 values for the three deformation modes is shown in Figure 3. The
values of Q1, which can be considered as the average values under the different deformation conditions,
are approximately equal under the three deformation modes. Moreover, the deformation modes do not
affect the thermal activation processes, which lead to confusion in the current understanding the nature
of hot deformation activation energy. In comparison, an obvious increase can be found in Q2 values for
the three deformation modes. Moreover, Q2 of the HT mode is nearly identical to the value of the HC
mode, but is lower than the value of the HSC mode (see in Table 3). Notably, the values of the activation
energies Q1 and Q2 are approximate equivalent under both the HT and HC modes irrespective of the
calculation method employed. This behavior can be attributed to the similar loading path for the HT
and HC deformation modes when the stress reaches the peak value. Tensile or compressive loading
can activate a larger number of slip systems when compared with torsion or shear loading [12]. In
HT and HC deformations, a large number of slip systems are activated. Nevertheless, the increase in
activation energy Q2 resulting from the calculated methods should be paid more attention, particularly
to the significant increase of activation energy Q2 under the HSC deformation mode. When compared
with HT and HC deformations, relatively fewer slip systems can be activated with the complex strain
state in the slot position of the HSC specimen. Complicated interactions of different slip systems and
intricate dislocation structures induce a much higher obstruction resulting in the higher activation
energy in HSC. These results indicate that the modified equation is more suitable to calculate the
activation energy for the hot deformation under a complex strain state. Moreover, the hot deformation
activation energy is affected by deformation conditions as well as the strain state.
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Figure 3. Comparison between the average values of the activation energy Q1 and Q2 for the three
deformation modes.

The effect of the strain state on the activation energy can be seen in Figure 4. It shows the
variation of the activation energy Q2v as a function of temperature for the three deformation modes.
As can be seen, Q2v is not constant but decreases with increasing temperature. Furthermore, the
relationship is perfectly linear under HT and HC deformations. This phenomenon may be attributed to
the thermodynamic mechanism of dislocation movement, which is a thermally activated process [19].
It is related to the critically resolved shear stress [20]. When the temperature increases, rearrangement
and annihilation of dislocations occur to improve DRV, which reduces the resistance of dislocation
motion and leads to a reduced activation energy. Specifically, the variation under HSC deformation is
similar to that under the other modes, but the relationship is not linear. This difference is due to the
complex strain state and increased external shear stress induced by HSC deformation.

Figure 4. Relationship of hot deformation activation energy vs. deformation temperature for 7050
aluminum alloy under three deformation modes: (a) 0.01 s´1; (b) 1 s´1; (c) 10 s´1.

An interesting phenomenon in Figure 4 is the intersection of the curves, which indicates that the
activation energy Q2v is approximately same at some deformation conditions for these deformation
modes. In addition, the intersection varies with increasing strain rate and decreasing temperature,
which may be due to precipitates, dislocation patterns, stress state, or other factors affecting the
development of dynamic microstructure. However, the exact cause of the phenomenon is unclear and
must be studied in the future.

5. Conclusions

1. By comparing the hot deformation activation energy values calculated using the classical and
modified equations, the modified equation is found to be more suitable to calculate the hot
deformation activation energy under the complex strain state.
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2. With the modified constitutive equation, the hot deformation activation energy is greater under
the HSC deformation mode than under the HT and HC deformation modes. It is attributed to the
fewer and different slip systems and intricate dislocation structures promoted in HSC deformation.
Therefore, the significantly higher obstruction induced by their complicated interactions results
in the higher activation energy in HSC deformation case.

3. The effect of the strain state on the hot deformation activation energy can also be seen from the
variation of the activation energy with the deformation conditions under the three deformation
modes. It indicates that the complex strain state facilitates the increase activation energy under
the same deformation conditions.
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Abstract: In this paper, machining aeronautical aluminum alloy AA2024-T351 in dry conditions
was investigated. Cutting forces, chip segmentation, and built-up edge formation were analyzed.
Machining tests revealed that the chip formation process depends on cutting conditions and tool
geometry. So continuous and segmented chips are generated. Under some cutting conditions, built-up
edge formation occurs. A predictive machining theory, based on a finite elements method (FEM),
was applied to reproduce and explain these phenomena. Thermomechanical behaviors of the work
material and the tool-work material interface were considered. Results of the proposed modelling
were compared to experimental data for a wide range of cutting speed. It was shown that the feed
force is well reproduced by the ALE-FE (arbitrary lagrangian-eulerian finite element) formulation and
highly underestimated by the lagrangian finite element (LAG-FE) one. While, the periodic localized
shear band, leading to a chip segmentation, is well reproduced with the Lagrangian FE formulation.
It was found that the chip segmentation can be correlated to the cutting force evolution using the
defined chip segmentation intensity parameter. For the built-up edge (BUE) phenomenon, it was
shown that it depends on the contact/friction at the tool-chip interface, and this is possible to simulate
by making the friction coefficient time-dependent.

Keywords: aluminum alloy AA2024-T351; dry machining; cutting/feed forces; chip segmentation;
built-up edge; FE modeling

1. Introduction

Aluminum alloy AA2024-T351 has been used for over 30 years in the aeronautic and aerospace
industries, especially for its good resistance to fatigue [1]. Also, this metal alloy has a low density
in comparison to steels. Often, components made of aluminum alloy AA2024-T351 need machining,
using various processes (turning, drilling, milling, etc.), to obtain required shape of the component and
also to satisfied the high exigency on the surface quality (low roughness). When machining this alloy,
considered as ductile material, several phenomena occur, depending on cutting conditions (cutting
speed, feed rate, dry/wet cutting, etc.).

The first one is the chips segmentation which should promotes chips fragmentation, hence
ease evacuation of chips. However, this alloy is difficult to fragment, due to its relative low
ductility, in comparison with titanium alloy Ti-6Al-4V for example, also used widely in aeronautics.
Mechanisms of chip formation have been widely studied by many researchers [2–7]. Komanduri
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and Brown [2] classified chips on four types, according to their morphology (wavy, discontinuous,
segmented, and catastrophic shear chip), and gave the definition of each one. Globally, the origin of
each type depends on cutting conditions, cutting tool geometry, cutting angles, and the machined
material (thermo-mechanical characteristics: Soft or hard materials). To understand mechanisms
of chip formation, micrographic analysis was conducted in several research works (e.g., [3,4], [2,5]).
For example, Bayoumi and Xie [3] analyzed metallurgical aspects of the chip formation when cutting
the usual titanium alloy Ti-6Al-4V.

The second one is the BUE formation, which may alter the surface quality, since the adhered work
material can pass under the tool flank face and acts on the newly generated surface. Also, the BUE
edge affects the chips morphology since the BUE changes the tool rake angle. The literature review
shows that the analysis of the BUE formation during the cutting process was a subject of several
theoretical and experimental studies. For experimental aspects, Ernst et al. [8] reported that the BUE
can be often formed under high friction conditions at the tool-chip interface and its morphology is
significantly influenced by the state of stress around the tool cutting edge. Shaw et al. [9] attribute
the BUE formation to the temperature gradient across the chip and to the brittle behavior of the
workpiece material. In addition, Philip [10] concluded that the BUE formation is the result of seizure
and sub-layer flow at the tool-chip interface. The strain hardening of the work material promotes the
formation of a stagnant build-up at the cutting edge.

In this paper, to analyze the machining process of AA2024–T351 (cutting forces, chip segmentation,
and BUE formation), experimental and modelling studies were developed. In the experimental study,
cutting speed, feed rate, and tool rake angle were varied to highlight there effect on the cutting process.
The modelling study was performed to give more insight on revealed phenomena. This also allows
simulating other cutting conditions not performed experimentally. Friction coefficient was varied in
order to analyze the mechanism of BUE formation.

2. Experimental and Modelling Aspects

2.1. Experimental Aspects

To analyze the chip segmentation phenomenon, the experimental study previously done by one of
the authors in [11] has been investigated. Orthogonal cutting tests, in dry conditions, were performed
on a planer machine at low cutting speed to observe with CCD (charge-coupled device) camera the
cutting process (chip formation), and on a CNC (computer numeric control) lathe to allow variation
of the cutting speed in a large range, as shown in Figure 1a,b. Uncoated carbide inserts, of type K4,
have been used as cutting tools with two rake angles (0◦ and 15◦), see Figure 1c. The value of the
clearance angle is kept constant (7◦) for all tools and all cutting conditions. Each tool has a cutting
edge radius of 0.01 mm. The depth of cut in both planing and turning processes is 4 mm for all
cutting conditions.

(a) (b) (c)

Figure 1. Experimental setup of orthogonal cutting tests: (a) planar machining; (b) turning;
and (c) cutting tools with two rake angles (0◦ and 15◦) [11].

The inserts material is a WC-Co cemented tungsten carbide with cobalt as binder phase.
The chemical analysis on a polished surface inside the tool gives a composition with 6 wt. % of cobalt and
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no mixed carbides such as TiC, TaC, and NbC have been detected in the microstructure. The cobalt binder
is uniformly distributed with WC grains (Figure 2b). The workpiece material is the usual aeronautical
aluminum alloy AA2024-T351 (Figure 2a). Its chemical composition is given in Table 1.

(a) (b)

Figure 2. Micrographs of a polished surfaces of (a) aluminum alloy AA2024-T351 [6] and (b) cemented
carbide tool WC-Co [11].

Table 1. Chemical composition (wt. %) of the AA2024-T351 [11].

Al Cr Cu Fe Mg Mn Si Ti Zn

Balanced Max. 0.1 3.8–4.9 Max. 0.5 1.2–1.8 0.3–0.9 Max. 0.5 Max. 0.15 Max. 0.25

Using a high speed camera and dynamometer table, instantaneous images of the cutting process
and cutting forces were obtained. As shown in Figure 3, for a low feed (0.1 mm) a continuous chip was
observed, while for a large feed (0.3 mm) segmented chip was obtained with the two tools (0◦ and 15◦),
but the chip segmentation is different. Average cutting forces (evaluated in stabilized range or steady
state of cutting) and contact lengths (evaluated from instantaneous images of the cutting process) are
reported in Table 2. The analysis of the results shows that there is a strong correlation between cutting
conditions (cutting speed and feed), cutting parameters (rake angle), and the chip morphology.

= 0° = 15°

f = 0.1 mm

f = 0.3 mm

Figure 3. Example of experimental chips morphology obtained with cutting speed = 60 m/min.

The BUE occurs at particular cutting conditions when machining ductile metals, like aluminum
alloy AA2024-T351. The effect of uncut chip thickness on the formation of the BUE was examined on
an instrumented planar machine, where the tool rake angle was varied. Different sequences of the
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cutting process were recorded by the CCD camera and then analyzed. From instantaneous images
of Figure 3, it can be observed that the BUE occurs for the low rake angle (i.e., 0◦) and uncut chip
thicknesses of 0.1 mm. Figure 4 highlights the BUE formation in the vicinity of the tool tip. Indeed,
a low rake angle makes the work material flow difficult. This promotes the sticking contact at the tool
tip, which results in accumulation of the work material in this zone and hence the BUE formation.

Table 2. Average cutting force, feed force and contact length for different cutting speeds [12].

Cutting Speed (m/min) Cutting Force (N) Feed Force (N) Contact Length (mm)

80 510 375 0.30
95 475 300 0.28
160 450 280 0.26
195 430 265 0.25
320 410 240 0.25
390 405 235 0.23
500 400 220 0.20

Figure 4. BUE (built-up edge) formation for cutting speed = 60 m/min, feed = 0.1 mm and rake
angle = 0◦.

Additional experimental tests have been done under orthogonal turning to bring out the effect of
cutting speed, with cutting tool angle of 0◦ and feed rate fixed to 0.1 mm/rev. The depth of cut is the
same as in planing process (i.e., 4 mm). Results are reported in Table 2 and Figure 5. The apparent
friction coefficient, reported in Figure 5, is determined as the ratio of feed force by cutting force in the
case of considered rake angle (i.e., 0◦).

 

Figure 5. Experimental cutting force (Fc), feed force (Ff), contact length (lc), and apparent friction
coefficient (μapp).
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2.2. Modelling Aspects

In order to reproduce and then analyze observed cutting phenomena (cutting forces evolution,
chips segmentation, and BUE formation), a predictive modelling theory, based on FEM, was developed.
Two formulations (2D LAG-FE and 2D ALE-FE) were developed in Abaqus/Explicit FE code [13] to
represent orthogonal cutting tests. The 2D LAG-FE was developed in order to reproduce the chips
segmentation phenomenon. While the 2D ALE-FE was developed in order to reproduce the BUE
phenomenon. Figure 6 illustrates the two FE models.

(a) (b)

 
 
 
 
 
 
 

Zo
om

Figure 6. Illustration of (a) 2D LAG-FE (lagrangian finite element) and (b) ALE-FE (arbitrary
lagrangian-eulerian finite element) models of the orthogonal cutting.

Physical properties of the workpiece and tool materials are given in Table 3.

Table 3. Mechanical and thermal properties of work material and tool [6].

Physical Parameter Workmaterial (AA2024-T351) Tool (WC-Co)

Density, � (kg/m3) 2700 11,900
Elastic modulus, E (GPa) 73 534

Poisson’s ratio, ν 0.33 0.22
Specific heat, Cp (J/kg/◦C) Cp = 0.557T + 877.6 400

Thermal conductivity, λ (W/m/C) 25 ≤ T ≤ 300 : λ = 0.247T + 114.4
300 ≤ T ≤ Tm : λ = 0.125T + 226 50

Thermal expansion, α (μm·m/◦C) α = 8.9 × 10−3T + 22.2 -
Tm (◦C) 520 -
T0 (◦C) 25 25

To represent the of the workpiece material behavior during machining, a Johnson-Cook
thermo-viscoplastic-damage model has been adopted. The flow stress is given as:

σ =
[
A + B (εp)n] [1 + Cln

( .
ε

p

.
ε0

)] [
1 −

(
T − T0

Tm − T0

)m]
(1)

The damage behavior is described by a damage initiation criterion and a damage evolution law
up to fracture. The damage initiation criterion is given by:
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ωd =
� dεp

ε
p
d

with 0 ≤ ωd ≤ 1

ε
p
d =

[
d1 + d2e(d3

P
σ )
]

︸ ︷︷ ︸
Stress triaxiality

[
1 + d4ln

.
ε
∗]︸ ︷︷ ︸

Viscosity

[1 − d5T∗]︸ ︷︷ ︸
Temperature

(2)

The damage evolution can be expressed by the following relationships:

d =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
up

u f
= Lεp

u f
=

2Gf Lεp

σ linear evolution

1 − exp

(
−

up�
0

σ
Gf

dup

)
exponential evolution

(3)

The true stress tensor is defined as:

σ = (1 − d) σ̃ (4)

where σ̃ is the effective stress, representing a stress state that would exist in the material if no damage
occurs. The behavior parameters of the workpiece material are given in Table 4.

Table 4. Johnson-Cook viscoplastic-damage parameters of AA2024-T351 [6].

Viscoplastic Parameters

A (Mpa) B (Mpa) n C m
352 440 0.42 0.0083 1

Damage Parameters

d1 d2 d3 d4 d5 KI
C (MPa·m1/2) KII

C (MPa·m1/2)
0.13 0.13 1.5 0.011 0 37 26

As the mechanical behavior is affected by temperature, the mechanical plastic work generates
heat flux which results in temperature rise. The heat flux due to this phenomenon is described the
following relation:

.
qp = ηpσ :

.
ε

p
(5)

The contact behavior at the tool-workpiece interface is defined by the relationship between the
normal friction stress σn and the shear friction stress τ f , as follows:

τ f = min (μσn, τmax) (6)

The friction at the contact interface may generate a heat flux which is evaluated by the
following relation:

.
q f = f fη f τ f Vs (7)

The mechanical plastic work of the chip may affect heat exchange at the tool-workpiece interface.
To take account of this energy in the heating of the tool a heat conduction flux,

.
qc, is introduced, so the

heat balance at the interface can be written as follows:
.
q→tool = f f

.
q f +

.
qc

.
q→workpiece =

(
1 − f f

) .
q f −

.
qc

with
.
qc = h(Tint−w − Tint−t)

(8)

The tool-workpiece interface parameters depend on the adopted FE model (LAG-FE or ALE-FE).
Particularly, the coefficient of friction (COF) is adjusted to better fit cutting forces.
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3. Results and Discussion

3.1. Cutting Forces Analysis

As illustrated in Figure 7, both FE models effectively predict cutting force and contact length
(upper values with ALE-FE model and lower values with LAG-FE model). However, LAG-FE model
highly underestimates feed force, due to the FE deletion in a thin layer defined between the chip and
workpiece. Indeed, this induces a loss of contact at the flank face which, in turn, induces a loss of
contact pressure acting in the feed direction. The apparent friction coefficient is globally well estimated
by the ALE-FE model, except for the lower cutting speed (80 m/min). While since LAG-FE model fails
to predict feed force, this impacts the apparent friction coefficient (recall that it is defined as a ratio
of feed force by cutting force in the case of rake angle of 0◦). Comparison between LAG-FE model,
ALE-FE model and experimental data is reported in Tables 5 and 6.
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Figure 7. Experimental vs. numerical modelling (ALE-FE and LAG-FE) of (a) cutting force; (b) feed
force; (c) contact length, and (d) apparent friction coefficient.

Table 5. Comparison between experimental data and LAG-FE results.

Vc
(m/min)

Fc (N) Ff (N) Lc (mm) μapp

- Exp. Num. Err. (%) Exp. Num. Err. (%) Exp. Num. Err. (%) Exp. Num. Err. (%)
80 510 422 17 375 145 61 0.30 0.29 3 0.74 0.34 53
95 475 408 14 300 118 61 0.28 0.26 7 0.63 0.29 54

160 450 398 12 280 106 62 0.26 0.25 4 0.62 0.27 57
195 430 395 8 265 100 62 0.25 0.23 8 0.62 0.25 59
320 410 397 3 240 87 64 0.25 0.22 12 0.59 0.22 62
390 405 387 4 235 86 64 0.23 0.22 4 0.58 0.22 62
500 400 374 7 220 89 60 0.20 0.22 10 0.55 0.24 57
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Table 6. Comparison between experimental data and ALE-FE results.

Vc
(m/min)

Fc (N) Ff (N) Lc (mm) μapp

- Exp. Num. Err. (%) Exp. Num. Err. (%) Exp. Num. Err. (%) Exp. Num. Err. (%)
80 510 600 18 375 296 21 0.30 0.35 17 0.74 0.49 33
95 475 520 9 300 280 7 0.28 0.31 11 0.63 0.54 15

160 450 500 11 280 272 3 0.26 0.31 19 0.62 0.54 13
195 430 492 14 265 260 2 0.25 0.29 16 0.62 0.53 14
320 410 448 9 240 248 3 0.25 0.26 2 0.59 0.55 5
390 405 440 9 235 240 2 0.23 0.24 4 0.58 0.55 6
500 400 400 0 220 232 5 0.20 0.21 5 0.55 0.58 5

At first view, the ALE-FE gives better results, since it effectively predicts both cutting force and
feed force. However, this is not sufficient, since the capability of each model should be analyzed
regrading other phenomena, like reproducing continuous or segmented chips and BUE formation.
This is what is developed in the two following sections.

3.2. Chip Morphology-Segmented vs. Continuous Chip

To analyze finely the chip morphology, particularly chip segmentation phenomenon, orthogonal
cutting tests performed on a planer machine (see Figures 1a and 3) were firstly simulated with LAG-FE
model. The model is able to reproduce non-continuous chip, like chip segmentation. This should
highlight the effect of cutting conditions (cutting speed, feed, and tool-rake angle) on the chip
morphology, especially on the chip segmentation phenomenon.

The chip morphology often carries the signature of correct behavior chosen in simulations. From
Figure 8, it can be seen that simulated chips are in good agreement with what it is observed by CCD
camera. For the small feed (0.1 mm) continuous shape is obtained regardless of rake angle. For the
large feed (0.3 mm) segmented chips are well reproduced for both rake angles.

= 0° = 15°

f=
0.

1
m

m
f=

0.
3

m
m

Figure 8. Experimental vs. numerical chips morphology for two feeds and two rake angles.

To quantify the chip morphology some parameters are introduced as follows:

fs =
Vc
ls

SIRg = Δh
f = hmax−hmin

f

SIRl =
ε

p
in

ε
p
out

(9)
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where fs and ls are the chip segmentation frequency and the distance between two successive segments.
Note that these are only indicators of the apparition of successive shear localization bands in the chip,
but it does not give information about the intensity of the segmentation phenomenon. So for this
purpose SIRg and SIRl parameters are defined. SIRg is the global segmentation intensity ratio and
SIRl is the local segmentation intensity ratio. hmax and hmin are the maximum and minimum chip
thickness, respectively. ε

p
in and ε

p
out are the plastic equivalent strain in and out of the shear band,

respectively. Geometric parameters for the assessment of defined chip morphology parameters are
illustrated in Figure 9.

Figure 9. Geometric parameters for the assessment of chip morphology parameters.

Figure 10 shows the evolution of classical chip segmentation parameters fs and ls with
cutting speed. fs Increases quasi-linearly with cutting speed for each tool rake angle, while ls is
quasi-insensitive to the cutting speed. However, effect of the rake angle is not negligible and influences
both fs and ls Indeed, increasing the rake angle decreases the chip segmentation length, so the slope of
fs curve as function of cutting speed increases when the rake angle increases. The consequence of this
is that the gap Δ fs = fs(15◦)− fs(0◦) increases when cutting speed increases. Globally, fs and ls give
an indication on the number of shear bands within the same chip length, but these two quantities are
not sufficient to quantify the chip segmentation, since they do not give an indication on the intensity
of the phenomenon.
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Figure 10. Segmentation length vs. segmentation frequency as function of cutting speed, for fixed feed
(0.3 mm) and two rake angles (0◦ and 15◦).
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Hence, to quantify the intensity of chip segmentation phenomenon, introduced SIRg and SIRl
parameters were assessed. As shown in Figure 11, these two parameters increase with cutting speed
and tend to stagnate at high cutting speed. This confirms that increasing cutting speed promotes the
chip segmentation, as was often observed in experimental tests. Hence, these parameters are adequate
to quantify the intensity of chip segmentation phenomenon. In addition, Figure 11 brings out the close
link between chip segmentation intensity and average cutting force. For each rake angle, as cutting
speed increases, average cutting force decreases and SIRg and SIRl parameters increase. This confirms
that the chip segmentation phenomenon is at the origin of the cutting force reduction when machining
aluminum alloy AA2024-T351.
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Figure 11. Correlation between average cutting force and segmentation intensity ratio: (a) SIRl and
(b) SIRg.

3.3. Built-Up Edge Formation-Time-Dependent Friction

The BUE phenomenon can be considered as the consequence of a gradual increase of the friction
at the tool-chip interface up to reach a critical level leading to a complete or partial sticking contact
at the tool-chip interface. The proposed idea to analyze the process of BUE formation consists to
vary the local coefficient of friction (COF), defined as the ratio of frictional stress by contact pressure
(see Equation (6)), during the chip flow on the rake face. This is physically an admitted assumption,
since the BUE corresponds to the adhesion of the work material at the rake face close to the tool tip.
Between the time where the cutting process is stable and the time where the BUE is formed, the friction
evolves from a certain value to a higher one that induces the adhesion of the work material on the
rake face.

Different possibilities can be proposed for the evolution of the friction at the contact interface.
Here two cases were considered, corresponding, respectively, to an abrupt change and a gradual
evolution of COF. The effect of friction change on BUE formation was investigated by examining
particular cutting forces and the work material flow velocity on rake face. The ALE-FE model was
adopted to simulate the cutting process with varying COF. The simulated cutting case is the reported
one in Figure 4, where the BUE was observed by the CCD camera.

One possible mechanism of BUE formation is an abrupt change of the friction at the tool–chip
interface. Two successive steps are then defined. In the first one (step 1), the cutting process was
simulated with COF equal 0.2. In the followed step (step 2), the simulation is continued with COF
equal 0.4 or 0.6. The impact of this abrupt change of COF on BUE formation is highlighted in Figure 12,
through the work material flow velocity at the secondary shear zone. It can be deduced from Figure 12
that the work material flow velocity is affected by the increase of COF. The change in work material
flow is more pronounced for a higher COF in the second step (i.e., COF = 0.6). The sticking zone
becomes large as the friction is higher. For the low friction, (COF = 0.2 in step 1) a negligible sticking
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zone can be noticed and, consequently, no BUE can form. Therefore, it can be deduced that a change in
the nature of the tool-work material contact have a direct effect on the BUE formation.

Step 1 Step 2

0.2loc

Low sticking zone

0.4loc

Moderate sticking zone

0.6loc

High sticking zone

Figure 12. Effect of COF (coefficient of friction) on the material flow velocity at the tool-chip interface.

In addition, the abrupt change of the COF also has a significant effect on cutting and feed forces,
as shown in Figure 13. So increasing COF increases cutting and feed forces. The chip flows with more
difficultly at the rake face, resulting in the increase and fluctuation of cutting forces. Note that feed
force is more affected by the friction change (see from Figure 13b), since it is in the direction of the
friction stress on the rake face (rake angle = 0◦).
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Figure 13. Effect of an abrupt change of COF on (a) the cutting force and (b) the feed force.

The second possible mechanism of BUE formation corresponds to a gradual evolution of the
friction at the tool-work material interface during chip formation. This is represented by the increase
of COF gradually (increment of 0.1 is taken) from 0.2 to 1. This assumes that BUE is formed when the
friction increases gradually to a higher level that leads to a complete adhesion of the work material
at the rake face (sticking contact). According to Figure 14, the process of BUE formation can be
viewed from the evolution of work material flow velocity with COF. The gradual increase of the
friction increases the amount of the sticking zone. This later represents the work material having low
flow velocity at the tool-chip interface. So the variation of the sticking zone with the friction can be
correlated with the BUE formation.
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COF = 0.2 COF = 0.3 COF = 0.4 COF = 0.5 COF = 0.5

COF = 0.7 COF = 0.8 COF = 0.9 COF = 1

Figure 14. Effect of a gradual evolution of COF on the work material flow velocity at the tool-chip
interface (increase of the sticking zone).

The gradual increase of the friction also affects cutting forces, as shown in Figure 15, with more
effect on feed force. The apparent friction coefficient follows the same trend as feed force. Globally,
the ratio of the sticking by the sliding contact increases as the friction increases. For high friction,
the sliding of the work material layer at the tool-chip interface is practically controlled by the shear
flow stress of the work material (i.e., τ f = τ in Equation (6)). According to Figure 15, the average
contact length follows the same trend as the apparent friction coefficient. It increases until reaching a
quasi-saturated level. So the BUE formation can be related mainly to the dominant sticking contact at
the tool-chip interface.
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Figure 15. Evolution of average cutting and feed forces, apparent friction coefficient, and average
contact length with COF.

4. Conclusions

Machining aeronautical aluminum alloy AA2024-T351 in dry conditions was investigated. Cutting
forces, chip segmentation, and built-up edge formation were analyzed. The main concluding remarks
are as follows:

(1) Measured cutting forces evolve highly at low cutting speeds for fixed feed and tend to stabilize
rapidly at about 100 m/min. LAG-FE and ALE-FE models predict well cutting force, but LAG-FE
model fails to predict feed force.

(2) Chip segmentation depends highly on the tool rake angle and the uncut chip thickness.
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(3) Using LAG-FE model, it is shown that there is a close link between cutting forces evolution and
chip segmentation intensity. So, chip segmentation phenomenon reduces the average cutting
forces, but its fluctuation increases.

(4) The BUE can be explained by the contact/friction change at the tool–work material interface
during cutting. The ductility of aluminum alloy AA2024-T351 also promotes BUE formation.

(5) The BUE can be modeled by making the friction coefficient time-dependent. This is done in
the ALE-FE model. So, the sticking zone becomes larger with the increase of friction coefficient.
This condition promotes the BUE formation, but there is no unique scenario of friction evolution
as BUE occurs.
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the paper.
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Abbreviations

The following abbreviations are used in this manuscript:

Vc cutting speed (m/min)
f feed (mm)
α, γ tool-rake and clearance angles (◦)
Fc, Ff cutting and feed forces (N)
lc contact length (mm)
hmin contact length (mm)
hmax maximum chip thickness
ls chip segmentation length
fs chip segmentation frequency
SIRg global segmentation intensity ratio
SIRl local segmentation intensity ratio
σ Cauchy stress tensor (MPa)
σ̃ effective stress tensor (not affected by damage)
ρ material density (kg/m3)
E, ν Young modulus (GPa) and Poisson’s ratio
A, B, C, m, n Johnson-Cook flow stress parameters
εp von Mises equivalent plastic strain
.
ε

p
von Mises equivalent plastic strain-rate

.
ε0 Reference equivalent plastic strain-rate
σ von Mises equivalent stress (MPa)
ωd damage initiation criterion
d damage variable
Gf fracture strain energy
σn contact pressure (MPa)
τ f friction stress (MPa)
COF local friction coefficient
μ-app apparent friction coefficient
τmax shear stress limit (MPa)
Vs sliding velocity at the tool-workpiece interface (m/s)
T temperature (◦C)
T0 reference ambient temperature (◦C)
Tm melting temperature (◦C)
Tint−t tool temperature at the tool-workpiece interface (◦C)
Tint−w workpiece temperature of at the tool-workpiece interface (◦C)
λ thermal conductivity (W/m/◦C)
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cp specific heat capacity (J/kg/◦C)
α thermal expansion (μm/m/◦C)
ηp plastic work conversion factor (Taylor-Quinney factor)
η f frictional work conversion factor
f f heat partition coefficient
h heat transfer coefficient (kW/m2/◦C)
.
qp volumetric heat generation due to plastic work (W/m3)
.
qc heat conduction flux at the tool-workpiece interface (W/m2)
.
q→tool heat flux going into the tool at the tool-workpiece interface (W/m2)
.
q→workpiece heat flux going into the workpiece at the tool-workpiece interface (W/m2)
Exp. experiment
Num. Numerical
Err. error (%)
Max. Maximum
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Abstract: An investigation has been carried out into the microstructures developed during the
early stages of equal channel angular extrusion (ECAE) in a polycrystalline single-phase Al-0.13Mg
alloy, with emphasis on the substructural alignment with respect to the die geometry and the
crystallographic slip systems, which is essentially related to the grain refinement and texture
development during deformation. The material was processed by ECAE at room temperature
to three passes, via a 90˝ die. Microstructures were examined and characterized by EBSD. It was
found that dislocation cell bands and microshear bands were respectively the most characteristic
deformation structures of the first and second pass ECAE. Both formed across the whole specimen
and to align approximately with the die shear plane, regardless of the orientation of individual
grains. This confirmed that substructural alignment was in response to the direction of the maximum
resolved shear stress rather than to the crystallographic slip systems. However, a significant fraction of
material developed preferred orientations during deformation that allowed the coincidence between
the crystallographic slip systems and the simple shear geometry to occur, which governed texture
development in the material. The third pass deformation was characterized with the formation of a
fibre structure with a significant fraction of high angle boundaries, being aligned at an angle to the
extrusion direction, which was determined by the total shear strain applied.

Keywords: ECAE; simple shear; deformation structure; substructural alignment; EBSD

1. Introduction

Equal channel angular extrusion (ECAE) has become a routine method for severe plastic
deformation (SPD) for producing submicron-grained and nanocrystalline metals [1–4]. During ECAE
material is extruded through a die comprising two connected, equally cross-sectioned channels,
which are intersected at an angle 2ϕ (see Figure 1); plastic deformation thus occurs substantially
by simple shear in a narrow region along the intersectional plane (die shear plane) of the two
extrusion channels [1,5]. Similar to conventional processes, such as tension and rolling, dislocations are
generated in ECAE deformation and they accumulate to form cell bands of aligned dense dislocation
boundaries [6–8]. At larger scales, deformation banding due to orientation splitting may occur on top of
the grain shape change in response to the strain applied [9]. A unique feature of ECAE is that intensive
shear banding often takes place, particularly upon strain path change during repetitive processing [6].
Although numerous investigations of the microstructural development and the mechanisms of grain
refinement during ECAE have been carried out in the past twenty years or so, it seems there are
still some fundamental unclear. An essential issue is how characteristic deformation structures such
as the dislocation boundaries and shear bands are aligned with respect to the die geometry and
crystallographic slip planes, which is critical to the understanding of the deformation mechanisms and
texture development in the process. Segal [6,7] suggests that grain refinement in ECAE is primarily a
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result of shear banding parallel to the die shear plane, which is macroscopically oriented in response
to the maximum resolved shear stress, rather than the primary slip planes. We name this type of
structural alignment as non-crystallographic. Such non-crystallographic shear banding in ECAE has
been observed in several investigations [10,11]. On the other hand, Fukuda et al. [12] were able to
show, from their ECAE experiments on high aluminium single crystals of predetermined orientations,
that the alignment of dense dislocation boundaries formed is crystallographic, i.e., they are parallel
to the primary slip planes. Certainly, shear bands and dislocation cell bands are different features
of deformation structure, and shear banding, as a result of strain localisation, can only occur on top
of the dislocation cell bands structure. Non-crystallographic shear banding is then not necessarily
in conflict with the crystallographic alignment of the dislocation cell bands. However, controversial
experimental results have been reported with the alignment of both the dislocation cell bands and
shear bands. Therefore, it is necessary to carry out a comprehensive investigation in order to clarify
the general nature of the substructrual alignment during deformation in ECAE.

Figure 1. Schematic diagram illustrating (a) equal channel angular extrusion (ECAE) process and
reference coordinates and (b) poles of (111) planes parallel to the dies shear plane in the 90˝ and 120˝
dies respectively in the (111) pole figure.

In fact, there has been an ongoing debate, in the last few decades, regarding whether aligned
substructure boundaries are oriented along precise crystallographic slip planes in deformation of fcc
(face centred cubic) and bcc (body centrerd cubic) metals with intermediate-to-high stacking fault
energy [13,14]. This is because the nature of substructural alignment is of fundamental importance
to the understanding of basic principles of deformation and mechanical properties of material.
In the case of dislocation cell bands, evidence for crystallographic alignment (i.e., planar dislocation
boundaries oriented along precise crystallographic slip planes) has been presented for cold deformed
aluminium [15] and steels [16] while other work on the same materials [17] has pointed to alignment
dictated primarily by the imposed flow field. The study of substructural alignment with the ECAE
process has advantages over other processes, such as rolling and tension, because it has a constant and
more strictly defined deformation zone and the plane and direction of the maximum resolved shear
stress are predetermined by the extrusion angle 2ϕ, thus, effectively eliminating confusions about the
actual deformation geometry as one may encounter in other processes.

In the present work, substructure alignment and crystallographic features of deformation during
repetitive ECAE processing of a single-phase aluminium alloy were investigated using high resolution
EBSD technique, with a focus on the deformation structure formation during the first three passes.
A simple single-phase aluminium alloy was used for this study as dislocation slip in this alloy is
limited to the primary slip systems {111}<110> at the testing temperature without twinning, which
simplified the verification of fundamental principles.
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2. Materials and Methods

A high purity Al-0.13 wt. % Mg alloy, supplied by Alcan International, was used for ECAE
processing. The starting material was DC cast and homogenised, cold rolled to 50% in reduction
and recrystallised at 400 ˝C for 1 h, giving a starting grain size of ~350 μm. Extrusion billets, 15 mm
in diameter and 100 mm in length, were subsequently machined out in the rolling direction (RD)
and processed by ECAE at room temperature with a ram speed of 50 mm/min through a 90˝ with
a small blend radius between the die channels. Colloidal graphite was used as lubricant. The
ECAE rig was designed such that the die split in half along their symmetrical plane, parallel to
the plane of view in Figure 1. The billet orientation was maintained constant throughout repetitive
deformation—commonly referred to as route-A. To facilitate microstructural examination, extrusion
was performed half way through the extrusion dies, and samples with deformation structures of two
consecutive passes were thus obtained in one sample.

Metallographic samples were cut through the centre of the die symmetrical plane defined by the
normal direction (ND) and the extrusion direction (ED) (see Figure 1). Microstructural characterisation
was carried out in a field emission gun scanning electron microscope (FEG-SEM) and characterised
by backscatter imaging and high resolution EBSD techniques. For EBSD analysis the samples were
mechanically polished, followed by electropolishing, to give a strain-free surface. EBSD orientation
maps were acquired from samples at different strain levels, using a Philips/FEI Siron FEG-SEM (FEI,
OR, USA), fitted with automated HKL-EBSD pattern collection systems. EBSD data was analysed
using VMAP© EBSD analysis in-house software (The University of Manchester, Manchester, UK).
In the data presented, high angle boundaries (HABs) are defined as having misorientations greater
than, or equal to, 15˝ and low-angle boundaries (LABs) are defined as having misorientations of
less than 15˝. Due to misorientation noise, boundaries of less than 1.5˝ misorientation were cut off.
Textures were determined from the EBSD maps using either VMAP©EBSD or HKL Channel 5 software
(Oxford Instrument, High Wycombe, UK). In the EBSD maps presented, grains are coloured according
to orientation, with red, green and blue levels proportional to the three Euler angles (Euler contrast).
Low angle boundaries are depicted as white lines and high angle boundaries as black. In all the maps,
the extrusion direction (ED) is horizontal.

3. Results

3.1. Cell Bands Alignment in the 1st Pass

Deformation was found to take place in a narrow region along the die shear plane.
The deformation zone was roughly fan-shaped, but did not strictly converge to a single point at
the die inner corner. A friction-affected layer in the surface was detected, with a depth of ~500 μm,
where the microstructure was less defined than in the centre of the sample. All results presented in
this paper were therefore obtained from the centre of the sample to avoid confusions.

Figure 2 shows the characteristic microstructures of the material at various scales after one pass
ECAE with the 90˝ die. It is seen that initial grains are elongated in response to the strain applied
(Figure 2a). Deformation banding took place due to orientation splitting and deformation bands
with either regular slab-like shapes at a scale close to the average grain size (Figure 2b) or irregular
geometry (Figure 2c) at a finer scale have formed. At the finest scale, dislocation cell bands are the most
distinctive microstructural feature (Figure 2d). The substructural alignment was examined with respect
to the deformation geometry and crystallographic orientations of individual grains. It was found that
the overall elongation direction of the fine scale substructure is generally within ˘5˝ of the die shear
plane. The variation may occur within a grain but mostly across boundaries. The highest variation was
found in the area where severe irregular deformation banding took place and the deviation from the
die shear plane could be as high as 15˝. Figure 4a shows the distribution of the inclination angle to the
extrusion direction measured from 50 grains in the centre of the sample. The elongation direction of
individual cells is in line with the substructural alignment direction they are in, although the direction
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of some cells is more diverse than the overall substructure. Figure 3 shows a statistical distribution
of cell band alignment direction relative to the extrusion direction, based on image analysis, and it
is clear from the figure that dislocation cell bands are strongly aligned with the die shear plane, i.e.,
at approximately 45˝ to the extrusion direction. The average misorientation across the cell bands,
where they did not coincide with other features of the deformation structure that superimposed strong
local orientation gradients, were ~4.1˝. This suggests that cell bands did not generate new high angle
boundaries. Aligned cell bands were found to have formed in all the grains throughout the billet
and continue within deformation bands, with a clear correlation to the dies shear plane as described
above. Figure 4 shows an example of die shear plane aligned cell band structure aligned across a few
grains in an EBSD map (Figure 4a) and the orientations of the individual grains in a (111) pole figure
(Figure 4b), demonstrating that the cell bands are closely aligned in the die shear plane regardless of
the orientation of individual grains. It should be noted, however, that plastic flow tended to bring
primary slip planes of {111} into the die shear plane. This is similar to the texture development during
rolling in which {111} planes tend to rotate and coincide with the rolling plane.

Figure 2. FEG-SEM back scattered images, showing features of characteristic deformation structures
after the 1st pass with the 90˝ die: (a) overall elongated microstructure; (b) primary deformation bands;
(c) secondary deformation bands; (d) aligned cell bands. ED—the extrusion direction; SP—the die
shear plane.

Figure 3. Distribution of cell band alignment angle relative to the extrusion direction (ED), showing
that cell bands are substantially aligned with the die shear plane around 45˝ to ED.
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Figure 4. (a) EBSD map, showing the substructural alignment in grains of different orientations and
(b) (111) pole figure, showing the orientations of the individual grains—after the 1st pass ECAE.

3.2. Structural Evolution in the 2nd Pass

In the 2nd pass of ECAE, although the original grain structure continues to distort in proportion
to the shear strain with route A, there is always a strain path change depending on die angle and
processing route. This involves a rotation of the idealized shear plane and the activation of latent slip
systems, except for route C, which represents a Bauschinger type reversal. For route A used in this
investigation, the theoretical shear plane alternates by π-2ϕ every cycle and should thus intercept the
cell bands from the 1st pass by 90˝. Such strain path changes are known to promote shear banding as
the collapse of the lamellar cell bands, when subjected to an orthogonal shear on new slip systems,
can lead to transient flow softening [18].

As expected, it was found that microshear banding parallel to the die shear plane dominated the
deformation structure in the 2nd pass. Figure 5 shows shear bands formed in the 2nd pass cutting
through the aligned cell band structure developed in the 1st pass. The shear bands were always aligned
closely with the die shear plane across the whole sample, and are, therefore, not crystallographically
orientated. Some shear bands were only one cell wide, but many were seen in packets of 2–5 bands
and even extended across grain boundaries (Figure 5).

 

Figure 5. Characteristic features of shear bands formed in the 2nd pass; (a) FEGSEM backscatter image;
(b) EBSD map and (c) a linescan of relative and accumulative boundary misorientations along ab in (b),
demonstrating the generation of medium and high angle boundaries by shear banding.

EBSD measurements showed that shear bands generated a significant orientation spread along
the ND-ED great circle in the (111) pole figures, as a result of rotation around the transitional direction
(TD) towards ED, relative to the matrix. The overall lattice rotation was generally in the range of
6 to 30˝ and in some cases reached 50˝, which readily generated new high angle boundary (HAB)
segments across the microshear band boundaries as can be seen from the misorientation linescan in
Figure 5c (along line ab in Figure 5b). Given that the shear bands are relatively closely spaced, they
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are an important source of new HAB generation, which benefit from the strain path change during
ECAE processing.

3.3. Lamellar Fibre Structure in the 3rd Pass

The fraction of HABs was found to have increased considerably after the 3rd pass. These HABs
were predominantly aligned and formed a fibre structure, as shown in Figure 6a. EBSD results showed
that the fraction of HABs reached 30% with an average spacing of 1.65 μm. The overall spacing of
HABs and low angle boundary (LABs) across the fibre structure was 0.67 μm. The fibre structure was
aligned at about 12˝ to ED. This is in close agreement with the theoretically expected values between
the grain elongation direction and the ED (β), which is 9.5˝ for a 90˝ die, calculated according to the
relationship

βn “ arctanΓ´1 (1)

where n is the number of ECAE passes and Γ “ 2ncotϕ is the total shear strain in the die shear plane
after n passes. This suggests that the formation of the fibre structure was primarily a result of rigid
structuralrotation, which is related to the non-symmetric material spin in simple shear deformation,
and compression of the prior HABs in response to the total macroscopic shear strain. The overall fibre
structure textures were determined from EBSD measurements over an area of ~500 ˆ 500 μm, and
were found to be dominated by {431}<527> component in the ECAE reference frame, as shown in
Figure 6b or {111}<110> in the dis shear plane (x’y’z’) frame.

Figure 6. (a) EBSD map and (b) (111) pole figure, showing the formation of a fibre microstructure and
textures developed after 3rd pass ECAE.

A detailed description of the deformation structure evolution to higher strains with route A
is beyond the scope of this work, and has been previously been described in general terms [19,20].
Briefly, at larger strains, the HABs become dominant and the fibre boundary spacing approaches
one subgrain in width, forming high aspect ratio “ribbon” grains with variable lengths. Further
refinement then occurs through shortening of the ribbon grains by transverse LABs developing higher
misorientations, and dynamic recovery [8,19,21]. Characteristically, the rate of increase in the fraction
of HAB areas and the reduction in the average HAB spacing reduces greatly after the 3rd pass. In the
meantime, the effect of crystallographic features on structural evolution became less important.

4. Discussion

The evolution of deformation structure during early stages of ECAE, for up to three passes,
has been investigated, with emphasis on the alignment of important features of the deformation
structure and their spatial correlation to preferred crystallographic orientations. The development of
these characteristic features and their relationship to the texture formation during ECAE processing
is discussed below. It should be noted that the deformation mode in ECAE, which approximates to
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simple shear and the strain path change that causes the shear plane to alternate each pass with route
A, leads to some unique features of the deformation structure development. When compared to more
conventional processes like rolling and torsion, however, there are also many similarities.

4.1. General Features of Deformation Structure

The experimental results have shown that the aligned cell bands, deformation bands and
microshear bands are the main characteristic deformation structure features developed during the
early stages of ECAE. In the 1st pass, the deformation structure was characterised by features forming
on a range of length scales from fine ~1 m wide aligned cell bands to 40 m large scale primary
deformation bands, and at an intermediate level by regions dominated by finer irregular deformation
bands. In comparison, the 2nd pass was characterised by the introduction of intense microshear bands,
with little further development of cell band structure. In the 3rd pass, a fibrous structure emerged
with the HABs becoming aligned and rotated in the direction of grain distortion, with the cell band
structure being replaced by subgrains. Orientation splitting was found to be largely established within
the 1st pass associated with deformation banding. In rolling and other deformation processes, primary
deformation banding usually takes place rapidly at low strains [22] and the present work has evidently
confirmed this feature in ECAE.

The generation of new HAB area occurred, by orientation splitting, shear banding and the
extension of boundaries due to the imposed shear. Of these mechanisms at low strains, orientation
splitting involving fine scale irregular deformation banding is probably the most significant source
of grain refinement, whereas at high strains with route A, the extension of boundaries with strain is
much more important as previously shown [9]. Shear banding, being dominant in the 2nd pass, also
provided an important mechanism for grain subdivision. However, the relative importance of this
mechanism is sensitive to material and deformation conditions. In this study shear banding became
less significant once the cell band structure broken down and the HAB spacing substantially reduced.
The development of new HAB area required for grain refinement is clearly a highly heterogeneous
process, which is dependent on localised shear and orientation instability, rather than the gradual
uniform rotation of a cellular structure.

4.2. Substructural Alignment

In his review paper, Winther [13] pointed out that although approximate macroscopic alignment
generally occurred, precise crystallographic alignment with the most highly stressed slip plane was
frequent. In ECAE, investigations have highlighted some crystallographic features of the deformation
structures formed but none has yet shown convincing results to clarify this fundamental substructural
alignment issue. For example, Fukuda and co-workers [12], proposed that the alignment of cell bands
and shear bands was crystallographically related, based on an investigation with aluminium single
crystals. However, in their work the micrographs show that the deformation zone was extremely wide
and the deformation mode is thus unlikely to be a pure simple shear, making it difficult to know the
direction of the maximum shear stress.

In the present work, cell bands formed in the 1st pass have been clearly identified to be aligned
substantially within a deviation of ˘10˝ with the die shear plane as shown in Figure 3, irrespective of
individual grain orientations. In the 2nd pass, microshear bands also formed in alignment with the die
shear plane (Figure 5a). Extensive microstructural examinations and EBSD measurements showed
that cell bands and microshear bands were aligned with the die shear plane across the entire sample
encompassing an unlimited amount of grains. Clearly they were macroscopically oriented in response
to the maximum resolved shear stress in the die shear plane, rather than being crystallographically
related. However, rotation of {111} planes towards the shear plane took place to facilitate dislocation
slip, which increased the coincidence of planar dislocation boundaries with {111} slip planes in the
deformation structure.
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In rolling, the boundaries of aligned cell bands are transient features of the microstructure, which
remain active and undergo continuous reorganisation during deformation, maintaining their alignment
with respect to the deformation geometry [23]. These boundaries are the result of dynamic recovery of
the dislocation debris produced during slip in which the dislocation walls are continually dissolving,
reforming and re-orienting during deformation. In ECAE, however, the cell bands formed in the 1st
pass were a permanent feature during the subsequent deformation pass. The change in strain path
between passes suddenly realigns the cell bands relative to the shear plane, by ϕ-2π. For the 90˝
die this is equivalent to an orthogonal change in strain path and this dramatic change in the active
slip systems results in the boundaries collapsing, which promotes shear banding; with no sign of
reorganisation and reformation of the cell bands. The cell bands thus largely undergo a rigid body
rotation in the 2nd pass, which removes their shear plane correspondence.

It has been recognized that the substructure formed in the 1st pass has a strong effect on the
development of deformation structure in the following repetitive ECAE processing [8,24]. The study of
the 3rd pass deformation structure showed that the generally reported fibre/lamellar structure formed
at medium to high strains is the result of evolution and realignment of the 1st pass cell bands and
the 2nd pass microshear bands, during which a significant amount of HABs developed. It should
be noted that, although the boundaries generated by microshear bands have much higher average
misorientations than cell band boundaries, the overall intensity of the latter is substantially higher.
On average, the spacing of microshear bands is about 5 to 10 times of cell bands. Therefore, cell bands
might have contributed more than microshear bands in structural refinement.

4.3. The Development of the Preferred Orientations and Their Effect on Deformation

The development of deformation textures in ECAE has previously been widely reported to be
related to simple shear [3,9,25,26], although different authors have used either the shear plane or tool
reference frame. Simulations have also been performed given reasonable agreement with experimental
measurements [27]. Most authors have related the textures observed to the preferred orientations
and A{111} and B<110> fibres seen in torsion tests. Simple shear occurs when direction of slip is in
the plane of tilt. Coincidence between the crystallographic slip plane and the simple shear plane
during ECAE not only allows the least number of slip systems to operate during deformation, but also
requires less energy than non-crystallographically correlated shear. Therefore, once a crystallographic
correlation is established, it tends to be maintained during subsequent deformation. For an idealised
simple shear deformation path in ECAE, it is thus unsurprisingly to see the development of preferred
orientations that provide the crystallographic coincidence with the die shear plane. However,
deformation through most dies only approximates to a simple shear and frequently involves other
strain components. Furthermore, simple shear textures tend to be relatively weak as, unlike in plane
strain compression, there is a constant rigid body rotation which results in material element break
away from preferred orientations.

The preferred orientations found in the present work were in agreement with the predictions
of texture simulations using either full or relaxed constraints Taylor model [27–29] and bulk
texture measurements findings [20,30]. The main texture components observed in the EBSD maps
are summarised in Table 1. The orientation transformation from the ECAE die reference frame
(ND-ED-TD), in which orientations are presented in the pole figures, to the idealised shear plane
reference frame (x’y’z’, see Figure 1a) was carried out by an anticlockwise-rotation about TD of 45˝ for
the 90˝ die.

As given in Table 1, common orientations on A{111} fibres A1 and A2 are equivalent to {111}<1-10>
and {111}<11-2> components in the shear plane reference frame. B-type orientations in the shear
plane reference frame, i.e., B1 {100}<01-1> developed with both dies, an additional different B-type
orientation B2 developed with the 90˝ die, which was observed in a high fraction in the 3rd pass
fibre structure. Furthermore, the {111}<110> orientation in the ECAE die reference frame, found to
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be often associated with deformation bands in both the 90˝ and 120˝ dies, rotates, to a “random”
near {521}<012> and {113}<174> with the 90˝ and 120˝ die is in the shear plane reference frame.

Table 1. A summary of the characteristic textures and associated microstructural features such as cell
bands (CBs), primary deformation bands (1DBs) and secondary deformation bands (2DBs), and shear
bands (SBs) and fibre structures (fibre) in both simple shear and ECAE reference systems x’y’z and xyz,
including the related slip systems.

Notation
Orientations {hkl}<uvw> Slip Systems in SSRS Schmid

Factor
Structural
FeaturesECAERS SSRS Plane/θSP *1 Direction/θSD *2

A1 (521)[01-2]
(52-1)[012]

(111)[-110]
(11-1)[-110]

(111)/0
(111)/0

[-110]/0
[-110]/0 1 CBs, SBs

A2 (81-1)[1-44] (111)[-1-12] (111)/0 [-101]/+35.26
[0-11]/´35.26 0.82 CBs, 1DBs,

SBs

B1 (122)[-411] (100)[01-1] (11-1)/57.4
(1-11)/´57.4

[011]/0
[011]/0 ~0.56 CBs, 2DBs

B2 (341)[-527]
(3-14)[57-2]

(112)[1-10]
(121)[10-1]

(111)/+19.42
(111)/´19.42

[1-10]/0
[10-1]/0 ~0.94 SBs, fibre

*1 θSP—rotation angle of (111) plane away from the die shear pane about ´x’; *2 θSD—rotation angle of <110>
directions away from –x’ about y’ in the die shear plane.

The initial starting texture of the annealed Al-0.13Mg used in the present work was a recrystallised
rolling texture, comprised primarily of weak P {110}<111> and ND-rotated cube {001}<012>
components [31]. Grains of P {110}<111> texture require a rotation of 45˝ with the 90˝ die to be
in the orientation parallel to the die shear plane, whereas grains of rotated cube {001}<012> orientation
are only a few degrees away from B1, suggesting that the initial textures could contribute to the
development of such texture in association with cell bands and irregular deformation bands. However,
since the intensity of both P and rotated cube texture components was very low (less than 10% volume
fraction in total), their contributions must be limited.

Shearing on A-type orientations occurs on a {111} plane, parallel to die shear plane. The ideal
orientation is A1 with the 90˝ die with a <110> direction in the maximum resolved shear stress
direction and Schmid factor of 1. However, A1 and A2 orientations were found to be equally dominant
in the 1st pass. On the other hand, A2, despite being of a smaller Schmid factor of 0.82, was more
frequently observed than A1 during shear banding in the 2nd pass. This could be due to that the A2
orientation contains two <110> directions in the slip plane symmetrical about ED at ˘35.26˝ and this
allows two slip systems to operate simultaneously, which may result in a more stable orientation than
single system dominated slip. The B<110> fibres contain a <110> direction aligned with the shearing
direction –x’, although they have up to four (111) planes, which are at an angle to the die shear plane
but parallel to the shear direction (–x’). Since the deformation zone is in reality a three dimensional
volume with a near fan-shaped cross section on the ND-ED planes, the (111) planes of the B type
orientations actually have a certain area of intersection with the deformation zone, which was found
to have a dimension of ~1000–1500 μm, which is larger than the average grain size (~300 μm) in the
present investigation. Thus slip on the B-type orientations was certainly possible and should be easier
than on random orientations.

Upon strain path change, simple shear in the 2nd pass took place on new slip systems and the
shear bands formed are seen to cut through the cell bands formed in the 1st pass, leading to a spread
in orientation away from the matrix, whereas the matrix preferred orientations were still close to those
expected from simple shear. The relative intensities of the A and B textures were different, with an
increase in B type components relative to A. It is thus interesting to note that dominant starting A-type
orientations in the shear plane reference frame developed in the 1st pass undergo an anticlockwise
rotation of ϕ about Z’ relative to the shear plane in the 2nd pass. Because by symmetry there are
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several variants possible for each preferred orientation this readily realigns a close to a favourable
stable orientation in the 2nd pass.

The development of preferred orientations certainly reduces the energy consumption for
deformation. It also has effect on the deformation structure and contributes directly to the textures.
It has been shown that the intensity of the aligned cell bands is higher in the grains with preferred
orientations (in particular A-type) than other grains. This is not difficult to understand because (1) the
crystallographic coincided slip has the benefit of higher Schmid factor and (2) the cell band boundaries
formed tend to have the same Burgers vector, which reduces the chance for the boundaries dislocations
to be annihilated during dynamic recovery as may occur to dislocations of different signs. In the case
of shear banding, the coincidence between crystallographic slip systems with the die geometry should
effectively “soften” the material under shear and promote strain localisation.

4.4. Comparison with Torsion and Rolling

Simple shear in ECAE is basically one dimensional and symmetrical only to the central plane
defined by ND-ED, whereas in torsion sample symmetry contains a rotation axis of infinite order and
the simple shear is axial symmetrical, in which the orientation distribution is independent of rotation
about the axis and textures are thus fibre textures [32]. Additionally, the simple shear direction changes
constantly in torsion whereas in ECAE it remains constant and deformation occurs in a narrow region
along the die shear plane. The coincidence of characteristic orientations between the two deformation
modes was rather likely due to the fact that dislocations in fcc metals can only glide on (111) planes
and in <110> directions. It is expected that coincidence between crystallographic slip systems and
the deformation geometry should be less common in rolling than in ECAE because the dominant
deformation mode in rolling is pure shear. In pure shear, no frames of reference remain unchanged,
although directions of greatest compression and extension are constant. This means that with any
increment of strain the crystallographic planes will rotate. In rolling, no stable crystallographic
relationship with respect to the maximum resolved shear direction, or the principle shear direction,
is maintained and more slip systems must operate to retain the continuity of material and cross-slip
has to take an essential part during deformation in the fcc type of materials. This is in agreement with
observations by Humphreys and co-workers [33].

5. Conclusions

Simple shear along the die shear plane was the dominant deformation mode. The aligned
cell bands and shear bands, both being closely aligned in the die shear plane, are the most
characteristic deformation structures for both the 1st and 2nd pass ECAE. The 3rd pass deformation
was characterized with the formation of a fibre structure with a significant fraction of high angle
boundaries. Deformation banding occurred in the 1st pass due to orientation splitting and two types of
deformation bands—primary and irregular, were observed and both developed high angle boundaries.
No further deformation banding was observed in the 2nd and 3rd pass.

Cell bands and microshear bands generated during deformatin were aligned to the maximum
shear stress plane, i.e., die shear plane, regardless of the crystallographic slip planes of
individual grains.

Despite that simple shear was non-crystallographically related in principle, a significant fraction
of material developed preferred orientations during deformation that allowed the coincidence between
the crystallographic slip systems and the simple shear geometry to occur. The aligned cell bands
formed in the 1st pass exhibited a permanent nature and evolved into the fibre structures in the 3rd
pass, with certain amount of boundaries developed high misorientations. The 2nd pass shear bands
were primarily microshear bands and contained a certain fraction of high misorientation boundary
segments upon formation and formed an important part of the 3rd pass fibre structure.

The developed preferred orientations showed a crystallographic relationship with the simple shear
geometry—having a (111) plane parallel to the die shear plane, which resulted in the development
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of A type textures, although B type textures were also observed with only slip directions in the dis
shear plane.
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Abstract: Mechanical alloying is a powder processing technique used to process materials farther
from equilibrium state. This technique is mainly used to process difficult-to-alloy materials in which
the solid solubility is limited and to process materials where nonequilibrium phases cannot be
produced at room temperature through conventional processing techniques. This work deals with
the microstructural properties of the Al-20 at. % Cu alloy prepared by high-energy ball milling
of elemental aluminum and copper powders. The ball milling of powders was carried out in a
planetary mill in order to obtain a nanostructured Al-20 at. % Cu alloy. The obtained powders were
characterized using scanning electron microscopy (SEM), differential scanning calorimetry (DSC)
and X-ray diffraction (XRD). The structural modifications at different stages of the ball milling are
investigated with X-ray diffraction. Several microstructure parameters such as the crystallite sizes,
microstrains and lattice parameters are determined.

Keywords: mechanical alloying; nanocrystalline; crystallite sizes; morphology

1. Introduction

Mechanical alloying (MA) is considered a powerful technique as it can facilitate true alloying
materials. In general, both stable and metastable phases can be produced by ball milling [1–6].
Solid-state reactions induced by high-energy ball milling have recently attracted a large amount of
research work [7,8]. This is because the high-energy ball milling approach has been recognized as a
complex process which can be applied to the processing of advanced materials at low cost. Among
these, mechanical alloying (MA) has often been reported to be a powerful and relatively simple
technique that allows for the preparation of nanostructured alloys [8]. It is commonly known that
during MA, powders undergo a severe plastic deformation, which introduces a number of defects
into the material, and it is worth noting that this causes a gradual change in the state of the powder
mixtures and hence their properties [8,9]. Further, Eckert et al. [10] found that the final grain size
is determined by the competition between the deformation produced by a milling process, and the
dynamic recovery in the milled material. On the other hand, it has been suggested that the stacking
fault energy (SFE) has a strong influence on the evolution of the dislocation structure, which precedes
and results in the nanocrystalline structure formation [11].

The Al-Cu system is an example of a binary system with a low solid miscibility at room temperature
(a miscibility of approximately 0.1 at. % [12]). According to the phase diagram, the solubility of Cu in Al is
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about 1 at. % near 350 ˝C and reaches a maximal value (about 2.5 at. %) at 548 ˝C [13]. However, by means
of MA, Al-Cu solid solutions can be obtained. At these temperatures, the solid solution is in equilibrium
with the chemical compound Al2Cu. In general, the mechanical strengthening of Al metal was usually
achieved by the impurity doping of 0.5%–4% Cu [14,15]. Further studies on Al-Cu have reported
that θ-Al2Cu is the first nucleus intermetallic compound [16]. Premkumar et al. [15] added that this
intermetallic becomes γ-Al4Cu9 or η-AlCu as the purity of the Cu wire increases. Generally, depending
on the thermodynamics, the diffusion couples of Al-Cu can be produced in several intermediate phases
and in many ways. Earlier studies reported by Li et al. [17] and by Chattopadhyay [18] have indicated
that mechanical alloying yields a metastable bcc solid solution in the composition range of Al-35
to 65 at. % Cu. Moreover, Murray indicated that the maximum solid solubility of copper in Al by
mechanical alloying is estimated to be 2.7 at. % Cu, which is larger than the solubility of 0.1 at. % Cu in
the equilibrium state at room temperature. In the present work, we are interested the compound Al-20
at. % Cu prepared by the mechanical milling technique. The microstructure changes as a function of
milling time were investigated by means of X-ray diffraction (XRD) and scanning electron microscopy
(SEM). Furthermore, special attention will be paid to thermal stability by using differential scanning
calorimetry (DSC).

2. Materials and Methods

Al (99.5% purity, mean particle size <50 μm, 325 mesh) and Cu (99.95% purity, mean particle
size <40 μm, 200 mesh) elemental powders were used as starting materials. The initial powders
with the nominal compositions of Al-20 at. %Cu were milled up to 20 h using a planetary ball mill
(Pulverisette P7, Fritsch, Industriestraße 8, Idar-Oberstein, Germany) under argon atmosphere. The
ball-to-powder weight ratio was maintained as 1:5. The milling was repeated for different milling
times (2 h, 4 h, 6 h, 10 h, 16 h, and 20 h) at 600 rpm. To avoid the local temperature rise inside
the vials during milling, each 10 min of milling was followed by a pause of 5 min. The structural
changes of the milled samples were investigated by X-ray diffraction (XRD) by means of a Bruker
D8 Advance diffractometer (Bruker D8; Manning Park Billerica, MA, USA) in a (2θ) geometry using
Cu-Kα radiation (λαCu = 0.15406 nm). The XRD data was collected at a slow scan rate of 0.016˝/4 s.
The microstructural parameters were taken out from the refinement of the XRD patterns by using the
MAUD program [19] which is based on the Rietveld method. The evolution of the particle morphology
during MA was carried out by means of a scanning electron microscope (SEM) (DSM960A ZEISS,
Norman, OK, USA) with energy dispersive X-ray microanalysis (EDX, Norman, OK, USA). Thermal
analyses were performed by means of differential scanning calorimetry (DSC, DSC822 apparatus of
Mettler Toledo; Columbus, OH, USA) instrument with a heating rate of 20 ˝C/min up to 700 ˝C under
constant Ar flow.

3. Results and Discussion

3.1. X-ray Diffraction

Evidence of the continuous refinement of the microstructure and the introduction of several
structural defects (grain boundaries, dislocations, vacancies, stacking faults, etc.), with increasing
milling time, was provided by the decrease of the diffraction peak intensities and their broadening.
The disappearance and/or the appearance of some peaks can be assigned to the mixing of the elemental
powders and, therefore, to the formation of new phases [8].

Figure 1 presents the XRD patterns of the powders milled for various milling times. The unmilled
sample exhibits a pattern consistent with the structure of fcc-Al (space group Fm3m; a0 = 0.4046(4) nm)
and fcc-Cu (space group Fm3m; a0 = 0.3611(4) nm) precursors. As shown in Figure 1, after 2 h milling,
the peaks specific to the Al and Cu diffraction peak profiles became asymmetric and started to broaden
and no significant mechano-reaction occurred during this initial period of milling. However, after
4 h milling, one can see the decrease of the main Cu diffraction peak and the appearance of new ones
for 2θ ~43.98; 64.14; 80.96 and 97.40˝. These peaks can be indexed as nonequilibrium body-centered
cubic (bcc) phase with space group Immm and lattice parameters a0 = 0.2897(4) nm. The same results
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have been found by Chattopadhyay et al. [5] after MA of the Al-Cu system in the composition range
Al65Cu35 to Al35Cu65. After 6 h milling, tetragonal-Al2Cu with space group I4/mcm and lattice
parameters a = 0.9107(4) nm and c = 0.4460(4) nm started to form.

Figure 1. XRD patterns of Al-20 at. % Cu powders collected at different milling times.

Figure 2 gives the Rietveld refinement for patterns obtained before (corresponds to 0 h) and after
mechanical milling for 4 h, 6 h, and 20 h. The best Rietveld refinement (GOF = 1.12) for the pattern
of the unmilled powder is obtained with two crystalline phases as well as the fcc-Al phase with the
lattice parameter a = 0.4051(1) nm and the fcc-Cu phase with the lattice parameter a = 0.3617(5) nm
(Figure 2a). The best Rietveld refinement (GOF = 1.3) for the pattern of the mixture milled for 4 h is
obtained with both crystalline phases and the apparition of a bcc-AlCu solid solution with the lattice
parameter a = 0.2897(4) nm (Figure 2b). Increasing the milling time up to 6 h, the diffusion of the Cu
atoms into the Al matrix leads to the formation of two supersaturated solid solutions, tetragonal-Al2Cu
and bcc-AlCu. This result was confirmed by the best Rietveld refinement (GOF = 1.27) of the pattern
corresponding to MA powder for 6 h (Figure 2c). In a previous work, Onuki et al. [20] reported that
the formation of the tetragonal-Al2Cu phase during mechanical milling is due to the negative enthalpy
of the mixing of the Al-Cu system. Furthermore, the solubility of the solutes is enhanced with a grain
refinement on the nanometer scale. After 20 h milling, the Rietveld refinement of the powder pattern
was successfully obtained with the fcc-Al and tetragonal-Al2Cu phases (Figure 2d). These phases
correspond to the Al-20 at. % Cu composition in the equilibrium phase diagram of the Al-Cu system
at room temperature.

Figure 2. Rietveld refinement of the XRD patterns of the Al-20 at. % Cu powders at different milling
times: (a) 0 h; (b) 4 h; (c) 6 h; (d) 20 h.
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The lattice parameter of Cu increases from 0.3611(4) to 0.3617(5) nm after 2 h of milling.
The relative deviation of the lattice parameter from that of the perfect crystal, which is defined
by Δa/a0 = (a ´ a0)/a0, reaches as much as 0.16%. The lattice parameter of the Al phase is enhanced
by 0.20% after 4 h of milling. Sui et al. [21] attributed this lattice distortion (lattice expansion or
contraction) to the supersaturation of point defects or vacancies inside the nanometer crystallites due
to their higher energetic solution.

The observed broadening of diffraction peaks suggests the accumulation of lattice strain and
a reduction in crystallite size. Figure 3 presents the evolutions of the average crystallite size and
microstrains deduced from the Rietveld refinement as a function of milling time. As shown, one
can observe an important decrease of the crystallite size and an increase of the microstrains during
the first stage of milling (0 to 4 h milling). For a prolonged milling time, both the crystallite size
and microstrains become less dependent on the milling time. After 10 h of milling, the bcc-AlCu is
characterized by a smaller crystallite size and higher microstrains as compared to the Al2Cu. The final
values of the average crystallite size of the Al and Al2Cu phases calculated after 20 h of milling were
7 nm and 13 nm, respectively. The high degree of microstrains in the Al2Cu (1.08%) may be due to
a high concentration of stacking faults and a high dislocation density. In general, microstrains may
arise from a mismatch in the size of the constituents, an increase in the grain boundary fraction, or a
mechanical deformation [22]. The microstrains caused by MA have also been previously reported in the
literature and have commonly been attributed to the generation and movement of dislocations [23,24].
In order to investigate the stage’s mechanical stabilities during milling, we have the calculated phase’s
proportions of the identified phase as a function of the milling times. Note that there are some phases
that progressively decrease (Al and Cu) and others which arise in the form of solid solutions (bcc-AlCu
and Al2Cu). In addition, we observe that the percentage of the bcc-AlCu stage reaches a maximum
(70%) after 12 h of milling, and then it progressively decreases to a value of 8.80% after 16 h of milling,
while the percentage of the Al2Cu phase increases continuously with the milling time to reach its
maximum value at a milling time of 20 h (82%). So the final system obtained after 20 h of milling is
biphasic with two phases: fcc-Al and tetragonal-Al2Cu phases.

(a) (b)

Figure 3. Dependences of refined microstructural parameters of Al-20 at. % Cu powder mixtures on
milling time: (a) Crystallite size and (b) Microstrains.

3.2. Scanning Electron Microscopy

The morphologies of as-received Al and Cu powders are shown in Figure 4. Before milling, the
Al particles have a spherical-like morphology while the Cu particles have elongated forms (Figure 4a).
The changes in morphology during the milling process are due to the competition between the
fracturing, cold welding, agglomeration and de-agglomeration of the powder particles. After 4 h of
milling, as is normal during the milling of ductile-ductile systems, the mixture is only composed of big
particles (Figure 4b). Since the powder particles are soft during the early stage of milling, they tend to
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weld together and form big particles. With the increase of the milling time (6 h), fine particles aggregate
to shape flake-like powders. A broad range of a particle size can then be seen (Figure 4c). Due to the
hardening of the powder under the effect of the repeated shocks of the balls during continued milling
(20 h), the particles become fractured, and are hence fine and fairly homogeneous in size and shape
(Figure 4d). The induced heavy plastic deformation in the powder particles during the milling process
gives rise to the creation of a great amount of crystal defects such as dislocations, vacancies, interstitials
and grain boundaries which promote a solid-state reaction at ambient temperature. Depending on
the initial mixture, changes in structures of mechanically alloyed powders can occur as follows: grain
refinement, solid solution diffusion and/or formation of new phases.

Figure 4. SEM morphologies of the Al-20 at. % Cu powders for different milling times: (a) 0 h; (b) 4 h;
(c) 6 h; (d) 20 h.

3.3. Thermal Stability

Nanostructured and disordered structures obtained by MA are metastable and, therefore, they
will experience an ordering transition during heating. Hence, the thermal stability of the alloy is
dependent on the structural state after each milling time. Several thermal effects are revealed in the
DSC curves of the Al-20 at. % Cu powders milled several times (Figure 5). Before milling, the analysis
of the mixture of the powders in the temperature range 25 ˝C–700 ˝C shows an endothermic peak
at 660 ˝C, attributed to the melting of aluminum particles [25]. As shown in Figure 5b, the DSC trace
of 4 h milled powder exhibited an endothermic peak at 560 ˝C followed by an exothermic peak at
580 ˝C. This later was followed by a small endothermic peak at 610 ˝C. The endothermic peaks might
be caused by the melting of the bcc-AlCu phase identified by XRD (see Figure 1) and another fine
Al-rich phase formed through the diffusion of Cu into Al during heating. After the powder was milled
for 6 h, the DSC trace presented an exothermic peak at 580 ˝C followed by an endothermic peak
at 650 ˝C, which might be related to the formation and dissolution of the Al-rich phase. The same
results have been reported by Ying et al. [26] in the case of Cu-Al alloy with an Al composition of
35 at. % for different times. They attributed these endothermic peaks to the melting of Al-rich phases
formed during heating. The endothermic peaks identified for the powder milled for 12 h were in
the temperature range of 560 ˝C and 580 ˝C, and they were likely caused by the melting of Al-rich
phases initially formed through the diffusion of Cu into Al during MA as well as bcc-AlCu and Al2Cu.
The DSC trace of the powders milled for 20 h exhibited an endothermic peak at 550 ˝C followed by
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an exothermic one at 600 ˝C, attributed to the melting of the eutectic Al-Cu binary phase and the
formation of the Al-Cu intermetallic, respectively.

Figure 5. DSC pattern of the Al-20 at. % Cu powders milled for different milling times: (a) 0 h; (b) 4 h;
(c) 6 h; (d) 16 h; (e) 20 h.

4. Conclusions

Structural, morphological and thermal properties of mechanically alloyed Al-20 at. % Cu powders
have been carefully studied as a function of milling time. The interdiffusion of Cu and Al leads to
the formation of bcc-AlCu and tetragonal Al2Cu phases. The formation of the bcc-AlCu phase was
observed in the early stage of milling (4 h of milling), while the tetragonal Al2Cu was revealed from
6 h of milling. It was also found that the crystallite size of the relatively milled powder was decreased
with the increasing milling duration. The crystallite size and microstrain of the milled powder were
estimated to be in the range of 10–15 nm and 1%–1.1%, respectively. It was shown that during the
milling process, Al and Cu particles underwent severe plastic deformation, which can lead to grain
refinement, solid solution diffusion and/or the formation of new phases. The thermal stability of the
mechanically alloyed Al-20 at. % Cu powders was found to be dependent on the structural state after
each milling time. Endothermic and exothermic reactions are revealed in the DSC curves; they are
attributed to the melting and the formation of Al-rich phases.
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Abstract: The deformation of aeronautical monolithic components due to CNC machining is a
bottle-neck issue in the aviation industry. The residual stress releases and redistributes in the process
of material removal, and the distortion of the monolithic component is generated. The traditional
one-side machining method will produce oversize deformation. Based on the three-stage CNC
machining method, the quasi-symmetric machining method is developed in this study to reduce
deformation by symmetry material removal using the M-symmetry distribution law of residual
stress. The mechanism of milling deformation due to residual stress is investigated. A deformation
experiment was conducted using traditional one-side machining method and quasi-symmetric
machining method to compare with finite element method (FEM). The deformation parameters are
validated by comparative results. Most of the errors are within 10%. The reason for these errors is
determined to improve the reliability of the method. Moreover, the maximum deformation value
of using quasi-symmetric machining method is within 20% of that of using the traditional one-side
machining method. This result shows the quasi-symmetric machining method is effective in reducing
deformation caused by residual stress. Thus, this research introduces an effective method for reducing
the deformation of monolithic thin-walled components in the CNC milling process.

Keywords: thin-walled component; residual stress; deformation; CNC machining

1. Introduction

Whole aeronautic thin-walled structures produced by various methods are widely used in
aerospace technology, especially produced by machining methods. Schubert et al. [1] posed that
the light-weight components are of crucial interest for all branches that produce moving masses.
The aim to reduce weight has to be accompanied by high production efficiency and component
performance. Mangalgiri [2] proposed that the complicated materials and composite materials would
been used extensively.

However, when oversize whole aeronautic structure is machined, most of material is removed
causing its deformation, which is thought to be a hard work universally in the aerospace manufacturing
field. Dong and Ke [3] summarized that the main cause of deformation is that when a large amount
of material is removed, the residual stress equilibrium in the blank is broken. To re-equilibrate it, the
residual stress is redistributed, and the distortion of the monolithic component is generated at the
same time. At the same time, Wang et al. [4] made a similar point that when machining thin-walled
aeroplane parts, more than 90% of the material would be removed, resulting in severe distortion
of the parts due to the weakened rigidity and the release of residual stress. This might also lead to
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stress concentration and damage of the parts. Thus, the residual stress is one of the most important
reasons for machining deformation of aeronautic thin-walled structure. Meanwhile, a great number
of workpieces are manufactured by high-speed milling, where problems can arise related to chatter
vibration, an instable process. Chatter phenomena appear in the high removal rate roughing, as well
as in the finishing of low-rigidity airframe components [5–7].

A number of studies have focused on the influence of different machining process of thin-walled
plates to aid in the optimization of mechanical manufacturing processes. Guo et al. [8] established a
three-dimensional (3-D) finite element model with consideration of an initial residual stress field
to compute the machining deformation of thin-walled frame shape workpiece. Jomaa et al. [9]
presented an experimental study of the surface finish and residual stress induced by the orthogonal
dry machining of AA7075-T651 alloys and investigated the surface damage mechanisms in detail.
Liu [10] posed the 3-D finite element models of a helical tool and a thin-walled part with a cantilever
to predict the cutting deformation of a Ti6Al4V titanium alloy thin-walled part in milling process.
Using a Lagrangian formulation with an explicit solution scheme and a penalty contact algorithm,
Maurel-Pantel et al. [11] investigated the simulations of shoulder milling operations on AISI 304L
stainless steel using the commercial software LS-Dyna. Eslampanah et al. [12] employed the thermal
elastic-plastic finite element method to predict residual stress and deformation in a T-Fillet welded joint,
and developed an uncoupled thermal-mechanical 3-D model. Ocana et al. [13] presented a model to
provide a predictive estimation of the residual stress and surface deformation induced by laser action
relevant for analysis the influence of different parameters in the milling process. In order to increase
productivity and tool life in machining of titanium alloys, Nouari and Makich [14] studied the poor
machinability of titanium alloys, especially Ti-55531, which exhibits extreme tool wear and unstable
cutting forces. Denkena et al. [15] presented an approach for the identification and modeling of these
process damping effects in transient milling simulations, and a simulation- and experiment-based
procedure for the identification of required simulation parameters depending on the tool chamfer
geometry is introduced and evaluated. Abe and Sasahara [16] explored the relationship between
residual stress and temperature distribution in the shell structure after lamination and measured the
deformation caused by residual stress release. This article focuses on reducing deformation caused by
residual stress during the milling process.

Other studies concentrated on the different research method for analysis the relationship between
deformation and residual stress, especially the computer simulation and experimental study method.
Wei and Wang [17] established a finite element model of original residual stress to analyze the
corresponding deflection by machining aerospace thin-walled parts, especially in machining large
aerospace parts, and simulation results were validated approximately consistent with experimental
results. Yaghi et al. [18] discussed the residual stress in thin- and thick-walled stainless steel pipe-welded
components and presented a brief review of weld simulation, and analyzed more FE models with an
inside radius to wall thickness ratio to investigate the effect of pipe diameter on residual stress. Wu and
Li [19] proposed a numerical approach to predict the surface residual stress and strain gradients
resulting from a 3D milling process. The finite element simulation of residual stresses is compared
with experiments based on X-ray measurements on 7075 samples machined under different cutting
conditions. The effects of cutting conditions on surface residual stress distribution are investigated.
Husson et al. [20] presented an approach to estimate the influence of some factors on the distortion,
based on the idea of a distortion potential taking into account not only geometry but also the residual
stress. To study the effect of blank initial residual stress on component deformation, Huang et al. [21]
used chemical milling to remove the machining-induced residual stress on the machined surface of the
components and proved that the initial residual stress in the blank was the main factor of deformation
for a three-frame monolithic beam. Taking into account the deformation of thin-walled parts being
significantly affected by the residual stress generated after the material is cut away, Li et al. [22]
analyzed the effects of cutting depth on the redistribution of residual stress and demonstrated that the
magnitude of distortion and residual stress can be decreased and optimized efficiently by controlling
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and optimizing the depth of cut in the roughing and finishing. The current paper presents the
quasi-symmetric machining method and FEM to reduce deformation caused by residual stress.

Some researchers concentrated on finding the approaches for analyzing and controlling residual
stress. Muñoz-Sánchez et al. [23] developed and validated a numerical model to analyze the tool
wear effect in machining induced residual stresses. The model was applied to predict machining
induced residual stresses in AISI 316 L. Ballestra et al. [24] studied the dynamic characterization of
gold micro beams by electrostatic excitation in the presence of residual stress gradient, experimentally.
Additionally, a comparison with different numerical FEM models and experimental results has been
carried out. Chen et al. [25] investigated the effect of electrical contact on the thermal contact stress of a
microrelay switch. The results showed that the residual stress increased as the number of switching
cycles increased. Based on the uncut chip thickness (UCT) model, Jiang et al. [26,27] found that residual
tangential stress is influenced by the UCT and it is possible to optimize the residual stress distribution
by controlling UCT (feed rate and tool diameter) with high-speed milling, and in order to control the
material removal rate, they proposed a method by optimizing the milling tool diameters based on the
relation between residual stress and UCT. Zhang et al. [28] provided some insight into the uniformity of
compressive residual stress generated by massive overlapping laser shock peening impacts, which has
a lot of practical use in engineering application. Mohammadpour et al. [29] conducted a finite element
analysis based on the nonlinear finite element code MSC. Superform for investigating the effect of
cutting speed and feed rate on surface and subsurface residual stress induced after orthogonal cutting.
Toribio et al. [30] dealt with the effect of several residual stress profiles on the fatigue crack propagation
in pre-stressing steel wires subjected to tension loading or bending moments. Considering the cutter
radius of the milling process, Li et al. [31] created a model to analyze cutting force and thermal
properties in the high-speed milling process and, combined with experimental validation, indicate
that mechanical forces play an essential part on the formation of residual stress. Palkowski et al. [32]
presented a 3-D model to calculate the residual stress state of drawn tubes in cold drawing processing.
Krottenthaler [33] presented a simple method to determine residual stress of thin films, locally, by
using stress relaxation tests by means of focused ion beam (FIB) milling and digital image correlation
(DIC) and the proposed method offered a simple way for analyzing residual stresses in thin amorphous
coatings. Additionally, nanohardness of the thin films was measured by nanoindentation, and residual
stress was determined using grazing incidence X-ray diffraction [34].

However, the traditional one-side machining method will produce oversized deformation caused
by residual stress. The current paper presents the quasi-symmetric machining method to reduce
deformation by symmetrical material removal using the M-symmetry distribution law of residual
stress. The obtained results are compared with those of FEM. The quasi-symmetric machining method
is validated as a reliable and effective method in reducing deformation caused by residual stress.

2. Analyses of Deformation Caused by Residual Stress Releasing

The initial residual stress in pre-stretched 7075aluminum alloy plate, produced in the process
of rolling, heat-treatment, and stretching, need to meet the universal hypothesis. The initial residual
stress is a self-balanced force, and the resultant force and resultant moment in the cross-section that is
perpendicular to the stress are zero; that is:

ż e
2

´ e
2

σdx “ 0 (1)

ż e
2

´ e
2

σxdx “ 0 (2)
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where e is the thickness of the thin-walled plate, and σ is the initial residual stress of the
thin-walled plate.

Residual stress of each layer that is segmented, on average, along the thickness direction and is
showed in the Figure 1. The thickness of each layer is t, and the average residual stress of each layer is.
σ1, σ2, . . . . . . . . . ,σn.

Figure 1. Residual stress distribution in pre-stretched 7075 aluminum alloy plate.

When materials are removed in milling, the initial residual stress equilibration is broken.
To re-equilibrate it, the residual stress is redistributed, and the distortion of the plate is generated at
the same time. The curvature relation of the workpiece before and after milling a layer is as follows:

1
Rk

´ 1
Rk`1

“ 6tekσj

Epek`1q3 (3)

where k is the number of the layer, Rk and Rk+1 are the curvature radius before and after the kth layer
is stripped, ek and ek+1 are the thickness of workpiece before and after the kth layer is stripped, σj is the
stress before the kth layer is stripped, and E is the elastic modulus.

In this equation, j = k ´ 1 (when k = 1, σj = σ1). When k = 1, σj represents the initial stress.
The remaining stress σkr in each layer after the kth layer being stripped is obtained by vector

operations between the stress σim before the kth layer being stripped and the generated stress Ski.
The computational process is:

ak “ ek`1p3ek ` ek`1q
6ek

(4)

Sk “ ´akE
ˆ

1
Rk

´ 1
Rk`1

˙
(5)

Ski “ Sk
ak

rak ´ pi ´ k ` 0.5q ts (6)

σkr “ σlm ´ Ski (7)

where l = k ´ 1, m = r + 1, i = r + k ´ 1, r = 1,2, . . . n ´ k, k ě 2.
When k = 1, then:

σlr “ σl`r ´ Slr (8)

After the kth layer is stripped, ak and bk are the distance from upper surface and lower surface
to the neutral plane, respectively. Sk and Sk’ are the stress generated on the upper surface and
lower surface when the rest of workpiece recovers to the shape before the kth layer being stripped,
respectively. This is shown in Figure 2.
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Figure 2. Stress state and deformed condition of the specimen before and after the kth layer is stripped.
(a) and (c) show the equilibrium stress state and undeformed condition; (b) and (d) the re-equilibrium
stress state and deformed condition.

For a more intuitive description of deformation principle, the stress state and deformation
condition have been simplified, as shown in Figure 2. As depicted in Figure 2a,c, they are the
equilibrium stress state and undeformed condition of the specimen before the kth layer is stripped.
Moreover, the re-equilibrium stress state and deformed condition, after the kth layer is stripped, are
exhibited in Figure 2b,d. The residual stress release and redistribute in the process of kth layer material
removed, and the distortion of monolithic component is generated.

3. Analyses of Quasi-Symmetric Processing Technique

The sectioning technique is a destructive measurement method for material that relies on the
measurement of deformation due to the release of residual stress upon removal of material from the
specimen. The strains released during the cutting process are generally measured using electrical
or mechanical strain gauges [35]. As is shown in Figure 3, using the sectioning technique, the
excellent residual stress measurement results are obtained, and the distribution of residual stress
in pre-stretched 7075 aluminum alloy plate present M-symmetry distribution along the thickness
(Figure 4). The residual stress is tensile stress at the surface and in the middle, and compressive stress
in the upper and lower part, respectively. This uneven tensile or compressive stress distribution along
the thickness is the major cause of subsequent deformation. After some adjustment, the initial residual
stress of 7075 aluminum alloy plate only partially reduced. Nonetheless, the trend of the M-symmetric
distribution law will not change any more.
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(a) (b)

Figure 3. Quasi-nondestructive test for measuring distribution of residual stress. (a) Strain gauges and
wire connecting; and (b) test equipment.
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Figure 4. M-symmetric distribution law of initial residual stress.

Since the distribution of residual stress in pre-stretched 7075 aluminum alloy plate present
M-symmetry distribution along the thickness, the symmetric machining method can reduce the
deformation caused by the releasing and redistribution of the initial residual stress. For double-sided
machining, the three-stage CNC machining method processes the upper surface to small allowances,
then the lower surface to the precise size, then the allowance of the upper surface to an accurate
size. Based on the three-stage CNC machining method, the quasi-symmetric machining method is
developed to reduce deformation by symmetry material removal using the M-symmetry distribution
law of residual stress. The plate is processed several times on both sides, repeatedly, to the accurate size.

4. Solution for the Plates Using FEM

Due to the high cutting speed and small cutting depth, the cutting force and cutting heat of
pre-stretched 7075 aluminum alloy plate produced in the process of CNC machining on high-speed
machine tools can be negligible. In addition, the influence of the clamping scheme for machining
distortion is negligible in CNC machining processes. Therefore, this paper mainly focuses on workpiece
deformation caused by releasing and redistribution of residual stress for aeronautical monolithic
components in the CNC milling process.

The FEM that provides an approximate solution to continuum problems is a powerful tool to assess
potential distortion caused by residual stress in the machining process. The FEM software ANSYS is
applied to measure the deformation of aeronautical monolithic components in the traditional one-side
machining process and quasi-symmetric machining process for further validation in this paper.
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The pre-stretched 7075 aluminum alloy plate is assumed to be an elastic-plastic material.
Its physical specifications are listed in Table 1, and the dimensions are 300 mm ˆ 200 mm ˆ 26 mm.
The worktable is considered as a rigid body in the ANSYS model. In this paper, a two-sided constraint
has been used for the solution in order to simulate the real fixture more authentically. Additionally, the
stiffness is assumed to be infinite and displacement is assumed to be zero, respectively. Meanwhile,
the influence of temperature, milling force, and clamping force are ignored.

Table 1. Physical parameters of 7075 aluminum alloy.

Properties
Young’s

Modulus/GPa
Poisson’s

Ratio
Density/kg¨ m3 Thermal

Conductivity/W¨ m´1¨ ˝C´1
Specific

Heat/J¨ kg´1¨ ˝C´1

Value 71 0.33 2800 155 960

On the basis of the M-symmetry distribution law of residual stress that was mentioned in Section 2,
we assign the corresponding residual stress values into the workpiece layer by layer. Using the birth
and death element method, we simulate the real situation of materials removed in the milling process.
To achieve the “element death” effect, the ANSYS does not actually remove “killed” elements. Instead,
it deactivates them by multiplying their stiffness by a severe reduction factor (10´6 by default) [36,37].
Then, the deformation process caused by residual stress release were simulated.

When simulate the traditional one-sided machining process, the materials of the upper surface are
removed in a one-time processing. By contrast, for quasi-symmetric machining process, the materials
of two surfaces are removed successively.

To facilitate description, the aeronautical monolithic component machined by the traditional
one-side machining method and the quasi-symmetric machining method are labelled as Specimen 1
and 2, respectively.

Using the simulation procedure described above, the deformation distribution after the milling
process are calculated by ANSYS. The model generated for this analysis is depicted in Figure 5. It can
be seen from Figure 5a that the deformation trend of Specimen 1 is convex upward at both ends
and concave downward at the middle, while the maximum deformation is located at the end of
the specimen. On the contrary, from the Figure 5b, the deformation trend of Specimen 2 is concave
downward at both ends and convex upward at the middle, while the maximum deformation is
located at the middle of the specimen. As depicted in the deformation nephogram, the maximum
deformation decreases by approximately 0.28 mm by the application of quasi-symmetric machining
method compared to that of the traditional one-sided machining method. This result is confirmed by
experimental investigation in Section 4 of this paper regarding deformation measurements.

(a) (b)

Figure 5. Measured deformation results of (a) Specimen 1 and (b) Specimen 2 obtained using ANSYS.
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5. Analyses of the Experimental and Simulation Results

Consider the quantity of stiffener plate and the characteristics of the chamber profile, a reasonable
simplification of an aeronautical monolithic component in view of the practical processing is made.
The structure can not only reflect the real deformation, but is also in favor of the data acquisition.

In the machining process, the axial feed is 0.8 mm each time. After three passes, we removed
specimens from fixture and measured the deformation. The clamping scheme of Specimen 2 in the
reverse-side machining process is similar to Specimen 1, while that in the front-side machining process
is shown in Figure 6.

Figure 6. Measured deformation by an infrared automatic sensor.

The staggered inner-milling form of the machining sequence and feed route were designed for
the experiment. On a WF74CH-mikron CNC machine tool (Mikron Group, Boudry, Switzerland),
a ϕ10 mm, four-tooth carbide milling cutter was used in the front side machining process, and a ϕ20
mm, two-tooth cemented carbide end milling cutter was used in the reverse side machining process.
The processing parameters are shown in Table 2. Figure 6 illustrates the process of using MP8 infrared
automatic sensor head (Wafer, Shanghai, China) to measure the specimen axial deformation.

Table 2. Machining parameters in the milling process.

Milling Cutter
Diameter/mm

Rotate Speed of Milling
Cutter/r¨ min´1

Feeding
Speed/mm¨ m´1 Axial Feed/mm

Method of Cooling
and Lubrication

10 3650 700 0.8 Oil spray cooling

The overall deformation of Specimen 2 is smaller than that of Specimen 1, intuitively.
The maximum deformation of Specimen 1 occurs at the end of the workpiece. As is shown in
Figure 7a, a 0.32 mm thick stalloy insert into maximum deformation place of Specimen 1. By contrast,
the maximum deformation of Specimen 2 occurs at the middle of the specimen. As is shown in
Figure 7b, a 0.045 mm thick stalloy insert into maximum deformation place of Specimen 2.

The CNC machining process is a dynamic deformation process. To facilitate the description,
Specimen 1 and 2 are divided into seven cross-sections along the x-coordinate, namely cross-sections
A–G, and all of the seven cross-sections are perpendicular to the X-Y plane, as shown in Figure 8.
The abscissa X of cross-sections A–G are 100 mm, 70 mm, 35 mm, 0 mm, ´35 mm, ´70 mm, ´100 mm,
respectively. The size and structure of the specimen are shown in the Figure 8 at the same time.

In the milling process, the materials are removed layer by layer. Figure 9 illustrates the dynamic
deformation curves of cross-sections A–G for Specimen 1 and 2 at different process stage. From Figure 9,
the deformation trend and values in the process of the last six layers stripped are easily observed.
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(a) (b)

Figure 7. Stalloy insert into the maximum deformation place of (a) Specimen 1and (b) Specimen 2.

(a) (b)

Figure 8. The (a) comparison of the maximum deformation of the Specimen 1 and (b) size and structure
of the specimen.
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Figure 9. Deformation curves of cross-sections A-G for Specimen 1 and 2 at different process stage.
(a) Cross-section A of Specimen 1; (b) cross-section A of Specimen 2; (c) cross-section B of Specimen 1;
(d) cross-section B of Specimen 2; (e) cross-section C of Specimen 1; (f) cross-section C of Specimen 2;
(g) cross-section D of Specimen 1; (h) cross-section D of Specimen 2; (i) cross-section E of Specimen 1;
(j) cross-section E of Specimen 2; (k) cross-section F of Specimen 1; (l) cross-section F of Specimen 2;
(m) cross-section G of Specimen 1; (n) cross-section G of Specimen 2.

The curves of Figure 9 indicate that the deformation trend of cross-sections A–G for Specimen 1 are
all convex upward at both ends and concave downward at the middle for the entirety of the machining
time, while the maximum deformation occurs at the end of the specimen. Meanwhile, the deformation
value increased during the materials be removed layer by layer. By contrast, the curves of Figure 9 also
indicate that the deformation trend of cross-sections A–G for Specimen 2 are either concave downward
at both ends and convex upward at the middle or convex upward at both ends and concave downward
at the middle, which is a symmetric, repeated process. Especially, the deformation value is increased
and decreased during the process, alternatively. Additionally, the maximum deformation occurs at the
end of the specimen.

For the traditional one-side machining method, the residual stress releasing and redistribution
happened at one side of the specimen all of the time, and the deformation caused by residual stresses
were accumulated. By contrast, for the quasi-symmetric machining method, the residual stress
releasing and redistribution happened on two sides of the specimen, alternatively. The deformation
caused by residual stress were offset.

Meanwhile, the values of maximum deformation of cross-sections A–G for the Specimen 1 and 2
are displayed in Figure 9. The comparison of those is presented in Table 3.
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Table 3. Comparison of maximum deformation of cross-sections A–G for Specimens 1 and 2.

Cross-Section
A/mm

Cross-Section
B/mm

Cross-Section
C/mm

Cross-Section
D/mm

Cross-Section
E/mm

Cross-Section
F/mm

Cross-Section
G/mm

Specimen 1 0.2125 0.2655 0.3060 0.3212 0.3246 0.3232 0.3069
Specimen 2 0.0201 0.0270 0.0314 0.0451 0.0502 0.0537 0.0589

Furthermore, the maximum deformation of cross-sections A–G is compared on the basis
of the results of Specimen 1 divided by those of Specimen 2, respectively. Percentages of the
maximum deformation are 9.459%, 10.17%, 10.26%, 14.04%, 15.47%, 16.62%, and 19.19%, successively.
Obviously, the maximum deformation of Specimen 1 is much larger than that of Specimen 2.
The maximum percentage of maximum deformation is only 19.19%. Thus, the quasi-symmetric
machining method is effective in reducing deformation of monolithic thin-walled components caused
by residual stress.

Figure 10 illustrates the measured deformation results and deformation trend of experiment and
simulation for cross-section D of an aeronautical monolithic component in the traditional one-sided
machining process and the quasi-symmetric machining process. The change curves indicate the
relationship between the measured deformation results of FEM and the experiment. The original data
curves and quadratic fit curves presented in Figure 10 are suited, thus suggesting that the FEM results
are consistent with the experimental results. These findings confirm that FEM and the experiment
exhibit high accuracy in the milling process.
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Figure 10. Measured deformation results of experiment and simulation for cross-section D.
(a) Specimen 1; and (b) Specimen 2.

For Specimen 1, the experiment maximum deformation is 0.32 mm, while that of the simulation
is 0.34 mm. By contrast, the experimental maximum deformation is 0.045 mm and the simulation
maximum deformation is 0.06 mm for Specimen 2. Despite a slight deviation results comparing with
the simulation and experiment, the results are very similar. Nonetheless, results of the simulation are
inferior to those of the experiment, all of which remain within the allowable error. The main causes of
this deviation are as follows:

1. FDM is based on the approximations that facilitate the replacement of differential equations with
finite difference equations. As such, the calculation method inevitably displays systematic errors.

2. In practice, the boundary conditions are not identical in the simulation and in the experiment.
The ideal condition has yet to be determined.

3. The residual stress state between simulation and experiment are not consistent. FEM simulating
the true condition of residual stress releasing and redistribution, totally, is impossible.
Although there are some objective reasons that lead to some certain errors, most of them are
within the permitted error range.
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6. Conclusions

1. The maximum deformation value of using a quasi-symmetric machining method is within 20%
of that of using a traditional one-side machining method. This result shows the quasi-symmetric
machining method is feasible and effective in reducing deformation of monolithic thin-walled
components caused by residual stress.

2. Errors are low, and most are within 10% for modifying the comparative results of FEM and
experimentation. These results confirm that the quasi-symmetric machining method is a reliable
and suitable method for releasing deformation.

3. In the quasi-symmetric machining process, the deformation trend of Specimen 2 is concave
downward at both ends, and convex upward at the middle, while the maximum deformation
occurs at the middle of the specimen.
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Abstract: In order to characterize the creep behaviors of 2219 aluminum alloy at different
temperatures and stress levels, a RWS-50 Electronic Creep Testing Machine (Zhuhai SUST Electrical
Equipment Company, Zhuhai, China) was used for creep experiment at temperatures of 353~458 k
and experimental stresses of 130~170 MPa. It was discovered that this alloy displayed classical creep
curve characteristics in its creep behaviors within the experimental parameters, and its creep value
increased with temperature and stress. Based on the creep equation of hyperbolic sine function,
regression analysis was conducted of experimental data to calculate stress exponent, creep activation
energy, and other related variables, and a 2219 aluminum alloy creep constitutive equation was
established. Results of further analysis of the creep mechanism of the alloy at different temperatures
indicated that the creep mechanism of 2219 aluminum alloy differed at different temperatures;
and creek characteristics were presented in three stages at different temperatures, i.e., the grain
boundary sliding creep mechanism at a low temperature stage (T < 373 K), the dislocation glide creep
mechanism at a medium temperature stage (373 K ď T < 418 K), and the dislocation climb creep
mechanism at a high temperature stage (T ě 418 K). By comparative analysis of the fitting results and
experiment data, they were found to be in agreement with the experimental data, revealing that the
established creep constitutive equation is suitable for different temperatures and stresses.

Keywords: 2219 aluminum alloy; creep; creep mechanism; constitutive modeling

1. Introduction

Creep aging forming is a forming technique combining creep and aging heat treatment, which
utilizes the creep and stress relaxation characteristics of materials to partially transform the elastic
pre-strain of the component to be formed into plastic strain after a certain length of time and to provide
aging strengthening in the meantime to obtain the required shape and properties of the component, so
as to realize synchronization of part forming and formation of the properties [1,2]. The technique of
creep aging forming can be dated back to the beginning of the 1950s and is currently considered one of
the most important forming techniques in modern large aircraft manufacturing. In comparison with
other forming methods such as shot peen forming and roll bending forming, creep aging forming is
characterized by better mechanical properties, higher forming precision, and lower residual stress.

Establishing a creep constitutive equation is to accurately predict the properties and shape of
the formed component. Abroad, Kowalewski et al. [3] established a metallic material creep unified
constitutive model, which described the creep deformation behaviors of the material from the initial
stage to the third stage of creep induced by dislocation hardening, nucleation at grain boundary
holes, etc. K.C. Ho and Jianguo Lin [4,5] established a macro-micro coupling unified creep aging
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constitutive model based on aging dynamics and creep unity theory. However, neither of these models
introduced the influence of temperature changes on creep behaviors of the material. In recent years,
Jing Zhang [6] introduced the influence of temperature changes at different constant temperature aging
stages on creep behaviors of the material from the perspective of multi-level (second-level) aging,
Guan Chun-long [7] studied the creep behavior of 2024 aluminum alloy at cryogenic temperature.
Further, An et al. [8] studied the influence of pre-deformation amount upon its mechanic performance
and organization of 2219 aluminum alloy panels during two instances of thermo-mechanical treatment.
However, as to the creep aging forming process of large aerospace components, the actual heating rate
under the action of autoclave-tooling system is far lower than the heating rate of the specimens on
the creep testing machine when establishing a material scale constitutive model. While conducting
experimental research on the creep aging at an earlier stage in which a lower heating rate (0.75 K/min)
was applied to reach to the aging temperature and then stayed for a period of time, the author
discovered that, within the aging time of 13 h and under the conditions of experimental stresses at
150 and 210 MPa, respectively, the creep value at the heating stage reached 29.28% and 21.56% of the
total creep value, respectively. In consideration of the influence of heating stages on material creep
behaviors, this paper employed a RWS-50 Electronic Creep Relaxation Testing Machine (Zhuhai SUST
Electrical Equipment Company, Zhuhai, China) for systematic research on the creep behaviors of
2219 aluminum alloy at different temperatures and stress states. Stress exponent, creep activation
energy, and other parameters were analyzed and calculated to judge the alloy’s creep mechanism
under different experimental conditions. A creep unified constitutive model was established as well
that can apply to different temperatures and stresses.

2. Materials and Methods

The 2219 aluminum alloy used in this experiment was hot rolling stripe steel provided by
an institution and was cut into 2-mm standard specimens along the rolling direction in accordance
with GB/T2039-1997. The exact chemical composition is given in Table 1. See Figure 1 for specimen
dimension. The solution temperature of 2219 aluminum alloy is 808 K, and the solution time 36 min.
The solid solution furnace temperature was controlled to maintain the tolerance within ˘3 K as far
as possible; the alloy was then treated by water quenching at room temperature before conducting
the creep experiment. The quenching time was more than 35 s, and the specimens were kept in
a refrigerated condition to reduce the influence of natural aging. Later, the RWS-50 Electronic Creep
Machine was adopted for the creep experiment, which was produced at Zhuhai SUST Electrical
Equipment Company in Zhuhai, China.

Table 1. Main chemical constituents of 2219 aluminum alloy.

Chemical Composition Cu Mg Mn Si Fe Ni Zr Ti Al

Mass fraction 5.24 0.028 0.27 0.042 0.13 0.03 0.14 0.065 Bal

174



Metals 2016, 6, 146

Figure 1. Creep specimen dimension (unit: mm). A and B: datum plane.

3. Results and Discussion

3.1. Alloy Creep Behaviors

After solid solution and quenching, the experimental materials were put on the creep testing
machine for creep tensile test. The stress conditions were set at three states of 130, 150, and 170 MPa,
respectively, with an aging time of 15 h, and the experimental temperatures were set in order at 353, 373,
393, 418, 438, and 458 K. Figures 2 and 3 show the creep curves under different experimental conditions.

Figure 2. Creep curves of 2219 aluminum alloy at different experimental temperatures under the same
stress. (a) 150 MPa; (b) 130 MPa.

Figure 3. Cont.
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Figure 3. Creep curves of 2219 aluminum alloy at different temperatures and stress states. (a) 458 K;
(b) 438 K; (c) 418 K; (d) 393 K; (e) 373 K; (f) 353 K.

From Figures 2 and 3, it can be observed that experimental temperature and stress state are
two principal factors that influence creep behaviors: the higher the temperature, the greater the
experimental stress and hence the larger the creep deformation value. It can be discovered from
Figure 2a,b that, as temperature increases, creep deformation value increases. For example, when
the experimental stress was 150 MPa with an aging time of 15 h, the creep deformation values at
experimental temperatures of 458, 438 and 418 k were 1.911%, 0.426%, and 0.251%, respectively. This is
because an increase in temperature provides the atoms and vacancies with a possibility of thermal
activation so that dislocation can continue with activity by overcoming certain short-range obstructions,
giving rise to a continual increase in plastic deformation and rapid progression of creep [9]. As shown
in Figure 3b, when the experimental temperature was 438 K, the creep deformation value under
an experimental stress of 150 MPa was 0.426%, while that under an experimental stress of 170 MPa was
1.198%, which might have been due to a great deal of dislocation generated inside the material upon
loading. The major obstruction of dislocation was the long range stress field caused by the dislocation;
the overcoming of which a shearing stress must be relied on [10]. Therefore, the greater the applied
stress, the easier it is for dislocation to go through its obstruction. When the stress is constant and
consistent with the aging time, creep deformation value increases as temperature increases.

In general, the creep process can be divided into three stages: the first creep stage (decelerated
creep stage); the second stage (steady creep stage); and the third stage (accelerated creep stage).
Within the selected temperatures and stresses in the experiment, the first and second creep stages can
be clearly observed on the creep curves, most of which failed to enter the third stage. However, when
the experimental conditions reached a certain degree, such as in Figure 3a, at an aging temperature of
458 k when the experimental stress reached 170 MPa, the creep curve presented an S-shape. When it
came to the aging time of 9 h, creep deformation value accelerated; around the aging time of 11 h,
a fracture to the creep specimen was observed.
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It can be seen from Figure 3 that, when the aging temperature was below a certain degree, it
ceased to be the principal factor affecting creep deformation value. For instance, in Figure 3d–f, when
the experimental stress was 150 MPa, the creep deformation values at temperatures of 393, 373 and
353 K, with an aging time of 15 h, were 0.254%, 0.268%, and 0.242%, respectively. At that point, the
condition of stress amounted to be the principal factor affecting creep aging. Within the scope of
conditions set in this experiment, the creep deformation value at the highest experimental temperature
was more than 20 times that at the lowest aging time, from which it can be determined that, within the
temperature range under 353 K, there is basically no creep aging behavior in 2219 aluminum alloy.

3.2. Computational Analysis of Creep Mechanism and Constitutive Equation Setup

Based on the creep deformation characteristics of the material, the creep process generally consists
of a dislocation glide, dislocation climb, grain boundary sliding and diffusion, and other creep
mechanisms. By the difference in stress exponent, the corresponding creep mechanism can be roughly
determined [11–14]. Creep aging can be regarded as a process of thermal activated deformation, in
which the constitutive equation models that describe the flow stress include [15]:

Low stress state :
.
ε “ A1σ

n1expr´Q{pRTqs, (1)

High stress state :
.
ε “ A2exppβσqexpr´Q{pRTqs, and (2)

All stress states :
.
ε “ Asinhpασqnexpr´Q{pRTqs, (3)

where, α, n, and β are generally believed to have the following correlation: α = β/n1. In the above
equations, A1, A2, A, n1, n, α, and β are all material parameters, Q denotes the apparent activation
energy for creep, R denotes molar gas constant, which is 8.314 J/mol, σ is the experimental stress, and
T is the thermodynamic temperature.

Logarithms were taken on both sides in Equations (1) and (2):

ln
.
ε “ lnA1 ´ Q{RT ` n1lnσ; (4)

ln
.
ε “ lnA2 ´ Q{RT ` βσ. (5)

Treated by linear regression, the relationship graphs between ln
.
ε ´ lnσ and ln

.
ε ´ σ at different

aging temperatures were obtained; the slope of line of the former is n1 and that of the latter is β.
Thereby, it is deduced that α = β/n1. Specific parameters at different temperatures are presented in
Table 2.

Table 2. Experimental parameters of 2219 aluminum alloy at different aging temperatures.

Temperatures n1 α β

458 K 7.76 0.00699 0.0543
438 K 6.84 0.00676 0.0543
418 K 6.22 0.00671 0.0416
393 K 4.93 0.00704 0.0350
373 K 4.44 0.00673 0.0296
353 K 1.32 0.00695 0.00834

Put the obtained α into Equation (3) and logarithm was taken on both sides:

ln
.
ε “ lnA ´ Q{RT ` nlnrsinhpασqs. (6)

By using the data obtained from the previous experiment and calculated parameters, the
relationship graph between ln

.
ε and lnrsinhpασqs was plotted, as shown in Figure 4. In the graph, the

slope of line is stress exponent n, the specific value of which is given in Table 3.
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Figure 4. Relationship between steady creep rate
.
ε and experimental stress σ of 2219 aluminum alloy

at different aging temperatures. (a) 458 K, 438 K and 418 K; (b) 393 K, 373 K and 353 K.

Table 3. Stress exponents of 2219 aluminum alloy at different aging temperatures.

Aging Temperatures Stress Exponent n

458 K 5.91
438 K 5.17
418 K 4.74
393 K 3.81
373 K 3.35
353 K 1.23

Stress exponents at different aging temperatures can be obtained from Table 3. Based on the creep
characteristics parameters of the alloy [16], when T ě 418 K, stress exponents n = 4~6 and fell in the
category of dislocation climb mechanism; when 373 K ď T < 418 K, n = 4~6 and fell in the category of
dislocation glide mechanism; n « 1 around 353 K and fell in the category of grain boundary sliding
mechanism. It can be seen from the obtained data that, during the process of creep aging, there were
usually multiple creep mechanisms, and, under certain conditions, the process of creep aging displayed
single dominating creep mechanism. When calculating creep activation energy, corresponding to
different creep mechanisms, two temperature ranges—T ě 418 K and T < 418 K—were used to solve
creep activation energy Q1 and Q2 (it is recognized that the alloy showed no creep behavior when
T < 353 K; therefore, this temperature range was not considered).

Under a certain stress condition, temperature is considered as a variable and natural logarithm
difference was taken for Equation (1) as follows:

Q “ ´Rrpdln
.
εq{dp1{Tqs. (7)

From this, the slope of line K was obtained and multiplied by ´R to obtain creep activation energy
of the alloy as Q1 = 96.2 kJ/mol and Q2 = 36.2 kJ/mol.

The aluminum alloy constitutive model proposed by Kowalewski [3,17,18] was adopted in this
paper to describe creep aging behaviors:

.
ε “ AsinhrBpσ ´ σ0qp1 ´ Hqm0 s, and (8)

.
H “ h

σm1
p1 ´ H

H˚ q .
ε, (9)

where
.
ε is creep strain rate, A, B, h, H*, m0, σ0, and m1 are all material constants that are independent

of the experiment process of creep aging, among which h, m1, and H are parameters to describe the
first stage of creep, H* is the maximum of H, the value range of H is 0~H*, H* indicates the influence of
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strain strengthening at the first stage of creep, and A and B are parameters that describe the whole
creep stage. Due to relatively short aging time for the experiment, except for individual conditions,
most of the materials failed to enter the third stage of creep. Equations (8) and (9) can effectively reflect
the aging behaviors at the first and second stages.

The relationship between creep strain rate and temperature [12]:

.
ε “ aexpp´Q{RTq, (10)

where
.
ε is the creep strain rate, and Q is the creep activation energy. R refers to a molar gas constant

of 8.314 J/mol, and T is the thermodynamic temperature.
Considering the influence of stress and temperature upon creep aging formation, a creep

constitutive model able to uniformly reflect the influence of aging temperature and stress conditions
is established:

.
ε “ AsinhrBpσ ´ σ0qp1 ´ Hqm0sexpp´Q{RTq, and (11)

.
H “ h

σm1
p1 ´ H

H˚ q .
ε. (12)

Since the parameters involved in this constitutive model are more than one, numerical
optimization algorithm was used for the determination of parameters. Moreover, the particle
swarm optimization algorithm boasts advantages of high precision, easy realization, and quick
convergence, having displayed its superiority in solving practical problems. Therefore, this constitutive
equation adopted the particle swarm optimization algorithm [12,19]. According to previously
obtained experiment data, 2219 aluminum alloy displays different creep mechanisms at different aging
temperatures, as well as different creep activation energies calculated at high and low temperatures.
Based on the above, the creep activation energy and calculations in this experiment were respectively
fitted at different temperature ranges in order. Related parameters are shown in Tables 4 and 5, with
fitting results in Figures 5 and 6.

Figure 5. Comparison of fitted values and measured values of 2219 aluminum alloy creep curves at
(a) 438 K and (b) 418 K.

Table 4. Creep model parameters of 2219 aluminum alloy (Q1 = 96.2 kJ/mol).

Material Constants A B σ0 m0 h H* m1 R2

Number 4 ˆ 103 0.14998 128.1 8.214 239.76 0.3971 0.004223 0.9727

Table 5. Creep model parameters of 2219 aluminum alloy (Q2 = 36.2 kJ/mol).

Material Constants A B σ0 m0 h H* m1 R2

Number 8 ˆ 103 0.01968 129.4 9.96 491.82 0.8499 0.164473 0.9028
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Figure 6. Comparison of fitted values and measured values of 2219 aluminum alloy creep curves at
(a) 393 K and (b) 373 K.

It can be seen from the fitting results that this creep model enjoys a good fitting effect in general.
When the experimental temperature exceeded or equaled 418 K, the equation showed a very high
fitting precision with a coefficient of determination R2 of 0.9727; when the experimental temperature
was lower than or equaled 393 K, the coefficient of determination of this equation R2 was 0.9028.
Only individual curves presented slight deviation at the creep aging initial stage, because under
a relatively low temperature, the creep deformation of aluminum alloy became less and mostly
concentrated on the first stage, hence the certain deviation in fitting results. In general, there is a good
consistency between the predicted value and the experiment value for this constitutive equation, thus
demonstrating that this constitutive equation can apply to different temperatures and stresses and
express the material’s creep aging processes.

4. Conclusions

(1) This paper carried out creep experiments for 2219 aluminum alloy at different temperature and
stress conditions separately. It was found that stress state at a lower temperature is the principal
factor affecting the creep aging behaviors of 2219 aluminum alloy.

(2) At different aging temperatures, 2219 aluminum alloy displayed different creep mechanisms.
When T ě 418 K, stress exponents n = 4~6 and fell in the category of the dislocation climb
mechanism; when 373 K ď T < 418 K, n = 4~6 and fell in the category of the dislocation glide
mechanism; when the temperature was around 353 K, n « 1 and fell in the category of the grain
boundary sliding mechanism. When the temperature was lower than 353 K, the alloy can be
basically considered with no creep.

(3) By processing and analysis of the experimental data, the stress exponent and activation energy
under different conditions were calculated. Coupled with revision of the classical creep equation,
a creep constitutive model applicable to different temperatures and stress conditions was
established, which proved itself with great consistence with the experimental data.

Acknowledgments: This work was supported by Major State Basic Research Development Program of China
(2014CB046602), National Natural Science Foundation Key Program of China (51235010).

Author Contributions: Lingfeng Liu and Lihua Zhan conceived and designed the experiments; Lingfeng Liu
performed the experiments; Lingfeng Liu and Lihua Zhan analyzed the data; Wenke Li contributed reagents,
materials and analysis tools; Lingfeng Liu wrote the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sallah, M.; Peddieson, J., Jr.; Foroudastan, S. A mathematical model of autoclave age forming. J. Mater.
Process Technol. 1991, 28, 211–219. [CrossRef]

180



Metals 2016, 6, 146

2. Zeng, Y.-S.; Huang, X.; Huang, S. The research situation and the developing tendency of creep age
forming technology. J. Plast. Eng. 2008, 15, 1–8.

3. Kowalewski, Z.L.; Hayhurst, D.R.; Dyson, B.F. Meachanisms-based creep constitutive equations for
aluminum alloy. J. Strain Anal. 1994, 29, 309–316. [CrossRef]

4. Ho, K.C.; Lin, J.; Dean, T.A. Constitutive modelling of primary creep for age forming an aluminium alloy.
J. Mater. Process Technol. 2004, 153, 122–127. [CrossRef]

5. Ho, K.C.; Lin, J.; Dean, T.A. Modelling of springback in creep forming thick aluminum sheets. Int. J. Plast.
2004, 20, 733–751. [CrossRef]

6. Zhang, J.; Deng, Y.; Yang, J.; Zhang, X. Experimental studies and constitutive modeling for creep aging of
2124 aluminum alloy. Acta Metall. Sin. 2013, 49, 379–384. [CrossRef]

7. Guan, C.; He, W.; Zhao, Z.; Wang, G. Creep characteristics of 2024 alloy at cryogenic temperatures.
J. Aeronaut. Mater. 2014, 34, 93–96. [CrossRef]

8. An, L.; Cai, Y.; Liu, W.; Yuan, S.; Zhu, S.; Meng, F. Effect of pre-deformation on microstructure and mechanical
properties of 2219 aluminum alloy sheet by thermomechanical treatment. Trans. Nonferr. Met. Soc. China
2012, 22, s370–s375. [CrossRef]

9. Zhan, L.; Li, J.; Huang, M. Creep aging behavior and constitutive equation of 2524 aluminum alloy.
Mater. Mech. Eng. 2013, 37, 92–96.

10. Wang, J. A Study on Creep Behavior of Titanium Alloy; Harbin Institute Technology: Harbin, China, 2008;
pp. 39–41.

11. Somekawa, H.; Hirai, K.; Watanabe, H.; Takigawa, Y.; Higashi, K. Dislocation creep behavior in Mg-Al-Zn alloys.
Mater. Sci. Eng. 2005, A407, 53–61. [CrossRef]

12. Li, Y.G. Experimental Study on Creep Aging Behavior and Constitutive Modeling of 2124 Aluminum Alloy.
Master’s Thesis, Central South University, Changsha, China, 2012.

13. Mckamey, C.G.; Maziasz, P.J.; Jones, J.W. Effect of addition of molybdenum or niobium on creep rupture
properties of Fe3Al. J. Mater. Res. 1997, 7, 2089–2106.

14. Mary, A.W. Properties of Materials; Oxford University Press: New York, NY, USA, 1999.
15. Yang, S.; Li, J.; Wei, S.; Xu, L.; Zhang, G.; Zhang, E. Pyroplastic deformation behavior of pure molybdenum

plate slab and constitutive equation. Trans. Nonferr. Met. Soc. China 2011, 21, 2126–2131.
16. Frost, H.J.; Ashby, M.F. Deformation-Mechanism Maps: The Plasticity and Creep of Metals and Ceramics;

Pergamon Press: Oxford, UK, 1982; pp. 102–112.
17. Li, B.; Lin, J.; Yao, X. Characteristics of optimization of creep constitutive equations. Chin. J. Mech. Eng. 2003,

39, 37–39. [CrossRef]
18. Zhan, L.; Li, Y.; Huang, M.; Zhang, M. Constitutive equation describing creep ageing of 2124 aluminum alloy.

J. South China Univ. Technol. 2012, 40, 107–111.
19. Shi, X.H.; Liang, Y.C.; Lee, H.P.; Lu, C.; Wang, L.M. An improved GA and a novel PSO-GA-based

hybrid algorithm. Inform. Process. Lett. 2005, 9, 255–261. [CrossRef]

© 2016 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

181



metals

Article

Influence of Laser Welding Speed on the Morphology
and Phases Occurring in Spray-Compacted
Hypereutectic Al-Si-Alloys

Thomas Gietzelt 1,*, Torsten Wunsch 1, Florian Messerschmidt 1, Holger Geßwein 2

and Uta Gerhards 1

1 Karlsruhe Institute of Technology, Institute for Micro Process Engineering, P.O. Box 3640,
76021 Karlsruhe, Germany; torsten.wunsch@kit.edu (T.W.); florian.messerschmidt@kit.edu (F.M.);
uta.gerhards@kit.edu (U.G.)

2 Karlsruhe Institute of Technology, Institute for Applied Materials, P.O. Box 3640, 76021 Karlsruhe, Germany;
holger.gesswein@kit.edu

* Correspondence: thomas.gietzelt@kit.edu; Tel.: +49-721-608-23314

Academic Editor: Nong Gao
Received: 27 June 2016; Accepted: 17 November 2016; Published: 24 November 2016

Abstract: Normally, the weldability of aluminum alloys is ruled by the temperature range of
solidification of an alloy according to its composition by the formation of hot cracks due to thermal
shrinkage. However, for materials at nonequilibrium conditions, advantage can be taken by multiple
phase formation, leading to an annihilation of temperature stress at the microscopic scale, preventing
hot cracks even for alloys with extreme melting range. In this paper, several spray-compacted
hypereutectic aluminum alloys were laser welded. Besides different silicon contents, additional
alloying elements like copper, iron and nickel were present in some alloys, affecting the microstructure.
The microstructure was investigated at the delivery state of spray-compacted material as well as
for a wide range of welding speeds ranging from 0.5 to 10 m/min, respectively. The impact of
speed on phase composition and morphology was studied at different disequilibrium solidification
conditions. At high welding velocity, a close-meshed network of eutectic Al-Si-composition was
observed, whereas the matrix is filled with nearly pure aluminum, helping to diminish the thermal
stress during accelerated solidification. Primary solidified silicon was found, however, containing
considerable amounts of aluminum, which was not expected from phase diagrams obtained at the
thermodynamic equilibrium.

Keywords: hypereutectic aluminum alloy; DISPAL; laser welding; nonequilibrium solidification

1. Introduction

Aluminum is a lightweight construction material possessing sufficient strength for many
applications in automotive industries. Multiple alloying elements can influence and tailor the
properties in a wide range. Silicon, for example, improves the wear resistance without increasing
the density considerably. However, usually the weldability of aluminum alloys is influenced by the
temperature range of solidification, and hot cracks are formed due to thermal shrinkage [1].

To take advantage of the improved properties of aluminum materials with very high silicon
contents, spray-compacting is a process for the manufacturing of nonequilibrium materials with
improved mechanical and tribological properties [2,3]. Alloys not producible by conventional casting
processes can be made by spray-compacting at high temperature gradients of more than 1000 K/s
during solidification. Insoluble alloying components can be distributed homogeneously in a matrix
material since only small amounts hit a cold substrate and solidify rapidly. Indirect rod extrusion

Metals 2016, 6, 295 182 www.mdpi.com/journal/metals



Metals 2016, 6, 295

for compaction and occurring phases is described in [4]. These materials are known, e.g., under the
trade name DISPAL™ and are supplied by Erbslöh Aluminium GmbH in different compositions
and conditions.

However, the question arises of how these materials can be joined since the dimension of
semi-finished products is limited. In the literature, special welding techniques like friction stir welding
are described, avoiding the formation of a liquid and segregation of nonequilibrium phases [5,6].
Therefore, laser welding could be an additional welding technique preserving the nonequilibrium
state of the microstructure due to its high welding velocity. Especially since the development of
multi-kilowatt solid state lasers and decreasing investment costs, laser welding has become widespread
in, for example, the automotive industries [7–9].

Additionally, for many applications, a huge increase in productivity could be obtained by laser
welding due to its high welding velocities, e.g., it replaces spot welding and fixes many issues combined
with reduced heat input per unit of length.

In this paper, different hypereutectic Al-Si alloys were investigated at welding velocities between
0.5 to 10 m/min using a 3 kW disc laser to supply an additional joining technique to stir friction welding
with high velocities. Changes in morphology and composition of occurring phases are discussed
in respect to nonequilibrium conditions. The mechanical and especially the dynamic durability of
welded parts made of hypereutectic Al-Si-alloys will depend on the size and number of precipitations
in the microstructure of the weld seam. Welding parameters should be optimized to obtain small
precipitations and to prevent the formation of pores. This is supported by high welding speeds and
accelerated solidification of the weld pool.

2. Materials and Methods

2.1. Materials Used and Sample Preparation

Hypereutectic spray-compacted Al-Si-alloys were chosen by different silicon contents and
additional alloying elements (see Table 1). The material was obtained by Erbslöh Aluminium GmbH
as round stock of different diameters. Discs, approximately 10 mm in thickness, were cut using
a BRILLANT 250 by ATM cutting machine (Mammelzen, Germany) with a 300 mm disk, type C with
a thickness of 2 mm. Then, both sides of the samples were grinded using grained abrasive paper with
600 meshes per square inch in the SAPHIR 550 grinding machine by ATM (Mammelzen, Germany).

Table 1. Composition of DISPAL-alloys used for laser welding [10].

Alloy Composition
Si

(wt. %)
Fe

(wt. %)
Ni

(wt. %)
Cu

(wt. %)
Mg

(wt. %)
Zr

(wt. %)
Co

(wt. %)
Ti

(wt. %)
Al

S220 AlSi35 35 balance
S225 AlSi35Fe2Ni 35 2 1 balance

S232 [11] AlSi17Fe4Cu2.5MgZr 17 4 3 1 <1 balance
S263 AlSi25Fe2.5Cu2.5Ni2.5MgCo 25 3 3 3 1 1 1 balance

2.2. Experimental Procedure

For laser welding, a TruCell 3010 machine and a TruDisk 3001 solid state disc laser by TRUMPF
(Ditzingen, Germany) were combined. A light conducting cable (LCC) 100 μm in diameter was used
to transfer the laser radiation from the disk laser to the machine tool. The optics had a focal length
of 150 mm.

For the cross-section of a laser weld seam, the focal position of the focal spot may have a huge
impact: To avoid the formation of pores, the energy density at the surface level must be sufficient to
prevent solidification here first. Especially for small LCC-diameters the variation of the spot area at
the surface level for a given focal position, in regards to the focal length, is more pronounced than for
larger LCC-diameters.
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Tests showed that different operators set the focal position using the image of a CCD-camera
within a z-range of about 1.6 mm. Hence, a distance ruler was used to adjust the focal position related
to the surface of the work piece (Figure 1). A focal position of F = 0 mm was used for all experiments.

Figure 1. Focal position and its impact on the energy density at the surface, depending on the focal length.

All welding experiments were performed using 15 L/min of Ar 5.0. The inert gas supply was
adjusted for backhand welding to shield from the melting bath. A length of 30 mm was welded for
each welding velocity at a focal position of F = 0 mm using the maximum power of 3 kW.

Afterwards, the samples were cut perpendicular to the weld seams into two halves using the
cutting machine BRILLANT 250. Both parts were hand grinded starting at 600 meshes per square
inches down to 2400 abrasive paper using the SAPHIR 550 grinding machine, and polished using
monocrystalline diamond suspension of 9, 6 and 1 μm, respectively.

From Figure 2, the impact of the welding speed on the cross-section can be seen: For low welding
speed, the deepest weld seams were obtained; however, also the width at the surface is high due to
slow solidification and heat conduction. For high welding speeds, narrower weld seams at reasonable
welding depths are possible.

Figure 2. From left to right: Cross-section views for DISPAL S220 for welding velocities of 3, 5
and 10 m/min for P = 3 kW and a focal position of F = 0 mm. For 3 m/min the positions of EDX
measurements are marked for base material, transition zone and weld seam.

Photographs were taken using a stereomicroscope SZX12 by OLYMPUS, Hamburg, Germany.
SEM pictures were taken by a JSM 6300 by JEOL (Freising, Germany) at different spots of the weld
seams. A microprobe JXA 8530F by JEOL (Freising, Germany) with field emitting cathode was used for
EDX and WDX investigations. For EDX a voltage of 15 kV, a working distance of 11 mm and a current
of 1.5 nA to ensure a count rate of at least 2500 count/s were used.
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3. Results and Discussion

3.1. Microstructure of Spray-Compacted and Welded DISPAL-Alloys

As expected, primary silicon precipitations in the delivery condition of all materials are globular
and uniformly distributed all over the matrix for all kinds of materials. In laser-welded areas, however,
spiky precipitations are generally observed according to the local solidification rate. Additionally,
depending on the welding velocity, a network of near-eutectic composition is formed, embedding
inclusions of nearly pure aluminum.

SEM pictures were taken in the transition section to the base material as well as in the center of
the weld seam. EDX measurements were performed in the middle of the weld seams at a depth where
the funnel-shaped area changes to a straight one, representing the lowest solidification velocity.

Whereas the compositions in all tables are given in percent by weight, the evaluation of the
results refers to percent by atom to recognize phase compositions. In case of aluminum and silicon,
the differences between both are small; however, for metals with higher atomic number, e.g., iron,
nickel and copper, distinction is obvious.

From Figure 3 it can be seen that the solubility of silicon in aluminum is very low and iron is not
soluble in silicon. For other DISPLA-alloys containing up to five additional elements, the conditions
concerning solubility and formation of intermetallic compounds are conspicuous.

Figure 3. Binary phase diagrams of Si-Al (left) and Si-Fe (right) [12].

Figures 4, 6, 8 and 10 show four different SEM pictures of all materials at different spots according
to the increasing silicon content of the alloys: top left of the original base material; top right the
transition zone of the weld seam to the base material; and below the microstructure in the center of the
weld seams for welding velocities of 0.5 and 10 m/min, respectively. All pictures for the transition
zone were taken from the 10 m/min weld seam due to a more pronounced and narrower crossover.
For 0.5 m/min, however, the transition was more blurred.
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3.2. DISPAL S220: Comparision of Comosition Measured by WDX and EDX

In Figure 4, SEM pictures of S220 with the highest silicon content of 35 wt. % without additional
alloying elements are shown. Some small bright precipitations are found, probably due to impurities
by other elements originating from impurities of the recycled material.

Compared to other alloys, coarser and predominantly silicon-containing precipitations
are observed.

Figure 4. S220: (a) Base material; (b) Transition of weld seam to base material; (c) Center of the weld
seam for v = 0.5 m/min; (d) Center of the weld seam for v = 10 m/min.

Light elements like carbon or oxygen may be overestimated by EDX since its specific energy
is superimposed to the “bremsstrahlung”. Hence, citing S220 as an example, WDX was employed
for a welding speed of 0.5 m/min to test if the content of oxygen measured by EDX (Table 2) is in
a reliable range. The results in wt. % obtained from measurements employing elemental standards
showed a deviation within ±1% to 100% for different sample points. For Table 3, the values were
scaled to 100% and given in at. %. From this it can be concluded that the values of oxygen content
obtained by EDX for other samples are reasonable. All alloys contain noticeable amounts of oxygen,
in the base material as well as in the weld seams, likely from passivation layers and impurities during
spray-compacting. A significant increase of oxygen content from as-delivered condition and welded
material is not detected.
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Table 2. Composition of S220 measured using EDX for a welding speed of 0.5 m/min (at. %).

Spot No. Al Si Fe Cu O Suggested Phase

Base mat.

1 96.8 1.57 0.18 0.01 1.45
2 53.89 44.63 0.2 / 1.28
3 1.55 96.66 0.03 0.08 1.69
4 1.55 96.66 0.03 0.08 1.69
5 86.38 12.02 0.01 0.03 1.56 eutectic
6 93.37 4.39 0.05 0.14 2.51

Welding speed
0.5 m/min

1 90.0 7.93 0.44 0.04 1.59
2 86.26 11.09 0.94 0.1 1.61 eutectic
3 3.31 95.58 0.12 / 0.99
4 41.65 57.29 / / 1.06
5 68.21 29.31 0.04 0.14 2.29
6 92.6 5.92 0.02 0.07 1.4

Welding speed
10 m/min

1 77.47 20.07 0.53 0.14 1.8
2 74.79 20.66 0.93 0.15 3.46
3 1.77 97.11 0.05 0.03 1.04
4 2.99 95.82 / 0.19 1.0
5 85.33 12.45 0.35 / 1.87 eutectic
6 78.95 18.92 0.05 0 2.08

Table 3. Composition of S220 measured by WDX for a welding speed of 0.5 m/min (at. %).

Spot/Phases No. Al Si Fe Cu O

Base mat.

“bright” phase

1 2.80 96.53 0.02 0.01 0.64
2 2.22 97.53 0.00 0.01 0.24
3 3.20 96.45 0.01 0.01 0.34
4 1.27 98.20 0.01 0.01 0.51
5 1.56 97.98 0.00 0.02 0.45

“dark” phase

1 98.57 0.22 0.01 0.02 1.18
2 98.20 0.24 0.01 0.01 1.53
3 97.44 0.85 0.23 0.00 1.48
4 98.30 0.32 0.01 0.01 1.36
5 98.41 0.26 0.00 0.01 1.32

Welding speed
0.5 m/min

“bright” phase

1 2.76 96.91 0.01 0.00 0.32
2 3.25 96.24 0.01 0.01 0.50
3 2.68 96.82 0.00 0.00 0.51
4 3.71 95.78 0.00 0.00 0.51
5 2.88 96.60 0.00 0.00 0.52

“dark” phase

1 81.74 16.03 0.02 0.04 2.17
2 87.73 10.67 0.14 0.06 1.40
3 86.67 11.90 0.01 0.01 1.41
4 80.29 17.90 0.00 0.00 1.81
5 79.16 17.62 0.03 0.02 3.16

EDX measurements showed for the base material as well as the weld seams in Figure 5 and
Table 2 that the precipitations consist mainly of silicon for more than 95 at. %. The silicon content in
the aluminum matrix of the base material is 12 and 4.4 at. % for No. 5 and 6, respectively, making it
difficult to derive a statement about the influence of the solidification speed on the silicon content in
the supersaturated aluminum matrix.

It is noteworthy that the silicon content in the eutectic network for 10 m/min (No. 1, 2 and 6)
is around 19–20 at. %. Globular grey islands (No. 5) are embedded, having exactly the eutectic
composition of 12.5 at. % without the typically lamellar segregation. For 0.5 m/min, however,
the silicon content in the matrix (No. 5) is 6 at. %, but the influence of welding velocity on the
segregation of silicon from a homogeneous melt cannot be surely stated due to contradictory results
from the base material.

Additionally, pearl-shaped, small precipitations forming a loose network are formed
for 0.5 m/min. For 10 m/min, however, their size is clearly much smaller due to faster solidification
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and insular areas. The composition is difficult to determine due to the small size for both welding
speeds. It seems to contain impurities of iron and copper.

Figure 5. EDX investigation of phases in S220: Left: base material; Middle: welding speed 0.5 m/min;
Right: welding speed 10 m/min.

3.3. Microstructures of DISPAL-Alloys Containing Additional Alloying Elements

3.3.1. DISPAL S225

In contrast to S220, for S225, 2 wt. % of iron and about 1 wt. % of nickel are added. This alloy was
chosen to evaluate differences in phase compostion and morphology in relation to S220.

Figure 6. S225. (a) Base material; (b) Transition of weld seam to base material; (c) Center of the weld
seam for v = 0.5 m/min; (d) Center of the weld seam for v = 10 m/min.
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Actually, as shown in Figure 7, already in the base material more bright precipitations containing
metals of higher atomic number are found. Shape and size of silicon-rich precipitations are similar
to S220. However, in the weld seam, the morphology of the precipitation network is changed
drastically: iron and nickel change the shape of bright precipitations between the large, primary
silicon-rich precipitations from pearl-like to spicular, even for the low welding speed of 0.5 m/min.
From the EDX-investigations in Figure 7 and Table 4, it can be seen that iron is concentrated in these
spicular precipitations. The distance between these spicular precipitations decrease considerably
for 10 m/min welding speed, whereas the size of primary silicon-rich precipitations is only slightly
affected. Especially the microstructure for 10 m/min should have favorable mechanical properties due
to its homogeneous distribution of the precipitations.

Figure 7. EDX investigation of phases in S225: Left: base material; Middle: welding speed 0.5 m/min;
Right: welding speed 10 m/min.

Table 4. Composition of S225 measured by EDX (at. %).

Spot No. Al Si Fe Ni Mg O

Base mat.

1 54.44 30.79 9.35 0.73 0.18 4.51
2 51.67 34.29 8.43 0.83 0.08 4.69
3 12.53 85.83 0.28 0.18 0.12 1.06
4 4.47 93.32 0.17 0.21 / 1.83
5 96.64 0.73 0.18 / 0.22 2.23
6 96.73 0.56 0.14 0.12 0.17 2.28
7 66.64 3.03 6.61 8.59 0.1 15.04
8 65.42 3.29 7.4 10.88 0.05 12.97
9 72.09 14.56 4.77 5.91 0.04 2.63

10 93.6 1.45 1.0 1.24 0.18 2.54

Welding speed
0.5 m/min

1 64.92 20.58 10.89 1.41 0.05 2.15
2 81.27 10.67 5.15 0.67 0.21 2.03
3 0.94 97.92 0.07 0.21 0.06 0.8
4 1.49 97.29 / / 0.02 1.2
5 95.02 2.83 0.22 0.05 0.11 1.76
6 90.83 6.54 0.2 0.32 0.19 1.91
7 93.33 3.99 0.96 0.14 0.03 1.55
8 77.56 11.7 6.59 2.37 0.3 1.47
9 69.11 28.33 0.15 0.05 0.13 2.22

10 64.49 33.5 0.1 / 0.08 1.83

Welding speed
10 m/min

1 4.67 93.47 0.14 0.18 0.02 1.53
2 5.95 92.96 0.02 0.01 0.02 1.04
3 80.61 11.66 2.5 1.04 0.23 3.97
4 80.36 12.6 1.78 0.86 0.07 4.33
5 69.58 22.39 2.78 0.83 0.18 4.29
6 67.03 26.36 1.46 0.57 0.12 4.46
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3.3.2. DISPAL S232

For S232 in Figure 8, it can be seen that there are different globular precipitations in the base
material rich in silicon and iron. Compared to the other alloys, the content of precipitations corresponds
to the silicon content.

Figure 8. S232: (a) Base material; (b) Transition of weld seam to base material; (c) Center of the weld
seam for v = 0.5 m/min; (d) Center of the weld seam for v = 10 m/min.

In the transition area, the morphology of the matrix is already changed to network-like meshes,
pointing to a near-eutectic phase, whereas the globular silicon precipitations still exist.

The alloying elements are solved in the melting bath and new precipitations, at least differently
shaped ones, are formed. Inside the weld seams for welding velocities of 0.5 and 10 m/min, respectively,
grey angular precipitations are visible, similar to the matrix, although smaller in size. Bright spicular
precipitations, containing most of the iron and copper, are formed. Length and thickness of these
precipitations seem to grow for lower welding speeds since the solidification is retarded in relation to
high velocities.

In between with increasing welding speed, as matrix an eutectic microstructure is developed [4].
However, zirconium forming Al3Zr-dispersoids could not be found in this alloy (Table 5).

In any case, these different phases solidifying at different temperatures and maintaining short
distances in between help to reduce thermal contraction strains and to avoid hot cracks as known for
alloys with a wide solidification range like for some aluminum alloys.
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Table 5. Composition of S232 measured by EDX for a welding speed of 0.5 m/min (at. %).

Spot No. Al Si Fe Cu Mg O Suggested Phase

Base mat.

1 68.31 14.25 11.49 0.77 0.2 4.97 Al5FeSi
2 87.33 3.94 1.42 2.11 0.46 4.74
3 12.82 84.24 0.69 0.3 0.1 1.85
4 42.64 53.8 0.14 0.76 0.2 2.46
5 87.8 4.15 2.0 1.6 0.55 3.90
6 91.29 1.64 0.25 1.97 0.64 4.21
7 65.01 16.91 14.32 0.35 0.11 3.3 Al5FeSi
8 81.52 12.53 0.25 2.01 0.59 3.08

Welding speed
0.5 m/min

1 67.23 14.17 14.85 0.07 0.03 3.66
2 71.47 13.04 11.2 0.77 0.14 3.38
3 5.72 92.06 0.14 0.26 0.1 1.71
4 28.93 68.92 0.1 0.16 0.24 1.64
5 74.76 22.1 0.13 0.92 0.47 1.62
6 85.76 5.2 0.33 4.99 0.56 3.17
7 63.85 6.23 1.74 12.76 1.57 13.84
8 86.29 3.62 0.59 3.25 0.89 5.36
9 65.05 30.93 0.24 0.62 0.29 2.89

10 77.48 18.72 0.25 0.91 0.43 2.21

Welding speed
10 m/min

1 58.84 23.81 12.03 1.65 0.39 3.28
2 67.61 13.81 14.0 0.57 0.4 3.61
3 27.24 71.02 0.23 0.19 0.16 1.16
4 31.96 65.39 0.38 0.29 0.19 1.8
5 71.58 24.63 0.31 0.68 0.42 2.38
6 71.43 23.66 1.12 0.81 0.6 2.38
7 83.34 6.94 2.06 4.31 1.17 2.17
8 76.43 14.48 1.84 2.06 1.32 3.87

EDX-investigations were done at different spots for the different phases in the base material
as well as inside the weld seams. Figure 9 gives an overview of the morphologies and the spots
where the composition was determined. Noteworthy is the higher magnification for the SEM-picture
for 10 m/min welding speed, indicating a finer microstructure than for 0.5 m/min. In the base material,
three compositions of precipitations different in phase contrast were found: bright particles, e.g., No. 1,
2, 7 and 8 of the left picture of Figure 9, respectively, contain nearly the whole amount of iron and
copper. No. 1 and 7 corresponds to the intermetallic phase Al5FeSi, mentioned in [4]. For ternary or
quaternary alloys, even more complex phases are reported, e.g., in [13]. Darker precipitations, e.g.,
No. 3 and 4, contain silicon in excess of the eutectic composition. The matrix, however, for No. 5 and 6,
consists mainly of aluminum with some iron and copper, in which copper is soluble in aluminum and
iron is not.

Figure 9. EDX investigation of phases in S232: Left: base material; Middle: welding speed 0.5 m/min;
Right: welding speed 10 m/min.
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For the weld seams, the composition of the precipitations is maintained despite different species
in terms of aluminum and silicon can be found. The silicon content in the matrix, however, rises from
less than 5 at. % for more than 20 at. %. The bright network contains about 6 at. % silicon, 2 at. % iron
and copper between 4.3 and 12.8 at. % copper (No. 7 for 0.5 and 10 m/min, respectively). No. 8 for
0.5 m/min, however, contains much more aluminum. Probably it is due to the small dimension of the
network, so the measurement is affected by the material below.

3.3.3. DISPAL S263

In Figure 10, for the base material, there are more precipitation—albeit less bright—corresponding
to the higher silicon content of 25 wt. %. In the weld seams, the network in the matrix is more
developed than for S232 due to the higher silicon content, forming an eutectic phase. Obviously, the dark
precipitations for 0.5 m/min welding speed are larger than for 10 m/min, in contradiction to S232,
and bright precipitations containing metals with higher atomic numbers are thicker than for 10 m/min.

Figure 10. S263: (a) Base material; (b) Transition of weld seam to base material; (c) Center of the weld
seam for v = 0.5 m/min; (d) Center of the weld seam for v = 10 m/min.

Different phases were investigated as shown in Figure 11 and Table 6, respectively. Whereas
the silicon content inside the dark precipitations in the base material are between 84.5 and 76 at. %,
for No. 3 and 4, respectively, the silicon content in these precipitations in the weld seams is higher than
90 at. % (same numbers as for the base material). Again, the precipitations are a little larger for the
lower speed. Whereas the bright precipitation (No. 1 and 2 for both welding speeds) for 0.5 m/min
contains about 24 at. % silicon, 11 to 14 at. % iron, about 0.5 at. % copper and 2.1 to 2.6 at. % nickel,
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the silicon content for 10 m/min is near-eutectic between 8.5 and 11.9 at. % and iron, nickel and copper
are around 1 at. %.

Table 6. Composition of S263 measured by EDX for a welding speed of 0.5 m/min (at. %).

Spot No. Al Si Fe Co Ni Cu Mg O
Suggested

Phase

Base mat.

1 73.05 5.76 9.11 1.15 7.16 0.54 0.11 3.13
2 76.86 4.83 7.43 0.64 5.8 0.89 0.11 3.44
3 12.88 84.65 0.32 0.01 0.32 0.47 0.11 1.23
4 22.7 75.92 0.18 0 0.12 0.16 0.02 0.89
5 94.61 1.61 0.27 0.02 0.05 0.87 0.19 2.37
6 90.19 6.49 0.12 0.02 0.27 0.8 0.27 1.84

Welding speed
0.5 m/min

1 57.49 23.78 10.94 0.91 2.61 0.17 0.05 4.03 Fe2Al3Si3?
2 55.3 25.63 13.91 0.89 2.1 0.34 0.11 1.76 Fe2Al3Si3?
3 1.12 96.86 0.03 0.05 0.13 0.29 / 1.5
4 2.67 95.33 0.07 / 0.18 0.19 / 1.56
5 77.65 13.88 1.3 0.1 1.53 1.42 0.8 3.32
6 85.9 10.76 0.22 0.01 0.08 0.7 0.25 2.08
7 80.93 11.99 2.13 0.21 1.63 0.9 0.7 1.5
8 83.07 8.98 0.21 0.02 1.78 2.96 0.35 2.63

Welding speed
10 m/min

1 85.95 8.47 1.15 0.07 0.9 0.86 0.48 2.12
2 82.15 11.92 1.09 0.04 1.07 0.98 0.72 2.02
3 6.94 91.07 0.18 0.06 0.03 0.23 0.04 1.45
4 5.0 93.44 0.12 0.12 0.15 0.11 0.03 1.02
5 75.05 16.27 1.54 0.06 1.5 1.34 0.48 3.76
6 79.21 12.59 0.76 0.05 1.12 1.22 0.41 4.65

The bright network (No. 7 for 0.5 m/min) is nearly eutectic with some content of iron, nickel
and copper. For 10 m/min, the dimension is too small to determine the composition of the network.
The matrix (No. 6 for both welding speeds) possesses near-eutectic composition without showing
an additional lamellar microstructure at a smaller scale. It is likely that the silicon content is frozen in
a supersaturated solid solution.

Figure 11. EDX investigation of phases in S263: Left: base material; Middle: welding speed 0.5 m/min;
Right: welding speed 10 m/min.

3.4. Micro Hardness Measurements

For S 225, S232 and S263, containing additional alloying elements except silicon, microhardness
measurements were performed at weld seams at a velocity of 1 m/min. A Matsuzawa Model MMT-X7B
and HV0.1, corresponding to a load of 0.98 N, was employed. The distance between single indentations
was 0.5 mm. Different grey levels for background in Table 7 were used to distinguish between
as-delivered conditions of spray-compacted materials, heat-affected zones and weld seams. Figure 12a
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displays the schema of single indentations. Taking into account the scale of the inhomogeneity of the
microstructure and the indentations, a certain variance of hardness values is plausible (Figure 12b).

Table 7. Microhardness measurements for S 225, S232 and S263. White background: base material,
middle grey: heat-affected zone, dark: weld seam.

Material HV0.1

S225 121 118 127 185 208 146 165 120 138 119
120 120 150 220 233 225 231 134 126 121

S232 176 174 181 216 215 198 176 181 174 170
170 177 170 195 192 180 171 175 165 171

S263 134 143 199 228 226 228 235 213 174 147

Figure 12. (a) Schema of microhardness measurements; (b) Detail of micro indentation.

For S225 and S232, two microhardness measurements were made at different depths, both in the
area of constant width of the weld seam.

Despite the highest silicon content for S225 resulting in the highest density of silicon precipitations,
the hardness of the spray-compacted matrix material is lowest. It is probable that the contribution
of solid solution hardening is low since it contains only 2% iron, and because nickel is insoluble in
aluminum. Inside the weld seam, higher microhardness values were obtained due to spicular and
more homogeneous distributed precipitations.

For S232, containing higher contents of additional alloying elements contributing to solid solution
hardening, a higher hardness of the as-delivered state is found. Since the silicon content is only half
in comparison to S225, the precipitations are smaller. The microstructure appears finer than for S225,
and hence microhardness values scatter less.

S263 has a silicon content of 25% and contains the highest amount and most alloying elements.
Only for nickel is no solubility in aluminum found, and solubility for cobalt and titanium is very low.
All metals form intermetallic compounds with aluminum. However, the content is possibly too low
and solidification time during laser welding too short to reach these compositions and equilibrium
conditions. Surprisingly, the microhardness of the as-delivered material is lower than for S232 but,
in the weld seam, the hardness level is slightly increased compared to S232.

3.5. X-ray Diffraction (XRD) Measurements of S263

XRD measurements were performed using a Bruker D8 Discover with GADDS and a Hi-STAR
area detector in reflection geometry. The sample to detector distance was 13.7 cm. A 500 μm pinhole
collimator was used and the sample was oscillated with 1 mm steps to radiate a larger sample area.
Cu-Kα-radiation was used and the exposure time was 30 min. Figure 13 shows spectra of as-delivered
material and weld seam for a velocity of 1 m/min. Data were evaluated using an online database [14].
S263 contains seven elements and is a very complex system. Despite the obvious additional peaks,
most could not be fitted to known intermetallic compounds. Additionally, the database PDF-2,
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Release 2015, by the International Centre for Diffraction Data, containing more than 700 phases
for the Al-Si-Fe-Ni-Cu-system, was used. Here, phases like Fe3Al2Si4 (PDF 1-087-1921), Al3FeSi2
(PDF 52-0917), AlCu3 (PDF 1-74-6895), Al5.4Fe2 (PDF 1-73-8846), Al5.6Fe2 (PDF 1-71-9849), NiSi
(PDF 1-70-9169) and Ni31Si12 (PDF 17-222) were suggested; however, positions of specific reflexes are
in poor accordance.

Figure 13. Left: XRD pattern of S263 as-delivered state; Right: As welded at 1 m/min.

Although the solidification rate for the weld seam should be lower and closer to thermodynamically
equilibrium than for spray-compacted material, no additional intermetallic compound was found.
However, one intermetallic compound was suggested for the as-delivered state. A phase similar to
Al3Fe2Si3 can be supposed according to [15,16].

In general, XRD investigations delivered no clarity about additional intermetallic compounds
due to complexity of the alloy S263.

4. Conclusions

By spray-compacting, material combinations not producible by the conventional melting route
can be manufactured. Therefore, advantageous properties including increased wear resistance and
mechanical properties can be realized. Due to the production route, a consolidation step to densify
remaining pores is necessary to improve crack-propagation behavior. Extruding is usually used,
thereby resulting in round stock and ensuring a constant natural strain of the spray-compacted cone.
It also restricts available semi-finished products of spray-compacted alloys.

By laser welding, reasonable microstructures for all investigated hypereutectic Al-Si-alloys could
be obtained for a wide range of welding speeds, implying reasonable production costs. Despite the
large temperature range of solidification, no hot cracks were observed. The formation of equally
distributed small precipitations annihilates thermal contraction strains on a microscopic scale. This is
in opposition to conventionally casted materials.

With laser welding, an alternative joining technology to stir-friction welding, has become available.
Flat semi-finished products of spray-compacted Al-Si-materials could thus be produced at high speed
and reasonable cost.
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Abstract: Finite element (FE) simulation with inherent deformation is an ideal and practical
computational approach for predicting welding stress and distortion in the production of complex
aluminum alloy structures. In this study, based on the thermal elasto-plastic analysis, FE models
of multi-pass butt welds and T-type fillet welds were investigated to obtain the inherent strain
distribution in a 5A06 aluminum alloy cylindrical structure. The angular distortion of the T-type joint
was used to investigate the corresponding inherent strain mechanism. Moreover, a custom-designed
experimental system was applied to clarify the magnitude of inherent deformation. With the
mechanism investigation of welding-induced buckling by FE analysis using inherent deformation,
an application for predicting and mitigating the welding buckling in fabrication of complex aluminum
alloy structure was developed.

Keywords: welding distortion; residual stress; inherent strain method

1. Introduction

Residual stresses and distortions are two of the major concerns in welded structures, especially
for aluminum alloy thin-walled structures [1,2]. Welding stresses and distortion cause dimensional
deviation due to the highly localized, non-uniform, transient heating and subsequent cooling of the
welded material, and the non-linearity of aluminum material properties [3]. These stresses lead to the
crucial cracking after welding. Particularly tensile residual stresses near the weld area cause stress
rising, fatigue failure and brittle fracture [4,5].

Validating methods for predicting welding stresses and distortion are desirable because of
the complexity of the welding process. Accordingly, finite element (FE) simulation has become a
popular tool for the prediction of welding residual stresses and distortion [6–8]. Many investigators
have developed the analytical and experimental methods to predict the welding residual stresses.
Da Nóbrega et al. evaluated the temperature field and residual stresses in a multi-pass weld of API
5L X80 steel using the finite element method [9]. Zeng et al. predicted the thermal elasto-plastic
analysis using finite element techniques to analyze the thermo-mechanical behavior and evaluate
the residual stresses and distortion of 5A06 aluminum alloy structure in discontinuous welding [10].
Syahroni and Hidayat focused on numerical simulation of welding sequence effect on temperature
distribution, residual stresses and distortions of T-joint fillet welds [11]. Normally, the commercial
welding software SYSWELD Weld Planner provides access to welding-induced distortion simulation
even for people unfamiliar with finite element simulation at the early stage of preliminary design and
planning, and ESI Distortion Engineering can comprise the former and offer services to solve welding
problems [12]. However, new heat source models or material properties for novel materials need to be
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built up based on basic interdisciplinary studies rather than direct application of commercial software.
For large and complex welded structures applied in the marine, ship and aerospace fields, the models
developed by the thermal elastic-plastic finite element method need to be divided into a large number
of grids and time steps, which are not applicable in the actual work. Therefore, the inherent strain
method is an alternative for estimating the overall welding distortions [13–15]. It is noted that the
inherent strain method induces the transient effect of the welding process to inherent strain key
parameters, avoiding the transient analysis of numerical simulation and the computational difficulty
in high temperature, reducing the calculation time and obtaining the residual stress and deformation
value with a certain degree of accuracy [16]. Few studies have explored the welding multi-physics
mechanism in detail despite its high efficiency in calculating the size and distribution of inherent
strain with a certain accuracy in the numerical simulation of complex welded structures, especially
for fillet joint angular distortion. The prerequisite of this method is that the inherent deformations
(i.e., longitudinal shrinkage, transverse shrinkage, angular distortion and longitudinal bending) in
each joint should be known beforehand [17].

In this paper, the purpose is to investigate the quantitative relationship between the inherent strain
and the structural factor during the welding process and analyze the welding residual stresses and
distortion of the 5A06 aluminum alloy structure. The method combined initial thermo-elastic-plastic
analysis with the inherent strain method developed in this paper, illustrating much more feasibility and
accuracy for a complex welding structure in terms of the effects of welding sequence and weldment
size, compared to the empirical formula or data of the commercial welding simulation software.
Two models, a multi-pass V-type butt weld and T-type fillet-welded joint, were used to analyze
the size and distribution of the inherent strain. The inherent strain mechanism was discussed by
analyzing the angular distortion of the T-type joint. Moreover, the effect of buckling deformation was
also investigated.

2. Model Analysis

A 5A06 aluminum alloy structure with an outer diameter of 538 mm, thickness of 9 mm, and length
of 250 mm was examined in this paper. There are five identical cylinder substructures combined
to form the structure. In order to control the distortion, stiffeners were welded onto the structure.
Welding condition is shown in Table 1, and the composition of the 5A06 aluminum alloy used in this
investigation is shown in Table 2. Figure 1a,b showed the welding structure. The central axis of the
welding fixture was parallel to the workplace radial direction. Meanwhile, there were several claws
supporting rigidly on the workplace wall in the circumferential direction during the welding process.
At the same time, the force on the claw acted on the inclined plane below through a lower supporting
structure and a rolling wheel. The inclined plane was connected to the central axis. The welding stress
could transfer to the claws, then to the tooling, which could prevent large deformation during the
welding process.

Table 1. Welding condition parameters.

Welding Parameters U (V) I (A) Welding Speed (cm·min−1) Wire Feed Rate (cm·min−1)

Value 26.2 286 50–60 15.7–20

Table 2. Chemical composition of 5A06 aluminum alloy.

Composition ω (Si) ω (Cu) ω (Mg) ω (Zn) ω (Mn) ω (Ti) ω (Fe) ω (Al)

Mass fraction 0.004 0.001 0.058–0.068 0.002 0.005–0.008 0.0002–0.001 0.004 balance
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Figure 1. The welding structure and finite element (FE) model. (a) Welding structure: first, the stiffeners
(C) were welded onto the cylinder substructures (D) by 24 separate fillet welds; the welding fixtures
(E) were installed on the whole structure to make sure it would not collapse; then, parts A and B were
removed by machining; finally, the five cylinder substructures were welded together by four butt welds.
(b) Welding fixture, 1-Vertical supporting claws; 2-Horizontal supporting claws; 3-Central spindle;
4-Linkage and rolling wheel.

As no metallurgical phase transformation occurs in the aluminum alloy used in this work,
the volumetric effects due to the phase transformation on residual stress evolution are not considered
here; the procedure seems acceptable to achieve accurate stress and distortion distribution in
references [18]. Since welding processes undergo a high temperature cycle and exhibit material
properties that are temperature dependent, the thermal and mechanical properties of the 5A06
aluminum alloy in Table 3 were determined by the Probability Design System (PDS) in the finite element
software ANSYS [19]. The FE model and the butt welds for inherent strain estimation are shown in
Figure 2. In the mechanical analysis, the fillet welds’ thermal stresses and distortion were calculated
from the temperature distribution determined by thermal elasto-plastic FE model in references [10,20].
The material was assumed to follow the Von Mises yield criterion and flow rule here. The 20-node
hexahedral element SOLID185 was applied in this investigation. These thermal strains of SOLID185
element change linearly for stress analysis. Moreover, the element thermal strain can be confirmed if
each node’s mutative temperature and anisotropic thermal expansion coefficient matrix are defined,
i.e., inherent strain components could be mapped to the elasto-plastic model in forms of t equivalent
thermal strain.

Table 3. Material properties of 5A06 aluminum alloy.

Materials Properties Temperature, ◦C

Name 20 100 200 500 587 630
Young’s modulus (GPa) 70 70 61 41. 10 1

Linear expansion coefficient (10−6·K−1) 0.93 × 10−4 1.91 4.50 13.3 15.9 17.6
Poisson’s ratio 0.35 0.35 0.35 0.35 0.35 0.35

Density (kg·m−3) 2750 2730 2710 2640 2630 2450
Specific heat (J·kg−1·K−1) 898 951 1003 1150 1195 1165

Yield stress (MPa) 130 100 54 10 5 5
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Figure 2. Finite model of 5A06 aluminum alloy structure (a) FE model. (b) Butt weld FE model,
two layers of welding were applied to each butt and fillet weld.

3. Welding Distortion Prediction in Thin Plate Fabrication by Means of Inherent Strain
FE Method

In the FE elements, the Mindlin plate theory was employed and the geometrical nonlinear effect
was also considered. Considering transverse shear strain components, the total strains could be
expressed as follows [16].
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where u and v are in-plane displacements at mid-plane; w is out-of-plane displacements; θx and θy

are rotations; εx, εy, γxy are total strains, and εi
x, εi

y and γi
xy are in-plane strains; εb

x and εb
y and γb

xy are
bending strains, γxz and γyz, are transverse shear strains.

The curvature Kx in a plane parallel to the x–z plane and the curvature Ky in a plane parallel to
the y–z plane and the twisting curvature Kxy, which represents the warping of the x–y plane, can be
defined as follows.

κx = −∂2w
∂x2 (6)

κy = −∂2w
∂y2 (7)

κxy = − ∂2w
∂x∂y

(8)

In the present FEM, three types of inherent deformations, namely longitudinal shrinkage,
transverse shrinkage and angular distortion are introduced into the elastic FEM. When a welding
line is arranged parallel to the x-axis, longitudinal shrinkage can be transformed into in-plane strain
component εx in longitudinal direction. As mentioned above, another equivalent method is to use
tendon force to represent longitudinal shrinkage. Transverse shrinkage can be changed into in-plane
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strain component εy in transverse direction. In a similar way, angular distortion can be converted into
curvature Kx along the x-axis. These inherent strain components are introduced into the elastic FEM as
initial strains.

4. Results and Discussion

In this paper, the thermo-elastic-plastic FE method was used to estimate the welding stress and
distortion in the welds including the butt welds and fillet welds with inherent stain.

4.1. Inherent Strain Analysis of Butt Weld and Fillet Welds

As mentioned above, the welding stress and distortion in complex welding structures were mostly
caused by longitudinal and transverse inherent strains. In order to obtain the size and distribution
of inherent strain after welding and determine the quantitative relationship between the inherent
strain and the primary influence factors, a sequential coupling of thermal-elasto-plastic analytical
method was employed to acquire the value of inherent strain of two typical welded joints in Figure 2b.
Figure 3 showed the distribution of longitudinal and transverse residual stresses of butt-joint with
multi-passes. It was found that the tensile stress was widely distributed in the center of welded seams
and localized in the edge region. Most of the welding area was under in the tensile stress. With the
increase of heat input, the longitudinal and transverse tensile stresses of the second layer’s welded
seam rose up gradually. When reaching the yield limit, the value of residual tensile stresses was stable,
but their distribution area increased. This was due to residual thermal contraction deformation caused
by the cooling down of filler metal [21]. Herein, residual compressive plastic deformation and residual
thermal contraction deformation are both attributed to inherent strain.

Figure 3. Residual stress distribution of 5A06 aluminum alloy butt welds (a) Longitudinal residual
stress (b) Transverse residual stress.

Figure 4 explains the distribution of longitudinal and transverse residual plastic strains of the
butt joint. Obviously, most of the weld zone was plastically deformed in a compressive state except for
both ends. The residual strain in the center of the welded seams was stable but their distribution area
increased similar to the stress distributions. Figure 5 shows the distribution of the welding residual
stress and plastic strain of path A-A (as shown in Figure 2b). The residual strain was concentrated
in the vicinity of the welded seams. Moreover, both longitudinal and transverse directions were
under compressive deformation. Meanwhile, the residual plastic strain in the transverse direction
was larger than that in the longitudinal direction, whereas the strain away from the seam was
almost zero. In the welding zone, the welding residual stress was tensile stress, and the longitudinal
residual stress was much greater than the transverse direction. Correspondingly, the adjacent area of
welded seams displayed compressive stress. When moving backwards to the welded seams, the stress
decayed. When the weldment exceeded a certain length, the longitudinal and transverse inherent
strain coefficients were insignificantly changed except for the arc initiation and closing positions [22].
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The influence of the weld length on the W3 and W4-welded seams was similar to that of the W1
and W2. In addition, the inherent strain coefficients of the W3 and W4-welded seams were slightly
decreased because of the reduced thermal gradients.

Figure 4. Residual strain distribution of 5A06 aluminum alloy butt welds. (a) The longitudinal residual
strain. (b) The transverse residual strain.

Figure 5. Residual stress and strain distribution of A-A path on butt welds. (a) Residual strain εR.
(b) Residual stress σR. (BM-base material, HAZ-Heat Affected Zone, WZ-welded zone).

The three-dimensional uncoupled thermo-mechanical FE analysis was carried out to produce
the temperature distribution, residual stresses and distortion on fillet welds of the aluminum alloy
structure in the discontinuous welding, illustrating factors of angular distortion and the effects of weld
sequence on residual stress distributions. The simulated results demonstrated that the temperature
gradient through thickness was a main factor that strongly governs the generation of angular distortion
in a fillet-welded joint. The angular distortion decreased because of the preheating and reheating
during the discontinuous welding. However, the temperature lagging between the external surface
and internal surface aggravated the angular distortion. Welding sequences and weld length are greatly
important to residual stresses and distortion [10,20].

In the prediction methods of welding residual stress and distortion, such as the inherent strain
method and the volumetric shrinkage method, the boundary condition imposed by the welds and
the effect of actual inherent strain distribution on the structure directly determine the prediction
accuracy. Like all strain tensors, the inherent strain had six strain components in different directions.
The residual stress and distortion were from the comprehensive interaction of all these six components.
The simplification in current prediction methods was based on the correspondence of residual stresses
and distortion with the chosen components of inherent strain. For example, we used the inherent
strain method to predict longitudinal residual stress, longitudinal shrinkage deformation and bending
deformation by exerting boundary conditions corresponding to longitudinal inherent strain in the
welds through ignoring inherent strains in other directions. Similarly, the boundary values related to
transversing the inherent strain on welded seams could be set to predict the transverse residual stress.
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Through this, the prediction of transverse residual stress, the transverse shrinkage deformation and
the angular distortion were possible and could be used to predict welding shrinkage distortion and
butt-welding angular distortion of the plate. However, this was invalid for angular distortion of the
fillet weld [23].

The deformation deviation caused by insufficient data of inherent strain and uncertain volumetric
shrinkage in the welded seam could be reduced by improving the database or empirical formula [24].
However, the simplification method is attributed to the determination of the relationship between
the inherent strain component and welding deformation. The mechanism of welding deformation is
one of the key aspects of this simplification method. In this work, the mapping of the inherent strain
component was used to analyze the relationship between angular distortion and the inherent strain
component of the fillet weld.

Here, the data of the inherent strain component existing in the welded structure was analyzed
through the thermal elasto-plastic analysis using finite element techniques. The deformation of
different inherent strain components acting alone could then be obtained by linear elasticity calculation.
Compared to such angular distortion with standard welding angular distortion (angular distortion
from thermal elasto-plastic analysis), the effect of inherent strain on welding angular distortion could
be analyzed. For example, the conversion formula corresponding to the temperature change of inherent
strain components ΔTxx = (x, y, z) can be written as,

ΔTxx(x, y, z) =
εxx(x, y, z)

αxx
(9)

where αxx = C, C is a constant. The corresponding material with anisotropic thermal expansion
coefficient is defined as: αxx = C, αyy = αzz = αxy = αxz = αyz = 0. Other mechanical parameters
and physical parameters are assumed as constant values at room temperature. The same method
works on other five inherent strain components.

The standard deformation measured using elasto-plastic analysis is δEPA(x, y, z). The inherent
strain component is expressed as εij(x, y, z), and then the deformation, taking welding structure into
account, only is f (εij(x, y, z)). Theoretically, δEPA(x, y, z) = δsum(x, y, z). The relative error of numerical
results is as follows.

error =
δsum − δEPA

δEPA × 100% (10)

As shown in Figure 4, the end of the joint was with an upward displacement because of a positive
component of transverse inherent strain εxx. However, the actual displacement was smaller than the
standard value. From the angular distortion results, including the mapping of the inherent positive
strain component εyy, εzz, T-joint panels produced a very small amount of negative angular distortion
under the influence of positive inherent strain in two directions, i.e., the larger angle of fillet weld
after deformation. The calculation results of angular distortion using the mapping of inherent shear
strain component εxy indicated that the end of the T-joint panel warped upwards and the magnitude
of displacement was close to the standard value. In addition, other strains εyz εxz were very small
suggesting that the inherent shear strain components from these two directions almost had no effect
on the angular distortion of the fillet weld.

In the study of the mapping of strain components in Figure 6, the sum of average value of
angular distortion Φ0 of the panel’s free end caused by six separate inherent strain components
was 0.448 mm. The standard value, however, was 0.496 mm, meaning the error was only 1.6%
according to the simulation.
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Strain Load εxx εyy εzz εxy εyz εxz

Φ0 (mm) 0.212 0.087 0.021 0.448 −0.015 −0.018

Figure 6. Angular distortion under different stain loads.

The relationship between the angular distortion and the inherent strain component was
inconsistent. It depended on the welding structure and joint configuration including workplace
thickness, height of weld leg and welding conditions, etc. From the thermo-elastic-plastic analysis,
the component of inherent shear strain εxy had an obvious effect on the angular distortion of fillet
weld close to standard value. The effect of a positive component of transverse inherent strain on
angular distortion εxx was smaller than εxy. The other two components εyy, εzz would cause a small
negative angular distortion. Also, the influence of the components of inherent shear strain εyz and εxz

on angular distortion could be ignored. This was also in agreement with the report in references [25].
Therefore, εxy was the greatest influence factor on angular distortion of fillet weld among the six
components of inherent strain, which determined the final angular distortion.

4.2. Analysis of the Aluminum Alloy Structure

The SOLID 185 was used to mesh the model into 172,680 elements and 66,513 nodes. As shown in
Figure 1, aluminum ring 1 to 5 were specified from the z-axis-positive direction to negative direction
and calculated through the inherent strain method according to analysis of the multi-pass longitudinal
welded seam and discontinuous fillet weld.

In ANSYS, the values of inherent strain cannot be directly loaded. However, the anisotropic
thermal expansion coefficient can reflect different contractions in both longitudinal and transverse
directions. Therefore, it is associated with the temperature load of units that can be used to apply loads.
The thermal expansion coefficient is the value of strain.

ε = W/F = α · ΔT (11)

where, W stands for the total amount of welding shrinkage in per unit length. F is the cross-sectional
area of unit locating in inherent strain. α represents the thermal expansion coefficient equal to the
numerical value of inherent strain. T is the temperature load of each unit. The strain load was
applied to welded seam and adjacent units. Before computing, a few aspects should be addressed:
Thermal expansion coefficients of longitudinal s and transverse strain corresponded with the direction
of welded seam; longitudinal and transverse strains were negative with an opposing symbol of
temperature load; the directions without inherent strains set the thermal expansion coefficient as zero
while the other elements were the same.

Since the fillet weld was not linear, converting the data according to the spatial direction of
the weld and coordinate system of angular orientation was needed. In Figure 7, we assumed that
welded seams extended along the X0 direction with an angle of θ in the local coordinate system XOY.
The formulas to calculate the welded seams were,

εx = εx0 cosθ− εy0 sinθ (12)
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εy = εy0 cosθ− εx0 sinθ (13)

The calculated inherent strains of different welding joints were thus obtained as shown in Table 4.

Figure 7. Heat expansion coefficient transfer of the fillet welding.

Table 4. Inherent strain on each weld joints.

Weld No. Location Joint Type
Cross-Section

(mm2)
WX

(mm2)
WY

(mm2)
εx εy εxy

1 Stiffer front T-joint 32 0.651 2.16 0.0204 0.067 0.0319
2 Stiffer front T-joint 32 0.668 2.26 0.0208 0.071 0.0361
3 Stiffer front T-joint 32 0.673 2.27 0.0210 0.072 0.0475
4 Stiffer front T-joint 32 0.680 2.33 0.0212 0.073 0.0526
5 Stiffer front T-joint 32 0.688 2.38 0.0215 0.074 0.0655
6 Stiffer front T-joint 32 0.695 2.41 0.0217 0.076 0.0734
7 Stiffer front T-joint 32 0.702 2.42 0.0219 0.076 0.0752
8 Stiffer front T-joint 32 0.710 2.43 0.0222 0.076 0.0808
9 Stiffer front T-joint 32 0.719 2.44 0.0225 0.077 0.0851
10 Stiffer front T-joint 32 0.733 2.45 0.0229 0.077 0.0862
11 Stiffer front T-joint 32 0.746 2.48 0.0233 0.078 0.0877
12 Stiffer front T-joint 32 0.751 2.50 0.0235 0.079 0.0890
13 Stiffer back T-joint 32 0.290 0.96 0.0090 0.030 0.0165
14 Stiffer back T-joint 32 0.297 1.01 0.0092 0.031 0.0187
15 Stiffer back T-joint 32 0.299 1.01 0.0093 0.031 0.0247
16 Stiffer back T-joint 32 0.303 1.03 0.0094 0.032 0.0273
17 Stiffer back T-joint 32 0.306 1.06 0.0095 0.033 0.0340
18 Stiffer back T-joint 32 0.309 1.07 0.0096 0.034 0.0388
19 Stiffer back T-joint 32 0.312 1.08 0.0097 0.034 0.0391
20 Stiffer back T-joint 32 0.316 1.08 0.0099 0.034 0.0420
21 Stiffer back T-joint 32 0.320 1.09 0.0100 0.034 0.0442
22 Stiffer back T-joint 32 0.326 1.09 0.0102 0.034 0.0448
23 Stiffer back T-joint 32 0.332 1.10 0.0104 0.035 0.0456
24 Stiffer back T-joint 32 0.334 1.10 0.0105 0.035 0.0463
25 W1 (in Figure 1) butt weld 18 0.729 2.67 0.0405 0.148 -
26 W2 (in Figure 1) butt weld 40 0.756 2.75 0.0419 0.153 -
27 W3 (in Figure 1) butt weld 18 0.960 3.11 0.0240 0.078 -
28 W4 (in Figure 1) butt weld 40 0.934 3.01 0.0233 0.075 -

To verify the reliability of the simulation results, it is necessary to compare the results with
experimental ones. A customized experimental facility (in Figure 8) was used to verify the FEM results
in this paper. The residual stress measurement was mainly carried out by the hole-drilling method,
cutting method, and X-ray diffraction method [26–28]. However, nearly all the stress experiments
are not economically or conveniently suitable for such large-scale, complex structural components in
this investigation. Thus, we developed a new method to verify the numerical simulation results with
the welding compression load and strain tests. Normally, for thin-wall cylinder structure, significant
contraction and wave distortion occur after welding. The stiffeners were welded separately for
minimizing the contraction distortion. It is noted that the welding contraction load corresponds to
the strain, which could be measured by the static resistance tester installed on the welding fixture.
It means that the welding contraction load could be attained by measuring the strain on the welding
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fixture, which could also be predicted as residual stress by FEM using the inherent strain method.
The relationship between strain and welding shrinkage strain is calibrated first which follows as
Equation (14):

F = 0.427 + 0.10169με (14)

In the equation, F stands for depressive load corresponding to the related strain. Thus, the welding
shrinkage load or residual stress could be confirmed if the stains are measured before and after welding.

Figure 8. Depression load and strain measurement of strain before and after welding. (a) Relation of
welding depression load and strain (b) Depression strain before reinforcing plate welding (c) Depression
strain after reinforcing plate welding.

Before welding the stiffener, the strain was 105 με. According to the calibrated curve in Figure 8,
the corresponding contraction load was acquired as 11 kN/240 mm, i.e., 3.833 MPa. Similarly, the strain
value changed to 249 με after welding and the contraction load was 26 kN/240 mm, i.e., 11.479 MPa.
Hereby, the welding strain and contraction load could be measured under different conditions.

According to the actual welding process, the inherent strains in Table 4 were imposed on each
weld joints sequentially, and the depression load and welding stresses of the workplace were estimated
through the thermal elasto-plastic finite element analysis. In Figure 9, After Fillet welds welding on the
stiffer, the simulated residual stress in the Y direction (radial direction) of the workplace corresponding
to the depression load on vertical supporting claws was calculated before and after stiffened plate
welding. Obviously, the results of numerical simulation using the inherent strain method coincided
with the experiment study.

Figure 10a,b shows the welding deformation of the structure at room temperature. With the
welding process, the radial shrinkage of the structure decreased. The radial shrinkage at the lower
edge of the last aluminum ring decreased about 30% more than the upper edge of aluminum ring.
As above, the entire structure deformed within 2 mm in the condition of appropriate welding process
and welding sequence. However, the position of stiffened plate was not web-plated; radial deformation
at the position of the stiffened plate was significant, reaching up to 8 mm.

High residual stresses of the welding structure were shown in Figure 10c,d. The longitudinal
residual stress of the welded seam reached about 120 MPa, while the residual stress of the 5A06
aluminum alloy cylinder reached about −40 MPa. The other positions such as the stiffened plate
approached the yield strength of the 5A06 aluminum alloy.
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Figure 9. Radial residual stress before and after the reinforcing plate. Machining part A in Figure 1a
welding. (a) Residual stress before butt welding. (b) Residual stress after butt welding.

Figure 10. Residual distortion and stress of the 5A06 aluminum alloy cylinder. (a) Radial distortion (m).
(b) Axial distortion (m). (c) Radial residual stress (MPa). (d) Axial residual stress (MPa).

4.3. Buckling Deformation Analysis

From the above analysis, the residual stress field in the thin plate developed gradually and
formed tensile stress approaching the welded seams and compressive stress away from the welded
seams. It was caused by the effect of the plastic deformation. This residual stress field was due to
the uncoordinated weld zone (unevenness) instead of the external load, and it was a balanced stress
field. If the value of residual compressive stress reached a critical load of the structure, the plate had
a greater warpage out of the plane, namely buckling deformation.
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In the foregoing analysis, the maximum deformation of the workplace was 8.8 mm (in Figure 10a),
attributed to the category of small deflection theory analysis. Therefore, the balance method was
adopted to analyze the critical yield load.

During the numerical simulation process, five testing points were selected to analyze whether the
buckling deformation generated. These chosen points away from the welded seam were to avoid the
result being influenced by the welding residual stress. The stress and strain were measured as shown
in Figure 11. From points 2, 4, 5 of the cylinder, a conclusion can be drawn that the stress and strain
on the cylinder were not uniform during the welding process including heating and cooling stages.
Compared to the stress-strain curves of measured points 1 and 3, the mutation was produced by the
deformation in which the stress changed smoothly. That is, the buckling deformation generated at
the cooling time of 100 s after the stiffened plate was welded. Using the eigenvalue buckling analysis,
the minimum eigenvalues of the structure could be calculated and its value was 0.676 (i.e., the critical
loading of instability was equal to 1739 N).

Circumferential stress/MPa Radial deflection/mm 

P1 

  

P2 

  

Figure 11. Cont.
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P4 

  

P5 

  

Figure 11. Buckling deformation of different points (in Figure 2a) on the workplace.

Buckling deformation of a thin-walled structure was caused by two reasons. The first was the
free deformation of aluminum metal located at the welded seams, whereby the near area was blocked
at a high temperature, resulting in a compressive plastic deformation. The second was the angular
distortion caused by the angle deformation of the fillet weld because of the uneven transverse shrinkage
deformation in the thickness direction. Moreover, the deformation of the front side of the welded seam
was large while its backside was small. It caused the plane component’s warpage. For the thin-plate
welding with reinforced rib, the weld metal area was affected by compressive stress. During the cooling
stage, the metals on both sides of the welded seam were influenced by compressive stress generating
instability deformation. The final residual deformation depended on the final residual stress of the
thin plate. Then the temperature during the cooling stage in the workplace tended to be uniform with
balanced internal stresses. Therefore, the residual deformation also tended to be stable [29].

5. Conclusions

Based upon the thermal-elastic-plastic analysis of the discontinuous fillet welding, the inherent
strain method was applied to the welding residual stress and deformation of a 5A06 aluminum
alloy-reinforced cylinder structure, also taking into consideration the effects of welding technology
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and weldment size on the multi-pass V-type butt weld. It put great importance on the inherent
strain distribution of joint type. For fillet welding, the relationship between the angular distortion
and inherent strain component was inconsistent, depending on the welding structure and joint
configuration. The shear inherent strain was the greatest influence on angular distortion of fillet weld
among the six components of inherent strain, which determined the final angular distortion. It is
noted that the wave propagation appeared in the stiffened plate during the welding, which caused
the buckling deformation. The buckling deformation of this thin-walled structure was 8.8 mm,
which mainly results from the non-uniform welding temperature distribution and angle deformation
of the fillet weld. In order to ensure the dimensional accuracy, a post heat treatment might be needed
to relieve stress of the thin-walled aluminum alloy structure. Compared to the experimental results of
the welding depression load and strain, the inherent strain method has highly efficient and can ensure
definite precision in the numerical simulation of the complex welding structure.

Acknowledgments: Financial support by the National Natural Science Foundation of China (51205047) and
Science and Technology Planning Project of Guangdong Province (2016A010102002).

Author Contributions: Zeng Z. and Peng B. conceived and designed the simulation and experiments; Wu X.
performed the numerical simulation; Yang M. analyzed the data; Zeng Z. wrote the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Masubuchi, K.; Bryan, J.J.; Muraki, T. Analysis of thermal stresses and metal movement during welding.
ASME J. Eng. Mater. Technol. 1975, 97, 81–91.

2. Zhang, H.; Wang, M.; Zhang, X.; Zhu, Z.; Yu, T.; Yang, G. Effect of welding speed on defect features and
mechanical performance of friction stir lap welded 7B04 aluminum alloy. Metals 2016, 6, 87. [CrossRef]

3. Subramanian, J.; Seetharaman, S.; Gupta, M. Processing and properties of aluminum and magnesium based
composites containing amorphous reinforcement: A review. Metals 2015, 5, 743–762. [CrossRef]

4. Zeng, Z.; Li, X.B.; Miao, Y.G.; Wu, G.; Zhao, Z.J. Numerical and experiment analysis of residual stress on
magnesium alloy and steel butt joint by hybrid laser-TIG welding. Comput. Mater. Sci. 2011, 50, 1763–1769.
[CrossRef]

5. Zhao, Y.B.; Lei, Z.L.; Chen, Y.B.; Tao, W. A comparative study of laser-arc double-sided welding and
double-sided arc welding of 6 mm 5A06 aluminium alloy. Mater. Des. 2011, 32, 2165–2171. [CrossRef]

6. Carlone, P.; Citarella, R.; Lepore, M.; Palazzo, G.S. A FEM-DBEM investigation of the influence of process
parameters on crack growth in aluminum friction stir welded butt joints. Int. J. Mater. Form. 2015, 8, 591–599.
[CrossRef]

7. Jiang, W.; Fan, Q.; Gong, J. Optimization of welding joint between tower and bottom flange based on residual
stress considerations in a wind turbine. Energy 2010, 35, 461–467. [CrossRef]

8. Kuo, H.C.; Wu, L.J. Prediction of deformation to thin ship panels for different heat sources. J. Ship Prod. 2001,
17, 52–61.

9. Da Nóbrega, J.A.; Diniz, D.S.; Silva, A.A.; Maciel, T.M.; Albuquerque, V.H.C.; Tavares, J.M.R.S. Numerical
evaluation of temperature field and residual stresses in an API 5L X80 steel welded joint using the finite
element method. Metals 2016, 6, 28. [CrossRef]

10. Zeng, Z.; Wang, L.J.; Du, P.A.; Li, X.B. Determination of welding stress and distortion in discontinuous
welding by means of numerical simulation and comparison with experimental measurements.
Comput. Mater. Sci. 2010, 49, 535–543. [CrossRef]

11. Syahroni, N.; Hidayat, M.I.P. 3D Finite Element Simulation of T-Joint Fillet Weld: Effect of Various Welding
Sequences on the Residual Stresses and Distortions. In Numerical Simulation—From Theory to Industry;
Andriychuk, M., Ed.; InTech: Rijeka, Croatia, 2012.

12. ESI Group. Available online: http://www.esi-group.com (accessed on 11 August 2016).
13. Park, J.U.; An, G.B.; Woo, W.C.; Choi, J.; Ma, N. Residual stress measurement in an extra thick multi-pass

weld using initial stress integrated inherent strain method. Mar. Struct. 2014, 39, 424–437. [CrossRef]
14. Wang, J.; Rashed, S.; Murakawa, H. Mechanism investigation of welding induced buckling using inherent

deformation method. Thin Walled Struct. 2014, 80, 103–119. [CrossRef]

210



Metals 2016, 6, 214

15. Takeda, Y. Prediction of but welding deformation of curved shell plates by inherent strain method.
J. Ship Prod. 2002, 18, 99–104.

16. Murakawa, H.; Deng, D.; Ma, N.; Wang, J. Applications of inherent strain and interface element to simulation
of welding deformation in thin plate structures. Comput. Mater. Sci. 2012, 51, 43–52. [CrossRef]

17. Kim, T.J.; Jang, B.S.; Kang, S.W. Welding deformation analysis based on improved equivalent strain method
to cover external constraint during cooling stage. Int. J. Naval Archit. Ocean Eng. 2015, 7, 805–816. [CrossRef]

18. Fu, G.; Lourenço, M.; Duan, M.; Estefen, S.F. Influence of the welding sequence on residual stress and
distortion of fillet welded structures. Mar. Struct. 2016, 46, 30–55. [CrossRef]

19. Zeng, Z.; Wang, L.J.; Zhang, H. Efficient estimation of thermo physical parameters for LF6 aluminum alloy.
Mater. Sci. Technol. 2008, 24, 309–314. [CrossRef]

20. Zeng, Z.; Wang, L.J.; Wang, Y.; Zhang, H. Numerical and experimental investigation on temperature
distribution of the discontinuous welding. Comput. Mater. Sci. 2009, 44, 1153–1162. [CrossRef]

21. Wang, R.; Zhang, J.; Serizawa, H.; Murakawa, H. Three-dimensional modelling of coupled flow dynamics,
heat transfer and residual stress generation in arc welding processes using the mesh-free SPH method.
Mater. Des. 2009, 30, 3474–3481. [CrossRef]

22. Kim, T.J.; Jang, B.S.; Kang, S.W. Welding deformation analysis based on improved equivalent strain method
considering the effect of temperature gradients. Int. J. Naval Archit. Ocean Eng. 2015, 7, 157–173. [CrossRef]

23. Wang, J.; Yuan, H.; Ma, N.; Murakawa, H. Recent research on welding distortion prediction in thin plate
fabrication by means of elastic FE computation. Mar. Struct. 2016, 47, 42–59. [CrossRef]

24. Jung, G.H.; Tsai, C.L. Plasticity-based distortion analysis for fillet welded thin-plate T-joints.
Weld. Res. Abroad 2004, 81, 177–187.

25. Bachorski, A.; Painter, M.J.; Smailes, A.J.; Wahab, M.A. Finite element prediction of distortion during gas
metal arc welding using the shrinkage volume approach. J. Mater. Process. Technol. 1999, 92–93, 405–409.
[CrossRef]

26. Von Mirbach, D.; Schluter, A. Influence of measurement point preparation by rough grinding on the residual
stress determination using hole drilling method. Mater. Test. 2016, 58, 585–587. [CrossRef]

27. Yang, Z.R.; Kang, H.; Lee, Y. Experimental study on variations in charpy impact energies of low carbon steel,
depending on welding and specimen cutting method. J. Mech. Sci. Technol. 2016, 30, 2019–2028. [CrossRef]

28. Matesa, B.; Kozuh, Z.; Dunder, M.; Samardzic, I. Determination of clad plates residual stresses by X-ray
diffraction method. Teh. Vjesn. Tech. Gaz. 2015, 22, 1533–1538.

29. AsleZaeem, M.; Nami, M.R.; Kadivar, M.H. Prediction of welding buckling distortion in a thin wall aluminum
T joint. Comput. Mater. Sci. 2007, 38, 588–594. [CrossRef]

© 2016 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

211



metals

Article

Effect of Welding Speed on Defect Features and
Mechanical Performance of Friction Stir Lap Welded
7B04 Aluminum Alloy

Huijie Zhang *, Min Wang, Xiao Zhang, Zhi Zhu, Tao Yu and Guangxin Yang

State Key Laboratory of Robotics, Shenyang Institute of Automation, Chinese Academy of Sciences,
Shenyang 110000, China; mwangsia@sina.com (M.W.); xiaozhang_sia@sina.com (X.Z.);
zhizhu_winner@sina.com (Z.Z.); btx6622@sina.com (T.Y.); yangguangxin1@sia.cn (G.Y.)
* Correspondence: zhanghuijie@sia.cn; Tel.: +86-24-2397-0722

Academic Editor: Nong Gao
Received: 9 March 2016; Accepted: 11 April 2016; Published: 15 April 2016

Abstract: Friction stir lap welding of 7B04 aluminum alloy was conducted in the present paper, and
the effect of welding speed on the defect features and mechanical performance of lap joints was
investigated. The results indicate that the hook defect at the advancing side (AS) can reduce the
effective thickness of the top sheet, and the sheet thinning level is gradually lowered by increasing
the welding speed. The cold lap defect at the retreating side (RS) can result in effective thickness
reduction in both top and bottom sheets, and the total height of the cold lap defect varies slightly with
the welding speed. The tensile properties of the lap joints are largely related to the sheet thinning
levels caused by the defects. The fracture strength of AS-loaded lap joints is progressively increased
with increasing welding speed, while that of RS-loaded lap joints evolves slightly with welding speed.
It is found that the affecting characteristic of loading configuration on the joint performance is also
dependent on the welding speed. At lower welding speeds, the AS-loaded lap joints show lower
fracture strength than the RS-loaded lap joints. When the welding speed is high, the AS-loaded lap
joints present superior tensile properties to RS-loaded lap joints.

Keywords: friction stir lap welding; aluminum alloy; welding speed; defect feature;
mechanical performance

1. Introduction

Friction stir welding (FSW) has been extensively utilized to weld various aluminum alloys since
its invention in 1991 [1–3]. The focuses of previous investigations on FSW were mainly placed on the
butt joint configuration. In fact, the lap joint configuration is also widely used in joining aluminum
alloy structures, particularly in automotive and aerospace industries. Thus, a number of studies have
also been conducted on friction stir lap welding (FSLW) of aluminum alloys [3].

In FSLW, two welding samples are overlapped by a certain width. A rotating tool is plunged
into the top sheet and traversed along the centerline of the overlap. After the tool removal, a lap
linear weld is then produced. Compared with friction stir seam welding, FSLW defects, resulting
from the movement of the initial faying surface during the tool stirring, are inevitably present on both
advancing and retreating sides of the lap joints [4]. On the advancing side (AS), the faying surface of
the lap joint generally remains outside the weld nugget and folds upwards along the nugget boundary,
which is known as the hook defect. On the retreating side (RS), the faying surface first lifts up and then
penetrates into the nugget, which is known as the cold lap defect. The hook and cold lap defects are
actually reflections of material flow patterns at the faying surface of the lap joint, and thus their profiles
are significantly influenced by the tool’s geometrical features and process parameters. For FSLW of
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aluminum alloys, developing specific shapes of tools and optimizing the process parameters would
contribute to the minimization of defect levels in lap joints [5–8].

The hook and cold lap defects act to reduce the effective thickness of the lap joints, which exerts
significant effect on their mechanical properties. The correlations between the hook defect at AS and joint
performance have been extensively investigated. In Yadava et al.’s research [6], the load-carrying ability of
lap joints was found to be linearly decreased with the increase of the height of the hook defect, indicating
that the height of the hook defect had remarkable influence on the joint properties. A similar phenomenon
was also observed in our previous study on FSLW of 7B04 aluminum alloy where the large height of the
hook defect would lead to the poor tensile properties of the joints [9]. Nevertheless, Yazdanian et al. [7]
suggested that for the FSLW of 3-mm-thick 6060-T5 aluminum alloy, the strength reduction due to the
hook defect only became significant when the height of the hook defect reached a critical value of ~0.9
mm. Furthermore, the author pointed out that the hook defect was not the only factor affecting the joint
properties. The local softening occurring in the heat affected zone could be another important factor
determining the fracture location and the final fracture strength. Until now, the effect of the hook defect
on properties of FSLW joints has been investigated in a large amount of papers, whereas only a few
investigations are related to the correlation between the cold lap defect and the performance of lap joints.

Because of the different characteristic profiles of the hook and cold lap defects, the FSLW joints
can be produced in two different loading configurations, which are AS loading and RS loading,
respectively [10–13]. In AS loading, the AS of a lap joint is loaded on the upper plate, while in RS
loading, the RS of a lap joint is loaded on the upper plate (see Figure 1). Several researchers have
pointed out that different loading configurations could lead to different mechanical properties of
lap joints for a given set of process parameters. In Cederqvist et al.’s research [4], the 2024-T3 and
7075-T6 aluminum alloys were friction stir lap welded, and the effect of loading configuration on joint
properties was investigated. The results indicated that the initial faying surface on AS did not exhibit
detectable uplift, and the AS-loaded lap joints showed higher strength than the RS-loaded lap joints.
Buffa et al. [11] carried out the FSLW of AA2198-T4 aluminum alloy at three different heat input levels.
It was found that the joints obtained in the AS loading configuration always showed definitively
larger tensile properties than the ones welded in the RS loading configuration. The author argued
that this was because the hook defects on AS did not negatively affect the transmitting load capability
of the welded joints, but a deeper explanation was lacking. On the other hand, the phenomenon
of higher fracture strength in RS loading compared with AS loading has been reported by other
researchers [12,13]. The smaller extent of sheet thinning and lower stress concentration on the RS were
considered to be the main reasons for the higher fracture strength of RS loading. Understanding the
effect of loading configuration on joint performance is of great significance because it can assist in
choosing the appropriate lap configuration for FSLW from the perspective of structure security design.
However, this problem is not quite clear and is currently still controversial.

Figure 1. Different loading configurations in friction stir lap welding (FSLW): (a) advancing side (AS)
loading; (b) retreating side (RS) loading [9].
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The above statements have shown that the hook and cold lap defects have negative effects
on mechanical properties of lap joints; therefore, the defect size should be minimized by process
optimization in order to improve the joint properties. Since the correlations between process parameters
and joint performances are relatively complex, illuminating the affecting characteristics of process
parameters on the defect features and mechanical performance of lap joints is of importance and
significance, and this would provide guidance for process optimization.

The 7B04 aluminum alloy has high specific strength and good corrosion resistance, and has been
widely utilized for lightweight structures in the aviation industry. In this study, a 7B04-T74 aluminum
alloy is friction stir lap welded, and the effect of welding speed on the defect features and mechanical
performance of the lap joints is investigated. The focuses are mainly placed on the evolutions of the
defect features, the load-carrying ability of the lap joints and the affecting characteristics of the loading
configuration on the joint properties with welding speed. The present study is expected to provide
guidance for the optimization of the FSLW process and the security design of the lap structure.

2. Materials and Methods

A 7B04-T74 aluminum alloy with a thickness of 2 mm was used for both the top and bottom
sheets of the lap joints, whose chemical compositions and mechanical properties are listed in
tab:metals-06-00087-t001. Both top and bottom sheets were 150 mm long and 100 mm wide. The
longitudinal direction of the plates was perpendicular to the plate rolling direction.

Table 1. Chemical compositions and mechanical properties of 7B04-T74 aluminum alloy.

Chemical Compositions (wt. %) Mechanical Properties

Al Zn Mg Cu Mn Fe Cr Tensile Strength Elongation

Bal. 5.75 2.51 1.68 0.26 0.20 0.15 486 MPa 11%

After being cleaned by acetone, two welding samples were overlapped by a width of 50 mm along
the longitudinal direction of the plates and tightly clamped on the work table by the welding fixture.
FSLW was performed along the centerline of the overlap using a FSW machine. In the present study,
FSLW experiments were conducted in both AS loading and RS loading configurations. The lap joints
produced from both loading configurations were named as the AS-loaded lap joint and RS-loaded lap
joint, respectively. The welding tool used for the experiments had a 12-mm-diameter shoulder and a
conical right-hand screwed pin. The tool pin had a diameter of 4.5 mm (at the shoulder) and a pin
length of 2.8 mm. Note that the pin length of the welding tool is the optimal result of our previous
work [9]. During the welding, an axial load of 4.6 kN and a tilting angle of 2.5˝ were applied to the
welding tool. The rotation speed was fixed at a constant value of 600 rpm and the welding speed
varied from 50 to 200 mm/min.

After welding, the joints were cross-sectioned perpendicular to the welding direction for
metallographic analysis and tensile testing. The cross-sections of the metallographic specimens were
polished using a diamond paste, etched with Keller’s reagent and observed by an optical microscopy
(KEYENCE VHX-100). The Vickers microhardness profiles were measured on the middle of the upper
sheets throughout the cross-sections with a load of 500 g and a dwell time of 10 s. Weld strengths of
the joints were evaluated by lap shear tests. Rectangular test specimens with the width of 15 mm were
cut from friction stir lap welds perpendicular to the welding direction. During the test, samples were
aligned by using 2-mm-thick 7B04-T74 aluminum spacers in the clamping grip in order to ensure that
an initial pure shear load was applied to the interfacial plane. Lap shear testing was conducted at a
rate of 1.0 mm/min. Three samples were tested for each combination of experimental parameters.
The fracture strength of a sample, defined by dividing the fracture load by the sample width (N/mm),
was utilized to determine the load-carrying ability of FSLW joints. This has been commonly used
to evaluate the mechanical properties of a friction stir lap welded joint in previous studies [5–8].
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After tensile test, the optical microscopy mentioned above was utilized to analyze the fracture features
of the joints.

3. Results

3.1. Defect Features of Lap Joints

Figure 2 shows the cross-sections of FSLW joints. Note that the RS is on the left while the AS is on
the right for each cross-section in the figure and throughout the whole paper, and zones A–E shown
in Figure 2a represent the locations where microstructure analyses were conducted at 50 mm/min.
Two types of welding defects are present in all the lap joints, i.e., the hook defect and cold lap defect,
as marked in Figure 2a. In essence, the profiles of defects result from the material flow patterns at the
faying surface during FSLW (see Figure 3). In FSLW, the material around the tool at the RS first exhibits
an upward flow trend under the shearing effect of the threaded tool pin (i.e., Flow I in Figure 3), and
then flows downward to fill the pin cavity at the rear of the tool (i.e., Flow II in Figure 3). Driven by
the rotation of the tool pin, the initial faying surface adjacent to the nugget zone at the AS is directed
upwards at an inclination angle towards the weld surface and then arrested at the nugget extremity
(see Flow III in Figure 3), inducing the formation of the hook defect.

Figure 2. Cross-sections of the lap joints obtained at different welding speeds: (a) 50 mm/min;
(b) 100 mm/min; (c) 150 mm/min; (d) 200 mm/min; A–E marked in (a) reflect the locations where
microstructure analyses were conducted.

Figure 3. Schematic view of material flow during FSLW; note that the border of nugget zone is
represented by the red dashed lines.

The formation mechanism of the defects in lap joints can be further illustrated from the
microstructure characteristics adjacent to the defects. Figure 4 gives the grain structures extracted from
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zones A–E in Figure 2a, which are corresponding to the base metal (BM), heat affected zone (HAZ),
thermo-mechanically affected zone (TMAZ) on the AS, TMAZ on the RS and the weld nugget zone
(WNZ) of the lap joint welded at 50 mm/min, respectively. The initial base material is characterized
by elongated grain structures, as seen in Figure 4a. The HAZ only experiences welding thermal cycles
during FSW and no deformation occurs in the faying surface at this zone, thus the HAZ exhibits similar
grain structures as the BM (see Figure 4a,b). The material around the tool is plastically deformed
during tool rotation and forms the TMAZ on both sides of the weld. The similar flow trends of the
extruded grains and the lap defects in TMAZ at each side are both reflections of the material flow
patterns by passage of welding tool (see Figure 4c,d). The WNZ undergoes intense plastic deformation
during welding and is featured by fine equiaxed grain structures due to dynamic recrystallization
(see Figure 4e).

Figure 4. Microstructures extracted from different zones of the FSLW joint welded at 50 mm/min:
(a) base metal (BM); (b) heat affected zone (HAZ); (c) thermo-mechanically affected zone (TMAZ) at
AS; (d) TMAZ at RS; (e) weld nugget zone (WNZ).

The formation of the defects mentioned above results in the sheet thinning of lap joints. The hook
defect only reduces the effective thickness of the top sheet; however, the cold lap defect can not only
lead to the effective thickness reduction in the top sheet, but it can also result in the thinning of the
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bottom sheet when the welding speed is above 150 mm/min (see Figure 2c,d). This is different from
that commonly observed in previous investigations, where only the top sheet thinning occurs due
to the cold lap defect [6,13–15]. In order to quantify the levels of sheet thinning caused by the both
defects, Figure 5 plots the height of the hook and cold lap defects, which was measured in the optical
microscope. The defect height in both the top and bottom sheets is considered in this paper, and the
total height of the hook defect or cold lap defect is defined as the sum of the maximum vertical distance
from the defect to the initial faying surface in the top and bottom sheets (i.e., ha for the hook defect and
hr1 + hr2 for the cold lap defect, as marked in Figure 3).

Figure 5. Height values of the hook and cold lap defects formed at different welding speeds; ha refers
to the height of the hook defect at AS, while hr1 and hr2 represent the heights of the cold lap defects in
the top and bottom sheets at RS, respectively.

When the welding speed is increased, the upward movements of the initial faying surface caused
by Flow I and Flow III are both limited due to the weakening of the pin shearing effect, leading to
the notable decrease of ha and hr1. On the other hand, an increase in welding speed can not only
increase the pin cavity volume at per tool rotation, but it can also weaken the tool pin shearing effect
at per unit length of weld. These two factors are both favorable for the downward flow of the pin
sheared material, and thus the downward motion of the cold lap defect profile caused by Flow II
is progressively improved with the welding speed. Above 150 mm/min, the cold lap defect even
extends into the bottom sheet of the lap joints (see Figure 2c,d). Since the height of the cold lap defect
is decreased in the top sheet and simultaneously increased in the bottom sheet when the welding
speed is increased, the total height of the cold lap defect (hr1 + hr2) does not vary so evidently with the
welding speed as that of the hook defect does (see Figure 5).

3.2. Mechancial Performance of Lap Joints

The lap shear test was conducted to evaluate the mechanical performance of FSLW joints. During
the test, two fracture modes are observed. For Mode I, fracture occurs in the hook defect on the AS,
and the final fracture path is nearly normal to the weld top surface (see Figures 6 and 7a). In Mode II,
however, the fracture just occurs in the cold lap defect (see Figures 6 and 7b). Apparently, the pre-crack
is more favorable for occurring at the hook and cold lap defects under tensile loading, and thus the
two fracture modes are actually introduced on the basis of fracture mechanics definitions.

In the AS loading configuration, when the welding speed is increased from lower values (50 and
100 mm/min) to higher values (150 and 200 mm/min), the fracture feature of the lap joints is changed
from Mode I to Mode II, and the fracture strength of AS-loaded lap joints is progressively increased
with the welding speed, as revealed in Figures 6 and 8. For the RS loading configuration, however, all
the joints are fractured in Mode II during the tensile test, and the fracture strength of the RS-loaded lap
joints varies slightly with the welding speed.
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Figure 6. Fracture features of the lap joints.

Figure 7. Enlarged views of the failed joint (100 mm/min): (a) AS loading; (b) RS loading [9].

Figure 8. Fracture strength of the lap joints obtained at different welding speeds.

During the tensile test, the tensile force whose direction is fixed is applied on the original faying
surface of the lap joints. In contrast, the hook and cold lap defects, where the crack is first generated
and the relative movement of both sheets takes place, exhibit curved features (see Figure 2). Apparently,
the tensile direction and the movement direction of the lap sheets do not take place at the same surface,
the additional bending moment then leads to the occurrence of local bending and the rotation of both
sheets, as shown in Figure 9. This phenomenon was also emphasized in previous studies, and has been
simulated in the research of Yazdanian [7], Babu [8] and Fersini [16] et al. The present result reveals
that the joints with larger rotating angles require more time to reach failure during lap shear tests, and
thus the rotating level of the lap sheets actually indicates the deformation ability of the lap joints, i.e.,
the difficult degree for failure to occur during the tensile test. Owing to this, the rotating angle and the
fracture strength exhibit similar evolving trends with the welding speed for both AS- and RS-loaded
lap joints (see Figures 8 and 9). As the welding speed is increased, the trend of a rapid increase in the
rotating angle is clear for the AS-loaded joints; in comparison, the rotating angle of the RS-loaded lap
joints shows a slight variation.
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Figure 9. Rotating angle of the lap sheets during the lap shear test.

The effect of loading configuration on joint performance also varies with the welding speed.
At lower welding speeds of 50 and 100 mm/min, the RS-loaded lap joints show superior fracture
strength to the AS-loaded lap joints. When the welding speed is high (150 and 200 mm/min), the
fracture strength of AS-loaded lap joints is larger than that of RS-loaded lap joints.

4. Discussion

4.1. Evolution of Tensile Properties with Welding Speed

The mechanical properties of FSLW joints can be influenced by several factors. The sheet thinning
level caused by the hook and cold lap defects has been demonstrated to play a prominent role in
determining the performance of lap joints [6–13]. Yuan et al. [13] reported that the crystallographic
texture was another factor that influenced the fracture load and fracture path of FSLW joints of AZ31
magnesium alloy. Meanwhile, as far as the heat-treatable aluminum alloy is concerned, the thermal
effect during FSW can cause local softening to occur in the joint, leading to the reduction in mechanical
properties of the weld relative to the BM [17,18]. The local softening phenomenon is also observed in
the present study, as seen in Figure 10. The 7B04 aluminum alloy possesses the hardness of 152–155 Hv,
while the weakest region of the weld only presents the hardness value of 130–135 Hv, much lower than
that of the BM. Yazdanian et al. [7] pointed out that the softening of the HAZ could be an important factor
in determining the tensile properties of lap joints of heat-treatable aluminum alloys, because some of the
FSLW joints were found to fail in the HAZ rather than along the hook or cold lap defect during the tensile
test. However, for the present study, it should be noted that all the lap joints are fractured in the hook and
cold lap defects under tensile loading. The fracture strength and the level of sheet thinning induced by the
defects exhibit similar evolving trends as the welding speed. Therefore, the tensile properties of FSLW
joints are believed to be largely related to the sheet thinning level, i.e., the height of the defects.

Figure 10. Hardness profile measured across the middle of the top sheet of a FSLW joint (100 mm/min).
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When the welding speeds are low (50 and 100 mm/min), the hook defects at the AS are
characterized by a large height and show a sharp curved feature (see Figure 2a,b). In this case,
the AS-loaded lap joints fail in the hook defects and present lower fracture strength with a lesser
extent of local bending and rotation (see Figures 6, 8 and 9). As the welding speed is increased, the
height of the hook defect is dramatically decreased (see Figure 5). The cold lap defect that causes
the larger extent of sheet thinning is then more favorable for a fracture to occur during AS loading,
and an increase of fracture strength with welding speed is observed (see Figure 8). For the case of RS
loading, the failure of all the joints progresses along the cold lap defect (see Figure 6). The level of
sheet thinning resulting from the cold lap defect varies slightly with the welding speed, and thus the
RS-loaded lap joints do not vary significantly in fracture strength and exhibit a nearly similar rotating
angle during lap shear tests as the welding speed is increased (see Figures 8 and 9).

4.2. Effect of Loading Configuration on Joint Properties

Previous investigations have reported that the FSLW joints showed different mechanical
performances between AS and RS loading configurations due to the different characteristics of hook and
cold lap defects. In the research of Cederqvist [4] and Buffa [11] et al., the AS-loaded lap joints showed
higher fracture strength than the RS-loaded lap joints. In contrast, Yang [12] and Yuan [13] claimed
that the joint properties obtained in RS loading were superior to those obtained in AS loading. In the
present study, both of the cases are observed, and the results indicate that the affecting characteristic of
loading configuration on joint performance is actually variable with the welding speed.

To illustrate the intrinsic reason for the affecting characteristics, Figure 11 plots the schematic
views of the tensile behavior of lap joints under different loading configurations. The hook and cold
lap defects are described by red and blue lines, respectively. The big gray arrow indicates the path of
load applied on the initial faying surface of the lap joints. The level of tensile stress is marked by the
dash line, which is progressively decreased from a maximum (σmax) at the loaded end to a minimum
(σmin) at the unloaded end in the top and bottom sheets.

Figure 11. Schematic views of tensile behavior of lap joints under different loading configurations.

When the welding speeds are low (50 and 100 mm/min), the hook defects with great height are
formed at the AS (see Figures 2 and 5). During AS loading, the sharp curved character of the hook
feature introduces a significant stress concentration at the tip of the hook. The lap joints are fractured
in the hook defects during the tensile test and exhibit poor tensile properties. In contrast, for the case
of RS loading, the maximum stress is achieved at the RS of the top sheet (see Figure 11). Therefore, the
cold lap defect is the favorable location for fracture during the lap shear test. The slightly upward then
downward movement of the cold lap defect can remarkably reduce the stress concentration and thus
retard the crack generation and propagation. Consequently, greater fracture strength in RS loading is
obtained in contrast to AS loading.
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When the welding speed is increased to large values (150 and 200 mm/min), the height of the
hook defect is dramatically decreased. Under such a condition, the cold lap defect is more favorable for
crack generation and propagation than the hook defect, and thus the AS- and RS-loaded lap joints both
fail along the cold lap defect. The stress applied to the cold lap defect in AS loading is smaller than
that in RS loading during the tensile test (see Figure 11), which makes the crack propagation along
the cold lap defect more difficult during AS loading. As a consequence, the AS loading configuration
leads to stronger joint properties than the RS loading configuration.

Above all, FSLW joints tend to be fractured at the location that experiences the largest extent of
sheet thinning or where the maximum tensile stress is located. From this point of view, two aspects
should be considered in order to obtain the high performances of lap joints. Firstly, a relatively high
welding speed should be applied in FSLW on the premise of avoiding welding defects such as grooves
and voids, since the high welding speed tends to lower the sheet thinning level on the AS of the lap
joint. Secondly, the loading side of the joint, AS or RS, should possess a larger effective thickness,
because in such a case the stress acting on the weakest location of joint is relatively low. By taking
these two measures, the FSLW joint needs to experience a large force of local bending and rotation for
crack generation, which improves the load-carrying ability of the lap joint and finally leads to superior
joint properties.

5. Conclusions

Based on the present investigation, the results of significance are drawn as follows:

(1) The increase of welding speed can remarkably limit the upward motion of the initial faying
surface, which lowers the level of top sheet thinning induced by the hook defect. The cold
lap defect can result in the reduction of effective thickness in both the top and bottom sheets.
The height of the cold lap defect is decreased in the top sheet but gradually increased in the
bottom sheet when the welding speed is increased, leading to a slight variation in the total height
of the cold lap defect with the welding speed.

(2) The tensile properties of FSLW joints are largely related to the level of sheet thinning caused by
the hook and cold lap defects. In the AS loading configuration, the fracture strength of AS-loaded
lap joints is significantly increased with increasing welding speed, while for the RS loading
configuration, the fracture strength of RS-loaded lap joints varies slightly with the welding speed.
Local bending and rotating occurred in the lap joints during the tensile test. The rotating angle of
the lap sheets and the fracture strength of the lap joints exhibit similar evolving trends with the
welding speed in both AS and RS loading configurations.

(3) The affecting characteristic of loading configuration on joint performance is dependent on the
welding speed. At lower welding speeds, the AS-loaded lap joints show lower fracture strength
than the RS-loaded lap joints. When the welding speed is high, the AS-loaded lap joints then
present larger tensile properties than RS-loaded lap joints. In order to obtain the high performance
of lap joints, a relatively high welding speed should be applied during FSLW. Meanwhile, the
loading side of the joint, AS or RS, should possess a larger effective thickness in the joint.
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Abstract: The conjoint influence of welding and artificial aging on mechanical properties were
investigated for extrusions of aluminum alloy 6063, 6061, and 6005A. Uniaxial tensile tests were
conducted on the aluminum alloys 6063-T4, 6061-T4, and 6005A-T1 in both the as-received (AR) and
as-welded (AW) conditions. Tensile tests were also conducted on the AR and AW alloys, subsequent
to artificial aging. The welding process used was gas metal arc (GMAW) with spray transfer using
120–220 A of current at 22 V. The artificial aging used was a precipitation heat treatment for 6 h at
182 ˝C (360 ˝F). Tensile tests revealed the welded aluminum alloys to have lower strength, both
for yield and ultimate tensile strength, when compared to the as-received un-welded counterpart.
The beneficial influence of post weld heat treatment (PWHT) on strength and ductility is presented
and discussed in terms of current design provisions for welded aluminum light pole structures.

Keywords: light poles; aluminum alloy; welding; gas metal arc welding; artificial aging; post weld
heat treatment; microstructure; tensile properties

1. Introduction and Background

Over the last four decades, i.e., since the early 1970s, structural aluminum alloys have been
used in a myriad of applications, primarily because they can offer an attractive combination of
strength, are light in weight, have a high strength-to-weight (σ/ρ) ratio, and, most importantly, are cost
efficient [1]. Many products are being increasingly fabricated from 6XXX-series aluminum alloys due
to their innate ability to be extruded into complex shapes, coupled with their receptiveness to welding
and their notable resistance to environment-induced degradation or corrosion [2]. Understanding
the weldability and resultant mechanical properties is important in an attempt to put these alloys to
efficient use. It is uncommon for an aluminum alloy to be welded with no influence on microstructure
and resultant mechanical properties, such as strength. However, precipitation heat treatment does offer
the promise of minimizing the negative effects of welding on the mechanical properties of the family
of 6XXX alloys. A product of considerable practical interest and significance is welded aluminum light
poles [3,4].

A widely-used method for joining the alloys of aluminum is welding. A few noteworthy examples
related to the commercial industry include the following: (i) fabrication of rail vehicles; (ii) marine
structures; (iii) pressure vessels; (iv) automotive components; and (v) structures in the civil construction
industry. A few noteworthy advantages of the welding process include the following: (a) high joint
efficiencies; (b) flexibility; (c) speed; and (d) a low fabrication cost [5]. Welding involves “localized”
melting of the base material; as a consequence of which, both the microstructure and resultant
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mechanical properties will be different from those of the base material [6]. To obtain improved
properties for the welded material, component, or structure, a heat treatment is both necessary and
essential [7].

Section 2.5 of the 2010 Aluminum Design Manual (ADM) provides mechanical property
information for welded and, subsequently, heat treated alloys that are chosen for use in aluminum
light poles [8]. Aluminum alloys 6005 and 6063 have been widely used for welded light poles. For
poles manufactured from aluminum alloy 6005, welded in the T1 temper, and having a thickness
less than or equal to 6.4 mm, the specifications allow the engineer to make effective use of 85% of
the strength of the base metal (6005-T5) in the un-welded condition, provided that the assembly is
artificially aged for 6 h at 182 ˝C (360 ˝F). Light poles fabricated from AA6063, welded in the T4 temper,
and having a thickness either equal to or less than 9.5 mm, the specifications allow for use of 85%
of strength of the base metal, i.e., AA6063-T6, provided the welded assembly is artificially aged for
6 h at 182 ˝C (360 ˝F). It is important to note that the 85% percent “rule” is permissible and allowed
when welding aluminum alloy 6005 and aluminum alloy 6063 using aluminum alloy 4043 as the filler
material. The basis for these provisions within the Aluminum Design Manual (ADM) was the result
of round robin tests carried out in the early 1960s and up to the late 1970s [9,10]. Most importantly,
results of these studies were never published in the open literature, and some test records have been
either misplaced or lost over the years. A careful review of the available test data from an earlier round
robin test program, using statistical techniques inscribed within the 2010 Aluminum Design Manual
(ADM), was considered to be both incomplete and inconclusive [9,10].

The focus of the current study was a determination of the mechanical properties of welded and
artificially aged aluminum alloys 6061, 6063 and 6005A having thicknesses commensurate with what
is currently being used in aluminum alloy light poles. Further, the study provided an opportunity to
carefully examine the extrinsic influence of welding on intrinsic microstructural effects in an attempt
to characterize the microstructure-mechanical property relationships. Much of the work examining
the relationships can be found elsewhere [11,12]. This paper focuses on the mechanical properties
of Post Weld Heat Treated (PWHT) aluminum alloys that are preferentially chosen for use in light
poles. In recent years, the influence of post-weld heat treatment subsequent to hybrid welding of
aluminum alloy 5754 was carefully studied and the test results and observations documented in the
open literature [13].

2. Specimen Preparation and Mechanical Testing

The parent materials chosen for use in this research study were the three aluminum alloys:
(i) AA6063-T4, (ii) AA6061-T4, and (iii) AA 6005A-T1. All the three aluminum alloys were obtained in
the as-extruded form. Blanks were then saw cut from the extruded sections. The tensile test specimens
were precision machined from the as-extruded sections, the test specimen measured 6.4 mm (1/4 in)
and 9.5 mm (3/8 in) in thickness, for both aluminum alloy 6063 and aluminum alloy 6061. Samples
prepared for aluminum alloy 6005A were taken from extruded sections that measured 3.2 mm (1/8 in)
in thickness. Different material thicknesses were selected based on their historical use in light pole
applications, as well as provisions documented in the Aluminum Design Manual (ADM) for the
purpose of enabling a scientific comparison of the tensile response.

The nominal compositions of the three alloys are given in Table 1 [14].

Table 1. Nominal composition (weight pct.) of the chosen 6XXX aluminum alloys [8].

Element Al Cr Cu Fe Mg Mn Si Ti Zn

6063 Balance 0.1 0.1 0.35 0.9 0.1 0.6 0.1 Max 0.1
6005A Balance 0.3 0.3 0.35 0.4 0.5 0.9 0.1 0.2
6061 Balance 0.04 0.15 0.7 1.2 0.15 0.8 0.15 Max 0.05
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The filler metal used for this study was AA4043, as is common in the fabrication of light poles and
for purpose of welding the 6XXX series alloys [15]. Fillet welds were used to form heat-affected zones
across samples in an attempt to examine the influence of “localized” heating on the base material.
The test samples, with short cover plates and a fillet weld, are shown in Figure 1. Gas metal arc
welding (GMAW) was successfully used to deposit the weld metal using the technique of spray
transfer, with the current varying from 120 to 220 A at a voltage of 22 V. The filler wire was 2.4 mm
(3/32 in) in diameter with the shielding gas was 100 percent argon. Gas metal arc welding was chosen
and used since it continues to be acceptable and preferentially chosen for use in a wide spectrum of
industrial-related applications.

Figure 1. Pictorial view of test sample with fillet welded lap joint.

After the welds were placed, a Bridgeport vertical axis milling machine was used to remove the
fillet and cover plate, leaving only the parent metal strip containing the heat affected zone (HAZ).
Upon removal of the fillet welds and cover plates, each metal strip was transformed into a tensile
specimen using a computer numerical control (CNC) machine (Model: HAAS) (Figure 2). A number
of un-welded strips were also machined to provide tensile samples. A sizeable number of both the
welded and parent metal tensile samples were chosen for the purpose of subsequent heat treatment.

Figure 2. A finished tensile test specimen containing a fillet weld subsequent to machining on a
Computer Numerical Control (CNC) machine.
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The heat treatment process followed procedures outlined in ASTM B918-01 [16]. Essentially, a
precipitation type heat treatment was used, and this is referred to as post-weld heat treatment (PWHT).
For the three chosen aluminum alloys (6005A, 6061 and 6063), the specifics of the treatment involved
an initial soak at a temperature of 182 ˝C (360 ˝F) for six hours, followed by cooling in ambient air
(27 ˝C). In this research study, both the welded (PWHT) and unwelded (PHT) tensile samples were
subject to artificial aging at 182 ˝C (360 ˝F) for six hours. The resultant tempers were expected to be
near the T6 condition for aluminum alloy 6063 and aluminum alloy 6061. Test specimens fabricated
from aluminum alloy 6005A were expected to be close to a T5 temper following artificial aging.
The guaranteed minimum strengths for extrusions of AA6005A-T5, AA6061-T6 and AA 6063-T6 were
262 MPa, 262 MPa and 207 MPa, respectively. The three aluminum alloys chosen for this research study
had strengths that exceeded the guaranteed minimum yield strength and ultimate tensile strength that
is recommended for use in conventional structural design.

A few tensile samples consisting of welded and parent metal AA6005A were re-solution heat
treated and subsequently aged. The re-solution heat treatment followed guidelines given in Volume 4
of the ASM Handbook “Heat Treating” [17]. The re-solution treatment process consisted of an initial
soaking of the test specimens at 529 ˝C (985 ˝F) for a full 60 min. This was followed by a rapid quench in
a solution mixture of 60%/40% water/glycol. This treatment was expected to place both the coarse and
intermediate-size constituent particles back in solution. If left unattended, the 6XXX-series alloys used
in this research study would be expected to naturally age with time at an ambient temperature (27 ˝C).
Following re-solution heat treatment, a selected number of specimens were subjected to artificial
aging. The primary purpose of testing the re-solution heat treated and aged AA6005A samples was to
compare the tensile properties with the 6005A counterpart.

Tensile samples of aluminum alloys 6061, 6063 and 6005A were tested in uniaxial tension in each
of the following conditions:

1. As-Received (AR-6063, AR-6061 and AR-6005A).
2. As-Received and artificially aged (AR+PHT-6063, AR+PHT-6061, AR+PHT-6005A).
3. As-Welded (AW-6063, AW-6061, AW-6005A).
4. Welded and subsequently heat treated (PWHT-6061, PWHT-6063, PWHT-6005A).
5. As-Received and As-Welded subjected to re-solution heat treatment and aging (SHT+PHT-6005A).

Individual test specimens were placed in a universal test machine (Model: Warner-Swasey) and
deformed in uniaxial tension up until failure by separation. An extensometer was fixed along the gage
section of each sample to obtain a record of the axial strain during loading. Data from each test were
recorded on a PC-based data acquisition system and subsequently used to develop the stress versus
strain response. The engineering stress versus engineering strain curves were compared to provide an
understanding of the response of the chosen test specimens when subjected to uniaxial deformation.
Both yield strength and ultimate tensile strength values were obtained for each test sample, and the
lower bounds statistically determined. The lower bound strengths were compared with the minimum
guaranteed design values for the chosen aluminum alloy.

3. Results and Discussion

3.1. Microstructure

Light optical micrographs were taken over a range of low magnifications, revealed the
initial microstructure of AA6061 in the (a) as-received (AR); (b) as-welded (AW); (c) as-received
plus precipitation heat treated (AR+PHT); and (d) post weld heat treated (PWHT) conditions.
The as-received alloy revealed a random distribution of both coarse and intermediate size intermetallic
particles (Figure 3a,b). These intermetallic particles result from the presence and availability of
residual elements, such as iron and silicon [18,19]. As documented elsewhere, these particles were
identified to be Al12Fe3Si, Al15(FeMn)3Si and Al5FeSi [18–20]. The iron-rich intermetallic particles
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range in size from 1 to 10 microns and are potential sites for the early initiation of microscopic
damage during plastic deformation. The manganese-rich particles in the chosen aluminum alloys
help in controlling both grain size and grain growth during solidification. Micrographs of the alloy
in the as-welded (AW) condition revealed fine recrystallized grains in the region of the weld bead
(Figure 4a). By comparison, the weld bead in the post weld heat treated condition is shown in Figure 4b.
A noticeable difference in microstructure between the weld bead and base metal is evident along the
interface between the two regions (Figure 5a,b). The microstructure of aluminum alloy 6061, in the
as-received plus precipitation heat treated condition revealed a significant volume fraction of both
coarse and intermediate size second-phase particles in the base metal (Figure 6a). These particles
were randomly dispersed throughout the microstructure. The as-welded and post weld heat treated
samples revealed very well defined grains that could be classified as being: (i) small in size and of
varying shape (Figure 6b), and (ii) distributed randomly through the microstructure of the base metal.
The microstructure at the interface of the base metal and weld bead is shown in Figure 12. Fine
microscopic cracks are evident and can be attributed to melting of the low melting point constituents
both at and along the grain boundaries.

Figure 3. Light optical micrographs of aluminum alloy 6061-T4 showing microstructure the following:
(a) Coarse and intermediate second phase particles in the base metal of the as-received or as-provided
metal; (b) distribution of intermetallic particles in the heat-treated sample.
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Figure 4. Optical micrograph of the weld pool showing fine grains of varying size and shape. (a) Grain
size and morphology in the weld pool in the as-welded condition; (b) weld pool in the post weld
heat-treated condition.

Figure 5. Cont.
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Figure 5. Optical micrographs showing the following: (a) Microstructure at the weld-base metal
interface of the as-welded Aluminum alloy 6061-T4; (b) microstructure of the weld-base metal interface
in the post weld heat treated aluminum alloy 6061.

Figure 6. Optical micrographs of AA6061 showing the following: (a) Distribution of intermetallic
particles in the base metal adjacent to the weld bead; and (b) microstructure of the weld pool of the
heat-treated alloy.
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3.2. Typical Stress-Strain Response

In Figures 7–11 the typical stress versus strain behaviors for the aluminum alloys and test
conditions employed used this study are shown. Each plot shows the stress versus strain variation
for either the as-received (AR) and as-received and aged (AR+PHT) or the as-welded (AW) and the
Post Weld Heat Treated (PWHT) counterpart. Figure 11, shows the stress versus strain response for the
re-solution heat treated and aged 6005A (SHT+PHT or SHT+PWHT).

Figure 7. Stress versus strain response of 6.4 mm (1/4 in) thick AA6063 in the as-received (AR),
as-received plus precipitation heat treated (AR+PHT), as-welded (AW) and post weld heat treated
(PWHT) conditions.

In general, artificial aging increased the strength of aluminum alloy 6063 for both the as-received
(AR) and as-welded (AW) conditions. The observed increase in strength was far more pronounced for
the aluminum alloy material that was 6.4 mm (1/4 in) thick. This is not unexpected, primarily because
a thicker material necessitates the need for additional heat input during welding.

As in the case of AA6063, all tensile specimens of AA6061 responded positively to heat treatment,
showing an observable gain in strength. The increase in strength was evident even for the 9.5 mm
(3/32 in) thick specimens that were initially welded and subsequently aged. However, the ultimate
tensile strength obtained for the thicker specimen (t = 9.5 mm) was found to be lower than the test
specimens that measured 6.4 mm (1/4 in) in thickness.
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Figure 8. Stress versus Strain response of 9.5 mm (3/8 in) thick AA6063 in the as received (AR),
as-received plus precipitation heat treated (AR+PHT), as-welded (AW) and post weld heat treated
(PWHT) conditions.

Figure 9. Stress versus strain response of 6.4 mm (1/4 in) thick extrusion of AA6061 in the as-received
(AR), as-received plus precipitation heat treated (AR+PHT), as-welded (AW), and post weld heat
treated conditions.
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Figure 10. Stress-strain response of 9.5 mm (3/8 in) thick extrusion of AA6061 in the as-received (AR),
as-received plus precipitation heat treated (AR+PHT), as-welded (AW) and post weld heat treated
(PWHT) conditions.

Figure 11. Stress versus strain response of 3.2 mm (1/8 in) AA6005A in the as-received (AR), as-received
plus precipitation heat treated (AR+PHT), solution heat trearted plus precipitation heat treated
(SHT+PHT), as-welded (AW), post weld heat treared (PWHT) and solution heat treated plus post weld
heat treated (SHT+PWHT) conditions.
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Both as-received (AR) and as-welded (AW) specimens of AA6005A, having a thickness of 3.2 mm
(1/8 in), responded favorably to heat treatment, with a significant increase in both yield strength and
tensile strength. Test specimens of aluminum alloy 6005A, in both the as-received (AR) and as-welded
(AW) conditions, that were solution heat treated and subsequently aged showed the largest gain in
strength when deformed in uniaxial tension.

3.3. Analysis of the Results

Welding did have an influence on both microstructure and mechanical properties of the chosen
6XXX series aluminum alloys. A similar influence of welding, i.e., hybrid welding, was observed to
have a noticeable influence on weld quality, microstructure and mechanical properties of aluminum
alloy 5754 [13] and an experimental Al–Mg alloy [21]. The influence of welding differs depending
on the following: (a) the alloy chosen; (b) the welding process used; (c) the parameters employed;
and (d) overall quality of the weld. The type of joint and thickness of the starting material does have
an influence on heat input, microstructure and resultant strength. Not surprisingly, this study of 6063,
6061 and 6005A aluminum alloys revealed that selective artificial aging or heat treatment increased
the mechanical strength of the alloys. The observed increase in strength for the PWHT samples
can be attributed to the existence of diffusion-assisted mechanisms that favor an initial increase in
Guinier Preston (GP) zones coupled with a hinderance caused to the movement of dislocations as
a consequence of the formation and presence of matrix strengthening precipitates. The precipitates
in the PWHT alloy are finer and more uniformily distributed in the aluminum alloy metal matrix.
This favors an increase in dislocation density, which contributes to the observed improvement in both
yield strength and tensile strength.

When subjected to “localized” heat input as a direct consequence of welding, the chosen aluminum
alloys experienced a decrease in strength when compared to strength of the as-received condition.
The decrease in strength can be essentially attributed to changes in intrinsic microstructural features of
the starting material as a consequence of the heat input during welding. A majority of the as-welded
(AW) samples broke in an area adjacent to the weld; normally on the side of the weld to which more
heat was applied. The heat-affected zone (HAZ) was observed to have lower strength when compared
to the base metal.

A statistical analysis, using the guidelines established in the 2010 edition of the Aluminum
Design Manual, coupled with the published guaranteed minimum strengths for AA6061, AA6063
and AA6005A, was used to determine reasonable design minimum strength for the samples that were
subject to post weld heat treatment. The minimum tensile strength and yield strength for the PWHT
tensile samples was established using the following equation:

σmin “ σavg ´ kSσ (1)

where

σmin = calculated minimum stress for the PWHT specimens
σavg = average tensile or yield strength for a given alloy in the PWHT condition
k = statistical coefficient based on the number of tests, n
Sσ = standard deviation of the test results for the particular alloy

Results of the analysis of the strength of the PWHT specimens are summarized in Table 2. Detailed
in Table 2 are: (a) the alloys studied; (b) thicknesses; (c) average yield strength and average ultimate
tensile strength; (d) the number of tests in the data set; (e) the standard deviation; (f) the calculated
minimum yield strength and ultimate tensile strength; (g) the ratio of the calculated minimum yield
strength to the guaranteed minimum yield strength for the base alloy; as well as (h) ratio of the
calculated minimum ultimate strength to the guaranteed minimum strength for the base alloy. Ratio of
the calculated minimum yield strength to guaranteed minimum yield strength varied from 0.5 to a
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high of 0.99. Ratio of the calculated minimum ultimate strength to guaranteed strength varied from
0.66 to a high of 0.98. The lower values (0.5 and 0.68) correspond to 6061 having a thickness of 9.5 mm
(3/8 in) that was post weld heat treated and tested. In order to obtain test specimens of aluminum
alloy 6061 that were 9.5 mm (3/8 in) thick, blanks were removed from an extrusion that had a initial
thickness of 12.7 mm (1/2 in), and subsequently milled to the required thickness of 9.5 mm (3/8 in).
While this may have had some influence on the test results, Table 2 shows that for both AA6063 and
AA6061, the data for the 9.5 mm (3/8 in) thick specimens had noticerably larger standard deviations
for both yield strength and ultimate tensile strength when compared to the specimens that measured
6.4 mm (1/4 in) in thickness. This is attributed to the increased heat input used during the welding
of the thicker materials. Presented and discussed in detail elsewhere [18], an examination of the
microstructure of the area immediately around the fillet revealed a few instances of visible secondary
melting (Figure 12).

Figure 12. Optical micrograph showing region experiencing secondary melting in the weld-base metal
fusion line in aluminum alloy 6061.

For the remaining alloys and thicknesses chosen, the provisions within the 2010 Aluminum
Design Manual allowing the use of 85%. of the parent metal strength for PWHT light poles are
confirmed. In addition, using 85%. of the base metal strength for extruded aluminum alloy AA6061,
for thicknesses up to 6.4 mm (1/4 in) and welded in the T4 temper using AA4043 as filler followed
by post weld heat treatment (PWHT), also conforms with the 85% rule. In summary the alloys and
thicknesses include the following:

1. 6063-T4, PWHT up to 9.5 mm (3/8 in) thick and welded using AA4043.
2. 6005A-T1, PWHT up to 6.4 mm (1/4 in)thick and welded using AA4043.
3. 6061-T4, PWHT up to 6.4 mm (1/4 in) thick, and welded using AA4043.
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4. Conclusions

This study examined the influence of post weld heat treatment (PWHT) on strength of three
aluminum alloys that are commonly chosen for use in welded light poles. Findings of the study are as
follows:

1. Heat treating (aging) the as-received (AR) material increased both the yield strength and ultimate
tensile strength of all the alloys.

2. Post weld heat treating increased both the yield strength and ultimate tensile strength of the three
alloys studied.

3. Re-solution heat treating the as-received material increased the yield strength and tensile strength
of aluminum alloy 6005A.

4. Re-solution heat treating subsequent to welding, followed by post weld heat treatment was
observed to increase the tensile strength and yield strength of aluminum alloy 6005A.

5. With the exception of aluminum alloy 6061 having a thickness of 9.5 mm (3/8 in), design
provisions permitting use of 85% of the parent metal strengths (in T6 temper) for post weld heat
treated (PWHT) light poles are confirmed. The alloys and thicknesses include: (i) 6063-T4 PWHT
up to 9.5 mm thick; (ii) 6005A-T1 PWHT up to 6.4 mm thick; and (iii) 6061-T4 PWHT up to
6.4 mm thick.
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Abstract: Normal temperature tensile and fatigue tests were adopted to test the mechanical
performance and fatigue life of 2524 aluminum alloy under the three states of T3, artificial aging,
and creep aging, and scanning electron microscope and transmission electron microscope were
also used to observe the fatigue fracture morphology and aging precipitation features of the alloy
under the above three states. Results showed that the alloy treated by creep aging can obtain higher
fatigue life, but that treated by artificial aging is lower than T3; T3 alloy is mainly dominated by GPB
region. Meanwhile, the crystal boundary displays continuously distributed fine precipitated phases;
after artificial aging and creep aging treatment, a large amount of needle-shaped S′ phases precipitate
inside the alloy, while there are wide precipitated phases at the crystal boundary. Wide precipitation
free zones appear at the crystal boundary of artificial-aging samples, but precipitation free zones at
the alloy crystal boundary of creep aging become narrower and even disappear. It can be seen that
creep aging can change the precipitation features of the alloy and improve its fatigue life.

Keywords: 2524 aluminum alloy; creep aging; fatigue fracture behavior; aging precipitation

1. Introduction

Creep aging forming, as a processing method that utilizes the creep deformation of metal and
the aging features enhancement of aluminum alloy, has been mainly applied to manufacturing plane
wallboard and other whole-piece wallboard members [1,2]. Compared with conventional plastic
forming, creep aging enjoys high forming accuracy and repeatibility, hence reducing the risk of
materials cracking in processing and residual stress of components [3,4]. Therefore, scholars have
conducted in-depth research on the resilience prediction and performance of creep aging forming.
Zhan et al. [5] built a constitutive model that could simulate the change rules of the strain changes
of creep aging, precipitated phase changes, dislocation strengthening, solution strengthening, aging
strengthening, and material property in the process of forming by combining uni-directional tensile
tests. Hargarter et al. [6] studied the influence of a precipitated phase position under stress upon the
yield strength of Al-Cu-Mg-Ag and Al-Cu alloys, discovering that the yield strength of materials of
stress aging was lower than that of non-stress under the same heat treatment condition. Li et al. [7]
studied the influence of different aging forming parameters (aging time, temperature) upon the
organizational property of 2124 aluminum alloy and pointed out that the presence of stress accelerated
the precipitation and transition of the strengthening phases of 2124 aluminum alloy. Chen et al. [8]
explored the creep aging behaviors of 7050 aluminum alloy under a solution hardening state and
pre-treatment state and discovered that, after pre-deformation, creep aging deformation of the material
became larger. Higher temperature and stress led to greater creep aging deformation.
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However, the service environment of modern aviation equipment has been expanding rapidly.
Thus, apart from the requirements for material strength and toughness, sound service performance
is also demanded, especially fatigue life. Therefore, there has been much research on the fatigue
performance of aviation materials. Zabett et al. [9] studied the influence of micro organization upon
production and expansion behaviors of the cracks of 2024-T351 in three directions and found out
that cracks mainly appeared at a secondary phase fracture of Al7Cu2Fe and crack production would
reduce fatigue life of the alloy. Carte et al. [10] explored the fatigue crack expansion performance of
7475 aluminum alloy and concluded that, with the increase of crystal particle size, the fatigue crack
expansion speed dropped. Bray et al. [11] studied the influence of aging treatment upon the fatigue
crack expansion speed of 2024 aluminum alloy and discovered that high-density solution clusters at
the beginning of aging improved alloy fatigue performance.

To date, there has been much research on creep aging forming and aviation materials performance
test, but few have involved materials performance after creep aging, especially service performance.
2524-T3 aluminum alloy, as a new type of highly strong Al-Cu-Mg aluminum alloy developed
after 2024 and 2124 aluminum alloys [12], has been applied to Boeing 777 and Airbus A380 [13].
Therefore, this paper regards 2524 aluminum alloy as a research object and compares its micro
structure, mechanical property, and fatigue performance after artificial aging and creep aging, so as to
provide an experimental foundation for a creep aging forming technique of 2524 aluminum alloy.

2. Materials and Methods

The material used in this experiment was provided by Southwest Aluminum (Group) Co., Ltd.,
(Chongqing, China), namely 2.5-mm 2524-T3 aluminum alloy, whose chemical components (wt. %)
include 4.26Cu-1.36Mg-0.57Mn-0.037Fe-0.024Zn-0.01Ti-0.002Cr-0.089Si-(bal.)Al. The heat treatment
state of T3 refers to cold processing after solution treatment followed by natural aging to a basically
stable state. First, hardness samples were taken for artificial aging under 180 ◦C and a hardness test
under a Huayin microscopic hardness meter (Huayin Testing Instrument Co., Ltd., Yantai, China),
so as to obtain an aging hardening curve; by analyzing the curve, it was obtained that the time
for reaching peak aging was 12 h. Then, conventional artificial aging treatment and creep aging
treatment were conducted on a plate, for which a RWS50 electron creep slackness tester (Changchun
Research Institute for Machanical Science Co., Ltd., Changchun, China) was adopted for creep
aging (CA: 180 ◦C × 180 MPa × 12 h), while airing dryer machine was used for artificial aging
(AA: 180 ◦C × 12 h).

A room temperature tensile performance test and fatigue life test were conducted on the alloys
at the three states, namely, the 2524-T3 state, after artificial aging, and after creep aging. Both of the
tests were conducted on the MTS810 tester machine (MTS Systems Corporation, Eden Prairie, MN,
USA). There were three horizontal tests of mechanical performance, with a tensile speed of 2 mm/min.
Sine wave loading was adopted for the fatigue life test samples, with a frequency of 10 Hz and stress
ratio of 0.1 (30/300 MPa). For each state, five horizontal samples were taken.

Fatigue sample fracture was captured to be observed under a TESCAN scanning electron
microscope (Tescan company, Brno, Czech), so as to study the production and expansion of cracks.
Micro organizations were observed under TecnaiG220 transmission electron microscope (United States
FEI limited liability company, Hillsboro, OR, USA). Samples were thinned to 0.08 mm first and then
thinned again on a TenuPol-5 electrolyzation double spraying thinner machine (Struers, Copenhagen,
Denmark). The electrolyzation solution was a mixed liquid of 30% nitric acid and 70% carbinol, with the
double spraying temperature being −35 ◦C to −25 ◦C, and the voltage being 15 V.
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3. Results and Discussion

3.1. Mechanical Properties

Table 1 lists the normal temperature tensile performance data of 2524 aluminum alloy under the
three treatment states of T3, AA, and CA, and Figure 1 presents the fatigue life data of alloy under the
three states.

Table 1. Static tensile properties of examined alloy.

Sample Tensile Strength/MPa Yield Strength/MPa Elongation/%

T3 477.65 339.72 18.53
AA 490.22 439.39 8.25
CA 503.17 462.17 8.56

T3 Artificial aging Creep aging
0

20000

40000

60000

80000

100000

Fa
tig

ue
 li

fe
/c

yc
le

s

Treatment method

57313

37510

90971

Figure 1. Fatigue lives of samples.

From Table 1, it can be seen that the strength of the alloys treated by artificial aging and creep
aging enjoys a significant improvement over that of the alloy of the T3 state, with the tensile strength
increasing by 5.5% and the yield strength increasing by 36%. Moreover, the strength of the alloy treated
by creep aging is higher than that of the alloy treated by artificial aging, while the elongation of the
alloys treated by artificial aging and creep aging is lower than that of the alloy of the T3 state.

From Figure 1, it can be seen that there are obvious differences among the three sample groups
in terms of fatigue life. Fatigue life of the samples after creep aging treatment improves to the cycle
number of 90971, almost 2 times more than the T3 alloy; and the fatigue life of the samples after
artificial aging treatment decreased by the cycle number of about 20,000 when compared with T3 alloy.

3.2. Fatigue Fracture Analysis

Figure 2 presents the overall morphology of the fatigue fractures of the aluminum alloy at different
states. It can be seen that all their macro fractures are similar, which can be divided into three areas,
namely, fatigue source area, fatigue crack expansion area, and instant fracture area. Fatigue crack
source area is located at the corner in a semi-circle; the following is a fatigue crack expansion area in
the pattern of beach waves, where different interval arches and radial lines with the source area as the
center can be observed; the morphology of the instant fracture area is similar to the regular tensile
crack. Through comparing Figure 2a–c, it can be seen that the fatigue source area and the fatigue
crack expansion area of the CA samples are the largest, followed by those of the T3 state. Those of the
AA samples are the smallest. Given that the process of fatigue is a process of crack production and
expansion, it can be concluded that the fatigue life of the CA samples is the best, followed by the T3
state and the AA samples successively, which is consistent with the test results of fatigue life.
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(a) (b)

(c)

Figure 2. The overall morphology of the fatigue fractures: (a) T3; (b) AA; (c) CA.

Figure 3 presents the SEM images after enlarging fatigue source area of three kinds of samples.
It can be seen that the three kinds of samples are very similar, revealing cleavage-like feather-shaped
morphology. Meanwhile, in some places, there are pits left by falling of rough second-phase particles
where cracks concentrate.

(a) (b)

(c)

Figure 3. Fatigue source area: (a) T3; (b) AA; (c) CA.
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Figure 4 presents the SEM images after enlarging the fatigue crack expansion area of three kinds
of samples. It can be seen that they all display obvious fatigue striation, which are micro traces left by
crack expansion. Each belt can be regarded as an expansion trace of one instance of stress circle [14].
By comparing the distance among three sets of fatigue striation, it can be seen that, within the distance
of 2 μm, there are about 11 fatigue striation on the T3 samples, 8 on the AA samples, and 15 on
the CA samples. Besides, micro cracks can also be found on the fatigue striation of the AA samples,
which shows that CA samples enjoy higher fatigue life followed by T3 samples, and AA samples have
the lowest fatigue life.

(a) (b)

(c)

Figure 4. Fatigue crack expansion area: (a) T3; (b) AA; (c) CA.

Figure 5 presents the SEM images after enlarging the instant fracture area of the three kinds of
samples. The three kinds of samples are similar, all showing morphology similar to the fracture at the
normal-temperature static tensile test, and most of the parts on the fracture surface are dimples.
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(a) (b)

(c)

Figure 5. Instant fracture area: (a) T3; (b) AA; (c) CA.

3.3. Microstructure

Figure 6 presents the TEM micro structure of the 2524 aluminum alloy under the three states of T3,
artificial aging, and creep aging. It can be discovered that there is no precipitated phase in the 2524-T3
aluminum alloy, showing that the enhanced phase mainly concentrates on the GPB area. Meanwhile,
there are many baton-shaped T phases in the alloy crystal, results of the incomplete dissolution of
solid solution [15]. There are needle-shaped S phases and S precipitated phases in the CA and AA
samples, and these precipitations are not large, which can pin the dislocations. Therefore, the strength
of the AA and CA samples is higher than that of the T3 samples. By comparing CA and AA samples,
it can be seen that the precipitated phases in the CA samples slightly outnumber those in the AA
samples, mainly because the CA samples are treated by creep aging, in which the presence of stress
triggers partial plastic deformation in the substrate of the alloy, hence increasing the dislocation density,
offering more space for second-phase core and facilitating the precipitation of a transgranular second
phase. Figure 6 presents the TEM images of the crystal boundary of the samples in the three states.
Phases precipitated at the crystal boundary of the T3 samples are continuously distributed, where even
some T phases occur. However, there are already changes to precipitated phases at the boundary of the
AA and CA samples, because the precipitated phase precipitation, combination, and aggregation at
the crystal boundary of samples lead to the discontinuous distribution of the precipitated phases at the
crystal boundary. Meanwhile, there is also a precipitation-free zone at a width of about 60 nm at the
crystal boundary of the CA samples, but this cannot be found in the AA samples. The reason lies in the
fact that, without stress, there is a huge difference in energy between the crystal boundary and inside
the crystal boundary. After the introduction of stress, the energy difference drops, which leads to even
precipitation momentum inside the boundary and at the crystal boundary; hence, no precipitation-free
zone at the crystal boundary of the CA samples is narrow or even absent.
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(a) (b)

(c) (d)

(e) (f)

PFZ

Figure 6. Aging precipitation characteristics of samples: (a,b) T3; (c,d) AA; (e,f) CA.

3.4. Discussion

The fatigue process of an alloy is the process of crack production and expansion, so fatigue life
is the sum of the fatigue cycle number of crack production, crack expansion, and instant fracture.
In this research, all the initial states of the alloys are T3, so the major difference among them lies in the
aging stage after solid solution. Due to a low aging temperature, no great impact will be exerted upon
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crystal particle structure or the rough second phase of the alloy, so the major influence of alloy fatigue
performance lies in the aging precipitation features under different states.

For the Al-Cu-Mg alloy, its desolvation phase in the aging process is mainly θ phase and S phase,
which turn out to be a competitive precipitation process. From the Al-Cu-Mg ternary phase diagram
and relevant literature [16], when the mass fraction ratio between Cu and Mg reaches 1.5–4, S phase
will be the main enhanced phase of the alloy. The Cu/Mg ratio of the 2524 aluminum alloy is about 3.13,
so the precipitation sequence at 180 ◦C is GPB–S′ ′–S′–S [17].

The influence of aging precipitation features upon alloy fatigue performance is mainly displayed
in three aspects. Firstly, the presence of inside crystal precipitated phase can increase the strength
of the alloy and enhance its anti-plastic deformation ability, so as to reduce its deformation damage.
Secondly, the precipitated phase is semi-coherent or non-coherent with the base body, which leads
to the dislocation in the fatigue process when going through the precipitated phase, leaving behind
dislocation rings and thus increasing the resistance of reverse slipping of dislocation when loading
decreases and disabling dislocation to slip repeatedly within the crystal. Meanwhile, the presence of
precipitation-free zone (PFZ) decreases the strength of the crystal boundary, enabling the dislocation
to slip at the boundary and increasing the stress concentration upon it. Therefore, the alloy is more
likely to crack along the crystal boundary.

The GPB in the crystal of the T3 alloy is coherent with aluminum substrate, and it only has
a common effect upon the enhancement of the base body, so its ability of anti-plastic deformation
is not remarkable. However, in fatigue deformation, slipping dislocation can cut these GPB areas,
causing minor fatigue damages. Meanwhile, there are no rough precipitated phases or PFZ at the
crystal boundary of the T3 alloy, so the strength between the crystal boundary and inside the crystal
is the same, without causing dislocation to slip at the boundary. There are many S′ phases inside
crystal of the AA samples that fixed the dislocation, increasing its strength and the anti-plastic
deformation ability. However, these precipitated phases are semi-coherent or non-coherent with the
base body, the dislocation in the fatigue process going through the precipitated phase and leaving
behind dislocation rings, so the deformation damage is big. There is about 60-nm PFZ at the crystal
boundary of the AA samples and the precipitated phases are rough, decreasing the combination degree
between the crystal particles and ultimately inviting fatigue crack. The transgranular precipitated
phases of CA samples outnumber those of the AA samples, so the mechanical performance of CA
samples is higher than that of the AA samples; and the anti-plastic deformation ability of the CA
samples is increased as well. Meanwhile, due to the narrowness or absence of PFZ at the crystal
boundary for the existence of stress, its morphology of the CA samples is similar to T3 samples, and the
strength between the crystal boundary and inside the crystal is the same, so dislocation will not slip at
the boundary.

Based on the above, the CA samples enjoy the highest fatigue life followed by the T3 state, and the
AA samples are the lowest.

4. Conclusions

(1) Mechanical performance of samples after artificial aging and creep aging has enjoyed significant
improvement over that of the T3 alloy. Fatigue life of the alloy through creep aging has also
enjoyed improvement over that of the T3 alloy, and the fatigue life of samples after artificial aging
treatment drops.

(2) The fatigue fracture morphology of samples in three states is divided into the fatigue source area,
the fatigue crack expansion area, and the instant fracture area. Among them, the morphological
difference of the fatigue crack expansion area is the largest, fatigue striation of the creep aging
alloy is relatively narrow, and there are micro cracks appearing at the fatigue striation of the
artificial aging alloy.
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(3) All samples treated by artificial aging and creep aging precipitate S′ phases, about 60-nm PFZ
appears at the crystal boundary of the samples treated by artificial aging, and the PFZ of the
samples treated by creep aging is narrow or even absent.

(4) Transgranular phase precipitation can improve the anti-plastic deformation ability of materials,
hence raising the fatigue life of alloy. The presence of rough second phases and PFZ at the crystal
boundary is likely to make the alloy crack at the boundary, lowering its fatigue life.
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Abstract: Tensile and fatigue testing results of D357 and B201 aluminum alloy aerospace castings
reported in the literature have been reanalyzed. Yield strength–elongation bivariate data have been
used as a measure of the structural quality of castings, and converted into quality index. These results
as well as fatigue data have been analyzed by using Weibull statistics. A distinct relationship has
been observed between expected fatigue life and quality index. Moreover, probability of survival in
fatigue life was found to be directly linked to the proportions of the quality index distributions in
two different regions, providing further evidence about the strong relationship between elongation,
i.e., structural quality and fatigue performance.

Keywords: structural quality; metal fatigue; weakest link; elongation

1. Introduction

There are a number of tests used by engineers to determine the mechanical properties of structural
parts used in aerospace and automotive applications. Among those tests, the most widely used
one is the tensile test which is required in many industrial standards and specifications, such as
MIL-A-21180D [1]. Although the root cause in 90% of all in-service failures in metallic components is
fatigue [2,3], to the authors’ knowledge, there is no requirement or specification for fatigue performance
in any industrial or military specification.

In castings, the probability of premature failure under stress increases with increasing number
density and size of structural defects such as pores and inclusions. Hence, the degradation in
mechanical properties including tensile strength [4,5], elongation (eF) [6–9], fracture toughness as
well as fatigue life (Nf) [10] is directly related to the structural quality of castings.

To quantify structural quality by using tensile data, a new quality index, QT, has been introduced
by one of the authors and his coworkers [11–13].

QT “ eF
eFpmaxq

“ eF
β0 ´ β1σY

(1)

where, eF(max) is the maximum elongation, alternatively referred to as the “ductility potential”
of the alloy representing the defect-free condition, σY is the yield strength, β0 and β1 are alloy
dependent constants which were determined from the maximum ductility values over a wide range
of yield strength, by analyzing hundreds of data from the aerospace and premium casting literature.
Tiryakioǧlu and Campbell [13,14] divided the QT space into three distinct regions and provided
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recommendations for quality improvement for each region. When tensile data are in Region 1
(0 ď QT < 0.25), the premature failure is primarily due to “old” oxides which was the surface of
re-melted castings, foundry returns and/or ingot. In this region, tensile specimens do not neck and
fatigue failure starts from defects on or close to the specimen surface. Region 2 (0.25 ď QT < 0.70)
represents castings that are free from major “old” oxides but there is still a considerable density of
“young” oxides, entrained into the casting during melt transfers and/or filling of the mold. Tensile
specimens may show some necking and there will be occasional fatigue failures initiating from internal
defects with facets around them [15]. In Region 3 (0.70 ď QT ď 1.0), tensile specimens are expected
to neck and deform significantly beyond ultimate tensile strength [16]. Moreover, fatigue fracture is
predominantly due to internal defects, exhibiting facets on fracture surfaces.

Recently, the tensile elongation requirement for castings in industrial and military specifications
was interpreted as a de facto fatigue life specification [17]. Furthermore, it was shown that there is
a distinct relationship between the QT and Nf distributions in A206-T7 castings. A similar approach is
followed in this study and data from aerospace literature are reanalyzed for a potential relationship
between the quality index and fatigue life in aerospace castings.

2. Materials and Methods

2.1. Experiments by Ozelton et al.

Four datasets reported by Ozelton et al. [18] who investigated the durability and damage tolerance
for D357-T6 and B201-T7 cast aluminum alloys were reanalyzed in this study. For both alloys, two
solidification rates based on the pour temperature and the chill material were used. The experimental
details for “slow” and “fast” cooled specimens are given in Table 1.

Table 1. Experimental design used by Ozelton et al. for D357 and B201 aerospace castings.

D357-T6 B201-T7

Solidification Rate Slow Fast Slow Fast
Pouring T (˝C) 782 748 787 732
Chill Material Iron Copper Iron Copper

2.2. Statistical Analysis

Because mechanical properties that involve fracture can be directly linked to casting defects, the
Weibull distribution [19–21] based on the “weakest link” theory [22], has been used to characterize
these properties. For the Weibull distribution, the cumulative probability function is expressed as:

P “ 1 ´ exp
„

´
ˆ
σ ´ σT
σ0

˙mj
(2)

where, P is the probability of failure at a given stress (or fatigue life) at or lower, σT is the threshold
value below which no failure is expected, σ0 is the scale parameter and m is the shape parameter,
alternatively known as the Weibull modulus. Note that when σT = 0, Equation (2) reduces to the
2-parameter Weibull distribution. The mean of the Weibull distribution is found by:

σ “ σT ` σ0Γ
ˆ

1 ` 1
m

˙
(3)

where, Γ represents the gamma function. The probability density function, f, for the Weibull distribution
is expressed as;

f “ m
σ0

ˆ
σ ´ σT
σ0

˙m´1
exp

„
´

ˆ
σ ´ σT
σ0

˙mj
(4)
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Tensile data were transformed to QT by using the β0 and β1 of 36 and 0.064 MPa´1 for D357 [12]
and 34.5 and 0.047 MPa´1 for B201 [23], respectively. Weibull distributions with both two and three
parameters have been fitted to the tensile and fatigue life data.

3. Results

Ozelton et al. performed tensile and fatigue tests in accordance with the ASTM B557 and ASTM
E466, respectively. The geometry of the fatigue specimen was carefully selected to mimic aircraft
components with holes where fatigue cracks are usually initiated due to stress concentrations. In total,
170 fatigue life and 165 tensile test results obtained by Ozelton et al. have been re-evaluated in the
present investigation. It is significant that there were no fatigue run-outs in the datasets.

The dot-plot for elongation data for D357-T6 and B201-T7 castings is presented in Figure 1. Note in
Figure 1a that the highest data for “fast” solidification is higher than in “slow” solidification, although
minimum data in both datasets are similar. Hence the scatter is higher in “fast” solidification D357
castings. In Figure 1b, the elongation data for “fast” B201-T7 castings are only slightly higher than in
“slow” castings. Moreover, there is an apparent gap in both datasets, as indicated in Figure 1b.
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Figure 1. Dot-plot for elongation data of “slow” and “fast” specimens for (a) D357-T6 and (b) B201-T7
aluminum alloy castings.

The fatigue life data for the two aluminum alloy castings are presented in Figure 2. For D357,
minimum data are almost identical for “slow” and “fast” castings, Figure 2a. However longest fatigue
life is significantly higher for “fast” castings. As in elongation, Figure 1b, fatigue life data in B201
aluminum alloy castings have a significant gap, as shown in Figure 2b. The gaps in datasets are an
indication that data have been collected from two distinct distributions. Hence, there is evidence that
there is a mixture of at least two distributions in elongation and fatigue life data for B201-T7 aluminum
alloy castings.
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Figure 2. Dot-plot for fatigue life of “slow” and “fast” specimens for (a) D357-T6 and (b) B201-T7
aluminum alloy castings.
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Weibull distributions were fitted to QT and Nf data by using the maximum likelihood method.
The Weibull probability plots for QT and Nf for D357-T6 aluminum alloy castings are presented in
Figure 3. Estimated Weibull parameters for each dataset are given in Table 2. Fits indicated by the
two curves in Figure 3 are in close agreement with the data. The goodness-of-fit of the estimated
parameters was tested by using the Anderson-Darling statistic [24]. In all cases, the hypothesis that the
data come from the fitted Weibull distributions could not be rejected. Note in Figure 3a that the QT data
for fast cooled castings fall on almost a straight line, which indicates that the threshold is close to zero
(0.010), Table 2. The data for slow-cooled castings indicate a curve relationship which is indicative of
a positive threshold. Moreover, both fatigue life distributions have almost the same threshold. Because
lowest fatigue life in a distribution is determined by the largest defects possible in specimens [25], the
size of the largest defects is almost the same in “fast” and “slow” datasets, regardless of how fast the
metal solidified.

Figure 3. Weibull probability plots of (a) QT and (b) Nf in D357-T6 aluminum alloy castings.

Note that for B201, fatigue life and quality index data was found to have Weibull mixtures,
as indicated in Table 2. In such cases, the cumulative probability is expressed as [26];

P “ pPL ` p1 ´ pqPU (5)

where, p is the fraction of the lower Weibull distribution in the mixture and subscripts L and U refer to
the lower and upper Weibull distributions, respectively. The probability density function for a Weibull
mixture is given as:

f “ pfL ` p1 ´ pqfU (6)

The Weibull probability plots for QT and Nf for B201-T7 aluminum alloy castings are provided in
Figure 4. Note that for both QT and Nf, there are inflection points in the probability plots which are
indicative of Weibull mixtures [25–27].
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4. Discussion

Both QT and Nf data for B201 aluminum alloy castings showed Weibull mixtures is noteworthy.
Analysis of fracture surfaces in A206-T7 aluminum alloy castings showed [10,17,28] that the lower
distribution for elongation was attributed to the “old”, coarse oxide bifilms that were generated during
previous melt processing or were on the skin of the ingots. For fatigue life, the lower distribution is
due to the fatigue crack initiation at surface defects. The two lower distributions are linked because
the probability that a defect will be on the surface of the fatigue specimen increases with its size and
number density [17]. Hence, premature fracture in fatigue has to be accompanied by low elongation,
or alternatively, QT. As expected, increased solidification rate has a positive effect on both QT and Nf.
It is also noteworthy that the improvement is most significant in the lower distributions. Moreover,
the lower distributions remain significantly separated from the upper distributions, showing that
chilling is a much less effective way to improve properties than eliminating structural defects, mainly
bifilms and pores. It has been only recently understood [29,30] that the degradation of and variability
in the mechanical properties of castings are related to these very defects that are incorporated into
the bulk of the liquid by an entrainment process, in which the surface oxide folds over itself. In most
steel castings, the oxide has a significantly lower density than the metal, and therefore floats to the
surface quickly, leaving the metal relatively free of defects. In aluminum alloys, the folded oxide has
practically neutral buoyancy, so that defects tend to remain in suspension. The layer of air in the folded
oxide can: (i) grow into a pore as a result of the negative pressure due to contraction of the solidifying
metal and/or rejection of gases, originally dissolved in liquid metal, upon solidification; or (ii) remain
as an un-bonded surface, like a crack, in the solidified alloy, which usually serves as heterogeneous
nucleation sites for intermetallics.

Table 2. Estimated Weibull parameters.

Alloy Solidification Rate Distribution Tag
Weibull parameters

p σT σ0 m

D357-T6
Slow

QT 0.077 0.239 1.52
Nf 37,291 57,340 1.43

Fast
QT 0.010 0.433 2.27
Nf 38,688 120,966 0.74

B201-T7

Slow
QT

Lower
0.250

0 0.066 1.13
Upper 0.179 0.234 1.34

Nf
Lower

0.114
26,351 16,963 1.62

Upper 67,720 90,284 0.82

Fast
QT

Lower
0.188

0 0.200 4.79
Upper 0 0.623 6.26

Nf
Lower

0.281
51,372 18,730 0.95

Upper 113,610 58,081 0.57

Prior studies [5,31–35] have shown that there are multiple types of defects in castings, including
bifilms and pores associated with bifilms. From a process viewpoint, it is not surprising to find Weibull
plots for tensile data that reveal at least two populations of defects [25]:

1. the original rather fine scattering of defects remaining in suspension in the original poured liquid
from the crucible or ladle (prior damage). These “old” bifilms have a typical minimum thickness
of approximately 10 μm and show only coarse wrinkles.

2. the large new bifilms (new damage) that would have been produced during the melt transfer
and/or pouring and filling if the filling system was not designed properly. These “young” oxides
have a minimum thickness of tens of nanometers or less and show fine wrinkles on fracture
surfaces of castings.

The probability density functions (Equations (4) and (6)) for QT and corresponding Nf distributions
are presented in Figure 5. The different shapes of Nf distributions are a product of the use of the
3-parameter version of the Weibull distribution and the value of the shape parameter; when m ď 1, the
shape of the 3-parameter Weibull distribution resembles that of an exponential decay curve.
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Figure 4. Weibull probability plots for (a) QT and (b) Nf in B201-T7 aluminum alloy castings.

Figure 5. Probability density functions for QT and corresponding probability density functions for Nf

for (a) D357 and (b) B201 aluminum alloy castings.

The expected (mean) values for all six distributions were calculated by using Equation (3) and
the estimated Weibull parameters in Table 2. As stated above, the lower distributions in QT and Nf
in B201 were associated with each other. The relationship between expected QT and Nf values is
presented in Figure 6. Similar to what was reported for A206-T7 aluminum alloy castings [17], a linear
relationship was observed between expected QT and the logarithm of expected fatigue life. The best fit
line indicated with dashed lines in Figure 6 has the following equation:

logpN f q “ 4.57 ` 1.46QT (7)

Note that the best fit equation estimates approximately 106 cycles when the specimen could
reach the maximum quality (defect free condition). Therefore, fatigue life of aerospace castings can be
extended by at least six times if structural defects are eliminated.

The proportions of the QT distributions in all three regions as well as the probability of survival
after 105 cycles were calculated by using estimated Weibull parameters in Table 2. The results are
presented in Table 3. The proportion of Region 1 (QT ď 0.25) versus probability of Nf > 105 is plotted in
Figure 7a. Clearly, probability of survival after 105 cycles decreases significantly with the proportion of
castings in Region 1. A similarly strong relationship between the probability of survival after 105 cycles
versus the proportion of castings in Region 3 (QT > 0.70) is presented in Figure 7b. As the casting
quality is improved, probability of survival also increases, as can be expected. Hence there is strong
evidence in Figure 7, as well as in Figure 6, that elongation (quality index) and fatigue performance
are related; (i) there is a strong correlation between mean values, and (ii) the probability of survival is
directly linked to the proportion of the elongation distribution in Region 1 and Region 3. Therefore,
the statement that the elongation requirement in industrial specifications is a de facto fatigue life
specification is justified. Research is underway to expand this understanding and develop predictive
models for aerospace castings.
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Table 3. Fraction of distributions for QT in each region and probability of survival at 105 cycles.

Distribution Tag P (QT ď 0.25) P (0.25 ď QT < 0.70) P (QT ě 0.70) P (Nf ě 105)

D357
Slow 0.458 0.529 0.014 0.321
Fast 0.230 0.713 0.056 0.546

B201
Slow

L 0.989 0.011 0.000 0.000
U 0.183 0.763 0.054 0.650

Fast
L 0.946 0.054 0.000 0.084
U 0.003 0.871 0.126 1.000

Figure 6. Relationship between the means of QT and Nf distributions.

Figure 7. The change in the probability of survival after 105 cycles versus the estimated fraction of the
QT distribution in (a) Region 1 and (b) Region 3.
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5. Conclusions

‚ The quality index, QT, can be used to characterize the structural integrity of D357 and B201
aluminum alloy castings.

‚ Probability plots for both QT and Nf distributions for B201 showed strong indications of
Weibull mixtures.

‚ There is a strong relationship between the mean QT and Nf values as calculated from estimated
Weibull parameters.

‚ There is a strong negative correlation between the proportion of QT in Region 1 and probability of
survival for 105 cycles. Similarly, a strong positive correlation exists between the proportion of QT
in Region 3 and probability of survival for 105 cycles, providing further evidence for the strong
link between elongation and fatigue performance.

‚ The statement that the elongation requirement in industrial specifications is a de facto fatigue life
specification is justified.
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Nomenclature

β0, β1 alloy dependent constants
f Weibull probability density function
Γ gamma function
m shape parameter
σ mean value of the Weibull distribution
Nf fatigue life
σ0 scale parameter
p fraction of the lower distribution
σT threshold value below which no failure is expected
P probability of failure
σY yield strength (MPa)
PL probability from lower distribution
eF elongation
PU probability from upper distribution
eF(max) maximum elongation, ductility potential
QT quality index
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16. Alexopoulos, N.D.; Tiryakioğlu, M. On the uniform elongation of cast Al–7%Si–0.6%Mg (A357) alloys.

Mater. Sci. Eng. A 2009, 507, 236–240. [CrossRef]
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Abstract: The viscoelastic response of pure Al and 7075 (AlZnMg) and 2024 (AlCuMg) alloys,
obtained with a dynamic-mechanical analyzer (DMA), is studied. The purpose is to identify
relationships between the viscoelasticity and fatigue response of these materials, of great interest
for structural applications, in view of their mutual dependence on intrinsic microstructural effects
associated with internal friction. The objective is to investigate the influence of dynamic loading
frequency and temperature on fatigue, based on their effect on the viscoelastic behavior. This research
suggests that the decrease of yield and fatigue behavior reported for Al alloys as temperature
increases may be associated with the increase of internal friction. Furthermore, materials subjected
to dynamic loading below a given threshold frequency exhibit a static-like response, such that
creep mechanisms dominate and fatigue effects are negligible. In this work, an alternative
procedure to the time-consuming fatigue tests is proposed to estimate this threshold frequency,
based on the frequency dependence of the initial decrease of the storage modulus with temperature,
obtained from the relatively short DMA tests. This allows for a fast estimation of the threshold
frequency. The frequencies obtained for pure Al and 2024 and 7075 alloys are 0.001–0.005, 0.006 and
0.075–0.350 Hz, respectively.

Keywords: aluminum alloys; AlZnMg; AlCuMg; viscoelasticity; dynamic-mechanical analysis;
internal friction; loading frequency; fatigue

1. Introduction

Fatigue is a form of failure that may occur in structures subjected to dynamic loading, even at
stress levels significantly lower than the ultimate tensile strength under static loading [1]. Failure results
from a gradual process of damage accumulation and local strength reduction, which is manifested by
crack initiation and propagation, after relatively long periods of dynamic loading. It is particularly
dangerous in structural applications, because of its brittle, catastrophic nature and because it occurs
suddenly and without warning, since very little plastic deformation is observed in the material prior to
failure [1,2]. The fatigue fracture behavior of materials is dominated by the microstructure [3]. When a
material is subjected to dynamic loading, energy is dissipated due to internal friction phenomena.
Most of this energy manifests as heat and causes temperature increases in the material, a process
termed hysteresis heating. It has been suggested that all metals, when subjected to hysteresis heating,
are prone to fatigue [4].

In previous investigations, the viscoelastic response (including the internal friction behavior) of
Al alloys (AA) 7075 and 2024 was measured with a dynamic-mechanical analyzer (DMA) [5,6]. In this
work, experimental results on the viscoelastic response of pure Al are presented, first. Second, these
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results for pure Al and the aforementioned alloys are analyzed with the purpose of identifying
relationships between the viscoelastic response and the fatigue behavior of these materials, in view of
their mutual dependence on intrinsic microstructural effects associated with internal friction [7].
Particularly, the objective is to investigate the influence of the dynamic loading frequency and
temperature on fatigue, based on the effect of these variables on the viscoelastic behavior. The results
seem to support the work by Amiri and Khonsari [4], as per the correlation between the fatigue life
and the initial hysteresis heating during dynamic loading. Namely, it is likely that the decrease of yield
and fatigue response observed in some metals as temperature increases is associated with the increase
of internal friction with temperature. Moreover, following previous investigations by other researchers,
suggesting the existence of a threshold frequency marking the transition from a static-like response
of the material to the advent of fatigue effects, in this work, an alternative procedure is proposed
to estimate this threshold frequency based on experimental data obtained with the relatively short
DMA tests. These findings are of remarkable importance, especially for the alloys, in view of their
widespread use in structural applications under dynamic loading. Particularly, AA 7075 and 2024 are
key representatives of the AlZnMg and AlCuMg alloy families (or 7xxx and 2xxx series, respectively),
belonging to the group of age-hardenable alloys. These alloys feature excellent mechanical properties
and are highly suitable for a number of industrial applications, especially in the aerospace sector and
transport industry [8].

1.1. Influence of the Loading Frequency on the Fatigue Response of Metals

Fatigue may be sensitive, for instance, to the strength, the manufacturing conditions and the
surface treatment of the material, but also to the loading frequency and loading environment, the
displacement rates and the stress amplitude [1,9–11]. In this work, we address the effects of the
dynamic loading frequency and temperature, in conjunction with the microstructure.

Much research has been devoted to ascertain whether accelerated laboratory tests (i.e., with
loading frequencies higher than those in service conditions) affect the fatigue response and how, but
this is yet a controversial issue. This is particularly true for the study of high cycle fatigue (HCF) and
very high cycle fatigue (VHCF) behavior by means of very high frequency tests. Tests in VHCF and
very low crack growth rates are time consuming with conventional fatigue testing techniques, like
rotating bending, with a maximum frequency of 100 Hz. Hence, accelerated laboratory tests are very
interesting because a significant reduction of testing time is possible using high speed servo-hydraulic
machines [12], which may work at frequencies of 600 Hz, or especially using ultrasonic equipment,
which may reach frequencies of 20 kHz [13].

Zhu et al. [14] state that environmental effects need to be considered, and Mayer et al. [15] explain
that this is so because the time-dependent interaction with the environment may cause an extrinsic
frequency influence on fatigue properties, on top of the intrinsic strain rate effects. Furuya et al. [12]
state that frequency generally affects high frequency fatigue tests because: (1) fatigue limits and lives
decrease due to the temperature increase caused by plastic deformation [16]; (2) dislocations may not
match the applied frequency because dislocation movement is slow compared to sonic velocity [17];
and (3) provided that embrittlement by hydrogen diffusion had an effect [18], fatigue lives would
depend on both the number of loading cycles and time. However, Mayer [19] reported also that
the HCF behavior of metallic alloys is relatively insensitive to the test frequency, provided that the
ultrasonic testing procedure is appropriate (e.g., adequate cooling) and that fatigue-creep interaction
and the time-dependent interaction with the environment are negligible. The reasons suggested are,
on the one hand, that cyclic plastic straining is limited near the fatigue limit or the threshold of fatigue
crack growth (FCG), and thus, plastic strain rates are low, even at high frequencies; and on the other
hand, the fact that shear stress has little sensitivity to strain rate [20]. Mayer et al. [15] also commented
that the influence of frequency becomes significantly smaller if the dynamic stress amplitude is lower,
maybe because cyclic loading is almost perfectly elastic.
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For body-centered cubic (bcc) metals and metallic alloys, the HCF behavior is reported to be
more sensitive to frequency than for face-centered cubic (fcc) metals [13]. However, Furuya et al. [12]
observed that the fatigue behavior of high strength steels is independent of frequency. The argued cause
was their extremely high strength and, thus, reduced plasticity and dislocation mobility. The hysteresis
energy is low in low plasticity materials, and thus, the frequency effects on fatigue associated with
the temperature increase are minimized. Likewise, Yan et al. [21] observed very little variation of the
fatigue strength of high strength steel when testing at a conventional frequency (52.5 Hz) and at an
ultrasonic frequency (20 kHz).

For an Al alloy similar to AA 7075 tested in the HCF regime at room temperature (RT), samples
tested at 100 Hz were reported to fail earlier than those tested at 20 kHz. However, the effect of
frequency on fatigue behavior was not statistically significant [15]. On the contrary, for E319 cast Al
alloy at 293, 423 and 523 K, fatigue life at 20 kHz was 5–10-times longer than that at 75 Hz [14], but
this author states that fatigue crack initiation is not influenced either by temperature or frequency.
Rather, the observed difference in fatigue life is attributed to environmental effects on FCG rate. The fact
that the moisture of ambient air deteriorates the fatigue life of high strength Al alloys by increasing
the FCG rate has also been suggested by other authors [15,22]. Namely, Menan and Henaff [23]
suggest for AA 2024-T351 that fatigue and corrosion may interact, such that FCG rates are enhanced.
These synergistic effects are more notorious at low frequencies, for a given number of cycles at RT.
Finally, Benson and Hancock [24] observed strain rate effects on cyclic plastic deformation of AA
7075-T6, provided that cyclic stresses were close to the yield stress.

As per low frequency loading, on the one hand, Nikbin and Radon [25] proposed a method
to predict the frequency region of interaction between creep and FCG using static data (obtained
at 423 K for Al alloy RR58) and RT high frequency fatigue data and assuming a linear cumulative
damage law. The results showed that the interaction region is 0.1–1 Hz for the Al alloy (see Figure 4
in [25]). In the intermediate (steady state) stage of cracking for static and low frequency tests, crack
growth is sensitive to frequency, and the fracture mode is time dependent inter-granular in nature,
suggesting that creep dominates. Conversely, for high frequency tests, crack growth is insensitive to
frequency, and the fracture mode is trans-granular, suggesting that pure fatigue mechanisms dominate.
The results indicated also little interaction between these processes.

On the other hand, Henaff et al. [26] analyzed creep crack growth (CCG) rates, FCG rates and
creep-fatigue crack growth (CFCG) rates of AA 2650-T6 at 293, 403 and 448 K, for frequencies of 0.05
and 20 Hz. The objective was to enable the prediction of crack growth resistance of that alloy under very
low frequency loading at elevated temperatures. It was concluded that, in the studied frequency range,
frequency has only a slight effect on FCG rates at 448 K. In particular, under low frequency loading, a
high increase was observed in the fracture surface fraction of the inter-granular type, similar to that
corresponding to CCG. This shows that creep damage might occur during loading at low frequency,
in accordance with the findings in [25]. Henaff et al. [26] reported also that, for a given temperature,
CFCG is unaffected by frequency above a critical value of the loading frequency (see Figure 12b
in [26]). Below, CFCG is inversely proportional to excitation frequency, i.e., a time-dependent crack
growth processes take place. This researcher suggested the existence of a creep-fatigue-environment
interaction, as CFCG is affected by the environment at low frequency loading, and proposed an
alternative method to predict CFCG rates at very low frequencies, using a superposition model and
results obtained at higher frequencies.

1.2. Influence of Temperature on the Fatigue Response of Al Alloys

For E319 cast Al alloy tested at 293, 423 and 523 K, Zhu et al. [14] observed that the fatigue
strength decreases with temperature and that the temperature dependence of the fatigue resistance at
108 cycles follows the temperature dependence of the yield and tensile strength for this alloy closely.
Furthermore, by integration of a universal version of a modified superposition model, the effects of
temperature, frequency and the environment on the S-N curve of this alloy can be predicted, and it
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is possible also to extrapolate ultrasonic data to conventional fatigue behavior [14]. Henaff et al. [26]
concluded that the temperature has almost no influence on FCG rates for AA 2650-T6, after conducting
tests at 293, 403 and 448 K and frequencies of 0.05 and 20 Hz. Amiri and Khonsari [4] state that the
initial slope of the temperature rise due to hysteresis heating observed at the beginning of fatigue tests
is a characteristic of metals. Capitalizing on this, they developed an empirical model that predicts
fatigue life based on that slope, thus preserving testing time. Indeed, the correlation of the temperature
evolution with fatigue has been used successfully in many ways, aside from for predicting fatigue
life, as in the previous example. Namely, it has been used for providing information on FCG [27] and
the endurance limit of materials [28] or for quantification of the cumulative damage in fatigue [16].
Furthermore, the heat dissipated during ultrasonic cycling can be used to calculate the cyclic plastic
strain amplitude [15].

1.3. Influence of the Microstructure on the Fatigue Response of Al Alloys

There is abundant research in the literature on the effect of the microstructure on the
fatigue response of materials. For example, it is proposed that the mechanisms responsible for
the fatigue fracture behavior are associated with the competing and synergistic influences of
intrinsic microstructural effects and interactions between dislocations and the microstructure [3].
Indeed, researchers claim that the prediction of fatigue life should be possible based on the knowledge
of the microstructure prior to the beginning of service, without the need for expensive, time-consuming
fatigue experiments [29]. This would enable optimization of the material properties by controlling the
microstructure. Accordingly, a model based on dislocation stress was proposed to predict S-N curves
using microstructure/material-sensitive parameters instead of constitutive equation parameters [29].
The model is successful for low cycle fatigue life prediction.

2. Materials and Methods

The tested specimens were machine cut from a sheet of as-received pure Al (99.5 wt. % purity
according to the supplier, Alu-Stock, S.A., Vitoria-Gasteiz, Spain) in the H24 temper. The H24 temper
consists of cold-working (i.e., strain hardening) beyond the desired hardness, followed by a softening
treatment consisting of annealing up to halfway of the peak hardness. The specimens were rectangular
plates 60 mm long, 8–12 mm wide and 2 mm thick. Half of these plates were annealed at 750 K for
30 min and immediately quenched in water to RT, to remove the strain hardening. A TA Instruments
Q800 DMA (TA Instruments, New Castle, DE, USA) was used to measure the viscoelastic response
of the samples in N2 atmosphere. Namely, the DMA measured the storage modulus E’ (i.e., the
elastic-real-component of the dynamic tensile modulus, accounting for the deformation energy stored
by the material), the loss modulus E” (i.e., the viscous-imaginary component of the dynamic tensile
modulus, accounting for the energy dissipation due to internal friction during relaxation processes)
and the loss tangent (also termed mechanical damping or tanδ) [7]. The 3-point bending clamp was
used, and the DMA was set to sequentially apply dynamic loading with frequencies ranging from
1–100 Hz, at temperatures from RT to 723 K in step increments of 5 K. More details on the procedure,
as well as the viscoelastic data of AA 7075-T6 and 2024-T3 used in this work, can be found in [5,6].

3. Results and Discussion

3.1. Storage Modulus

Figure 1a shows E’ for pure Al in the H24 temper, from RT to 648 K, while Figure 1b shows E’
for pure Al, from RT to 723 K, in both cases as obtained from DMA tests at frequencies ranging from
1–100 Hz. The behavior of E’ for pure Al is similar in some aspects to that observed for AA 7075-T6 and
2024-T3 [5,6] and AA 6082 [30] (an Excel file including the values of E’, E” and loss tangent measured
for pure Al in the H24 temper, pure Al, AA 7075-T6 and AA 2024-T3 is provided as Supplementary
Material). For example, E’ also decreases initially. The slope at low temperatures (below the beginning
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of the dissolution of Guinier-Preston (GP) and Guinier-Preston-Bagariastkij (GPB) zones, for the
alloys) is what is most interesting in this study, as explained in Section 3.5. Furthermore, a significant
decrease in E’ is observed, with the beginning of this drop shifted to higher temperatures (from
around 423–523 K) as the loading frequency increases. Thus, at a given temperature, the alloys show a
stiffer response (i.e., E’ is larger) at higher frequencies, as expected. Furthermore, E’ depends more
significantly on frequency at high temperatures (above 423 K). The fact that the viscoelastic behavior
becomes more prominent with temperature has already been observed in amorphous alloys [31], aside
from AA 7075-T6 and 2024-T3 [5,6] and AA 6082 [30].

 
(a) 

 
(b) 

Figure 1. Storage modulus E’ vs. temperature T from dynamic-mechanical analyzer tests at frequencies
ranging from 1–100 Hz: (a) for pure Al in the H24 temper, from room temperature (RT) to 648 K; (b) for
pure Al, from RT to 723 K.

3.2. Loss Modulus

Figure 2a shows E” for pure Al in the H24 temper, from RT to 648 K, while Figure 2b shows E”
for pure Al, from RT to 723 K, in both cases as obtained from DMA tests at frequencies ranging from
1–100 Hz. In this case, the behavior of E” for pure Al shows noticeable differences to that observed for
AA 7075-T6 and 2024-T3 [5,6] and AA 6082 [30]. At low temperatures, the slopes of E” are similar for
all of the studied frequencies and not very steep (all show almost a plateau). At 393–533 K, the slopes
increase sharply. This variation in the slope is shifted towards higher temperatures with increasing
loading frequency. The observed behavior may be due to the viscous loss at higher frequencies
competing with shorter relaxation times. Since the relaxation time decreases with temperature due to
the Arrhenius-type behavior of the relaxation rate [7], this means that the temperature above which the
viscous effect exceeds the relaxation is higher for higher frequency. In other words, higher frequency
viscous loss curves rise at a higher temperature than lower frequency curves.

For AA 7075-T6, 2024-T3 and 6082, the sharp growth in E” with temperature reaches very high
values without showing a peak, which is usually explained by the presence of coupled relaxations [7].
On the contrary, for pure Al, E” clearly exhibits a peak, which is achieved virtually at the same
temperature for all of the frequencies (around 573 K). The peak is larger (both in width and height) as
the loading frequency decreases. Previous works suggest that AlZnMg alloys, AlCuMg alloys and
pure Al exhibit mechanical relaxation peaks associated with dislocations and grain boundaries [32,33].
For example, dislocation motions explain some internal friction peaks associated with semi-coherent
precipitates for the alloys [34] and also the Bordoni peak, which has been extensively studied in
cold-worked pure Al [7]. In this case, the observed peak corresponds to a typical internal friction
peak in polycrystalline Al, related to grain boundaries [7]. In particular, the mechanism governing
this relaxation is based on sliding at boundaries between adjacent grains. Upon application of stress,
this process starts with the sliding of a grain over the adjacent one, caused by the shear stress acting
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initially across their mutual boundary. As a consequence, the shear stress is reduced gradually, and
opposing stresses build up at the end of the boundary and into other adjacent grains. The process
terminates when the shear stress has vanished across most of the boundary, and most of the total
shearing force is sustained by the grain corners.

In addition, in Figure 2, a transition is observed around 473–513 K between the low temperature
region where E” is smaller for lower loading frequencies and the high temperature region where
E” is smaller for higher frequencies (a stiffer response in this case is expected). Finally, after the
aforementioned peak, E” seems to increase again in Figure 2b, particularly for the lower frequencies.

 
(a) (b) 

Figure 2. Loss modulus E” vs. temperature T from dynamic-mechanical analyzer tests at frequencies
ranging from 1–100 Hz: (a) for pure Al in the H24 temper, from room temperature (RT) to 648 K; (b) for
pure Al, from RT to 723 K.

As usual, the loss tangent obtained from the DMA tests exhibits qualitatively the same behavior
as E” (the plots of loss tangent vs. temperature are included as Supplementary Material). The only
remarkable comment is that there are no appreciable differences between the mechanical damping
behavior for pure Al in the H24 temper and for pure Al, like for the E” behavior (differences in the
measured absolute values fall virtually within the instrument accuracy).

3.3. Temperature Dependence of the Storage Modulus

In absence of microstructural transformations, e.g., for pure Al and the alloys in the range RT to
373 K, E’ decreases linearly with temperature. The reasons supporting this assumption are explained
herein. There is abundant literature reporting a decrease with temperature of the elastic stiffness
constants of metals, e.g., the static elastic modulus of pure Al and Al alloys [35–38]. This decrease can
be assumed linear in a wide temperature range. Significant deviations from linearity are only observed
close to 0 K and well above the temperature range of most interest for this research, i.e., well above RT
to 373 K, as explained in Section 3.5. Wolfenden and Wolla [39] observed also a highly quasi-linear
decrease of the dynamic elastic modulus with temperature, measured at high frequency (80 kHz) from
RT to 748 K, for pure Al and for AA 6061 reinforced with alumina.

Figure 3 in [6] shows a comparison of static and high frequency dynamic elastic modulus data
available in the literature with data obtained with the DMA for AA 2024-T3 and for pure Al at 1 Hz.
As expected, our DMA results for pure Al in the range of RT to 373 K fall between the static and high
frequency dynamic values of elastic modulus in the literature, but they show a pronounced decrease
of dynamic elastic modulus starting around 423–523 K. This is coincident with the observed E” peak,
as shown in Figure 2. Wolfenden and Wolla [39] assumed a linear behavior from RT to 748 K and
explained this in terms of the Granato-Lücke theory for dislocation damping [40], but their data are
too scattered to be explained with a single mechanism in the considered temperature range, as shown
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by our DMA results. Moreover, the low frequency dynamic elastic modulus of pure Al should also
be sensitive to micrometric mechanisms, such as boundary migration during recrystallization and
grain growth, as shown by Zhang et al. [41]. This mechanism is likely to be much more relevant in
fatigue processes. However, the microstructural evolution and mechanical properties of AA 7075-T6
and 2024-T3 are controlled by the successive redissolution and precipitation of minority phases, and
that is why it is likely that boundary migration is not the single most significant mechanism governing
the behavior of their dynamic elastic moduli.

Figure 3. Temperature softening coefficient E0’ vs. frequency f for pure Al in the H24 temper, pure
Al, Al alloy (AA) 7075-T6 and AA 2024-T3, as obtained from linear regression of test data from the
dynamic-mechanical analyzer. Logarithmic tendency lines fitted to the data to extrapolate them to
lower frequencies are also shown, as well as the rates of loss of static elastic modulus with temperature,
as obtained by linear regression of data in the literature for pure Al [36] and AA 2024 [35].

Consequently, it can be assumed that, in absence of microstructural transformations, E’ decreases
linearly with temperature. Accordingly, Table 1 shows the slope of the decrease of E’ with temperature
for pure Al in the H24 temper and for pure Al, as obtained from linear regression of the DMA
experimental results. In the following, to refer properly to this parameter on the basis of its physical
meaning, it is termed “temperature softening coefficient”, E0’. Finally, it is important to note that
the larger decrease of E’ for low frequencies is typically explained by the Arrhenius-type behavior of
the relaxation rate. That is, the mechanical relaxation time decreases with temperature [7], so that, at
low frequencies, the shorter relaxation times lead to responses with larger values of E” and smaller
values of E’.

Table 1. Temperature softening coefficient E0’, for pure Al in the H24 temper and for pure Al,
as obtained from linear regression of dynamic-mechanical analyzer test data.

Loading Frequency (Hz) E0’ (Pure Al in H24 Temper) (MPa¨ K´1) E0’ (Pure Al) (MPa¨ K´1)

100 ´23.1 ´26.4
30 ´25.2 ´27.7
10 ´26.4 ´29.1
3 ´27.9 ´31.0
1 ´29.7 ´32.2
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3.4. Effect of Internal Friction on Fatigue Strength

Considering that viscoelasticity is linked to the fatigue and yield stress behavior [7], it is likely
that the decrease of fatigue and yield stress behavior observed in metals as temperature increases is
associated with the increase of internal friction. The reasons supporting this assumption are explained
herein. Namely, Zhu et al. [14] observed that the fatigue strength of an Al alloy decreases with
temperature, with a behavior that follows closely the temperature dependence of the yield and tensile
strength. Furthermore, Liaw et al. [16] suggested that the fatigue limits and fatigue lives of steels
decrease due to the temperature increase caused by plastic deformation. Finally, from the work by
Amiri and Khonsari [4], it appears that the more intense the hysteresis heating of a metal during
dynamic loading, the lower its fatigue resistance. Extrapolating the assumption stated above to AA
7075-T6, 2024-T3 and AA 6082, their yield and fatigue strength would decrease with temperature
according to the observed increase in internal friction in the tested temperature range, as shown in [5,6]
and [30], respectively. For pure Al, the yield and fatigue strength would decrease up to the E” peak.

Furthermore, if considering the influence of loading frequency on internal friction, our results
suggest that below 423 K, the yield and fatigue strength would decrease with increasing frequency,
while at high temperatures, these properties would increase. These presumptions agree with some of
the research reported in the literature, but still, there is controversy about the effect of frequency on
the fatigue response, as shown in Section 1.1. For example, our findings agree with results from low
frequency investigations for Al alloy RR58 at 423 K [25] and for AA 2650-T6 at 175 ˝C [26], pointing
out that fatigue life is sensitive to frequency and that it increases with loading frequency. There is
agreement also with the results for E319 cast Al alloy at 423 and 523 K, pointing out that fatigue life
at 20 kHz was longer than at 75 Hz [14]. However, this behavior is attributed to environmental effects
on the FCG rate, rather than intrinsic temperature or frequency effects.

3.5. Onset Frequency of Fatigue Effects

It is reasonable to accept that, at sufficiently low loading frequency, fatigue effects become
negligible. Indeed, in a series of dynamic loading tests with loading frequency decreasing to very low
values, the test time scale will eventually become much larger than the largest mechanical relaxation
time for any of the possible relaxation processes for the tested material. That is, the reduction in the
loading frequency is equivalent to an increase in the reaction time, and therefore, there is a threshold
frequency below which the reaction time is longer than the relaxation time. Consequently, the viscous
effect as the loss mechanism is negligible as compared to the relaxation. This means that eventually,
E” will decrease to a level that there will be no appreciable frictional energy loss due to relaxation
effects. Recalling the statement by Amiri and Khonsari [4] that some degree of hysteresis heating
(which is caused by the energy dissipated due to internal friction) is necessary for metals to experience
fatigue, the conclusion is that, eventually, fatigue effects vanish. This hypothesis is in line with
research by Henaff et al. [26] and Nikbin and Radon [25], suggesting the existence of a critical value of
loading frequency below which, for a given temperature, the material exhibits a static-like response
(relaxed case), crack growth is sensitive to frequency and static creep dominates instead of pure
fatigue mechanisms.

Next, a procedure to estimate this threshold frequency is proposed based on the frequency
dependence of the temperature softening coefficient E0’. The procedure is illustrated in Figure 3,
which shows E0’ as a function of the loading frequency for pure Al in the H24 temper and pure Al, as
obtained from linear regression of DMA data, and for AA 7075-T6 and 2024-T3, as obtained in [5,6].
These values of E0’ are compared to average values of the rate of loss of static elastic modulus with
temperature, as obtained by linear regression of data in the literature for pure Al [36] and AA 2024 [35].
To calculate these averages, data from Kamm and Alers [37] and from Varshni [38] were disregarded, as
they correspond to temperatures below RT. Data from Wolfenden and Wolla [39] were also disregarded,
since these data are too scattered in a broad temperature range, and thus, the computable slope is
probably not representative.
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Assuming that, at the threshold frequency, E0’ should become equal to the rate of loss of the
elastic modulus with temperature under static loading conditions, this threshold frequency may be
estimated by the intersection of the latter rate with a tendency line extrapolating the behavior of E0’
measured experimentally to lower frequencies. In the example shown in Figure 3, the intersection of
a logarithmic tendency line with the rate of loss of the static elastic modulus for pure Al in the H24
temper and pure Al gives a threshold frequency of around 0.001 and 0.005 Hz, respectively. For AA
2024-T3, the threshold frequency obtained with the same procedure would be about 0.006 Hz. For
AA 7075-T6, no data on the variation of the elastic stiffness constants with temperature were found in
the literature, but using the data available for AA 2024 and pure Al, a threshold frequency of 0.075
and 0.350 Hz would be obtained, respectively. These results are similar to those in the literature:
Henaff et al. [26] reported a critical frequency of 0.020 Hz for AA 2650-T6, and Nikbin and Radon [25]
reported that the transition region is 0.100–1 Hz for cast Al alloy RR58 at 423 K. However, to better
assess the performance of the proposed procedure, further comparison with experimental data on
fatigue response at very low frequencies is necessary. Unfortunately, there is a lack of this type of test
data [26], due to the extremely long testing time. It is interesting to note that, on one side, according to
our results, fatigue effects would seem to appear at lower loading frequencies for pure Al, compared to
the alloys. Thus, apparently, the precipitation structure in the alloys would cause not only hardening,
but would also enable the alloys to be loaded at a wider range of low frequencies without experiencing
fatigue. On the other side, fatigue would appear already at lower frequencies for pure Al in the H24
temper compared to pure Al. In this case, the reason may be the lower ductility (and, thus, lower
resistance to FCG) associated with the H24 temper.

The proposed procedure for the determination of the threshold frequency is a major result of this
work. Low frequency fatigue experiments are, by definition, very long. Furthermore, there is still
controversy about the effects of the exposure to the environment on the experimental results, as it is
not feasible to perform longstanding experiments in constant environment conditions. Besides, the
environment during service life is likely to be different from that during the experiments, and thus, the
estimations of the threshold frequency based on conventional, time-consuming fatigue experiments
are likely to be inaccurate. The determination of the threshold frequency from the data obtained
with the relatively short DMA tests (less than 3 h) reflects the intrinsic properties of the material only.
This offers also a standardized method, which allows precise comparison between different alloys.
Furthermore, it is quite insensitive to the specific instrumental range available for the tests, provided
the range is large enough to allow a consistent regression fit.

4. Conclusions

It was suggested that some degree of hysteresis heating is necessary for metals to experience
fatigue when subjected to dynamic loading. Hysteresis heating is caused by energy dissipated due
to internal friction, and thus, an increase in the latter should have an effect on the fatigue response.
In particular, the results of this research suggest that the decrease of yield and fatigue behavior reported
for Al alloys as temperature increases may be associated with the increase of internal friction with
temperature. Due to the Arrhenius-type behavior of relaxation processes, the relaxation time decreases
with temperature. The reduction in the loading frequency is equivalent to an increase in the reaction
time, and therefore, there is a threshold frequency below which the reaction time is longer than the
relaxation time. Consequently, the viscous effect as the loss mechanism is negligible as compared to
the relaxation. In other words, with the dynamic loading frequency decreasing to very low values,
eventually there will be no appreciable frictional energy dissipation and, thus, no hysteresis heating,
due to mechanical relaxation phenomena. Thus, below the threshold frequency, the material will
exhibit a static-like response (relaxed case), such that creep mechanisms dominate and fatigue effects
are negligible. In this work, an alternative procedure to the time-consuming conventional fatigue
tests is proposed to estimate this threshold frequency, based on the frequency dependence of the
slope of the initial decrease of E’ with temperature, which in this work is termed the temperature
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softening coefficient. The interesting point of our approach comes from the fact that this coefficient
is easily obtained from the relatively short DMA tests, hence allowing for a fast estimation of the
threshold frequency. For pure Al, AA 2024-T3 and AA 7075-T6, the threshold frequencies obtained
with this procedure are 0.001–0.005, 0.006 and 0.075–0.350 Hz, respectively. This suggests that fatigue
effects start to appear at lower loading frequencies for pure Al, while the alloys may be loaded at a
wider range of low frequencies without experiencing fatigue, probably due to effects related to the
presence of precipitates. However, to better assess the performance of the proposed procedure, further
comparison with experimental data on fatigue response at very low frequencies is necessary.

Supplementary Materials: The following supplementary material is available online at http://www.mdpi.com/
2075-4701/6/3/50/s1: (1) supplementary file 1 (MS Excel file): DMA test data, which includes the measured
values of storage modulus E’, loss modulus E” and loss tangent (also termed mechanical damping or tanδ) for
pure Al in the H24 temper, pure Al, AA 7075-T6 and AA 2024-T3; (2) Figure S1a: mechanical damping of pure Al
in the H24 temper; and Figure S1b: mechanical damping of pure Al.
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Abbreviations

The following abbreviations are used in this manuscript:

AA Aluminum alloy(s)
bcc Body-centered cubic
CFCG Creep-fatigue crack growth
CCG Creep crack growth
DMA Dynamic-mechanical analyzer
fcc Face-centered cubic
FCG Fatigue crack growth
GPBZ Guinier–Preston–Bagariastkij zones
GPZ Guinier–Preston zones
HCF High cycle fatigue
RT Room temperature
VHCF Very high cycle fatigue
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Abstract: This paper deals with the study of the enhancement of the tribological properties of
AA2024 through the deposition of a titanium coating. In particular two different coatings were
studied: (1) untreated titanium coating; and (2) post-deposition laser-treated titanium coating.
Titanium grade 2 powders were deposited onto an aluminium alloy AA2024-T3 sheet through
the cold gas dynamic spray process. The selective laser post treatment was carried out by using
a 220 W diode laser to further enhance the wear properties of the coating. Tribo-tests were executed
to analyse the tribological behaviour of materials in contact with an alternative moving counterpart
under a controlled normal load. Four different samples were tested to assess the effectiveness of
the treatments: untreated aluminium sheets, titanium grade 2 sheets, as-sprayed titanium powders
and the laser-treated coating layer. The results obtained proved the effectiveness of the coating in
improving the tribological behaviour of the AA2024. In particular the laser-treated coating showed
the best results in terms of both the friction coefficient and mass lost. The laser treatment promotes
a change of the wear mechanism, switching from a severe adhesive wear, resulting in galling,
to an abrasive wear mechanism.

Keywords: AA 2024; titanium; cold spray; laser treating; coating; wear; tribotest

1. Introduction

Aluminium alloys are widely used in many industrial fields (e.g., aerospace, automotive, naval,
buildings and so on) due to their low weight, ease of manufacturing and good mechanical and
electrochemical properties. On the other hand, for some applications (e.g., coupling with carbon
fibre-reinforced plastics, applications in high corrosive environments or applications in which
a superior wear resistance is required) enhanced superficial properties, in terms of both corrosion
resistance and wear resistance, are required. A solution that could overcome these issues is the
production of titanium coatings on aluminium components. In this way it is possible to couple the light
weight and relatively low-cost nature of aluminium with the high superficial properties of titanium.
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This solution is of particular interest in aeronautics, in which light weight is a primary requirement for
all the components.

Aluminium alloys mainly used in aeronautics, e.g., the alloys of 2xxx and 7xxx series,
are heat-treatable alloys and are age hardened. Thus, they require a deposition technique in which
the substrate remains at a low temperature during the whole process. Cold gas dynamic spray
(CGDS) is an innovative deposition technology matching these requirements. CGDS is an additive
manufacturing process used to create a coating layer by means of high velocity impacts of metallic
particles dispersed in supersonic gas flows. In this process, coating deposition occurs at relatively
low temperatures when compared to other spray technologies, allowing sprayed particles to preserve
their solid state. Appropriate flow conditions are enforced, combining a high pressure-heated gas
with a converging/diverging nozzle (De Laval nozzle). Metallic particles are propelled to supersonic
velocity (i.e., 500–1000 m/s), and the high kinetic energy causes the impingement of the particles
onto the substrate [1]. The macroscopic plastic deformation, induced by the high velocity impact,
was indicated by some researchers as the main bonding mechanism [2,3]. Two different scenarios have
been observed, depending on material pairing and particle velocity: (a) particles rebounding from
the substrate or (b) particles bonding to the substrate [4]. The velocity at which bonding is achieved
is referred to as the critical velocity and relies on the particle size and distribution as well as the
substrate material. The coatings exhibit high density and conductivity, good corrosion resistance and
high hardness, due to the cold worked microstructure [5]. Recent studies discussed the capabilities of
post-deposition laser treatments to compensate for some process drawbacks, reducing the porosity,
improving the superficial hardness and increasing the anti-corrosion and tribological properties of the
coating [6–8]. Several post-deposition treatments were successfully used to modify the microstructure
and to improve the properties of the cold-sprayed titanium layer. Marrocco et al. (2011) proved that
post-deposition laser treatment on titanium coating eliminates the residual micro-porosity and forms
a high quality corrosion barrier layer [3]. Other authors studied the laser treatments in order to improve
the superficial properties of both coatings and bulk materials [9–11]. The authors’ previous work
showed the optimal process parameters of the laser treatment to obtain a compact titanium dioxide
layer on cold-sprayed titanium coating [12]. In literature, other authors investigated the deposition
of titanium coatings in order to improve the tribological properties [13,14], where different coating
techniques were taken into account.

This paper presents a study of the enhancement of the wear properties of an AA2024 rolled sheet
through the deposition of a cold-sprayed titanium coating.

Two different coatings were studied, (1) untreated coating; (2) post-deposition laser-treated
coating, in order to assess the influence of the laser treatment on the wear and tribological properties
of titanium cold spray coating. Current developments in Ti processing predict the accessibility of
lower-cost Ti and have revived interests in exploring the tribo-behaviour of Ti alloys as bearing
materials [15–18]. Titanium and its alloys exhibit low tribological properties but their wear resistance
can be improved by surface treatments promoting growth of the surface hardness, leading to changes
of the wear mechanism and a lowering of the wear rate [19]. Frictional contact of titanium alloys
both against other materials and titanium alloys themselves, especially under pure sliding conditions,
quickly damages the contact surface area and results in the transfer of some particles of the material to
the counter face [20,21]. Titanium and its alloys are characterised by a high and unstable friction factor
and strong adhesive wear degradation through an elevated propensity to seizure (localised damage
due to the diffusion welding between sliding surfaces [22]) and scuffing (damage characterised
by surface unevenness and asperities called hillocks [23]). A couple of papers dealing with the
tribological properties of cold-sprayed titanium coatings [24,25] are also available in the literature,
but, to date, the coupling between the cold-sprayed coating and laser treatment has not been studied
and understood.

Tribological characteristics of titanium alloys can be improved by different kinds of treatments.
Cassar et al. [26] proposed a triode plasma oxidation treatment on Ti-6Al-4V, finding a reduction in the
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wear rate under a range of different wear test regimes. Wang et al. [27] studied the time-dependant
effects of thermal oxidation in aqueous atmospheres performed on Ti-6Al-4V alloy which affect its
surface roughness and wear properties. The fretting tests performed revealed an improvement in
the fretting wear resistance after oxidation and an optimum time treatment equal to 4 h. Bell and
Dong (2000) [6] proved that the oxidation treatment of Ti6Al4V led to a significant improvement in
wear resistance, but there is no detailed analysis focusing on the application of the laser treatments
on cold-sprayed coatings. Friction and wear tests were performed on untreated aluminium sheets,
titanium grade 2 sheets, as-sprayed titanium powders and the laser-treated coating layer to compare
the wear properties of different materials and investigate the effectiveness of the treatments.

2. Experimental Section

Commercially pure grade 2 titanium particles with a mean size of approximately 40 μm were
deposited onto 3-mm-thick AA2024-T3 plates. The chemical composition and the main properties
of both grade 2 titanium and AA2024 are available in literature [28,29] and not here reported in the
interest of brevity. A low pressure cold spray facility equipped with a round-shaped exit nozzle,
with a final diameter of 4.8 mm, was used for spraying. Helium, used as carrier gas, avoided the
oxidation of titanium particles during the deposition process. The particles were sprayed at a velocity
of 680 m/s with helium as carrier gas, the gas temperature and pressure were kept at 600 ˝C and at
12 bars. A superficial layer of cold sprayed titanium powder 5 mm thick was obtained. The successive
milling process allowed to obtain the surface finishing required for the following laser treatment
and tribo-tests. After the milling process, a 2.5-mm-thick titanium coating with a good superficial
finishing was obtained. Laser treatments were carried out using a diode laser (IPG DLR-200-AC,
IPG Photonics, Tokyo, Japan). The laser power is transferred via an optical fibre to the laser head and
focused/defocused on the plate surface by means of a focusing lens (corresponding to a spot diameter
of about 2 mm). Previous work [12] gave necessary information about optimal process parameters to
obtain a fully dense and compact titanium oxidised layer on cold-sprayed coating surface: scan speed
and power of laser beam were 50 mm/min and 200 W.

Friction and wear tests were performed with a ball-on-flat testing apparatus on a TR-BIO 282
Reciprocatory Friction Monitor (Ducom Instruments, Bangalore, India), following a consolidate
protocol [30,31]. The tribopair was made up by a titanium ball and a flat specimen of the
analysed materials, aluminium alloy, titanium grade 2, titanium as-sprayed coating and laser treated
layer. The Ti6Al4V ball had a diameter of 3 mm, the specimens were realised with dimensions
of 25 ˆ 25 ˆ 5 mm3. The reciprocating movement was imposed to the sphere by a stepper motor.
The frictional force was monitored by a load cell, and the evolution of the coefficient of friction,
during the test, was recorded. A gravimetric analysis was accomplished to evaluate the wear, expressed
as mass loss. Before each test, the sample and the ball were cleaned with ethanol and compressed air,
subsequently weighted on a precision scale (accuracy of 0.01 mg). These tests were made in partial
compliance with the prescriptions of Test Method ASTM G133, Procedure A. The normal force was
12.0 N, instead of 25.0 N, and the test time was 20 min, instead of 16 min and 40 s as prescribed by
the norm. All other advices of Test Method G133 were followed: the stroke length and the frequency
oscillation were respectively 10 mm and 5 Hz (alternative motion). Considering the smaller radius of
the ball—1.5 mm instead of the 4.7 mm radius recommended—a lower load was applied, the resulting
pressure (Hertzian contact stress) was around 1.4 GPa, which is a suitable stress for such tribocouples.
A longer test was required to look for a stable value of the friction coefficient, this choice brought a total
sliding distance of 120 m instead of 100 m. Every test was realised at room temperature, in laboratory
air at controlled levels of relative humidity. A topographic surface acquisition was carried out with
a 3D non-contact optical profilometer, PLμ neox (Sensofar, Terrassa, Spain), which operates either
as a confocal microscope or as a white light interferometer. The worn surfaces, previously cleaned
from debris, were scanned using a confocal lens with magnification of 5ˆ. The scans provided 3D and
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contour images, which gave qualitative information on the wear process and quantitative information,
such as the maximum wear depth.

Microscopical analysis were also performed, employing Scanning Electron Microscopy (Hitachi
TM 3000, Tokyo, Japan), to observe macroscopic features (depth and width) of the laser treated
zone as well as to investigate microstructural aspects. Kroll’s reagent (2 mL HF, 6 mL HNO3 and
H2O up to 100 mL) was adopted to unveil microstructure, grain boundaries and phase distribution.
Finally, Vickers microhardness tests were conducted on the laser treated specimen to characterise the
mechanical properties of material.

3. Results and Discussion

Micrographies of a laser treated specimen (Figure 1) show a dense titanium oxide layer produced
on the surface of the titanium coating. In the centre of the treated sample the oxide penetrates the
coating up to about 30% of its thickness. Below the oxide layer, the heat produced by the laser source
caused the formation a heat-affected zone, characterised by a microstructure with a coarser grain
than the material base. In the discussion, the following terms will be used to identify the different
metallurgical zones:

(1) Oxidised zone: the region of the cold-sprayed layer that was oxidised by the laser treatment;
(2) Heat-affected zone: similarly to what happens in laser beam welding, this is the region of the

cold-sprayed layer that was affected by the heat generated during the treatment;
(3) Base material: the region of the cold-sprayed layer that was not affected by the laser treatment;
(4) Substrate: the aluminium plate used as a substrate for the deposition process.

Figure 1. Cross-section of laser treated specimen (magnification 60ˆ).

Figure 2 shows the different microstructures produced by the laser treatment within the
cold-sprayed layer. Three different zones are visible in the sections of the treated specimen: the oxidised
zone (Figure 2a), in which the typical microstructure of the titanium oxide is exhibited, the heat-affected
zone (Figure 2b), which is characterised by lamellae of coarser dimensions than the as-sprayed
titanium due to the heat input occurring during the laser process, and the base material (Figure 2c),
characterised by lamellae of coarser dimensions. EDS analyses confirmed the existence of a rutile (TiO2
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titanium dioxide) layer. Line scan EDS analysis (Figure 3), performed in the center of the cross-section
following the pattern labelled “line scan” represented in Figure 1, revealed the concentration of
titanium and oxygen from the top of the surface to the interface between the coating and substrate.

Figure 2. Different microstructures observed in the cold-sprayed coating after the laser treatment:
(a) titanium oxidised zone; (b) heat-affected zone; (c) base material.

Figure 3. Titanium and oxygen intensity along the scan line indicated in Figure 1.
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The relative concentration of two elements (Ti, O), in the topmost layer of the cross-section, is
approximately equal to the stoichiometric one for the titanium dioxide; moving to the interface with
the aluminium substrate, the oxygen percentage decreases to characteristic values of titanium grade 2.
It should be noted that the XRD analysis of the treated surface, presented by the authors in a previous
paper [32], confirmed the formation of a rutile layer as well as a thick oxygen diffused zone underlying
the oxidised zone. This result will be useful in the further discussion of the results.

The micro-hardness values of treated materials on the coating surface were about 1000 HV, much
greater than the values of cold-sprayed titanium (about 200 HV) reported in the literature [33] (Figure 4).
The tests were performed following the same pattern of the EDS analysis.

Figure 4. Microhardness measurements taken through the plate cross-section.

Microhardness measurements strongly indicated the formation of a very hard surface layer.
This observation is in agreement with the results of the tribological test (Figure 2), which showed the
major mass loss occurred in the titanium ball rather than in the laser-treated titanium. In addition,
microhardness tests on the substrate indicated a microhardness close to 150 HV (the pre-deposition
microhardness of the AA 2024 T3 alloy) which suggests that the aluminium substrate was mechanically
unaffected by the deposition process. Thus, it can be conjectured that both the deposition process and
the laser treatment do not affect the temper state of the aluminium substrate, which is an extremely
important result of this work.

The main aim of the tribo-tests was to evaluate the wear resistance of the materials. Tribological
tests have highlighted that the laser treatment can significantly improve the friction and wear
properties of titanium. Figure 5 compares the development of the friction coefficient (CoF) of the
laser-treated coating with the cold-sprayed coating, as well as samples of the as-received titanium and
aluminium alloy.
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Figure 5. Evolution of friction coefficients for the processed plates with time.

The evolution of the friction coefficient is unsteady and its variation derives from two elements:
the trend and the fluctuations around the mean value. The trend is due to several phenomena
such as the reciprocal adjustment of surface asperities leading to an alteration of the real contact
area, the inclusion of (micro) wear debris [34]—third body wear—and the variability of the contact
temperature; the fluctuation around the mean is typical of the reciprocating test where the relative
velocity is variable. The aluminium plate vs. titanium ball tribopair couple (the latter, hereinafter,
omitted for simplicity) indicates a slightly increasing trend only after 14 min of testing, where μ

is near 0.60. For the titanium plate μ was in the range of 0.50–0.60 for the duration of the test,
ending with a constant trend. This result is consistent with the values proposed by Miller and
Budinski [35,36], who, in their investigations on the tribological properties of titanium and its alloys,
analysed several tribo-pairings and wear mechanisms. In the case of the titanium cold spray coating,
after 14 min, fluctuations were still noticeable due to the surface unevenness (a characteristic of the
as-sprayed coating) and the friction coefficient, μ, varied in the range of 0.75–0.85, with an increasing
trend. This trend is consistent with the results of Khun et al. [25]. They observed a higher friction
coefficient of Ti cold spray coating compared to the Ti bulk material, with a very irregular profile
and large fluctuations. The measured value CoF, after an initial peak, reached a steady-state value
of approximately 0.78. Finally, the development of the laser-treated coating presented a rising trend,
reaching—with small fluctuations—the value of 0.62. The overall rising trend in the final phase of the
tests is supported by the results of Wang et al. from their tribological analysis on rutile coating [27],
where the formation of debris is held accountable for this phenomenon. From our analysis a similar
behaviour emerged from the different tribocouples in the last six minutes of the test, excluding the
titanium coating for which higher μ values were found. In Figure 6, the results from the gravimetric
analysis are presented. Both the values of the specimen wear and the sphere wear are shown and
summed up. Concerning the aluminium case, the wear of the ball was almost zero, whereas the flat
sample lost a considerable quantity of mass. Laser-treated coating returned the highest wear of the
ball with respect to the different tribopairs. On the other hand, this specimen lost very little mass.
The overall wear of the tribopair for the laser-treated coating case is comparable to the one relative
to the titanium plate; in the latter case, however, the main loss was detected on the specimen side.
The oxidation of titanium indicated significant improvements in its tribological properties. The TiO2

showed a smoother friction coefficient profile with less fluctuations and reached a lower value of μ
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compared to the titanium plate, which is characterised by an unstable CoF with evident fluctuations.
The same behaviour was observed for the cold spray coating. The improvements are also highlighted
by the limited wear rate of the oxidised coating (see Figure 6), which is much lower than the as-sprayed
titanium and titanium bulk material. Krishna et al. [37] confirmed this behaviour. They proposed
that the improvement in wear resistance is due to the high hardness of the oxide layer and its strong
adhesion with the underlying material. Dalili et al. [38] confirmed the role played by the enhanced
surface hardness, resulting from the formation of a harder oxide layer and a thick oxygen diffusion
zone, in improving the wear resistance of titanium which resulted in a lower friction coefficient and
negligible weight loss. They proposed that the oxide layer prevents extensive plastic deformation of the
titanium, thus changing the nature of the contact area from metallic/metallic pair to ceramic/metallic
tribo-pair [39,40]. This improvement of the wear properties of the titanium layer is fundamentally
linked to the presence and contribution of rutile. In this regard, in his papers [41] on the tribological
properties of titanium, Sun proved that the improvement of the tribological properties of the titanium
after the thermal oxidation treatment can be attributed to the formation of a rutile layer and also
highlighted the correlation between the tribological properties and the characteristics of the rutile [42].

Figure 6. Wear comparison in term of mass loss for the four processing methods.

The tribotest instrument recorded the evolution of the frictional force during the sliding of the
sphere along the test, and the force was recorded with an acquisition frequency equal to 100 times the
oscillating frequency.

In Figure 7, the typical evolution of the frictional force during sliding is represented for each
specimen type. The fitted points represent that two cycles took every 10,000 points, assumed to
be exemplificative of the total evolution during the test. The X-axis plots the acquisition points,
corresponding to the time progress, in a logarithmic scale. In Figure 7a the aluminium case is shown,
and the cycles are quite irregular; this unpredicted behaviour, in the first analysis, can be attributed
to an inhomogeneous specimen density in the proximity of the centre line of the stroke. In Figure 7b,
the force evolution cycles for the titanium plate are shown. Again, the force has an irregular gait,
but exhibits the typical hysteresis shape typical of this evolution. It has two peaks along the two central
axes, where the ball diverts its motion and, consequently, the friction switches from the kinetic to the
static phase. The loop cycles of the last two instances, namely the titanium coating (Figure 7c) and the
laser-treated coating (Figure 7d), are outlined by a smooth hysteresis. These cycles exhibit a regular
and flat shape during the sliding of the ball, i.e., the kinetic phase. The values of the energy ratio
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evaluated all along the test confirmed that the gross slip regime (wear-dominated regime) is always
greater than 0.2, i.e., from a minimum of 0.3 to the maximum 0.9.

Figure 7. Loop cycles of the frictional force for: (a) aluminium; (b) titanium plate; (c) titanium coating;
(d) laser-treated coating cases.

In Figure 8, the images obtained from the topography acquisitions are displayed. The wear track
on the aluminium plate (Figure 8a) displays an uneven shape: it is non-symmetrical in respect to
the Y-axis (perpendicular to the sliding direction). This observation is congruent with the friction
loop cycles, which also exhibited irregular profiles. The wear track is deeper in proximity to the
right central test-axis where the frictional force was the highest: the maximum wear depth along this
midline profile is equal to 470 μm—the deepest recorded among the specimens. The titanium plate
also exhibits an irregular shape (Figure 8b), with the deepest wear in the proximity of the two central
axes of the ball—120 μm for the left and 130 μm for the right. It is also noticeable, as red points on the
contour image, that there is an area of strong plastic deformation along the border of the wear track.
In Figure 8c, the worn track of the titanium coating is displayed, and the profile is regular and smooth,
presenting a maximum wear of 251 μm. This confirmed the poor resistance of cold spray coating
against the counter-sphere, which results in a higher weight loss of the coating itself compared to
both the titanium plate and oxidised layer (see Figure 6). Figure 8d shows the topography images on
the laser-treated coating worn surface. As expected, the topography did not provide an unequivocal
estimation of the wear depth, due to the irregular profile produced by the laser operation. As a result,
the surface has an indented profile and the worn area is only distinguishable due to the presence of
a large boundary incision.
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Figure 8. Wear tracks: contours and midline profiles: (a) aluminium plate; (b) titanium plate;
(c) as-sprayed titanium coating; (d) laser-treated titanium coating.

4. Conclusions

The above presented and discussed results are summarised as follows. Both coatings under
investigation, the treated one and the untreated one, showed better wear performances relative to the
untreated AA2024 alloy. In particular the laser-treated coating showed the best wear resistance,
better than the bulk titanium. These enhanced properties can be attributed to the presence of
a superficial hard oxidised layer produced by the laser treatment. The presence of this oxide layer
was confirmed by the EDX analysis in which an increase in the oxygen content within the treated area
was observed. Three different metallurgical zones, with different microstructures, were visible in the
areas of the treated tracks: the base material, the heat-affected zone and the treated zone. On the other
hand, the temper state of the aluminium substrate was not affected by the process. The laser treatment
influenced both the friction coefficient and the wear mechanism of the coating. The untreated coating
showed an adhesive wear with a noticeable mass loss from the coating itself and a negligible wear of
the ball. Abrasive wear mechanisms were observed testing the treated coating, with a negligible wear
of the coating but a severe wear and mass lost on the sphere.
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Abstract: Friction Stir Welding (FSW) is a solid-state welding process used for welding similar and
dissimilar materials. FSW is especially suitable to join sheet Al alloys, and this technique allows
different material couples to be welded continuously. In this study, 1050 Al alloys and commercially
pure Cu were produced at three different tool rotation speeds (630, 1330, 2440 rpm) and three
different tool traverse speeds (20, 30, 50 mm/min) with four different tool position (0, 1, 1.5, 2 mm) by
friction stir welding. The influence of the welding parameters on the microstructure and mechanical
properties of the joints was investigated. Tensile and bending tests and microhardness measurements
were used to determine the mechanical properties. The microstructures of the weld zone were
investigated by optical microscope and scanning electron microscope (SEM) and were analyzed
in an energy dispersed spectrometer (EDS). Intermetallic phases were detected based on the X-ray
diffraction (XRD) analysis results that evaluated the formation of phases in the weld zone. When
the welding performance of the friction stir welded butt joints was evaluated, the maximum value
obtained was 89.55% with a 1330 rpm tool rotational speed, 20 mm/min traverse speed and a 1 mm
tool position configuration. The higher tensile strength is attributed to the dispersion strengthening
of the fine Cu particles distributed over the Al material in the stir zone region.

Keywords: Friction Stir Welding; AA1050; Cu; mechanical properties; microstructure

1. Introduction

Friction Stir Welding (FSW), was invented and patented by The Welding Institute UK (TWI)
in 1991 [1]. FSW as a solid-state process has gained a lot of importance due to its advantages such
as providing good mechanical properties, especially with aluminum alloy, and quality joints [2,3].
This method has advantages compared to conventional welding methods since there is no distortion,
porosity and cracks during the application [4,5]. Very good quality welds have been obtained using
FSW in joining aluminum, magnesium, titanium, copper and steel materials. Recently, studies on
joining dissimilar materials have been carried out [6–8]. The accurate joining of dissimilar materials
is very important in terms of its use in important fields including the chemical, nuclear, aerospace,
transportation, power generation, and electronics industries [9,10].

Copper and aluminum are important metals for the electrical industry due to their good electrical
and thermal conductivity as well as high corrosion resistance and mechanical properties. Many studies
for different welding methods have been conducted in order to joint these two materials in high-voltage,
direct-current distribution lines; and the different techniques of joining copper/aluminum has become
a research subject [11]. However, the welding of aluminum to copper by fusion welding is generally
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difficult because of the wide difference in their physical, chemical and mechanical properties and the
tendency to form brittle intermetallic compounds (IMCs). Therefore, solid-state joining methods such
as friction welding, roll welding and explosive welding have received much attention. These methods,
however, have a few drawbacks. For example, friction welding and roll welding lack versatility, and
there are safety problems involved in explosive welding [12].

Several studies have been carried out on the effects of dissimilar aluminum and copper welding
parameters on the microstructure and mechanical properties in the weld zone and the detection
of intermetallic phases that occurs in the weld zone [5,13–17]. In fact, several works have already
addressed the dissimilar friction stir welding of these materials, in both butt and lap joint configurations.
However, Al-Cu lap joining has been much more explored than friction stir butt welding, for which,
so far, only a small number of studies have been conducted [8]. The studies have concluded with
different results and could not achieve high strengths, yet very few studies have addressed tool
positioning parameters. In particular, the effect of the tool positioning on the complex material flow
pattern and the resultant properties have not yet been revealed in detail for Al-Cu materials.

In this study, AA1050 with a thickness of a 4 mm is friction stir welded to pure copper sheets
at three different tool rotation speeds (630, 1330, 2440 rpm), three different tool traverse speeds
(20, 30, 50 mm/min), and four different tool positions (0, 1, 1.5, 2 mm); finally, the mechanical and
microstructural properties of the joint are evaluated.

2. Materials and Methods

Pure copper (99.9%) and 1050 aluminum alloy plates with a thickness of 4 mm were joined by FSW.
Aluminum and copper plates are prepared in 100 ˆ 150 mm dimensions. The mechanical properties of
aluminum and copper that are used in this study is shown in
tab:metals-06-00133-t001.

Table 1. Mechanical properties of Al and Cu.

Properties Aluminum (Al) Copper (Cu)

Tensile Strength (MPa) 111.20 231.38
Elongation (%) 14.98 41.03
Hardness (HV) 41 88

Two materials are positioned on the fixture and it is ensured that they do not draw apart; Cu is
leaned to the advancing side, while Al is leaned to the retreating side as shown in Figure 1.

Figure 1. Schematic representation of the fixture.

The tool material selected is high-speed steel in order to keep the hardness resistance and
avoid corrosion on the stir pin during the process. Heat treatment is applied to the stir pin and
a 62HRc value is achieved. A cylindrical tool of M4 ˆ 3.87 mm with a shoulder of 18 mm is used.
The welding parameters are determined by preliminary studies and literature. The constant parameters
are as follows:
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‚ Direction of rotation of the tool: Clockwise
‚ Tilt Angle: 1.5˝
‚ Standby Time: 60 s.

Experiments were performed with different sets of rotational and traverse speeds in order to
achieve high strength in the welded parts. In these experiments, stir pin was positioned at “0” (zero)
on both aluminum and copper plates. Although the welding surface appearance seems proper, gaps in
microstructure were formed, as shown in Figure 2. The gaps and welding that was not fully formed
cause low mechanical values in the welded parts, and low tensile strength. It was therefore concluded
that the welding of the materials was not fully performed. Afterwards, the studies were continued by
changing the position of the stir pin. It was positioned to the Al side from the butt center line since it is
a softer material compared to Cu. After preliminary trials, with the understanding of the significant
importance of the tool positioning, the welding parameters were determined as shown in
tab:metals-06-00133-t002. The nomenclature adopted in the text for labelling the different welds will
identify the welding condition, i.e., 630/20/1 means 630 rpm of rotational speed, 20 mm¨ min´1 of
traverse speeds and 1 mm of pin positions, respectively.

Figure 2. Weld cross section with “0” tool position.

Table 2. Al-Cu Welding Parameters in Friction Stir Welding (FSW).

Tool Rotational Speed (rpm) Tool Traverse Speed (mm/min) Tool Positioning (to the Al Side (mm))

630–1330–2440

20
1

1.5
2

30
1

1.5
2

50
1

1.5
2

The tensile specimens were extracted from the weld joint and tested using an electromechanical
controlled universal testing machine as per ASTM E8 M-04 guidelines. Three tensile tests have
been performed for every welding sample and the average value has been obtained. The strain rate
was 2 mm/min. Bending test specimens were prepared perpendicular to the welding direction in
accordance with the ASTM E855-08 standard. Two rows of microhardness measurement were made
from both the lower and the upper surface of specimens that were perpendicular to the welding section.
The first measurement was taken at 0.5 mm below the surface, and the second measurement was taken
at 0.5 mm above the lower surface. A sanding process with grit No. from 220 to 1200 according to
CAMI grit designation sandpapers was performed on the samples that were taken from the cross
section perpendicular to the welding direction in order to detect the microstructural changes at the
weld zones after joining. The welded area was polished with 3 μm and 1 μm diamond paste and etched.
In the etching process; 100 mL of distilled water, 4 mL of saturated sodium chloric, 2 g of potassium
dichromate and an etching reagent consisting of 5 mL sulfuric acid were used for the Cu side; Keller’s
solution was used for Al side, and the results were examined with a Nikon Eclipse MA100 optical
microscope (Nikon, Tokyo, Japan) in the laboratories of Turkish Land Forces which is located Balikesir,
Turkey. In addition, point and linear energy dispersed spectrometer (EDS) analyses were carried out
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after the examination of the weld zones with a scanning electron microscope (SEM) in the Scientific
and Technological Research Council of Turkey (TUBITAK) that is located in Gebze, Turkey. X-ray
diffraction (XRD) analysis was conducted to examine the phase occurring in the weld zone.

3. Results and Discussions

Cross sections perpendicular to the welding direction, and the bottom and top surfaces of joints
that are formed with dissimilar welding parameters were photographed. Images from the welded
parts are given in Figures 3 and 4. By comparing the surface photographs in Figures 3a,b and 4a,b, the
differences in surface finishing can be easily observed. Welding defects such as gaps, holes and joint
failure were not registered when the bottom and top surface of the welded part were examined. In fact,
whereas the 1330/20/1 weld presents a very smooth surface composed of regular and well-defined
striations, similar to those obtained in similar copper friction stir welding by Galvão et al. [8], signs
of significant tool submerging and the formation of massive flash are observed at the surface of the
630/50/1 weld. It is important to stress that, although both welds have been carried out under the same
welding conditions, the 630/50/1 weld surface presents defects usually associated with excessive heat
input during friction stir welding. This result is in good agreement with Leitão et al. [18], who studied
the influence of base materials properties on defect formation during AA5083 and AA6082 FSW.

(a) (b)

(c)

Figure 3. Macrograph of the welded part under 630/50/1 conditions: (a) Upper surface; (b) Lower
surface; (c) Cross section.

(a) (b)

(c)

Figure 4. Welded part macro-images under 1330/20/1 condition (a) Upper surface; (b) Lower surface;
(c) Cross section.

Comparing the cross section macrographs of both welds, displayed in Figures 3c and 4c, important
differences in the structure and morphology of the bonding area can also be observed. The image of the
cross section of the 630/50/1 weld shows that the Al-Cu interaction zone of this weld is restricted to
the pin influence zone. Minor evidence of the material stirred by the pin can be observed in Figure 3c,
that the total inefficient mixing between the aluminum and copper gave rise to a large discontinuity
between both base materials, preventing the effective joining of the plates. In fact, according to Figure 3,
the coupling between the two materials only occurred at the advancing side of the tool where the
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aluminum was pushed into the copper. The cross section macrographs of the 1330/20/1 weld are
shown in Figure 4c. From the pictures, it can be concluded that the Cu/Al interaction volume for the
1330/20/1 weld is significantly larger than that observed for the 630/50/1 weld.

A full mixture could not be reached in “0” positioned Al-Cu joining; however, 1, 1.5 and 2 mm
tool shifting led to a homogeneous mixture, increasing the mechanical values. Tensile specimens that
were friction stir welded with tool shifting are given Figure 5, and the tensile strength test depending
on the rotational speed results are given in Figures 6–8. The tensile strength of Al and Cu were found to
be 111.20 MPa and 231.38 MPa, respectively. As seen in the strength chart, the 1330/20/1 specimen has
the highest tensile strength at 99.58 MPa, and the lowest tensile strength is 27.59 MPa in the 630/50/1
specimen. Analyzing the graph in Figure 6, an increment in tensile strength was observed when the
tool shifted from 1 mm to 1.5 mm with the same tool speed (630 rpm) and traverse speed (20 mm/min).
On the other hand, a slight decrease in strength value was seen when the tool was shifted to 2 mm
from the center. Additionally, it is concluded that tensile strength values were increased with the
increase of tool positioning in 30 mm/min and 50 mm/min tool speeds. Higher strength values were
obtained in conditions with low speeds, high traverse rates and tool positioning since they lead to
sufficient welding temperature and weld width.

The highest strength values in welded parts were reached in 1330 rpm rotational speeds as shown
in Figure 7. Ideal temperatures occurred in Al-Cu FSW at this rotation speed, so that a thinly dispersed
and homogeneous mixture is obtained. The strength of intermetallic phase increases with the effect of
heat during FSW, however, it will not be brittle, and this conforms with the literature [13,14].

Figure 5. Dimension and macro imagine of the tensile specimen.

Figure 6. Tensile test results of 630 rpm.
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Figure 7. Tensile test results of 1330 rpm.

Figure 8 shows the trials with the highest rotation speed (2440 rpm), and it is observed that the
tensile strength of the welded part is increases as the traverse speeds and tool positioning increase.
High tensile strength was obtained as can be seen in Figure 8, and 92.91 MPa of tensile strength is
reached with 30 mm/min traverse speed and 1 tool shifting condition. However, it is seen that the
tensile strength value is decreased under the highest traverse speed (50 mm/min) and tool positioning
(2 mm). The reasons for this are the lack of formation of any homogeneous mixture area in the
weld zone and the fact that the adequate temperature is not supplied to the joint. Additionally, it is
considered that the thickness of intermetallic phases is increased due to high heat input under low
traverse speeds (20 mm/min).

Figure 8. Tensile test results of 2440 rpm.

The higher tensile strength of the Al-Cu weld joints mainly depends on the distribution of fine
particles and the low intermetallic thickness formation and grain boundary strengthening in the nugget
zone. Due to the stirring of the tool, the Cu particles were fragmented from the Cu side and distributed
in the stir zone. These fine Cu particles were completely transformed into hard brittle intermetallic
due to the interfacial reaction with the Al matrix [5,19]. The tensile tests as a whole shows that there is
adequate temperature during FSW and so the homogeneous mixture conditions leading to an Al-Cu
reaction are reached. As a result of tensile tests, ruptures usually occur in weld zone and heat affected
zone (HAZ) in aluminum welds. In the literature, the reason for the rupture occurrences in Al side
is explained with two factors; the first is that the formation of the weld zone happened to be on the
Al side, and the second factor is that the tensile strength of the base material Al is lower than the
other base material Cu [11]. Ruptured surfaces of the specimens that have the highest and the lowest
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tensile strength are considered for the evaluation. SEM images of the ruptured surfaces are shown
in Figures 9 and 10. When the SEM images are examined, it is concluded that the ruptured surface
of specimens (Figure 9) that have higher mechanical properties are ductile, while the others’ surface
(Figure 10) are brittle. Many dimples in Al side of the rupture surface are found in the 1330/20/1
specimen, and a small amount of dimples are found on the ruptured surface of the 630/50/1 specimen.

Three point bending tests are carried out on the specimens that are cut with a water jet from the
welded joints in 20 ˆ 100 mm dimensions. Additionally, base materials have been tested; images
can be seen in Figure 11a. The welded specimens are loaded until they take a U-shape or a failure is
observed. As shown in Figure 10b, no failure is found on the 1330/20/1 specimen after the bending
test. On the other hand, fractures and failures are found in HAZ and welded zones, especially on the
specimens that have low tensile strength.

Hardness values are evaluated on the transverse cross section of welded parts. Hardness results
measured from the top and bottom plates of the weldments under different parameters are illustrated
in Figures 12–14. The microhardness values of the base metals were found to be 88 HV for Cu, and
41 HV for Al.

Figure 9. Surface images after tensile tests and scanning electron microscope (SEM) images of ruptured
surface of welded joints in the 1330/20/1 specimen.

Figure 10. Surface images after tensile tests and SEM images of ruptured surface of welded joints in
the 630/50/1 specimen.
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(b)(a)

Figure 11. Bending test results of (a) base materials, (b) welded parts.
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Figure 12. Hardness profile on the transverse cross section of the 630/50/1 specimen.
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Figure 13. Hardness profile on the transverse cross section of the 1330/20/1 specimen.
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Figure 14. Hardness profile on the transverse cross section of the 2440/30/1 specimen.

In Figure 12, in analyzing the hardness changes of the specimen 630/50/1, which has low rpm
and high traverse speed, it is observed that the weld zone formed is considerably narrow. Similarly, in
Figures 13 and 14 the data show that specimens that have medium and high traverse speeds (1330/20/1
and 2440/30/1) have higher tensile strengths and formed larger weld zones compared to the 630/50/1
specimen. A wide weld zone shows the existence of the full mixture of materials. The sudden increase
in hardness value in the weld zone, especially on the top plate, is considered to happen because of the
intermetallic phases between Al-Cu under the influence of heat during welding. The hardness values
in the composite structure were much higher than those of the Al side. This enhanced hardness of the
Al matrix should be mainly attributed to the strengthening from the ultrafine grains. Moreover, the
hardness of the layered structures was measured as high as 185 HV which was higher than that of the
Cu bulk. Previous studies indicated that the hardness of the Al-Cu IMCs was very high compared
to that of the Cu, and the maximum hardness value could reach 760 HV [14]. Therefore, the high
hardness value of the layered structure originated mainly from the Al-Cu IMCs.

In this study, the microstructures of HAZ on the Al side, Cu side, and weld zones of all specimens
are studied in details. Through these studies, it is found that the weld zone is formed on the Al side
since the stir pin was positioned to the Al side in specific values (1, 1.5, 2 mm). Moreover, the composite
structure between the aluminum and copper is remarkable in Al-Cu FSW joining.

The microstructure of the specimens that have the highest and lowest tensile strength are given
in order to compare and evaluate the changes in strength and the structural changes in weld zones.
The microstructure of base materials are illustrated in Figure 15a,b, 630/50/1 specimen’s microstructure
is given in Figures 16 and 17 represents the 1330/20/1 specimen’s microstructure.

 

(b)(a) 

Figure 15. Microstructures of base materials: (a) Al-1050; (b) Cu.
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(b)(a) 

Figure 16. Welded zone of the 630/50/1 specimen: (a) Al side; (b) Nugget Zone.

(a) (b) 

(d) (c) 

(e) 

Figure 17. Welded zone of the 1330/20/1 specimen: (a) Al side top area; (b) Al side mid-area; (c) Weld
Nugget; (d) Al side bottom area; (e) Al base material transition.
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The material is flowing from the advancing side to the retreating side at the front end of the tool.
This creates a vacancy in the advancing side. At the rear end, the materials are transported from the
retreating side to the advancing side. When the material transported is not large enough to fill the
vacancy, a tunnel defect occurred. Under the 630/50/1 parameters, low material flow is observed due
to less heat input. Cavities and insufficient mixture are observed as can be seen from Figure 16, and
these are the reasons that explain the low strength values.

The microstructure image of the interface between the Al and the Cu is shown in Figure 17.
The optimum range of heat was enough to plasticize the Cu material near the area of the interface.
Thus, the fine discontinuous Cu particles were detached and distributed in the stir zone. An obvious
interface existed between the Al matrix and the Cu bulk, and a layered structure could be observed in
the Cu bulk under the Al-Cu interface. Figure 17a,d shows the magnified view of the interface between
the Al matrix and the Cu bulk. As shown in Figure 17, a clearer nugget zone occurred which differs
from the low tensile 630/50/1 specimen. Additionally, the homogenous distribution of Cu bulks in Al
increased the mechanical properties of the 1330/20/1 specimen.

When the SEM images of welded zones are evaluated, as given in Figure 18a, the mixture was not
fully formed, and only a very small portion of it occurred in the Al side for the 630/50/1 specimen.
On the other hand, Figure 18b confirms that the mixture occurred at the desired level in the Al side
for the 1330/20/1 specimen, which has a higher tensile strength value. After a linear EDS analysis
shown in Figure 19, it is observed that Al and Cu concentration is low in 630/50/1 at the zone no. 1,
which is shown in Figure 18a. In contrast with this, the concentration of Al and Cu was found to be
dense in the 1330/20/1 specimen at zone no. 1, which is shown in Figure 18b, and EDS analysis is
illustrated in Figure 20. Comparing the EDS analysis of the 630/50/1 and the 1330/20/1 specimens, it
is observed that the amount of copper was less and the blend of materials was not sufficient in the
630/50/1 specimen, which has a lower tensile strength. The lack of a full blend between Al-Cu and
the low heat input are the reasons for the low tensile strength that was obtained from the joints with a
630 rpm rotational speed, compared to other tool rotational speeds (1330 and 2440 rpm). Moreover,
adequate heat input and the generation of a composite structure between Al-Cu are the arguments for
achieving a high tensile strength value after the welding with 1330 rpm tool rotational speed, compared
to tensile values that were obtained from welding with speeds of 630 and 2440 rpm. The mechanical
properties that resulted from 2440 rpm rotational speed are slightly lower compared to the 1330 rpm
speed. Due to heat input incrementation and the formation of more intermetallic components at the
Al-Cu interface, the brittleness is enhanced and it is considered that this caused a reduction in tensile
strength. As introduced in other studies [5,12], a decrease in the tensile strength of the joint happens
with the increase in the thickness of the intermetallic phases.

Figure 18. SEM images of (a) 630/50/1 specimen; (b) 1330/20/1 specimen.
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The literature shows that intermetallic phases such as Al2Cu, Al4Cu9, CuAl, Al2Cu3 and AlCu4

will occur with the increase in temperature between the aluminum and copper. Al2Cu phases occur at
150 ˝C, while Al4Cu9 phases occur at 350 ˝C. When the intermetallic phase reaches 10 μm in thickness,
the strength of the bond indicates a sharp decrease [5,20]. XRD analysis was conducted in order
to determine the intermetallic phases that may occur in the weld zone due to the high mechanical
properties. The thickness of the intermetallic compound layer is a function of temperature and holding
time. The atomic diffusion of Cu and Al through the intermetallic compound is the main controlling
process for the intermetallic compound growth [12,21]. The analysis results in Figure 21 are analyzed
and, in accordance with the literature, the CuAl2 and Al4Cu9 intermetallic phases are determined in
the mixture region.

During the friction stir welding process, the average temperatures measured from the welding
zones ranged between 300 and 461 ˝C, depending on welding parameters. In the majority of
parameters, these temperature values are sufficient for the formation of Al2Cu and Al4Cu9 phases,
as determined by XRD analysis. Changes in the strength values of welded specimens are explained
by the temperature differences in the weld zone depending on welding parameters. The elasticity
of the material at low temperatures cannot be achieved, so that a homogeneous mixture zone also
cannot be formed. On the other hand, in high temperatures brittleness is formed due to the increase of
intermetallic phases. In accordance with the literature, the lowest tensile strengths obtained under
the 630/50/1 and 630/50/1.5 parameters which have the lowest temperature value (300 ˝C) at the
welding zone. It is observed that adequate heat is not generated for the formation of Al4Cu9 phase.
Additionally, a decrease in tensile strength is observed since the thickness of the intermetallic phases is
enlarged under the parameter of 2440/50/2, which reaches the highest temperature (461 ˝C).

Figure 19. Energy dispersed spectrometer (EDS) linear analysis (630/50/1 specimen, zone No. 1).
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Figure 20. EDS linear analysis (1330/20/1 specimen, zone No. 1).

Figure 21. X-ray diffraction (XRD) graphs of base materials and weld zone.

4. Conclusions

1. In this study, the friction stir butt weldability of pure Cu and 1050 Al alloy was examined, and it
was successfully accomplished under different parameters by using a cylindrical pin tool. Failures
were observed in the weldings that has none tool shifting (zero positioned tool). Macro-level
welding defects were not observed on the welded surfaces in the case of joints for which the stir

292



Metals 2016, 6, 133

pin was positioned at 1, 1.5 and 2 mm to the Al side. However, micro-level gaps were observed
in low tensile strength specimens.

2. Tensile and bending tests, as well as hardness measurements were made in order to determine
the mechanical properties of joints. When the welding performance of joints was evaluated, the
maximum value was found to be 89.5% with a 1330 rpm tool rotational speed, a 20 mm/min
traverse speed and a 1 mm tool position configuration. As a result of the tensile test it was
observed that ruptures usually occurred in joint zones and heat-affected zones of aluminum.

3. Due to the Al-Cu layered structure in the weld center and intermetallic phases, a hardness
increase in weld zone was observed. This had the effect of mixing particles that break off from
the copper in the advancing side being moved into the aluminum matrix in the retreating side.
Since the weld zone was formed on the Al side, the Cu bulk in the Al matrix and intermetallic
phases increased in hardness. In high tensile strength specimens, the weld zones were observed
to be larger.

4. Microstructural analysis showed that the blending area happened to be on the Al side since the
end of the stir pin was shifted to the Al side in proper values (1, 1.5, 2 mm). Higher strength
values were obtained in a homogeneous composite structure.

5. According to linear and point EDS analysis, Al and Cu were detected on the cross sections and
fracture surfaces of joints that were obtained after tensile tests. It was observed that the Cu
content in the weld zones was less in specimens with a low tensile strength compared to high
tensile strength specimens.

6. CuAl2 and Al4Cu9 intermetallic phases were determined in the phase analysis that was performed
using X-ray diffraction (XRD). The increase of the intermetallic phase had a lowering effect on
the fragility and strength.
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Abstract: In this research, polyethylene terephthalate (PET), as a high-density thermoplastic sheet,
and Aluminum A5052, as a metal with seven distinct surface roughnesses, were joined by friction
spot welding (FSW). The effect of A5052’s various surface states on the welding joining mechanism
and mechanical properties were investigated. Friction spot welding was successfully applied for the
dissimilar joining of PET thermoplastics and aluminum alloy A5052. During FSW, the PET near the
joining interface softened, partially melted and adhered to the A5052 joining surface. The melted PET
evaporated to form bubbles near the joining interface and cooled, forming hollows. The bubbles have
two opposite effects: its presence at the joining interface prevent PET from contacting with A5052,
while bubbles or hollows are crack origins that induce crack paths which degrade the joining strength.
On the other hand, the bubbles’ flow pushed the softened PET into irregularities on the roughened
surface to form mechanical interlocking, which significantly improved the strength. The tensile-shear
failure load for an as-received surface (0.31 μm Ra) specimen was about 0.4–0.8 kN while that for the
treated surface (>0.31 μm Ra) specimen was about 4.8–5.2 kN.

Keywords: friction spot welding; surface roughness; dissimilar welding; polyethylene terephthalate
(PET); aluminum alloy; bubble

1. Introduction

To solve environmental and energy problems, light materials are increasingly being adopted
as structural constituents in different transportation industries, such as the automotive, aeronautic
and train industries. The various parts of light materials are combined and joined to assemble such
structures and components for cars, airplanes and trains. There are several joining technologies [1]
including welding, bolt joining adhesive joining, and so on. Tungsten inert gas (TIG) welding and
laser welding are commonly used to join similar and dissimilar light metal sheets.

Friction stir welding (FSW) has been recently developed and successfully applied to join light
materials such as aluminum alloys and titanium alloys. The welding method is a promising ecological
welding method that enables workers to diminish material waste and avoid radiation and harmful
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gas emissions that often occur from fusion welding [2,3]. The main process parameters in controlling
the quality of joints are tool rotation speed, tool traverse speed, vertical pressure on the specimen,
the tilt angle of the tool, tool geometry, and others [4,5]. During welding, a non-consumable tool
attached with a specially designed pin rotates and pushes the butting edges of the two plates to be
joined. The friction heat causes the material to soften, allowing the tool to penetrate into the material
surface. The tool shoulder sits on the specimen’s surface during penetration. Under this condition,
the rotating tool traverses along the joining line. Thus, generated frictional heat causes both materials
to soften under the tool where joining is achieved. This process is suitable for joining plates and
sheets. However, it can also be employed for joining pipes and hollow sections [6]. Although the FSW
process was initially developed for aluminum alloys [7–9], it also has a great potential for the welding
of copper [10], titanium [11], steel [12], magnesium [13], metal matrix composites [14], and different
material combinations [15].

Recently, studies have shown that applying FSW welding to thermoplastics is successful and
various factors influencing its joinability were investigated. The effect of tool tilt angle and welding
speed on the tensile strength in FSW of polyethylene [16] was studied using different tool dimensions
and pre-heated pins [17]. Taguchi‘s approach to parameter design and analysis of variance were
utilized with further experimental confirmation for FSW of polyethylene. It was shown that the
optimum welding parameters were tool rotational speed of 3000 rpm, traverse of 115 mm/min and
tilt angle of three degrees [18]. In a novel study by Vijendra, a new hybrid friction stir welding
process, i-FSW, was designed. In i-FSW, the tool is heated during welding by an induction coil, and
the temperature is precisely maintained through feedback control [19]. Another study on tool design
where a new self-reacting tool with a convex pin was utilized showed the greatest effects on tensile
strength in welding of acrylonitrile butadiene styrene (ABS) sheets [20]. Recent research that combines
experimental and analysis models for optimization is popular to reduce experimental cost and for
the ability to predict optimal conditions precisely. Factors that influence FSW were optimized using a
factorial design and analyzed using Artificial Neural Networks (ANN) to compare the experimental
and the model analysis, which has demonstrated that tool plunge rate, dwell time and waiting time,
plunging force, and torque were discussed as the most influential factors [21,22]. A study of an
ABS sheet optimized by Analysis of Variance (ANOVA) and Response Surface Methodology (RSM)
demonstrated high diameter ratio and low rotational speed, which are optimal. A comparison indicated
the more accurate prediction of a corresponding model for a conical pinned tool than a cylindrical
probe tool. The recommended conditions identified are two degrees for tilt angle, 900 rpm rotational
speed, a tool with diameter ratio of 20/6 and linear speed of 25 mm/min, which generated a weld joint
with equal yield strength to the base material [23]. In another study, Simoes analysed the material flow
and thermo-mechanical phenomena taking place during FSW of polymers. Polymethylmethacrylate
(PMMA) was used owing to the high transparency so that polarization during tool penetration could
be observed clearly. It has been reported that due to the polymers’ rheological and physical properties,
the thermo-mechanical conditions during FSW are very different from those registered during the
welding of metals. The material flow and temperature distribution between metallic and polymeric
materials were compared based on the Arbegast flow-partitioned deformation zone model for FSW
in metals. The formation of discontinuities was indicated as one of the main weldability problems
for polymers [24].

There are very few reports on the friction stir spot welding of polymer-polymer as well as
polymer-metal combinations, which have great applicability and are in high demand, especially in the
automotive industry [25,26]. In the author’s previous work [27], the dissimilar joining of aluminum
alloys (A5052) and polyethylene terephthalate (PET) was attempted using the frictional energy
generated from friction spot welding. In the joining conditions shown for plunge depth of 0.7 mm,
the lower plunge speed exhibited higher tensile strength, which was the result of longer contact time
and more generated heat. The process yielded the dissimilar joining of the two materials despite
the low joining strength. In the dissimilar friction stir butt joining of aluminum and Polycarbonate
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(PC), the feasibility was achieved, but the concerns remain regarding lower tensile strength due to
fracture induced voids [28]. The dissimilar joining of aluminum and thermoplastics by adopting the
hole-clinching method has been reported in several studies. Lee investigated tool shapes such as
punch diameter, punch corner radius and die depth on hole-clinching for dissimilar materials [29].
Studies on the joinability of rigid thermoplastic polymers with aluminum AA6082-T6 alloy sheets
by mechanical clinching have revealed that fracture at the metal or polymer sheet was the main
factor contributing to unsuccessful joinability. Joinability has been examined by studying mechanical
interlocking manipulated by tool geometry [30], tool shapes [31] or temperature [32]. These studies
focused on tool shapes that directly influence mechanical interlocking at the microstructural level.
An analysis study by Wirth on the bonding behavior and joining mechanism of aluminum and
thermoplastics recommended optimal conditions such as holding time, axial force, etc. [33]. High
lap joint quality with shear strength of 5–8 MPa was reported in a case study of aluminum and laser
transmission joints of nylon [34] and PMMA [35] where in both cases the temperature reached the
melting temperature of the thermoplastics.

In the present study, the effect of surface roughness on the joining strength of an FSW-ed
PET-A5052 dissimilar joint is investigated with the aim to increase the joining strength. The joining
mechanism and effects of surface roughness are discussed in detail.

2. Materials and Methods

Aluminum alloy (A5052) and polyethylene terephthalate (PET) specimens were machined to
dimensions of 40 × 100 mm and 3 mm thickness. The chemical composition of A5052 is shown in
Table 1. The physical and mechanical properties of A5052 and PET are shown in Table 2. The aluminum
alloy A5052 specimens were prepared in the as-received condition, and six different surface roughness
values were prepared by wire brushing and etching (Etchant: Hydrochloric acid and Aluminium
chloride), as shown in Table 3. The surface roughness of the A5052 specimens was measured by means
of a profilometer (Mitutoyo, Kawasaki, Japan, Model: SJ-201) with a diamond stylus. The arithmetic
mean surface roughness values, Ra, obtained by averaging three measurements for each specimen
are shown in Table 3. In this study, a lap joint arrangement is investigated, with an A5052 specimen
positioned on top and a PET specimen on the bottom.

Table 1. Chemical composition of A5052 (mass percentage) specified by American Society for Testing
and Materials (ASTM)

Material Al Si Fe Cu Mn Mg Cr Others

A5052 Balance <0.25 <0.4 <0.1 0.15-0.35 2.2-2.8 <0.1 <0.15

Table 2. Physical and mechanical properties of polyethylene terephthalate (PET) and A5052.

Properties PET A5052

Density, (g/cm3) 1.45 2.68
Glass transition temperature, ( ◦C) 80 -

Melting temperature, ( ◦C) 200–225 607–649
Specific heat capacity, (J/g ◦C) 1.00 0.88

Thermal conductivity, (W/cm ◦C) 0.0024 1.38
Ultimate tensile strength, (Mpa) 55 193

Yield stress, (Mpa) - 89.6
Modulus of elasticity, (Gpa) 2.7 70.3

Elongation at break, (%) 125 25
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Table 3. Surface roughness, Ra for different surface treatments.

No. Surface Treatments Surface Roughness, (μm Ra)

1 As-received (AR) 0.31
2 Wire brushing 80 times (WB) 1.04
3 Etching 30 s (E0.5) 0.47
4 Etching 1 min (E1) 0.61
5 Etching 2 min (E2) 1.42
6 Etching 6 min (E6) 3.40
7 Etching 10 min (E10) 4.16

Figure 1 displays the schematic diagram of lap joint specimen positioning (left) and rotating
tool dimensions (right). The dark region at the center of the assembly represents the welding area.
Two alignment pads with 3 mm thickness were attached to the end of the joint specimens to align
the specimens on the machine. The rotating tool consists of a shoulder with 8 mm diameter and a
conical center probe with 3 mm diameter. In the FSW process, the rotating tool partially penetrated
the A5052 surface to a certain depth and then moved up after a dwell time of 2 s. Table 4 lists the
welding parameters, including rotating speed, plunge speed, plunge depth and dwell time. A single
lap shear test of the FSW joints was performed using a tensile test machine (Shimadzu, Kyoto, Japan,
Model: AGS-X, 10 kN) with a loading rate of 0.5 mm/min. Scanning electron microscope (SEM) were
used to study and observe the micro-structural interlocking, joining structure and material flow at
cross-sectional of the joint interface.

Figure 1. Schematic diagram of lap joint specimen positioning details (left) and the rotating tool
dimension (right).

Table 4. List of welding parameters during the friction stir spot joining.

Parameters Value

Spindle speed, (rpm) 3000
Plunge depth, (mm) 0.4 and 0.7

Plunge speed, (mm/min) 10, 20 and 40
Dwell time, (s) 2
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3. Results and Discussion

3.1. Joining Mechanism

Adhesion between metal and polymer is a complicated process. Therefore, it is crucial to
understand the bonding mechanism between both materials. For polymer and metal interfaces,
the principal mechanisms include physical adsorption, mechanical interlocking and chemical adhesion
(covalent bonds) [36]. In this study, different surface conditions were utilized in order to improve the
adhesive behavior of A5052 and PET. According to Qizhou Yao and Jianmin Qu [37], metal surfaces
are microscopically rough. Thus, when a liquid is applied to a rough surface, it conforms to the rough
surface and fills the irregularities of the substrate surfaces, such as microgrooves, holes and dips.
Similar behavior is predicted during the joining of A5052 and PET.

In specimen preparation, the A5052 surface was roughened by pre-treating. It is believed
that higher surface roughness will increase the adhesive properties between two materials [38–40].
For A5052-PET joints with treated surface roughness, the PET would soften and conform to the
A5052 irregularities, creating an interfacial region. This region would have the intermediate physical
properties of PET and A5052. Therefore, higher joining strength is achievable for specimens with
higher surface roughness.

3.2. Effect of Surface Roughness on Welded Area

As mentioned in the previous report [27], the welded area could be clearly observed through the
transparent PET side after FSW. In this region, the molten or softened PET is strongly attached to the
A5052. In the present study, the welded area was also measured for all FSW joints. The results are
presented in Figure 2a,b. The welded area ranged from 450 to 900 mm2 for the specimens welded at
a plunge depth of 0.4 mm. For the specimens welded at plunge depth of 0.7 mm, the welded area
ranged from 550 to 1100 mm2. Therefore, a larger welded area was obtained for 0.7 mm plunge depth
compared to 0.4 mm. It is speculated that the deeper tool penetration generated a greater amount of
heat, thus producing a larger welded area. This effect is in line with Oliveira et al.‘s report [1] that
deeper tool penetration induces high heat input and greater joining strength.

In the current study, it was observed that the joined area of all specimens was larger when welded
at lower plunge speed. A lower plunge speed induces substantial heat at the tool tip due to the
longer spin duration, hence increasing the joined area. It was also noticed that the joined area for the
A5052(AR)-PET joint converged and declined at higher plunge speed, even with the different surface
roughness values of the A5052 specimens. This implies that the heat generated from rapid plunge
speeds is similar to the variance of pre-treated surface roughness specimens used in the experiment.

(a) (b)

Figure 2. Effect of plunge speed on the welded area for plunge depth (a) plunge depth 0.4 mm and
(b) plunge depth 0.7 mm.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 3. Effect of plunge speed on the tensile-shear failure load for different plunge depth.
(a) As-received; (b) wire brushing; (c) etching 30 s; (d) etching 1 min; (e) etching 2 min; (f) etching
6 min; and (g) etching 10 min.
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3.3. Effect of Surface Roughness on Tensile-Shear Strength

Figure 3a–g show the relationships between plunge speed and tensile shear failure load for the
specimens welded at plunge depths of 0.4 and 0.7 mm, respectively. Although there is a slight decrease
in tensile-shear failure load as the plunge speed increases for WB, E0.5 and E1, generally failure load
was constant regardless of the plunge speed. Additionally, the plunge depth 0.7 mm yielded greater
failure load than 0.4 mm, apparently from more heat induced. The results E2, E6 and E10 exhibited
that higher surface roughness produced a higher tensile-shear failure load. Notably at a higher plunge
speed, the difference could be significantly observed.

The fracture surface from the single lap shear test provides insight into the behavior of the failure
load observed. Figure 4 displays images of fracture surfaces in the single lap shear test. Three types
of failures were identified, and it was observed that surface roughness influenced the type of failure
in the single lap shear test. Type 1: Failure is caused by separation at the welded interface without
damage to the parent materials. It includes the A5052(AR)-PET joint at all plunge depths and plunge
speeds, and the A5052(WB)-PET joint at 0.4 mm plunge depth and all plunge speeds. Type 2: Failure
starts at the edge of the bubble formation region in the center of the welded area. It includes the
A5052(E0.5)-PET and A5052(E1)-PET joints at 10 mm/min plunge speed and at all plunge depths.
Type 3: Failure occurs from the edge of the welded area following the large plastic deformation of the
PET specimen. It includes the A5052(E6)-PET and A5052(E10)-PET joints at all plunge speeds and
plunge depths and the A5052(E2)-PET joint at a plunge depth of 0.7 mm and all plunge speeds. In
failure Type 1 (T1), the upper (A5052) and lower (PET) specimens were separated from each other, and
no severe damage occurred on either side. For failure Type 2 (T2), the upper and lower specimens
were separated from each other, but the lower specimen was broken. For failure Type 3 (T3), the upper
and lower specimens did not easily separate, and the lower specimen was elongated before fracturing.

(a) (b) (c)

Figure 4. Three types of failure mode occurred in the A5052-PET joints. (a) Separation at welded
interface; (b) fracture at the edge of bubbles or hollow structures; and (c) fracture at the edge of welded
area after PET deformation.

It was found that the tensile shear failure load was relatively low when the fracture was initiated
at the interface (Type 1), which is clearly observed on the A5052(AR)-PET joint. It is believed that the
joint was weak due to bubble formation. From the fracture path identified, it was found that the path
appeared at the edge of the bubbles as observed in Figure 5. This indicates that the bubbles near the
joining interface may have induced the fracture and directly affected the joining strength. In addition,
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the bubbles formed in the A5052(AR)-PET joint were relatively larger than the specimens with treated
surfaces. The observation suggests that bubble size affects the failure load. In the case of Type 2 and
Type 3, the tensile shear failure load was relatively high, with a number of specimens having reached
the maximum load when the fracture was initiated in the PET sheet. However, in Type 3, the PET was
elongated, and necking occurred at the PET side near the edge of the joined area. This phenomenon
shows that a strong joint was achieved with the materials. Strong interfacial bonding between PET
and A5052 was attained due to higher surface roughness treated by etching. Further investigations of
the cross-sectional observation at the joined interface could explain these behaviors.

The relationships between plunge speed and shear strength are shown in Figure 6a,b, respectively.
The shear strength was calculated from the ratio of shear failure load to joined area. The shear strength
for specimens that could not be separated (Type 3) is not included in Figure 6. As seen from Figure 6a,b,
the specimens with surface modifications exhibited higher shear strength than the A5052 (AR)-PET
joint. The highest shear strength of 9.03 MPa was achieved for the A5052(E2)-PET joint (2 min etching,
40 mm/min plunge speed, and 0.4 mm plunge depth). The joined specimens with etching-roughened
surfaces had higher surface roughness than A5052(AR).

Figure 5. SEM photograph showing fracture path propagated at the bubbles.

(a) (b)

Figure 6. Effect of plunge speed on shear strength for different plunge depth. (a) Plunge depth: 0.4 mm
and (b) plunge depth: 0.7 mm.

Therefore, stronger interfacial bonding between A5052 and PET occurred, thus improving the
shear strength. The molten PET flows into irregularities such as pores, holes and crevices due to the
pushing of bubbles‘ internal pressure. This phenomenon effectively conforms PET to the surface.
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Further investigation of the joined interface cross section could clarify the mechanical interlocking effect.
It was also observed that the shear strength increased with increasing plunge speed. Similarly, plunge
speed has a pushing effect or impact on the molten PET flow, which promotes the mechanical
interlocking of materials.

3.4. Cross-Sectional Observations of the Joined Interface

Cross-sectional observations of the joined regions for three typical joint specimens corresponding
to Types 1, 2 and 3 are shown in Figures 7–9, respectively. Figure 7 indicates significant bubble
formation with a maximum bubble size of approximately 1 mm in the center region of the welded
area in the A5052(AR)-PET joint with surface roughness of 0.31 μm Ra. These bubbles formed from
evaporated PET due to heat generated by the tool. The high internal pressure in the bubbles drove
the molten PET into the aluminum surface irregularities, as seen in the first region in Figure 7.
However, these large bubbles induced fractures and thus degraded the failure strength of the joined
interface. Here, the material flow initiated by the protruded part of the aluminum towards the PET.
The heat is transferred by conduction, softens the PET and dislocates it away from the plunged area.
As it cools, the PET shrinks towards the plunge area simultaneously adhered to the rough aluminum
surface by formed mechanical interlockings.

For the Type 2 specimens with surface roughness of 0.47 and 0.61 μm Ra, the size and number of
bubbles were smaller compared to the Type 1 specimen, as seen in Figure 8. Therefore, the tensile shear
failure load for Type 2 was higher than for the Type 1 specimen. For the Type 3 specimens with surface
roughness of 1.42, 3.41 and 4.16 μm Ra, the size and number of bubbles were much smaller compared
to the Type 1 and 2 specimens, as seen in Figure 9. It was observed that the molten PET flowed into the
craters of the A5052 roughened surface. During tool penetration, the molten PET conformed to the
rough surface and filled up the irregularities to form mechanical interlocking. Therefore, a rougher
A5052 surface generates an anchoring effect between A5052 and PET, thus significantly improving the
bonding strength of the joint.

As a result, the fracture was induced outside the bonding interface, which was at the PET in
this case. According to the preceding results, the FSW joining of A5052 and PET contributed by the
bonding of molten PET to A5052 when it conformed to the rough surface of A5052 with the aid of the
inner pressure of the bubbles. This behavior created mechanical interlocking, which resulted in high
tensile shear failure load. The effect of surface roughness, which can induce mechanical interlocking,
was significant for the present FSW joining of A5052 and PET. The tensile shear failure load for the
as-received surface roughness of 0.31 μm Ra was 0.5 kN while that for the treated specimen with a
surface roughness of over 1.4 μm Ra was 5 kN. Notably, specimens with higher surface roughness
have more bubbles than specimens with lower surface roughness. This is due to the presence of large
amounts of microgrooves, concavities and holes in the rough surface that get filled by molten PET
during the process. This significantly promotes structural interlocking and enhanced strength.

The experimental data demonstrated that bubbles pushing PET to enter the irregularities comprise
a critical factor for improving joint strength in the process. However, the cooling of PET leaves bubbles
in the hollow structure, which adversely reduces the strength. Preventing these bubbles from flowing
away from the surface becomes difficult when the cooling process initiates. Another factor that
promotes joint strength was high plunge speed. Therefore, FSW conditions with a lower temperature
than PET vaporization which produces bubbles and higher plunge speed is expected to achieve
superior failure strength without the adverse effects of the hollow structure.
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Figure 7. Cross-sectional observation of A5052(AR)-PET specimen joint at plunge speed of 20 mm/min
and plunge depth of 0.7 mm.

Figure 8. Cross-sectional observation of A5052(E0.5)-PET specimen joint at plunge speed of 10 mm/min
and plunge depth of 0.7 mm.
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Figure 9. Cross-sectional observation of A5052(E6)-PET specimen joint at plunge speed of 20 mm/min
and plunge depth of 0.7 mm.

4. Conclusions

FSW joining of A5052 and PET with various surface roughness values was carried out to
investigate the joining mechanism and welding strength improvement. The PET joining interface
melted due to heat induced by the FSW process and it adhered to the A5052 joining surface during the
cooling process. Due to the low PET vaporizing temperature, part of the molten PET vaporized to form
bubble-like holes beneath the PET joining interface. The internal pressure of the bubbles contributed
to pushing the molten PET against the A5052 joining interface. Additionally, higher plunge speed also
promoted a similar effect.

The cross-sectional observations showed that bubbles formed on the PET side in all joined
specimens. The size and distribution of the bubbles significantly affected the shear strength of
the welded joint. Smaller bubbles formed in the pre-treated A5052-PET joints compared to the
A5052(AR) joints. The molten PET conformed to the roughened surface irregularities to form
mechanical interlocking.

In the present FSW joining between A5052 and PET, a significant improvement of tensile-shear
failure load was achieved when the surface roughness was larger than 0.31 μm Ra(as-received). The
tensile-shear failure load was 0.4–0.8 kN for lower surface roughness specimens (0.31 μm Ra) and
4.8–5.2 kN for roughened surface specimens (>0.31 μm Ra).
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Abstract: For studying the influence of a bilateral slid rolling process (BSRP) on the surface integrity
of a thin-walled aluminum alloy structure, and revealing the generation mechanism of residual
stresses, a self-designed BSRP appliance was used to conduct rolling experiments. With the aid
of a surface optical profiler, an X-ray stress analyzer, and a scanning electron microscope (SEM),
the differences in surface integrity before and after BSRP were explored. The internal changing
mechanism of physical as well as mechanical properties was probed. The results show that surface
roughness (Ra) is reduced by 23.7%, microhardness is increased by 21.6%, and the depth of the
hardening layer is about 100 μm. Serious plastic deformation was observed within the subsurface
of the rolled region. The residual stress distributions along the depth of the rolling surface and
milling surface were tested respectively. Residual stresses with deep and high amplitudes were
generated via the BSRP. Based on the analysis of the microstructure, the generation mechanism of
the residual stresses was probed. The residual stress of the rolling area consisted of two sections:
microscopic stresses caused by local plastic deformation and macroscopic stresses caused by overall
non-uniform deformation.

Keywords: bilateral slid rolling process (BSRP); surface integrity; aluminum alloys;
thin-walled structure

1. Introduction

Aluminum alloys are widely used in the aviation industry due to its significant advantages,
such as high specific strength, specific stiffness, anti-fatigue, etc. Aluminum alloys, titanium alloys,
and composite materials are the three most important kinds of structural materials in modern
aircraft. However, machining distortion is inevitable in machining processes for the aerospace
monolithic components of aluminum alloys. The causes are numerous and diversified, including work
blank residual stresses, machining stresses, stiffness variations in machining processes, and so on.
To guarantee the high precision of parts, distortion correction processes are unavoidable for distorted
aerospace monolithic components. A rolling method, which can introduce high-amplitude residual
compressive stresses, can be used to correct the distorted components. The stresses will be redistributed
after the rolling operations. Accordingly, the component configuration can be changed [1,2].

In rolling processes, a smooth wheel, roller, or ball with a high hardness is adopted to act on
the part of the surfaces with a certain pressure for surface hardening, achieving residual compressive
stresses. In 1929, this technology was firstly used in axles, crankshafts, and other parts for surface
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strengthening in Germany. Nowadays, after decades of development, it is widely used in aerospace,
automotive motorcycle, precision machinery, bio-medicine, etc. [3,4]. Typical rolling technologies
include burnishing, deep rolling (DR), and low plasticity burnishing (LPB). The main purpose of
burnishing is to achieve a low surface roughness (Ra). However, it does not have much influence on
residual stress [5]. The operation parameters and executing components of DR and burnishing are
different. Since the rolling depth in DR is larger, a high compressive residual stress and a deep work
hardening layer are obtained. Therefore, it is generally implemented at the outer surface of the key
parts for strengthening, such as the shaft shoulder, crankshaft fillets, etc. [6,7]. In LPB processes, the
most distinctive feature is that a carbide alloy or ceramic ball is motivated by the high-pressure liquid.
As a result, a better Ra and deeper residual compressive stress can be obtained. Further, the defect of
hardened material was also solved [8].

Recently, with the development of assistive technology, a variety of new burnishing methods
have been proposed, such as the ultrasonic surface rolling process (USRP) [9], laser-assisted burnishing
(LAB) [10], and cryogenic burnishing (CB) [11]. In the LAB processes, the workpiece surface layer
is temporarily and locally softened by a controllable laser beam and then immediately processed
by a conventional burnishing tool. LAB processes can produce a much better surface finish, a
higher surface hardness, and a similar residual compressive stress compared with other conventional
technologies used in hard materials, while the CB process is suited for a relatively soft metal like
aluminum alloys. Research for rolling techniques mainly includes experimental, theoretical, and finite
element simulation.

For the needs of practical application, substantial experimental research has been carried out to
study the influence of parameters on surface integrity, including rolling depth, feed speed, rolling
speed, the diameter of the wheel or ball, and the number of rolling passes [7]. Furthermore, multifarious
prediction models have also been established based on experimental results. For example, Aysun et al.
proposed a roughness prediction model and an optimization strategy of the ball burnishing process
based on a desirability function approach and response surface methodology [12]. Yu et al. investigated
the influences of parameters on surface integrity and established a prediction model for Ra and residual
stress [13].

A surface strengthening mechanism was revealed through an analysis of microstructures.
Avilés et al. and Juijerm et al. found that the fatigue lifetimes of rolled specimens at room and high
temperatures were increased [8,14]. Zhu et al. found that the fatigue crack sources shifted from the
surface to the second surface, which increased fatigue resistance ability [15]. Wang et al. found that the
breakdown and corrosion potential of 40Cr were positively moved after the USRP, which indicated an
improvement in corrosion resistance [9].

With the development of finite element technology, finite element modeling and a simulation
method have been used in rolling analysis. Skalski et al. firstly proposed a two-dimensional finite
element model of the rolling processes to analyze the changes of penetration depth under different
pressures and roller diameters [5]. The problem is that a two-dimensional model cannot properly
simulate the situation of the roller pressed into the workpiece. A three-dimensional model was firstly
used to analyze the roll forming process of an annular groove by Kim et al. to study the influence of
feed rate on residual stress [16]. However, the wheel or roller is often assumed as a rigid body in the
finite element model in order to simplify the calculation, which affected the accuracy of the analysis.
Rodríguez et al. considered the ball as a linear, elastic, and isotropic material, whereas the workpiece
was an isotropic, plastic-hardening material with bilinear behavior, and the residual stress distribution
accorded well with the experimental results [17].

Most of the research has focused on the outer cylindrical surface, the end surface, and the
horizontal surface. Normally, an appropriative tool was installed on a lathe or machining center.
However, there are structural restrictions when those rolling technologies are directly applied to
monolithic components. The overall structures of these components are generally thin-walled parts
with low structural rigidity. Unnecessary distortion will be introduced when the pressure is applied to

309



Metals 2016, 6, 99

one side. Therefore, bilateral slid rolling technology should be adopted in the correction processes of
aerospace monolithic components.

In the USRP, double rollers with symmetrical pressure act on both sides of the thin-wall structure
to ensure that no additional torque is introduced. Wang et al. have tested the surface qualities (including
Ra, hardness, and the residual stresses of the surface) after the bilateral slid rolling process (BSRP) [1],
but the variation mechanism of the thin-walled structure was not discussed. Since the particularity
application of the BSRP, there has been little direct research. However, some surface treatment methods
for aerospace monolithic components can still provide reference and guidance. Nam et al. presented
a response surface methodology to optimize the surface properties of microhardness and residual
stress in a shot peening process for aerospace structural components [18]. Nie et al. investigated
the influence on high cycle fatigue resistance of laser shock peening (LSP) for the compressor blade
made of TC11 titanium alloy. The relationship between fatigue characteristics and effects on residual
stress and microstructural changes was established to reveal the strengthening mechanism of LSP [19].
Hennig et al. used the shot peening method with steel media in aerofoil, fillet, and annulus to introduce
compressive residual stresses to increase the high cycle fatigue. The special designed caliper nozzles
have been successfully utilized for different engine types in Rolls-Royce automobiles for five years [20].

Therefore, a self-designed BSRP appliance that is suitable for aerospace monolithic components
was used to conduct the rolling experiments with a milled thin-walled aluminum alloy structure.
The impact of rolling processes on surface integrity is discussed, addressing surface topography,
microhardness, microstructure, and residual stress. The internal changing mechanism of physical
as well as mechanical properties is revealed. Additionally, the generation mechanisms of
residual stresses were probed by analyzing the microscopic plastic deformation and macroscopic
non-uniform deformation.

2. Materials and Methods

2.1. Experimental Materials

The experiments were performed on a 60-mm-thick 7050-T7451 aluminum alloy sheet, which was
manufactured by Kaiser Aluminum & Chemical Corp, Oakland, CA, USA. The original residual stress
was measured with the crack-compliance method. Figure 1 shows the locations of the samples and the
stress distribution of the transverse profile along the thickness direction in the blank. Since the initial
surface conditions have a critical influence on surface integrity, one of the end faces (XOY plane) of the
sheet was milled first to imitate the condition of a processed surface. Then, two equally thin-walled
structures, E1 and E2, were cut via wire electrical discharge machining to reduce the machining stresses.
The E1 sample was used to conduct the tests of the surface profile and microstructure, and E2 sample
was used to study the residual stress distribution. The sample size is 40 ˆ 20 ˆ 3 mm, and the top half
of the sample was rolled, which is marked with blue in Figure 1a.
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Figure 1. Experimental materials: (a) schematic of sampling location; (b) initial residual stress
distribution of experimental blank.

2.2. The BSRP Appliance and Experimental Design

Double rollers must be implemented on both sides of the rib with equal pressure due to the fact
that the stiffness of aerospace monolithic components is low and easy to be distorted. To meet this
requirement, the BSRP appliance was designed and manufactured, as shown in Figure 2a. The rollers
with smooth surfaces were made of rolling bearings and mounted on two sliding blocks through bolts,
respectively. One block was fixed to basal body, while another can be driven in a chute by a rotating
preload nut. In the rolling process, the target component was first placed between the rollers. Then, the
proposed preload force was applied by adjusting the preload nut. At the end, the rolling processes
could be conducted by pulling the workpiece from one side to another. Figure 2b shows the typical
rolling processes of beam structures.

Figure 2. BSRP appliance and experimental processes: (a) BSRP appliance; (b) typical rolling processes
of beam structures; (c) residual stresses test; (d) SEM system; (e) surface topography test.
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In the rolling processes, the rolling depth is directly determined by the rotation angle of the
preload nut. The materials of rollers bore steel GCr15 with an elastic modulus of 207 GPa, while the
material of the target component was aluminum alloy 7050-T7451 with an elastic modulus of 71.7 GPa.
In order to effectively control the rolling depth, a corresponding relation between the rotation angle
of the preload nut and the rolling depth was established based on a large number of measurements.
The relationship between the rotation angle and rolling depth is shown in
tab:metals-06-00099-t001.

Table 1. Quantitative relationship between the rotation angle and rolling depth.

Rotation Angles (˝) Rolling Depth (mm)

45 0.03
90 0.08
135 0.11
180 0.13
225 0.15
270 0.17

In this experiment, the preload nut was rotated at 180˝, so the rolling depth was 0.13 mm.
Each component was bi-directionally rolled to eliminate the effect of unevenness caused by single
rolling. The diameter and thickness of the roller were 28 mm and 8 mm, respectively. Since the rolling
speed in correction operations was set in a very low level. There is no obvious change in surface
integrity when the rolling speed is under such a low level. As a result, the rolling speed was set to
0.15 m/min.

2.3. Measurement Equipment and Methods

The milled side of the thin-walled structure, including the milling surface and the rolling surface,
was selected to conduct the following tests. Surface topographies were observed by the NT9300 surface
profiler (Veeco, Plainview, NY, USA). The MH-06 type microhardness tester (Everone Enterprisks Ltd.,
Shanghai, China) was used to measure the distribution of the microhardness. The experimental load
was 10 g, and the hold time was 5 s. The microstructures of the cross sections were observed by the
DMLM microscope system (Leica, Wetzlar, Germany) and the QF-250 scanning electron microscope
(SEM) system (Bionand, Málaga, Spain). The X-Stress 3000 stress analyzer (Stresstech Oy, Vaajakoski,
Finland) was used to measure the residual stress with a Cr target and diffraction angle of 139.3˝.
In order to test the residual stress distribution along the depth, the electrolytic polishing method was
adopted to remove surface material step by step. The detailed tests processes are shown in Figure 2.

3. Results

3.1. Surface Profile

The surface profile of the junction region between rolled and milled regions is shown in Figure 3a.
To compare the surface topography visually and take the impact of milling marks into consideration,
two paths, as indicated by the black line in Figure 3a, were selected for the rolling surface and the
milling surface, respectively. The profile data are plotted in Figure 3b. On the milling surface, the
milling marks could be clearly differentiated, while the heights of the peaks were reduced in the rolling
region. The material at the peaks was squeezed into valleys by the pressure of the rollers. As a result,
shallow marks were filled. However, deeper marks could not be eliminated completely due to the
restrictions of metal flow. The range of milling and rolling surfaces was reduced from 4.908 μm to
3.142 μm, by 40.0%. The roughness of the milling surface was 1.01 μm and reduced to 0.77 μm after
the BSRP, by 23.7%.
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Figure 3. Surface topography: (a) surface topography comparison of rolling and milling surfaces;
(b) morphological comparison of selected paths.

3.2. Microhardness

Microhardness distributions along the depths of the milling and rolling regions were tested three
times, and the average value was calculated for further study. Figure 4 shows the microhardness
distribution and the depth of the hardened layer. The microhardness of the milling surface was
104.6 HV0.01. It improves with increases in depth and reaches a matrix value of 118 HV0.01, indicated
in Figure 4 by a dotted line, at a depth of 80 μm, while the surface microhardness of the rolling region
is 127.2 HV0.01 and decreases with increases in depth. It reaches the matrix hardness at approximately
100 μm deep below the surface.
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Figure 4. Distribution of microhardness along the depth.

For the milling surface, due to the influence of thermal and other factors during the machining
processes, surface materials were softened. Therefore, the hardness of the milling surface is lower
than that of the matrix material. However, in the rolling operation, severe plastic deformation and
high amplitude stress were introduced to the rolling surface. As a result, the surface material was
strengthened by rolling processes. The surface microhardness increased by 21.6%, compared to the
milling surface.

3.3. Microstructure

Figure 5 shows the positional relation of the microstructure for observing samples. The normal
direction of the M2 section is perpendicular to the rolling direction, and the M1 sample is compared
for the milling region. On the other hand, the normal directions of the M3 and M4 sections are parallel
to the direction of the rolling region.
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Figure 5. Schematic of samples’ positional relation.

Figure 6 shows the variation of the microstructure after the rolling processes. In Figure 6b, the
milling surface is not flat and has a lot of defects. However, surface defects are significantly reduced
after rolling processes, as shown in Figure 6b. The rolling surface is smoother than the milling surface,
which is indicated by the fact that it has a low friction coefficient and higher anti-corrosion ability.
In rolling processes, the micro-peaks of the milling surface contacted with the harder rollers first.
Then, the materials of micro-peaks were compacted, and flowed to valley areas due to severe plastic
deformation caused by the differences in material hardness and rolling pressure. However, some
deeper valleys could not be eliminated completely.

(a) (b)

Figure 6. Microstructure comparison of specimens (ˆ500): (a) M1 and (b) M2.

3.4. Residual Stresses

Residual stresses tests were conducted with the E2 sample. The direction of X axis is defined in
parallel to the rolling direction. Figure 7 shows the distributions of residual stresses along the depth.

From Figure 7, residual stresses distributions of the milling surface show a “spoon” shaped in
both directions. The amplitude of residual compressive stresses exists on the milled surface, and it
increases first and then decreases as depth increases. The residual stress at the surface is ´78.5 MPa in
the X direction and reaches a maximum value of ´141.6 MPa at a depth of 21 μm, while the value in
the Y direction is ´19.5 MPa at the surface and reaches a maximum value of ´89.1 MPa at a depth of
34 μm. The stresses of the X direction recover to the levels of the matrix at a depth of 75 μm, while it is
110 μm in the Y direction.

The distribution characteristic and amplitude of residual stresses in the rolling region are
significantly different from that of the milling region. For the rolling region, maximum compressive
stress values were obtained at the surface with ´253.8 MPa and ´217.1 MPa in the X and Y directions,
respectively. The value of the residual compressive stress decreases as depth increases. According to the
slope of the curve, the residual stress layer can be divided into three areas: the significant impact region,
the smooth transition region, and the region in which the effect disappeared. The significant impact
region was located from the surface to 150 μm deep. In this region, residual stress was significantly
affected by rolling processes and increased as depth increased, while the residual stress was relatively
stable at approximately ´100 MPa from 150 μm deep to 500 μm deep below the surface. This layer
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was defined as the smooth transition region. Next is the disappeared effect region. In this region, the
residual stress decreased rapidly and reached the matrix stress status at depths of 600–700 μm.
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Figure 7. Distribution of residual stresses along the depth.

4. Discussion

4.1. Variation Mechanisms of the Rolling Surface

The surface strengthening mechanism was further discussed based on the variation in the
microstructure. Figure 8 shows the typical microstructures of the rolling and milling region. On the
milling surface, the defects can be clearly observed, whereas the rolling surface is smooth, and the
boundary line of the rolling surface is more regular than that of the milling surface. Due to the plastic
deformation of the surface materials, the milling trace, which is one of the major factors that affect
surface quality, was reduced by the rolling processes. This corresponds to the vibration of the surface
profile. It is suggested that the rolling processes could be used in improving the surface quality for
aerospace monolithic components.

In conventional rolling processes, with a high rolling speed and pressure, surface grains are
pronounced deformed, and metal flow traces can be clearly observed on the shallow surface.
The surface region for rolling-treated specimens can then be divided into two zones from the
surface to the core: the refined-grain zone and the coarse-grain zone [21]; however, in this study,
the rolling surface had only a very tiny metal flow traces after the BSRP, as shown in Figure 8b,d.
The region with metal flow traces was defined as the refined-microstructure zone. The depth of
the refined-microstructure zone is approximately determined on the basis of visual analysis of the
microstructure [22]. The average depth of the refined-microstructure zone induced by the BSRP is
about 5 μm, as shown in Figure 8b. However, the refined-microstructure zone could not be clearly
distinguished in Figure 8d. Comparing samples M2 and M4, the cross section of sample M2 is
perpendicular to the rolling direction. It is suggested that the flow of material caused by rolling
processes is mainly along the rolling direction, while plastic strain is hardly noted after the milling
process in Figure 8a,c.
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Figure 8. SEM photographs of specimens (ˆ2000): (a) M1; (b) M2; (c) M3; and (d) M4.

In the refined-microstructure zone, slipping is hard for the grains with “hard” orientations, leading
to the formation of dislocations in the interior of the grains [23]. The dislocation proliferation happened
on the surface after the rolling led to the increase of dislocation density. Thus, work hardening resulted
from the increased plastic deformation and dislocation. Figure 4 shows that, as a consequence, the
profile of the microhardness distribution beneath the surface is altered.

These refined surface layers with higher hardness and compressive residual stress due to the
mechanism of severe plastic deformation and dislocation would provide benefits to enhance the
mechanical and physical properties of the components, such as improving their corrosion/wear
resistance and increasing their fatigue lives [11]. During the preparation operations of the samples,
surfaces were corroded to different extents, although the corrosion time was equal. It can be observed
in Figure 8a,c that the remarkable eroded traces could be found. However, the rolling surface shows
no discernible evidence of corrosion. The superficial area was decreased after the rolling processes, so
the corrosion quantity was also reduced. It is indicated that the surface corrosion resistance ability was
improved by the rolling processes.

4.2. Generation Mechanism of Residual Stresses

Residual stresses in the rolling region were closely related with the rolling effect. The distribution
of full-width-at-half-maximum (FWHM) along the depth was also obtained by the X-ray diffraction
method, as shown in Figure 9. The FWHM describes the width of the diffraction peaks. It is related
to the heat treatment, surface hardening, and other microscopic residual stresses caused by the grain
size and the value of deformation and dislocation density [14,24]. In Figure 9b, the FWHM of the
rolling surface is higher than the milling surface. The depth of the affected layer is up to 50 μm, which
is indicated by the fact that severe plastic deformation and dislocation were generated by rolling
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processes in the surface and subsurface grains. With the emergence of dislocations, the microscopic
residual stresses were introduced to the surface material.
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Figure 9. Distribution of full-width-at-half-maximum (FWHM) along the depth: (a) intensity profile;
(b) FWHM distribution.

This phenomenon can be explained by analyzing the microstructures. After rolling processes, the
materials in the surface region were flattened and elongated under the pressure of rollers, as shown in
Figure 10. The original shape and positional relationship of the grains were changed by this uneven
deformation. As a result, interacting forces between distorted grains were generated, as shown in
Figure 10b. This force was presented as residual compressive stresses, which exist in the entire rolling
region. These phenomena were consisted of severe plastic deformations and metal flow traces in the
surface and subsurface, as shown in Figure 7b,d.

Figure 10. Distribution of intergranular forces: (a) Specimen M2 (ˆ4000) and (b) schematic of
intergranular forces.

Since only half of the structure was rolled, there were two kinds of macroscopic deformation in
the thin-walled structure after the BSRP. For the rolled region, the surface materials were plastically
deformed, and the center materials were elastically deformed. For the whole structure, it was bent
under the effect of residual stresses and micro-plastic deformation.

Under the pressure of rollers, the materials at the peaks flowed into nearby valleys. In the rolling
processes, the materials of the surface layer were plastically deformed, while materials in the deep
layer were only passively elastically deformed and would recover after rolling, as shown in Figure 11.
As a result, macroscopic residual compressive stresses were developed in the surface materials, while
residual tensile stresses were obtained in the elastically deformed region.
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Figure 11. Schematic of deformation and residual stresses caused by rolling processes.

In the rolling process, only the upper half part was rolled. According to the results of the residual
stresses, deep and high amplitude compressive stresses were generated in the rolling region via this
kind of local rolling process. If the effect of the structure depth was ignored, the residual stresses
were equivalent to an average value, as shown in Figure 12a. The thin-walled structure was easily
distorted due to its low stiffness, since the introduced residual stresses and micro-plastic deformation
in the whole structure were unbalanced. The structure was bent under the effect of residual stress
and micro-plastic deformation. As a result, macroscopic stress was generated, as shown in Figure 12b.
Essentially, the residual stresses introduced by the rolling processes was the result of the re-equilibrium
of stresses caused by micro-plastic deformation and macro-bending deformation in the thin-walled
structure, as shown in Figure 12c.

Figure 12. Residual stresses caused by local rolling processes: (a) rolling stress; (b) bending stress; (c)
combined stress.

5. Conclusions

Self-designed bilateral slid rolling equipment was employed in aluminum alloy thin-walled
structure rolling processes. The surface integrity as well as the strengthening mechanism of the rolled
surface was analyzed after the BSRP.

(1) The surface integrity of the aluminum alloy 7050-T7451 was significantly improved by the
BSRP. After the rolling processes, surface defects prominently reduced. Specifically, Ra reduced by
23.7% from 1.01 to 0.77 μm, surface microhardness increased by 21.6%, and the hardened layer depth
was up to 100 μm.

(2) Flowing traces of surface materials were observed in the rolling region within the sample cross
section. It was indicated that the surface grains were plastically deformed under the pressure of the
rollers, which is also considered to be the main reason for surface hardening and the generation of
residual stresses.
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(3) Deep and high amplitude residual compressive stresses were obtained in the rolling processes.
According to the influence degree, the residual stress layer can be divided into three regions: the
significant impact region, the smooth transition region, and the region in which the effect disappeared.
Based on the distribution of the FWHM and the surface microstructures, generation mechanisms of
residual stresses are revealed.
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Abstract: Taking Al–Li–S4–T8 Al–Li alloy as the study object, based on the stretching and deforming
characteristics of sheet metals, this paper proposes a new approach of critical orange peel state
characterizations on the basis of the precise measurement of stretch-forming surface roughness and
establishes the critical criterion for the occurrence of orange peel surface defects in the stretch-forming
process of Al–Li alloy sheet metals. Stretching experiments of different strain paths are conducted on
the specimens with different notches so as to establish the Al–Li–S4–T8 Al–Li alloy, forming limit
diagram and forming limit curve equation, with the surface roughness of characteristic critical orange
peel structure as the stretch-forming failure criterion.

Keywords: Al–Li–S4 Al–Li alloy; stretch-forming; orange peel; forming limit; surface roughness

1. Introduction

Aircraft skin serves as the shape part of an aircraft and constructs the aerodynamic configuration
of the aircraft, featuring big size and direct contact with air. Therefore, it requires an accurate shape,
smooth streamline, and no surface defects, etc. [1]. As a relatively common aircraft skin-forming
approach in the field of aeronautics and astronautics manufacturing, the technology of stretch-forming
is widely used in the manufacturing of large-scale aircraft skin as part of aircraft aerodynamic
configuration [2–4]. In the stretch-forming process, the clamps of the stretch-forming machine clamp
both ends of the sheet metal and move along a certain track, or the die goes up to make the sheet
metal contact the stretch-forming die, creating uneven plane stretching strain to make the metal sheet
conform to the stretch-forming die so as to obtain the required part shape [5–7]. Compared with other
approaches to aircraft skin forming, the stretch-forming technology might cause surface defects such
as orange peel. Orange peel not only affects the appearance of the aircraft skin, but also damages its
surface integrity. Especially in the case of mirror skin, orange peel easily appears due to mirror skin’s
internal structure and polished surface, seriously affecting its service life, which is usually the main
reason for the scrapping of parts [8].

The defect of orange peel is a kind of rough orange peel-like morphology found on the surface of
shaped products. In general, coarse and unevenly structured grains on the alloy surface are considered
the reason of the orange peel defect appearing on the alloy surface during the stretch-forming process,
while the grain size of the alloy has a certain relation to the extent of the deformation. At a certain
temperature, when there are relatively small deformations, recrystallization usually does not appear in
the alloy and the grains maintain their original state; however, when deformation reaches a certain
degree, recrystallized grains will become very coarse. In the manufacturing process of aluminum alloy
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skin sheet metal, there are usually multiple hot rolling and cold rolling processes as well as several
heat treatments including annealing, solution and aging. Because of the imperfection in the control
over cold deformation and the choice of heat treatment technology in the manufacturing process of
aluminum alloy sheet metal, recrystallized grain structure tends to be coarse and show different sizes,
resulting in the piling up of dislocation on large grains and the rapid increases of stress in the follow-up
stretch-forming process. Thus, the areas of large grains reach and exceed the elastic limit in advance;
the non-synchronous deformation between large grains and small ones gives rise to minor cracks on
the surface of the material, manifesting as the orange peel structure at the macro-level [9].

The forming limit of sheet metal is a criterion used to describe whether the sheet metal fails
to form or not. To identify the concept of forming limit, one should first determine the failure
criterion of sheet metal’s forming process. Al–Li alloy as a new type of aluminum alloy has shown
a wide application prospect in the fields of aeronautics and astronautics due to its good qualities
of low density, high specific strength, and high specific stiffness, and it has become a hot subject in
the research field of aluminum alloy materials, being regarded as one of the important candidate
materials of modern aeronautic and astronautic structures [10,11]. However, due to the high cost,
poor cold plasticity at ambient temperature, evident anisotropy and easy cracking in cold working
compared with other regular aluminum alloys, Al–Li alloy at present can only be processed into
relatively simple parts and faces great difficulty in the processing and manufacturing of more complex
structural parts. Therefore, some of its own attributes also limit Al–Li alloy’s application in structural
components [12–15]. Relevant researchers have conducted corresponding research on the formability
of Al–Li alloy, which, however, mainly focus on the study of the Al–Li alloy’s structure property
and the aspect of hot forming. Literature [16] explored the 2397-T87 Al–Li alloy with a thickness
of 130 mm for the microstructure, stretching property and fracture toughness of layers with different
thicknesses and at different orientations. By the uniaxial tension test under different hot deformation
conditions, the forming limit test with cracking as a failure criterion, and the stretch-forming tests of
5A90 Al–Li alloy sheet metal, literature [17] built the Al–Li alloy forming limit model and determined
the technological parameters for Al–Li alloy to acquire good deformation performance.

Nevertheless, for aviation aircraft skin materials, cracking is not often taken as the criterion for
judging whether the skin fails to form or not, especially for Al–Li alloy, the reason of which usually lies
in that the forming failure is caused by the appearance of orange peel structure in the stretch-forming
process. Currently, there are relatively few studies on the forming limit caused by the defect of orange
peel in the stretch-forming process, and a forming failure criterion targeting the orange peel has not yet
taken shape. As the occurrence of the orange peel phenomenon is a slowly changing and accumulated
process, and all of the previous research on such a phenomenon was conducted by eye measurement,
the results have certain randomness.

In this paper, experimental research on the problem of orange peel in the stretch-forming process
of Al–Li alloy is conducted, and a novel approach of critical orange peel characterization is proposed
on the basis of the precise measurement of stretch-forming surface roughness. Furthermore, the
judgment criterion of the orange peel defect is analyzed and established, the stretching tests on
specimens of different strain paths are conducted combining the technology of optical deformation
measurement, and, ultimately, the stretch-forming limit diagram and its forming limit curve equation
are obtained with the surface roughness of orange peel structure with critical characteristics such as
the stretch-forming failure criterion.

2. Experiments

2.1. Instrument and Methods

In order to conduct synchronization tests on stress-strain and orange peel surface defect in
the stretch-forming process of Al–Li alloy, a stretch-forming test and testing system are established
to obtain the critical strain state of orange peel of the product, in which the optical deformation
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measurement instrument and the universal testing machine operate in collaboration, as shown in
Figure 1.

The optical deformation measurement instrument used in the experiment adopts the deformation
measurement system based on computer vision technology developed by the German company GOM
for three-dimensional deformation analysis. By controlling the synchronized operation of the optical
deformation measurement instrument and the universal testing machine, the complete monitoring
of the total stretch-forming deformation process of the specimens can be achieved and the computer
image processing system can be further utilized to obtain the true strain change rules at different
positions on the specimen surface throughout the stretch-forming process.

 
Figure 1. The stretching and testing system.

Compared with the stretch-forming mechanism, this experimental mechanism is to some extent
simplified, in particular with the top die removed. However, in the actual stretch-forming process of
the sheet metal, with the stretch-forming die going up, the sheet metal gradually bends to attach to the
die as shown in Figure 2. Due to the existence of friction, the material flow of the attaching segment
AA1 tends to be limited to a relatively small deformation, whereas the free segments without contact
with the die AB and A1B1 tend to have relatively greater deformation without the restriction of friction.
Therefore, the orange peel structure usually appears first on the free segments between the chucks and
the die corners, and then slowly spreads toward the forming surface that attaches to the die. Thus, it
can be seen that the deformation of the free segments on the sheet metal is the principal factor affecting
the appearance of orange peel structure. As the deformation of the free segments on the sheet metal is
similar to its stretch-forming, the conventional stretching test of sheet metal can be used in the research
on the influence of the orange peel phenomenon on the stretch-forming of the materials.

Figure 2. The schematic diagram of stretch-forming die.
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2.2. Experimental Design

2.2.1. Experiment Design of Critical State Criterion of Orange Peel Defect

The experimental material was the Al–Li–S4–T8 Al–Li alloy which was used for aircraft skin with a
thickness of 2 mm. See Figure 3 for the structure and size of the stretched specimens. The experimental
specimens were polished to make the surfaces bright and without obvious scratches.

Meanwhile, in order to establish the same initial surface state for all specimens, the roughness
of polished specimens was measured on the optical surface profilometer to ensure similar polishing
effects for all the specimens.

Figure 3. The shape and size of stretched specimen.

Stretching tests of different strains were conducted on polished specimens to investigate the
evolution situation of the orange peel phenomenon on material surfaces under the condition of
different deformations. See stretching strains in Table 1. Additionally, tests were also conducted at
four different strain speeds on T8 alloy to investigate the impacts of different deforming speeds on
the orange peel phenomenon on specimen surfaces in the experiment. By contrasting the surface
morphology and true strain of the specimen at different speeds, when tiny orange peel phenomena
appear on the surface at different strain speeds, the true strain of the Al–Li–S4–T8 Al–Li alloy metal
sheet can be measured with the results shown in Table 2. It is observed from the table that when the
strain speed is 0.0005/s, the strain at the sampling point is the greatest when tiny orange peel structure
on the specimen surface appears. Thus, in actual stretch-forming treatment of aircraft skin, the said
speed can be employed to alleviate the appearance of the orange peel phenomenon.

Table 1. Stretching strains of samples.

Experiment Batch No. 1 2 3 4 5

Stretching Strain 0% 3% 6% 9% 12%

Table 2. Critical strain and roughness of samples.

Specimen No. Strain Speed/s´1 Critical Strain/% Roughness Ra/nm

1 0.0001 1.78 841
2 0.0005 1.87 827
3 0.001 1.14 973
4 0.0015 1.19 1002

After the stretching tests, both sides of the specimens were cleaned again, and the side used
for surface morphology observation was placed under the optical profilometer for surface analysis,
obtaining the morphology, nephogram and roughness of the specimen surfaces. Combined with the
criterion of the orange peel defect obtained by the experiment, the areas in which critical orange peel
structure occurred were found on the specimens, and the strain state of the areas can be also found at
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the same positions on the other side of the specimens, which actually is the critical strain state of the
appearing orange peel defect.

2.2.2. Experiment Design of Stretch Forming Limit Diagram

During the stretch-forming process of aircraft skin, the strain state of sheet metals mainly fell
between uniaxial stretching and plane strain with approximately linear strain paths [18]. Thus,
stretch-forming specimens that could implement different strain paths were designed with the typical
specimen structure and size given in Figure 4, among which the straight-edge stretched specimen was
close to the uniaxial stretching state of strain, while the R = 10 notched specimen was close to the plane
state of strain [19].

 

Figure 4. Size of samples with different strain paths.

In order to conduct observation and analysis of the surface morphology and strain state of
the specimens, both sides of the specimens were polished until without an obvious scratch, and a
profilometer was used to measure the surface roughness to achieve similar polishing effects for each
specimen. The specimens with ethanol were cleaned after polishing. As shown in Figure 5, the black
and white speckle patterns were sprayed on half of one side of the specimens, so as to analyze the
true strain on specimen surfaces during the stretching process; another half was used to observe
the evolvement of the orange peel phenomenon on specimen surfaces during the stretching process.
Meanwhile, another side, only polished, was used to measure surface morphology and roughness
with the profilometer.

 

Figure 5. Sample appearances along different strain paths after surface treatment.
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3. Results and Analysis

3.1. The Equilibrium Diagram of Tensile Specimen before Deformation

The grain size grade of the specimen can be measured in accordance with the Metal Methods for
Estimating the Average Grain Size, as shown in Table 3 below. From the measured grain size grades,
as shown in Figures 6 and 7 it is observed that the average grain size of the specimen is 60–80 μm,
suggesting that the specimen has already fallen into the category of open grain structure. Meanwhile,
judging from the equilibrium diagram, the grain structure of the specimen is extremely uneven with
a large difference in size between the large grains and small grains. It is also discovered from the
measurement that the size of the large grains is over 100 μm, but that of the small ones is merely
around 10 μm. Thus, the equilibrium diagram can explain the appearance of orange peel in the process.

Figure 6. The exact location on the sample.

 1 2 3 4

5 6 7

Figure 7. The equilibrium diagram of tensile specimen before deformation. (1) is correspondence with
1 in Figure 6; (2) is correspondence with 2 in Figure 6; (3) is correspondence with 3 in Figure 6; (4) is
correspondence with 4 in Figure 6; (5) is correspondence with 5 in Figure 6; (6) is correspondence with
6 in Figure 6; (7) is correspondence with 7 in Figure 6.

Table 3. Grain size analysis of tensile specimen.

Heat Treatment Condition Type of Analysis
Sampling Point

Average
1 2 3 4 5 6 7

T8
Grain Size Grade 5.02 5.13 4.51 4.38 4.98 4.62 4.56 4.7

Average Diameter/μm 62 59 76 77 70 75 75 71

3.2. The Establishment of the Criterion for Critical State of Orange Peel Defect

The specimens were cleaned after stretch processing with ethanol, and surface observation and
analysis on the optical profilometer were conducted. The photographed morphology can be seen in
Figure 8, which shows that when the strain is 3%, the specimen surface starts to grow rough and form
a kind of evenly frosted surface morphology, but without evident minor cracks or significant orange
peel phenomenon; when the strain reaches 6%, light black strip areas appear on the surface, which are
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shallow grooves, and an embryonic form of orange peel structure can be roughly observed. When
the strain reaches 9%, there are clear cracks appearing on the specimen surface, which is rather severe
despite the fact that they are relatively decentralized and independent; at the macro-level, a very
significant orange peel phenomenon is manifested. At this stage, the orange peel structure on the
material surface not only affects the appearance of the stretch-forming parts, but also exerts great
influence on the performance and service life of the specimen, whereas the minor cracks on the surface
can easily give rise to stress concentration and gradually evolve into greater cracks after stress. When
the strain amounts to 12%, the surface morphology of the specimen further deteriorates with more
and deeper cracks, having already formed gully-like shapes.

 

 a (b) (c)

(d) (e)

50 m 50 m 50 m

50 m 50 m

Figure 8. Surface morphology of stretched specimens with different strain variables: (a) 0%; (b) 3%;
(c) 6%; (d) 9%; (e) 12%.

It can be seen from the analysis results that when the strain reaches around 6%, the specimen
surface starts to form the orange peel defect in a real sense, but as the gap between the strain variables
is relatively large, it is impossible to determine that the specimen is in the critical orange peel state
when the strain is 6%. Thus, on the basis of the previous research, strain variables of 5% and 7% were
added to a new test to observe their surface morphology after stretching, with the results given in
Figure 9. When the strain was 5%, the specimen surface had not yet formed clear grooves, but through
comparing the stretched specimens of 6% and 7%, it could be found that, though with roughly the
same surface morphology, the scanning image of the stretched specimen with 7% strain clearly showed
darker grooves with relatively deep cracks starting to develop.

 

 a b c

50 m 50 m 50 m

Figure 9. Surface morphology of stretched specimens with different strain variables: (a) 5%;
(b) 6%; (c) 7%.

On this basis, the roughness of specimen surfaces with different strain variables is measured, the
results of which are as shown in Figure 10, where Ra is the arithmetic mean of the absolute value of
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the distance between the dot on the profile and the baseline; Rq is the root mean square error of the
profile, i.e., the root mean square value of the profile’s offset distance within the sampling range; Rz is
the micro-irregularity on the material surface, i.e., the sum of the average of the five greatest profile
peaks and the average of the five smallest profile valleys within the sampling length. Combined with
the surface morphology measured by the profilometer, it can been seen that, at the stage of 0%~5%
strain, the main change was that the specimen surface began to wrinkle, with dispersed convexes and
concaves appearing as well as a rapid change of surface roughness; at the stage of 5%~6% strain, there
was little change in the surface roughness, but dispersed convexes and concaves started to gather to
form lumps while grooves appeared and started to develop into cracks, which is also the major stage
of qualitative change appearing on the material surface; at the stage of 6%~12% strain, cracks rapidly
developed, gradually grew deeper, and joined with each other to form the gully-like morphology,
resulting in the rapid increase in Rz of the specimens.
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Figure 10. Changing trend of stretched sample surface roughness.

Based on the above experimental analyses, it can be assumed that when a morphology similar
to that of the stretched specimen with 6% strain appears on the specimen surface, the orange peel
phenomenon comes to a critical state. Thus, a roughness of Ra = 700 ˘ 50 nm and Rz = 5.5 ˘ 0.5 μm can
be taken as a reference standard for judging whether the orange peel structure on a material surface
reaches a critical state.

3.3. The Establishment of Stretch-Forming Limit Diagram

On the basis of obtaining the corresponding strain state and surface roughness of the orange peel
structure on the standard specimens, the research on the stretch-forming limit under different strain
paths is further conducted, through which strain data of different strain paths is measured with the
surface roughness of the characteristic critical orange peel structure as the forming failure criterion,
as shown in Table 4.

Table 4. Strain state of critical orange peel structure of specimens under different strain paths.

Sample
Acquisition

Point 1
Acquisition

Point 2
Acquisition

Point 3
Acquisition

Point 4
Acquisition

Point 5
ε1/% ε2/% ε1/% ε2/% ε1/% ε2/% ε1/% ε2/% ε1/% ε2/%

Straight edge 6.29 ´1.94 6.35 ´1.98 6.31 ´2.08 6.25 ´1.84 6.33 ´1.88
R = 10 3.17 ´0.21 3.17 ´0.18 2.65 ´0.15 2.76 ´0.13 3.17 ´0.15
R = 15 2.95 ´0.19 3.04 ´0.13 3.27 ´0.12 3.31 ´0.23 3.09 ´0.08
R = 30 3.31 ´0.55 3.76 ´0.58 3.64 ´0.77 3.72 ´0.57 3.30 ´0.55
R = 40 4.49 ´1.20 4.82 ´1.59 4.66 ´1.27 3.92 ´1.04 4.20 ´1.23
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Quadratic-multinomial fitting is conducted on measured data so as to establish the forming limit
diagram of the orange peel phenomenon on the aluminum alloy surface with the results shown in
Figure 11 and the quadratic-multinomial fitting results given in Table 5. It can be seen from the figure
that the orange peel structure on the aluminum alloy surface is correlated with the strain state of
the materials; meanwhile, the materials at the plane state of strain more easily develop orange peel
structure than those at the uniaxial stretching strain state.

Table 5. Binomial fitting results.

Expression A B C

y = A + Bx + Cx2 2.99 ´0.389 0.652
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Figure 11. Stretch-forming limit diagram of Al–Li alloy at the condition of Al–Li–S4–T8.

4. Conclusions

(1) A stretch-forming experiment and testing system with the optical deformation measurement
instrument and the universal testing machine operating in collaboration are constructed, the
surface morphology change rule of stretched specimens with different strain variables is analyzed,
and the corresponding relation between critical orange peel defect and the surface roughness of
specimens is obtained. It is discovered that when critical orange peel defect appears on Al–Li
alloy sheet metal at the condition of Al–Li–S4–T8, the surface roughness is Ra = 700 ˘ 50 nm and
Rz = 5.5 ˘ 0.5 μm.

(2) By processing different notched specimens, the stretch-forming limit tests with different strain
paths are conducted to obtain the forming limit diagram and forming limit curve equation
ε1 = 2.99 ´ 0.389ε2 + 0.652ε2

2 for Al–Li–S4–T8 Al–Li alloy, with the surface roughness of
characteristic critical orange peel structure as the forming failure criterion.

Acknowledgments: This research was financially supported by the National Basic Research Program of China
(2014CB046602) and the National Natural Science Foundation of China (51235010).

Author Contributions: Jing-Wen Feng and Li-Hua Zhan conceived and designed the experiments; Jing-Wen Feng
and Ying-Ge Yang performed the experiments; Jing-Wen Feng analyzed the data; Jing-Wen Feng wrote the paper.

Conflicts of Interest: The authors declare no conflict of interest.

329



Metals 2016, 6, 13

References

1. Wang, K.; Wan, M.; Hua, C.; Shao, X.F. Determination and application of coarse-grain critical pre-strain
curve to aluminum alloy stretch forming. J. Beijing Univ. Aeronaut. Astronaut. 2013, 39, 508–511.

2. Han, Z.R.; Dai, L.J.; Zhang, L.Y. Current status of large aircraft skin and panel manufacturing technologies.
Aeronaut. Manuf. Technol. 2009, 25, 64–66.

3. Araghi, B.T.; Manco, G.L.; Bambach, M.; Hirt, G. Investigation into a new hybrid forming process:
Incremental sheet forming combined with stretch forming. CIRP Ann. Manuf. Technol. 2009, 58, 225–228.
[CrossRef]

4. Kurukuri, S.; Miroux, A.; Wisselink, H.; Boogaard, T.V.D. Simulation of stretch forming with intermediate
heat treatments of aircraft skins: A physically based modeling approach. Int. J. Mater. Form. 2011, 4, 129–140.
[CrossRef]

5. General Editorial Board of “The Manual of Aeronautical Manufacturing Engineering”. In The Aviation
Manufacturing Engineering Handbook—Aircraft Sheet Metal Process; Aviation Industry Press: Beijing,
China, 1992.

6. Hu, S.G.; Chen, H.Z. Manufacturing Technology of Aircraft Sheet Metal Parts; Beijing University of Aeronautics
and Astronautics Press: Beijing, China, 2004.

7. Chang, R.F. Sheet Metal Parts Manufacturing Technology; National Defence Industry Press: Beijing, China, 1992.
8. Wan, M.; Zhou, X.B.; Li, X.X.; Wu, H. Process parameters in stretch forming of mirror skins. Acta Aeronaut.

Astronaut. Sin. 1999, 20, 326–330.
9. You, Z.H.; Huang, Y.S.; Wu, R.H. A study of orange-like roughness on front side on Airplane.

Aviat. Maint. Eng. 2001, 6, 46–47.
10. Zhang, R.X.; Zeng, Y.S. Development, technological characteristics and application status abroad of

aluminum-lithium alloys (In Chinese). Aeronaut. Manuf. Technol. 2007. [CrossRef]
11. Yin, D.F.; Zheng, Z.Q. History and current status of aluminum-lithium alloys research and development.

Mater. Rev. 2003, 17, 18–20.
12. Huo, H.Q.; Hao, W.X.; Geng, G.H.; Da, D.A. Development of the new aero-craft

material—Aluminum–lithium alloy. Vac. Low Temp. 2005, 11, 63–69.
13. Lyttle, M.T.; Wert, J.A. The plastic anisotropy of an Al–Li–Cu–Zr alloy extrusion in unidirectional deformation.

Metall. Mater. Trans. A 1996, 27, 3503–3512. [CrossRef]
14. Li, H.; Tang, Y.; Zeng, Z.; Zheng, Z.; Zheng, F. Effect of ageing time on strength and microstructures of

an Al–Cu–Li–Zn–Mg–Mn–Zr alloy. Mater. Sci. Eng. A 2008, 498, 314–320. [CrossRef]
15. Huang, J.C.; Ardell, A.J. Addition rules and the contribution of δ1 precipitates to strengthening of aged

Al–Li–Cu alloys. Acta Metall. 1988, 36, 2995–3006. [CrossRef]
16. Fan, C.P.; Zheng, Z.Q.; Jia, M.; Zhong, J.F.; Cheng, B.; Li, H.P.; Wu, Q.P. Microstructure, tensile property and

fracture toughness of 2397 Al–Li alloy. Rare Met. Eng. 2015, 44, 91–96.
17. Ma, G.S. Hot Forming Technology of Complex Aluminum Lithium Alloy Parts; Chemical Industry Press: Beijing,

China, 2011.
18. Jin, H.X. Basic Experimental Research and Simulation on Aluminum Alloy Mirror Skin Tensile Forming; Beijing

University of Aeronautics and Astronautics: Beijing, China, 2009.
19. Wan, M.; Han, J.Q.; Jin, H.X.; Wu, H. Determination of strain criterion of portevin–Le chatelier effect for

aluminum alloy sheets. Trans. Nonferrous Met. Soc. China 2006, 16, 1499–1503.

© 2016 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

330



metals

Article

Fabrication of Corrosion Resistance
Micro-Nanostructured Superhydrophobic Anodized
Aluminum in a One-Step Electrodeposition Process

Ying Huang, Dilip K. Sarkar * and X.-Grant Chen

Centre Universitaire de Recherche sur l’Aluminium (CURAL), Université du Québec à Chicoutimi,
555 Boulevard de l’Université, Chicoutimi, QC G7H 2B1, Canada; ying.huang@uqac.ca (Y.H.);
xgrant_chen@uqac.ca (X.-G.C.)
* Correspondence: dsarkar@uqac.ca; Tel.:+1-418-5455-011 (ext. 2543)

Academic Editor: Nong Gao
Received: 23 December 2015; Accepted: 22 February 2016; Published: 29 February 2016

Abstract: The formation of low surface energy hybrid organic-inorganic micro-nanostructured zinc
stearate electrodeposit transformed the anodic aluminum oxide (AAO) surface to superhydrophobic,
having a water contact angle of 160˝. The corrosion current densities of the anodized and aluminum
alloy surfaces are found to be 200 and 400 nA/cm2, respectively. In comparison, superhydrophobic
anodic aluminum oxide (SHAAO) shows a much lower value of 88 nA/cm2. Similarly, the charge
transfer resistance, Rct, measured by electrochemical impedance spectroscopy shows that the SHAAO
substrate was found to be 200-times larger than the as-received aluminum alloy substrate. These
results proved that the superhydrophobic surfaces created on the anodized surface significantly
improved the corrosion resistance property of the aluminum alloy.

Keywords: superhydrophobic aluminum; corrosion; anodized aluminum oxide (AAO);
organic-inorganic; micro-nanostructure; zinc stearate (ZnSA); potentiodynamic polarization;
electrochemical impedance spectroscopy (EIS)

1. Introduction

Aluminum (Al) and its alloys are naturally-abundant engineering materials with extensive
applications in daily life. In recent years, nanoporous anodic aluminum oxide (AAO) prepared
by electrochemical anodization has found a multitude of applications, such as catalysis [1], drug
delivery [2], biosensing [3], template synthesis [4], molecular and ion separation [5], corrosion
resistance [6], and so forth. The formation of AAO on the aluminum alloy surface would act as
the corrosion barrier. The formation of AAO was limited to a certain extent due to its hydrophilic
behavior. Therefore, it is necessary to transform the AAO to be superhydrophobic in order to improve
the corrosion resistance properties.

Superhydrophobicity, exhibiting an excellent water-repellent property, is characterized by a
contact angle above 150˝. Creating a rough surface, as well as reducing the surface energy is attributed
to the modification of superhydrophobicity [7]. In the last few decades, a large effort has been
devoted to the realization of superhydrophobic surfaces, due to their applications in biology [8],
anti-corrosion [9–12], anti-icing [13], self-cleaning [14], etc.
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Recent publications show that the anodized surface can be made superhydrophobic by passivation
with organic molecules [15–18]. In the study of Liu et al., the superhydrophobic anodized
surfaces were fabricated by polypropylene (PP) coating after anodizing [17]. Li et al., used a
very complex process to engineer superhydrophobic anodized aluminum alloy surfaces [16]. After
anodizing with sulfuric acid, the anodized sample was firstly immersed in the mixing solution
containing M(NO3)2 salt (M = Mg, Co, Ni and Zn) and NH4NO3, followed by immersion in
(Heptadecafluoro-1,1,2,2-tetradecyl)trimethoxysilane (n-CF3(CF2)7CH2CH2Si(OC2H5)3). Vengatesh
and Kulandainathan fabricated superhydrophobic anodic aluminum oxide (SHAAO) surfaces by
passivation with organic molecules and show these surfaces having corrosion resistance properties
indicated by potentiodynamic polarization [15]. Despite this, the fabrication, as well as corrosion
resistance properties of the electrodeposited superhydrophobic surfaces on AAO have not been shown
in the literature.

In this work, we have described the method to prepare the superhydrophobic surfaces on
AAO by the electrodeposition process and describe their corrosion resistance properties, both using
potentiodynamic polarization and electrochemical impedance spectroscopy (EIS).

2. Experimental Procedure

After pretreatment with 0.01 M NaOH at 55 ˝C for 3 min, the AA6061 aluminum alloy substrates
were anodized using 3 vol. % H3PO4 aqueous solution at 10 ˝C at 0.01 A/cm2 (Ametek Sorensen DCS
100-12E, Chicoutimi, QC, Canada) for 2 h. The superhydrophobic anodic aluminum oxide (SHAAO)
surface was prepared by the electrodeposition process in an ethanolic solution containing 0.01 M
stearic acid (SA) and 0.01 M zinc nitrate (Zn(NO3)2) by applying 20 V (Ametek Sorensen DCS 100-12E)
for 10 min. Microstructural examination was conducted using a scanning electron microscope (SEM,
JEOL JSM-6480 LV, Chicoutimi, QC, Canada). Surface roughness was measured using an optical
profilometer. The X-ray diffraction (XRD) analyses of the samples were carried out using a Bruker D8
Discover system (Chicoutimi, QC, Canada). The chemical composition of the samples was analyzed
by means of Fourier transform infrared spectroscopy (FTIR, Perkins Elmer Spectrum One, Chicoutimi,
QC, Canada) and an energy dispersive X-ray spectrometer (EDX, JEOL JSM-6480 LV, Chicoutimi, QC,
Canada). Wetting characteristics of sample surfaces were evaluated by measuring static contact angles
(CA) using a first ten Angstrom contact angle goniometer at five positions on each substrate using
a 10-μL deionized water drop. In the case of rolling-off surfaces, the contact angle was measured by
holding the water drop between the needle and the surface, as presented in the inset image of Figure 1c.
Electrochemical experiments were performed using a PGZ100 potentiostat and a 300-cm3-EG & G PAR
flat cell (London Scientific, London, ON, Canada), equipped with a standard three-electrode system
with an Ag/AgCl reference electrode, a platinum (Pt) mesh as the counter electrode (CE) and the
sample as the working electrode (WE). Before the test, the open circuit potential (OCP) was monitored
for more than 20 h for stabilization by immersing the sample surface in 3 wt. % NaCl aqueous solution.
The electrochemical impedance spectroscopy (EIS) was tested in the frequency range between 10 MHz
and 100 kHz with a sine-wave amplitude of 10 mV. For the potentiodynamic polarization experiments,
the potential was scanned from ´250 mV to +1000 mV with respect to the OCP voltage at a scan rate
of 2 mV/s.
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Figure 1. Secondary electron SEM micrographs showing the top surface of (a) the as-received aluminum
alloy; (b) the anodized and (c) the electrodeposited anodized substrates. The inset top-right images
present the water drop on the surfaces, and the bottom-right ones show magnified microstructures.

3. Results and Discussion

SEM images in Figure 1 reveal the evolution of the different morphologies of: (a) the as-received
the aluminum alloy surface; (b) the anodized (AAO) surface; and (c) the electrodeposited hybrid
organic-inorganic anodized surface using the ethanolic electrolytic solution containing stearic acid (SA)
and zinc nitrate (Zn(NO3)2) at 20 V DC. The as-received aluminum alloy surface was characterized by
parallel lines resulting from the rolling process, corresponding to a surface roughness of 0.45 ˘ 0.03 μm
and a contact angle of 87˝ ˘ 3˝ (Figure 1a).

After anodizing in phosphoric acid for a duration of 2 h, uniformly-distributed nanopores with
an average diameter of approximately 100 nm and an inter-pore distance of ~137 nm are observed on
the surface of the anodized substrate (Figure 1b), with a roughness of 0.68 ˘ 0.02 μm, while the contact
angle was measured to be 8˝ ˘ 1˝, indicating a superhydrophilic property. It is however evident
from Figure 1c that the electrodeposition process resulted in the appearance of a porous network
microstructure on the anodized substrate. This substrate was built by nanofibre clusters connected with
each other, as presented in the inset of Figure 1c. It can be also observed that these micro-nanoporous
structures are distributed uniformly on the anodized surface, resulting in a micro-nanorough surface
having a roughness of 6.85 ˘ 1.02 μm. Interestingly, this surface shows superhydrophobic properties
with a contact angle of 160˝ ˘ 1˝ having a contact angle hysteresis of 2˝ ˘ 1˝.

Low angle X-ray diffraction (XRD), energy dispersive X-ray spectroscopy (EDX) and Fourier
transform infrared spectroscopy (FTIR) have been carried out to determine the composition of the
electrodeposited micro-nanostructure thin films on the anodized substrate, as shown in Figure 2.
Figure 2a(a3) shows four distinct peaks at 4.2˝, 6.26˝, 8.3˝ and 10.4˝, which correspond to zinc stearate
((CH3(CH2)16COO)2Zn) (abbreviated as ZnSA, ). The possible mechanism of the formation of ZnSA
has been presented as follows:
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Figure 2. (a) Low angle XRD patterns of (a1) as-received aluminum alloy, (a2) AAO, (a3)
electrodeposited anodized substrate; (b) high angle XRD patterns of (b1) as-received aluminum
alloy, (b2) AAO and (b3) electrodeposited anodized substrate; (c) EDX spectra of (c1) the as-received
aluminum alloy, (c2) anodized and (c3) electrodeposited anodized substrate (ZnSA = zinc stearate);
(d) FTIR spectrum of the electrodeposited anodized substrate.

2CH3 (CH2q16 COOH ` Zn2` 20 VÑ (CH3 (CH2q16 COO)2Zn ` 2H` (1)

This reaction mechanism is very similar to that mentioned by Liu et al. for the electrodeposition
of cerium myristate by electrodeposition on magnesium substrates to obtain superhydrophobicity [19].
When the DC voltage was applied on the electrodes, the Zn2+ ions close to the cathodic electrode
reacted with SA, forming ZnSA and H+ ions, as presented in Equation (1). Meanwhile, some of the
H+ ions obtained an electron and formed H2 gas. It is noted that the as-received aluminum alloy
and anodized substrates of Figure 2a(a1,a2) do not show any characteristic peaks. Furthermore, in
Figure 2b, it shows the peaks at 38.47˝, 44.72˝ and 65.1˝, respectively, which are in good agreement with
the characteristic peaks of Al(111), (200) and (220). This arises from the substrate of the aluminum alloy.

EDX analysis (Figure 2c) revealed that the chemical composition of the anodized surface consisted
of O and Al, resulting from the formation of aluminum oxide (Al2O3), whereas only the Al peak
was seen in the spectrum of the as-received aluminum alloy surface. However, C, Zn, O and
Al are observed in the spectrum of electrodeposited anodized surface, confirming the formation
of ZnSA complementary with the XRD pattern of the electrodeposited anodized substrate. It is
worth mentioning that the Au peaks appearing in Figure 2c are due to the thin layer of gold on
the electrodeposited thin films for improving the resolution by eliminating the charging effect of
non-conducting samples during EDX analyses.

In the FTIR spectrum of the electrodeposited hybrid organic-inorganic anodized substrate
(Figure 2d), the appearance of the –CH group (–CH3 at 2962 cm´1, as well as –CH2 at 1459 cm´1,
2850 cm´1 and 2919 cm´1), as well as –COO at 1395 and 1550 cm´1 indicated the formation of ZnSA
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on the surface [20], which is in good agreement with the XRD and EDX results. These results support
the formation of low surface energy methylated (–CH3 and –CH2) components on the electrodeposited
anodized surface and make it superhydrophobic. In addition, the ZnO peaks at 560 cm´1 may come
from the bonding of –COOZn, which further verifies the reaction production of ZnSA formed on the
modified surface in a one-step electrodeposition process.

Figure 3 illustrates the variation of open circuit potential (OCP) on the superhydrophobic AAO
(SHAAO) surface. The OCP value shifted from ´177 to ´708 mV with an average of ´281 ˘ 87 mV
into a 5-h immersion time in the salt solution. It is quite unstable during this period. From 5 to 16 h of
immersion time, the OCP value varied from ´533 to ´686 mV with an average of ´610 ˘ 26.8 mV.
With the prolongation of immersion time to 20 h, the OCP value varied from ´708 to ´730 mV, with
an average of ´717 ˘ 2.8 mV. It can be seen that the fluctuation of OCP voltage reduces with time and
stabilized nearly after 20 h. In contrast, the surface of the aluminum alloy substrate gets stabilized
within 30 min of immersion time in the salt solution. The OCP fluctuations of the SHAAO substrate
may be due to the poor wetting, as well as protective properties of the SHAAO surface with the salt
solution. Therefore, the EIS and polarization experiments were performed after 20 h of immersion of
the superhydrophobic surface in the salt solution while monitoring the OCP continuously.

Figure 3. The variation of open circuit potential (OCP) with time on the superhydrophobic AAO
(SHAAO) surface.

To evaluate the corrosion resistance performance of the fabricated anodized and SHAAO
substrates, potentiodynamic polarization and electrochemical impedance spectroscopy (EIS) tests
were carried out. Figure 4a shows the polarization curves of the as-received aluminum alloy, anodized
and SHAAO substrates, respectively. The as-received aluminum alloy substrate exhibited a corrosion
current density (Icorr) of 400 nA/cm2 and a polarization resistance (Rp) of 50 kΩ¨ cm2. The Rp value
was calculated by the Stern-Geary equation, as shown in Equation (2).
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Figure 4. (a) Polarization curves of the as-received aluminum alloy, AAO and SHAAO substrates in
3 wt. % NaCl corrosive solution; (b–d) the Nyquist plots of (b) as-received aluminum alloy; (c) AAO
(as-received aluminum alloy (a small semicircle in green close to the origin) also shown for comparison)
and (d) SHAAO substrate (as-received aluminum alloy and AAO also shown inside for comparison,
very small semicircle, nearly visible, close to the origin).

Rp “ βaβc
2.3Icorrpβa ` βcq (2)

When the aluminum alloy substrate was anodized, the Icorr was reduced to 200 nA/cm2, and
Rp increased to 87 kΩ¨ cm2, indicating an improved corrosion resistance compared to the as-received
substrate. This was due to a barrier layer formed on the anodized surface. On the other hand, the
Icorr of the hybrid organic-inorganic SHAAO substrate decreased remarkably to 88 nA/cm2, while
the Rp increased up to 441 kΩ¨ cm2. This shows an even better anti-corrosion performance of the
SHAAO substrate relative to the anodized substrate, likely attributed to the superhydrophobic ZnSA
coating formed on the surface. It is noticed that the current density of the SHAAO substrate was
increased sharply at around ´0.4 V vs. Ag/AgCl, which might have been related to the dissolution of
the superhydrophobic film with the prolongation of corrosion time (more than 20 h). It is also found
that the current density of the SHAAO substrate at ´0.4 V to 0.2 V vs. Ag/AgCl was parallel to, but
smaller than, that of the anodized substrate. This might be due to the superhydrophobic material
ZnSA filling the anodized pore structure. As a result, the SHAAO substrate after dissolution of the
surface material still presents a good corrosion resistance property.

The Icorr of the electrodeposited cerium stearate superhydrophobic Mg surfaces was reported to
be 142 nA/cm2 with a 30-min immersion to perform OCP [19]. Experiments performed by Vengatesh
and Kulandainathan with a 30-min immersion before polarization show that the corrosion current
varies between 2 and 1050 nA/cm2, depending on the passivated molecules [15]. Moreover, in the
study of He et al., a 1-h immersion time is used for the stabilization [21]. In our experiment, the
samples were exposed to NaCl solution for 20 h to stabilize under OCP. This indicates that our
superhydrophobic film displays a better stability and durability in the corrosion test as compared to
the reported values in the literature.

336



Metals 2016, 6, 47

Nyquist plots of the as-received aluminum alloy, anodized and hybrid organic-inorganic SHAAO
substrate are presented in Figure 4b–d. It is well known that Rct is the charge transfer resistance,
describing the difficulty of the corrosion occurring on the substrate. Rct of anodized substrate is found
to be 14 kΩ¨ cm2 in Figure 4c, which is about 10-times higher than that of the as-received aluminum
alloy substrate (1.5 kΩ¨ cm2) in Figure 4b. However, the corrosion protection of the SHAAO substrate
is the combined effect of Rct of 284 kΩ¨ cm2 (semicircle at low frequency) along with the resistance of
the superhydrophobic films of 405 kΩ¨ cm2 (semicircle at high frequency) in Figure 4d. This indicates
a significant enhancement of corrosion resistance, which is complementary to the result from the
polarization curves, where the polarization resistance of SHAAO is higher than the anodized substrate,
as well as for the Al substrate.

In the study of Liu et al. [19], the Rct of the superhydrophobic magnesium substrate covered with
cerium myristate was found to be 13 kΩ, which is comparable to our anodized substrate, but much
smaller than our zinc stearate-covered SHAAO substrate [19].

4. Conclusions

A superhydrophobic anodic aluminum oxide (SHAAO) surface was prepared by the
electrodeposition process using the ethanolic solution of stearic acid (SA) mixed with zinc nitrate
(Zn(NO3)2) at a constant voltage of 20 V. The hybrid organic-inorganic SHAAO surface having a
micro-nanoporous structure of low surface energy zinc stearate (ZnSA) exhibits a water contact angle
(CA) of 160˝ ˘ 1˝. The SHAAO substrate has a polarization resistance (Rp) and charge transfer
resistance (Rct) of 441 and 284 kΩ¨ cm2, respectively, much higher than that of the as-received
aluminum(Rp of 50 kΩ¨ cm2 and Rct of 1.46 kΩ¨ cm2) and anodized aluminum substrate (Rp of
87 kΩ¨ cm2 and Rct of 14 kΩ¨ cm2) in the corrosion. This indicates that the SHAAO substrate displays
a much better corrosion resistance property as compared to the as-received aluminum alloy substrate,
as well as the anodic aluminum oxide (AAO) substrate.
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Abstract: Al-Zn-Mg-Cu alloys are widely used in aircraft applications because of their superior
mechanical properties and strength/weight ratios. Commercial Al-Zn-Mg-Cu alloys have been
intensively studied over the last few decades. However, well-considered thermodynamic calculations,
via the CALPHAD approach, on a variation of alloying elements can guide the fine-tuning of known
alloy systems and the development of optimized heat treatments. In this study, a comparison was
made of the solidus temperatures of different Al-Zn-Mg-Cu alloys determined from thermodynamic
predictions and differential scanning calorimetry (DSC) measurements. A variation of the main
alloying elements Zn, Mg, and Cu generated 38 experimentally produced alloys. An experimental
determination of the solidus temperature via DSC was carried out according to a user-defined method,
because the broad melting interval present in Al-Zn-Mg-Cu alloys does not allow the use of the
classical onset method for pure substances. The software algorithms implemented in FactSage®,
Pandat™, and MatCalc with corresponding commercially available databases were deployed for
thermodynamic predictions. Based on these investigations, the predictive power of the commercially
available CALPHAD databases and software packages was critically reviewed.

Keywords: aluminium alloys; Al-Zn-Mg-Cu alloys; CALPHAD; differential scanning calorimetry

1. Introduction

Increasing standards and demands for high strength aluminium alloys for aircraft and automotive
applications require the continuous improvement of heat treatment procedures and alloy chemistry
to optimise critical properties such as strength, toughness and corrosion resistance. Al-Zn-Mg-Cu
alloys (7xxx) are age-hardenable and favourable because of their high strength-to-weight ratio [1,2].
Their simplified precipitation sequence is generally known as [3,4]:

SSSS ´ metastable GP-zones pGP I, GP IIq ´ metastableη1 ´ stableη

where SSSS represents the supersaturated solid solution after solution treatment and quenching.
Cluster and GP zones are formed during natural ageing and in early stages of artificial ageing.
The metastable phase η1 is commonly responsible for the main hardening process, whereas the
equilibrium phase η is characterized by coarse particles and is typical of overaged conditions [5,6].
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The determination of critical parameters for heat treatment procedures is often done
via differential scanning calorimetry (DSC), which is a powerful technique for studying the
thermodynamics and kinetics of phase changes and measures the heat flow rates in dependence
on temperature and/or time [3,7]. In industrial Al-Zn-Mg-Cu alloys DSC has been especially useful to
study the precipitation sequence and the possible temperature range for solution heat treatments [3,6].

In addition to experimental determination of the evolution of phases most constitutional quantities
can also be predicted computationally via the CALPHAD (CALculation of PHAse Diagrams) approach [8].
CALPHAD uses different semi-empirical models to calculate the Gibbs free energy. These models are
mostly generated from experimental findings. Excess Gibbs free energy contributions of non-ideal solutions
are also included via semi-empirical models (e.g., Redlich-Kister polynomials) [9–13]. However, in many
cases multi-component systems are not fully assessed and are only extrapolated from binary, or in
special cases higher order, boundary systems. With this approach, the thermochemical properties of
alloys can be described sufficiently [14]. However, the absolute accuracy for detailed alloy systems is
largely unknown.

This paper illustrates how state-of-the-art thermodynamic predictions using different software
packages and the corresponding databases accord with DSC results from experimentally produced
Al-Zn-Mg-Cu alloys. It also illustrates a possible method for estimating the solidus temperature of 7xxx
alloys, which show a wide solidification interval. Finally, it discusses the usability of thermodynamic
predictions in finding optimized compositions and temperature regimes for successful solution heat
treatment procedures.

2. Materials and Methods

For this study model alloys were prepared with Al 0.995 (mass fraction) and binary Al-X master
alloys (X = Cu, Mn, Fe, Cr, and Ti) and pure Si, Mg, and Zn, respectively, as starting materials using an
inductive melting furnace (ITG Induktionsanlagen GmbH, Hirschhorn/Neckar, Germany). To check
the chemical composition, optical emission spectrometry (SPECTROMAXx from SPECTRO, Kleve,
Germany) was applied during the alloying procedure and to the final products. All 7xxx example
alloys are roughly variations of AA 7075 alloys; their chemical compositions are listed in Table 1.
The alloy ingots were homogenized in a Nabertherm N60/85 SHA circulating air furnace at 455 ˝C
for 4 h, and 10 h at 465 ˝C. The additional higher temperature was chosen in case of insufficient
effectiveness at the lower temperature. Finally, the alloys were hot compressed to convert the cast
structure into a wrought microstructure.

DSC measurements were performed on a Netzsch DSC 204 F1 Phoenix (Netzsch Gerätebau GmbH,
Selb/Bayern, Germany) at a heating rate of 10 K/min for specimens of 4 mm ˆ 2 mm ˆ 0.5 mm.
Samples were put into an Al2O3 pan in the DSC apparatus at room temperature and cooled to ´40 ˝C at
highest possible rate and equilibrated for 10 min while employing a nitrogen gas flow of 20 mL¨min´1.
Thus, levelling of the DSC apparatus occurred at the low starting temperature and not at the interesting
region above room temperature. Measurements were performed between ´40 ˝C and 700 ˝C; baseline
correction was performed during experiments which comprised a single DSC run using two empty
Al2O3 pans (one as reference, the other for measuring test alloys).

Thermodynamic equilibrium calculations were performed using FactSage® 7 software [15]
together with the FACT FTlite light alloy database (2015). Calculations with the MatCalc program
were carried out with MC_AL_V2.029 database (2015). Pandat calculations were performed using the
PanAl2013 [16] database.
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Table 1. Chemical composition of the alloys measured with emission spectrometry.

Alloy Composition (Mass Fraction ˆ 102)
# Si Fe Cu Mn Mg Cr Zn Ti Al

1 0.40 0.40 1.69 0.26 1.37 0.24 4.15 0.13 Bal.
2 0.39 0.37 1.70 0.25 1.35 0.23 6.20 0.14 Bal.
3 0.35 0.34 1.47 0.25 2.07 0.23 5.81 0.13 Bal.
4 0.18 0.10 1.26 0.10 1.87 0.16 4.73 0.05 Bal.
5 0.18 0.10 1.29 0.10 2.01 0.17 5.30 0.04 Bal.
6 0.18 0.09 1.19 0.10 2.17 0.18 5.67 0.05 Bal.
7 0.18 0.10 1.29 0.10 2.22 0.16 5.96 0.04 Bal.
8 0.15 0.10 1.17 0.09 2.12 0.20 5.24 0.04 Bal.
9 0.15 0.11 1.21 0.10 1.81 0.20 5.28 0.04 Bal.
10 0.16 0.11 1.31 0.10 1.88 0.20 5.64 0.04 Bal.
11 0.16 0.11 1.28 0.10 1.83 0.20 5.86 0.04 Bal.
12 0.16 0.11 1.27 0.10 1.80 0.21 5.98 0.04 Bal.
13 0.14 0.02 1.19 0.10 2.36 0.16 4.97 0.04 Bal.
14 0.13 0.02 1.16 0.10 2.25 0.16 5.11 0.04 Bal.
15 0.13 0.02 1.13 0.10 2.12 0.16 5.32 0.04 Bal.
16 0.13 0.02 1.16 0.10 2.14 0.16 5.73 0.04 Bal.
17 0.13 0.02 1.22 0.10 2.16 0.16 5.91 0.04 Bal.
18 0.13 0.12 1.33 0.11 2.22 0.21 5.10 0.05 Bal.
19 0.13 0.12 1.32 0.11 1.83 0.21 5.28 0.05 Bal.
20 0.14 0.12 1.33 0.10 1.84 0.21 5.65 0.05 Bal.
21 0.13 0.11 1.34 0.10 1.85 0.21 6.01 0.05 Bal.
22 0.13 0.11 1.30 0.10 1.79 0.21 6.29 0.06 Bal.
23 0.13 0.12 1.34 0.10 1.80 0.21 6.51 0.05 Bal.
24 0.12 0.12 1.21 0.11 3.04 0.18 5.47 0.06 Bal.
25 0.13 0.12 1.30 0.11 2.89 0.17 5.75 0.05 Bal.
26 0.12 0.12 1.37 0.11 2.64 0.16 6.30 0.05 Bal.
27 0.12 0.12 1.25 0.11 2.41 0.18 6.33 0.05 Bal.
28 0.14 0.13 1.37 0.11 2.47 0.16 6.79 0.05 Bal.
29 0.44 0.27 1.55 0.29 2.40 0.22 5.00 0.12 Bal.
30 0.07 0.14 1.31 0.11 2.07 0.20 5.64 0.11 Bal.
31 0.08 0.14 1.19 0.10 2.93 0.17 5.97 0.11 Bal.
32 0.06 0.03 1.33 0.10 2.38 0.17 6.02 0.08 Bal.
33 0.06 0.03 1.39 0.10 2.32 0.17 6.74 0.08 Bal.
34 0.06 0.03 1.30 0.10 2.20 0.17 6.65 0.09 Bal.
35 0.07 0.13 1.24 0.11 2.09 0.20 5.57 0.11 Bal.
36 0.07 0.15 1.27 0.11 2.05 0.20 6.04 0.10 Bal.
37 0.06 0.13 1.19 0.11 2.65 0.20 5.57 0.10 Bal.
38 0.07 0.13 1.21 0.11 2.50 0.20 5.85 0.10 Bal.

3. Results and Discussion

Figure 1 represents the thermodynamically calculated freezing range of alloy #38 (arbitrarily
chosen). Obviously the coincidence of the calculations is rather low. For the solidus temperature
the results differ quite strongly, ranging from 510 ˝C (Pandat™) to 549 ˝C (MatCalc). At higher
temperatures, a nearly identical result is seen for all three thermodynamic programs. The temperatures
where the fcc phase vanishes range from 636 ˝C (FactSage®) to 639 ˝C (MatCalc). The difference
between solidus temperature and full melting of the fcc phase may stem from the small fraction of
liquid formed over a large temperature interval near the solidus temperature and a large fraction of
liquid formed at higher temperatures over a small temperature interval.
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Figure 1. Thermodynamic calculation of solidus and liquidus temperatures of experimental
alloy #38 using FactSage®, MatCalc, and Pandat™.

The data are plotted in Figure 2 to compare the CALPHAD results obtained for the solidus
temperature. Figure 2a represents a plot of FactSage® vs. MatCalc. The R2-value of 0.730 determined
indicates an acceptable correlation between the data of these two tools. The deviation between the
programs mentioned is probably caused by different databases. In Figure 2b, the calculated solidus
temperatures correlate with 0.923 for Pandat™ vs. FactSage®. This correlation between FactSage® and
Pandat™ is excellent by a similar database. In Figure 2c, the results of thermodynamic calculation via
MatCalc vs. those via Pandat™ are shown. The correlation R2 is about 0.719 and is slightly lower than
that of FactSage® and MatCalc. This value can be expected from the excellent correlation of FactSage®

and Pandat™ and the low correlation of FactSage® and MatCalc. From the correlation comparison of
all three tools, it may be concluded that FactSage® and Pandat™ show quite similar trends and exhibit
only small differences in the absolute solidus temperature. MatCalc calculates a slightly different trend
and a higher absolute deviation in the solidus temperature compared with the two other tools.

(a) 

Figure 2. Cont.
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(b)

(c)

Figure 2. Comparison of solidus temperatures predicted by CALPHAD programs: (a) FactSage® vs.
MatCalc; (b) FactSage® vs. Pandat™; and (c) MatCalc vs. Pandat™.

In addition to simulations, experimental investigations were carried out via DSC. Melting of pure
substances at a single temperature generates broad peaks over temperature due to the thermal lag
of the DSC device. Consequently, the classical onset method is used to determine the melting point.
A symbolic DSC curve is shown in Figure 3. The onset (correct: extrapolated onset) is defined as the
beginning of the thermal effect. Within a peak, i.e., during a transition or reaction, the baseline is
defined as the curve between the region of a peak, which would have been recorded if all cp changes
had occurred but no heat of transition had been released [7]. This means that at the deviation of
the base line (inflection point) tangents can be applied along the (imaginary or extrapolated) base
line and the occurring peak. The intersection point of the two straight lines can be used as the onset
temperature. The area under the curve is typically proportional to the enthalpy of this event [17,18].
This construction is physically useful only on the DSC melting curve of a pure substance, where it can
be deployed for graphical determination of the sample temperature during melting. For alloys, the
method for determining the onset is not trivial. Unfortunately, there is a broad melting interval in
7xxx alloys and the start of equilibrium melting is only associated with a low fraction of liquid formed
(compare with Figure 1). Because the associated peak area in DSC scales with this fraction of liquid, the
onset is smeared out. In this case the peak resulting from the real temperature interval of melting where
heat is consumed and the thermal lag overlaps. Here, to account for this, we use the first deviation from
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the baseline (small detail in Figure 3) as a user-defined measure for the solidus temperature. The base
line is defined here as the part of the DSC curve that shows no transformations (after the dissolution
of precipitates but directly before melting) and is taken as a straight line. This method, however,
depends on the viewed scale; we therefore define this for all measurements here as ΔT = C1 = 200 ˝C
and ΔDSC = C2 = 0.07 W/g (see insert to Figure 3).

Figure 3. Comparison of a user-defined determination of solidus temperatures for alloys with large
melting intervals with the classical onset technique for evaluation of the melting point of pure
substances based on a DSC curve.

As an example Figure 4 shows the measured curve of the experimental alloy #38 in the interval
from 470 ˝C to 670 ˝C. The DSC curve exhibits an endothermic peak at 477 ˝C prior to the main
melting peak. The example alloy is in as-cast condition. It may be assumed that the occurrence
of the first peak is caused by segregations and by the melting of the T-phase (Al2Mg3Zn3) [6,19,20].
After a first homogenization, the alloy was measured again in the DSC. The first observed melting peak
was shifted to higher temperatures (492 ˝C). The area of the peak was also significantly less than that in
the as-cast condition. However, no complete homogenization occurred. The small peak is an indicator
of the S-phase (Al2CuMg) [6,19]. After the second homogenization at higher temperature a closer look
at the DSC trace also revealed no endothermic peak due to low melting non-equilibrium segregations
or undissolved phases. We assume that the alloy reached a near-equilibrium state. Now the large peak
may be considered the main melting peak of the experimental alloy #38. It corresponds to the solidus
temperature and is determined to be 529 ˝C via the user-defined method described in Figure 3.

Table 2 summarizes the solidus temperatures of the corresponding alloys and the values calculated.
In Table 2 it can be seen that the predicted values agree with the results of the experimental
measurements within the scatter of the various software packages (49 ˝C). However, a result which only
deviates 31 ˝C between experiment and calculation can be judged as acceptable in terms of predictive
character. The accuracy of our DSC results can be judged via discussion of the thermal lag of the setup
and the standard deviation of the measurements. The thermal lag of the measurements at 10 K/min
was quite acceptable, but can result in a systematic error of approximately 4 ˝C (estimated from an
extrapolation of measurements with different heating rates of 5, 10, and 20 K/min to 0 K/min).
The standard deviation of our solidus estimation method for repeated DSC measurements was
around ˘1 ˝C.

344



Metals 2016, 6, 180

Figure 4. Change in DSC signal of experimental alloy #38 alloy during heating of three samples in
conditions as-cast, incomplete homogenization and complete homogenization at constant heating rate
of 10 K/min.

Figure 5 represents a parity plot of the DSC measurements and thermodynamic predictions of
the solidus temperatures. In Figure 5a it can be seen that FactSage® matches acceptably with an
R2 of 0.625. At temperatures around 530 ˝C the coincidence is good. However, the slope of the
trend line is somewhat off. Pandat™ provides a result close to that of FactSage®, with an R2 of 0.606.
The optimum overlap is in the temperature range between 530 ˝C and 540 ˝C and the trend is also
slightly off. The similarity between Pandat™ and FactSage® is not surprising because these packages
have been shown to deliver well-correlated predictions (see Figure 2). MatCalc supplies a slightly lower
R2, 0.540, than FactSage® and Pandat™. However, the slope of the trend line fits better. The reason for
the discrepancy between the predictions and the calculated values may be due to the limitations of
thermodynamic data regarding multicomponent systems, which always includes extrapolation from
binary, ternary, or in special cases quaternary optimized systems. Moreover, thermodynamic data
themselves are generated from experimental observations and include measurement errors. As a last
point, our own measurements via DSC may also include measurement and systematic errors like the
thermal lag described above. A further systematic error is possible due to the difficulties of measuring
the exact melting temperature described in Figure 3. Nevertheless, thermodynamic calculations can be
seen as a useful tool for predicting the solidus temperatures of a certain alloy composition to optimise
7xxx alloys. However, one should be aware of the possible inaccuracy of CALPHAD predictions.
For example, a maximum absolute temperature deviation of more than 30 ˝C between prediction and
measurement is too high for the design of new heat treatments, where adjustments are usually within
a much narrower temperature range to avoid partial melting. Despite this limitation, fine-tuning of
the alloy composition and heat treatment temperatures can be guided via thermodynamic predictions
because trends are predicted correctly for all software-packages.
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Table 2. Measured and calculated solidus temperatures.

Alloy # Ts DSC"homogenized" (˝C) Ts FactSage® (˝C) Ts MatCalc (˝C) Ts Pandat™ (˝C)

1 542 539 559 529
2 532 527 551 513
3 530 526 556 512
4 536 540 556 532
5 531 533 553 524
6 529 531 552 521
7 527 525 549 515
8 533 534 554 526
9 533 537 558 535
10 533 532 552 523
11 532 531 552 524
12 531 532 552 525
13 536 531 550 524
14 538 533 551 526
15 541 534 552 527
16 538 530 549 523
17 530 526 547 519
18 532 528 552 518
19 534 534 558 532
20 533 532 554 527
21 531 528 552 522
22 530 528 552 524
23 533 525 550 519
24 526 512 543 497
25 523 510 542 495
26 521 508 541 493
27 518 517 546 505
28 519 508 541 493
29 536 527 555 512
30 540 526 558 520
31 520 508 542 494
32 528 514 544 506
33 525 508 538 496
34 523 514 538 508
35 536 528 559 527
36 527 525 557 523
37 532 518 549 509
38 529 519 549 510

(a)

Figure 5. Cont.
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(b)

(c)

Figure 5. Representation of DSC measurement results compared with thermodynamically predicted
forecasts: (a) FactSage® vs. DSC; (b) MatCalc vs. DSC; and (c) Pandat™ vs. DSC.

4. Conclusions

In this study we compared DSC measurements and thermodynamic predictions for Al-Zn-Mg-Cu
alloys from different CALPHAD tools: the software packages FactSage®, Pandat™, and MatCalc and
the corresponding databases. We showed that the simulations deliver useful information about solidus
temperatures, which is commonly only available through extensive experimental work. Based on
an evaluation of the quality of the predictions, we illustrated the extent to which thermodynamic
predictions can help to identify optimized alloy compositions, excluding prohibited areas with low
melting phases in the temperature field of solution treatment procedures. The main findings of the
study are summarized as follows:

‚ The CALPHAD tools FactSage®, Pandat™ and MatCalc predict correlated solidus temperature
values, although within a maximum observed absolute temperature deviation of 49 ˝C for various
Al-Zn-Mg-Cu alloys.

‚ To compare simulated solidus temperatures to data from DSC measurements, a user-defined method
for estimating the solidus temperature for alloys with a broad melting interval was introduced.

‚ Experimentally determined solidus temperatures agree with the predictions and deviate no more
than the predictions of different CALPHAD tools themselves.

Thermodynamic tools based on the CALPHAD approach are very efficient for optimizing
alloys and heat treatments, but our results show that it is critical to be aware of the boundaries
of prediction accuracy.
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Abstract: Tube spinning is an effective plastic-forming technology for forming light-weight,
high-precision and high-reliability components in high-tech fields, such as aviation and aerospace.
However, cracks commonly occur in tube spinning due to the complexity of stress state, which
severely restricts the improvement of the forming quality and forming limit of components. In
this study, a finite element (FE) model coupled with Gurson-Tvergaard-Needleman (GTN) damage
model for forward tube spinning of 3A21-O aluminum alloy is established and its applicability is
evaluated by experiment. Meanwhile, the GTN damage model is employed to study the damage
evolution for forward tube spinning of 3A21-O aluminum alloy. The results show that the FE model
is appropriate for predicting the macroscopic crack appearing in uplift area for forward tube spinning,
while the damage evolution in deformation area could not be predicted well due to the negative
stress triaxiality and the neglect of shear deformation. Accumulation of damage in forward tube
spinning occurs mainly in the uplift area. Void volume fraction (VVF) in the outer surface of the tube
is higher than that in the inner surface. In addition, it is prone to cracking in the outer surface of tube
in the material uplift area.

Keywords: forward tube spinning; 3A21-O aluminum alloy; Gurson-Tvergaard-Needleman (GTN)
damage model; finite element (FE) model; crack

1. Introduction

Tube spinning, also known as flow forming, is one of spinning processes widely used to produce
cylindrical components with thin-walled section and high precision [1,2]. In this process, the metal is
displaced axially along a mandrel, while a continuous and localized plastic deformation is applied
by the feeding movement of one or more rollers and rotational motion of the mandrel to reduce
the thickness of components [3,4]. According to the relationship between the direction of material
flow and roller traversing, the process can be classified as forward and backward tube spinning, as
shown in Figure 1 [5]. 3A21 aluminum alloy is one of the most commonly used alloys for aviation,
aerospace and automotive industries because of its versatile properties, economical benefit and no need
for-heat-treatment advantages [6]. However, due to the highly non-linear feature and complicated
stress state during tube spinning, it is prone to cracking in 3A21 aluminum spun parts, which severely
restricts the improvement of the forming quality and forming limit of components. Therefore, it is
necessary to study the damage evolution of 3A21 aluminum alloy to guide the actual production of
spun components.
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Figure 1. Schematic of forward and backward tube spinning.

Researches on the damage evolution in spinning process coupled with ductile fracture criteria
have been reported in recent years. Ma et al. [7] investigated the damage evolution in tube spinnability
of TA2 titanium tube with nine types of un-coupled ductile fracture criteria in detail. Their result
indicated that except for the Freudenthal, Rice and Tracey (R-T) and Ayada models, all the other
models can correctly predict the damage distribution on TA2 titanium tube in spinnability test.
Cockcroft-Latham (C-L) criterion provided the highest prediction accuracy on the spinnability of
TA2 titanium tube, which was only 9% less than the measured experimental value. Zhan et al. [8]
predicted the failure occurring in shear spin-forming, splitting spin-forming of LF2M aluminum
alloy by embedding the Lemaitre and Cockcroft-Latham (C&L) criteria into the finite element (FE)
model. The results showed that the Lemaitre criterion was better than the C&L criterion at accurately
predicting the position at which damage will occur. A thermal damage model for tube spinning
process of Ti-6Al-2Zr-1Mo-1V combining the Oyane ductile fracture criterion with the relationship
among damage threshold, temperature and strain rate was also established by Zhan et al. [9]. Their
results indicated that the inner surface of the spinning region was the zone most prone to damage due
to positive stress triaxiality and large strain rate.

Recently, studies on expansion and accumulation of cavities in ductile material have been carried
out. It is often believed that, the ductile failure process of metal material consists of three stages in
mesoscopic scale: micro-voids nucleation, growth and coalescence, respectively [10,11]. The typical
model to describe these three stages is the Gurson-Tvergaard-Needleman (GTN) damage model, which
is proposed by Gurson [10] and further modified by Tvergaard and Needleman [11]. Compared with
other ductile fracture criteria, GTN damage model is a coupled ductile fracture criterion, incorporating
the void evolution into the constitutive equations. Generally, GTN damage model and modified
GTN damage model are applied to predict void initiation, propagation, and final rupture [12,13]
combined with FE simulation in some process. Chen and Dong [12] predicted the damage in deep
drawing test of AA6111 aluminum alloy well with a modified GTN yield criterion based on a quadratic
anisotropic yield criterion and an isotropic hardening rule. Butcher et al. [13] predicted the burst
pressure, formability and failure location in tube hydroforming of dual phase (DP600) steel using GTN
constitutive model and interpreted the influence of void shape and shear on coalescence. Sun et al. [14]
analyzed the ductile damage and failure behavior of steel sheet with edge defects under multi-pass
cold rolling based on the shear GTN damage model proposed by Nahshon and Hutchinson [15].
Li et al. [16] indicated that the GTN damage model can predict the damage in tube bending process.
However, it cannot predict the damage evolution due to the negative stress triaxiality in split spinning.
It can be found that most of these studies about GTN damage model concentrate on the simple stress
state. Researches on GTN damage model applied in other complicated deformation, such as tube
spinning process, are limited. In tube spinning process, many researches on damage evolution have
been studied based on other ductile fracture criteria. However, there are few researches on damage
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evolution based on GTN damage model in this process. Thus, the applicability and limitation of GTN
damage model in tube spinning should be evaluated in detailed.

To investigate the applicability of GTN damage model to predict fracture in tube spinning process,
an FE model coupled with GTN damage model for forward tube spinning of 3A21-O aluminum alloy
is established based on ABAQUS/Explicit platform. Then the applicability of GTN damage model
in spinning process is evaluated by experiment. Distributions of the stress triaxiality, the maximum
principal stress, and the void volume fraction (VVF) are analyzed to reveal damage evolution in
forward tube spinning finally.

2. Material and Methods

The material used in this study is 3A21-O aluminum alloy. The chemical composition of the alloy
is listed in Table 1. Parameters of the material are shown in Table 2.

Table 1. Chemical composition of 3A21-O aluminum alloy.

Position Si Fe Cu Mn Mg Zn Ti Al

Mass fraction (%) 0.6 0.7 0.2 1.3 0.05 0.10 0.15 Bal.

Table 2. Material parameters of 3A21-O aluminum alloy.

Parameters Values

Elastic modulus (GPa) 69.98
Poisson’s ratio 0.33

Yield strength (MPa) 52
Strength coefficient (MPa) 188.76

Hardening exponent 0.194

Based on the ABAQUS/Explicit platform, uniaxial tensile simulations under the same condition
as experiments are conducted to determine main parameters in GTN damage model. Tensile tests
are carried out on a CMT5205 electronic universal testing machine (MTS Systems Corporation, Eden
Prairie, MN, USA) at a maximum load of 200 KN. Dimensions of uniaxial tensile test specimen are
shown in Figure 2. Experiments of forward tube spinning are carried out on a CZ900/CNC spin
forming machine (Sichuan Space Industry Company, China). Taking the large size of the blank
in experiment into consideration, theory of similarity [17] is adopted to improve the efficiency of
calculation in simulation. The ratio of similitude is 4 in this study. The main process parameters in
experiment and simulation for forward tube spinning are listed in Table 3. In order to analyze the
damage evolution in forward tube spinning, the tube is divided into four areas, namely un-deformed
area, uplift area [9], deformation area, and deformed area, respectively (Figure 3).

Figure 2. Dimensions of uniaxial tensile specimen (Unit: mm).

351



Metals 2016, 6, 136

Figure 3. Schematic of area division of the tube in forward spinning.

Table 3. Process parameters in simulation and experiment.

Parameters Experiment Simulation

Inner diameter of the tube d (mm) 320.6 80.15
Thickness of the tube t0 (mm) 12 3

Initial height of the tube h (mm) 150 37.5
Roller nose radius r (mm) 5 1.25
Roller feed rate vr (mm/r) 1.25 0.3125

Roller attack angle α (˝) 30 30
Mandrel rotational speed ω (r/min) 100 100

Reduction ratio of wall thickness Ψ (%) 50 50

3. Gurson-Tvergaard-Needleman (GTN) Damage Model and Finite Element (FE) Model in
Tube Spinning

3.1. GTN Damage Model

The Gurson model revised by Tvergaard and Needleman, namely the GTN damage model, can
be expressed as Equation (1) [10,11]:

φpσ, f q “
ˆ
σeq

σy

˙
` 2q1 f ˚cosh

ˆ
´3q2σm

2σy

˙
´

´
1 ` q3 f ˚2

¯
“ 0 (1)

where, φ is the yield function; σeq is the von Mises equivalent stress; σy the mean uniaxial equivalent
stress of the matrix material; σm is macroscopic hydrostatic pressure; f is the VVF; q1, q2 and q3 are the
constants for material. When q1 = q2 = q3 = 1, Equation (1) can be degraded into the Gurson model.
f * is the modified void volume fraction that takes into account the final decrease in load when void
coalescence occurs. The relationship between f * and f is given as follows:

f ˚ “
#

f p f ď fc q
fc ` 1{q1´ fc

fF ´ fc
p f ´ fc q p fc ă f ă fFq (2)

where, fc is the critical VVF when the void coalescence takes place and fF is the VVF at the final failure
of material.

The evolution of voids is characterized by the gradually growth of existing voids volume fraction
(fg) and nucleation of new voids volume fraction (fn) in material, as shown in Equation (3):

df “ dfg ` dfn (3)
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The void growth rate is determined by the plastic incompressibility of matrix surrounding the
voids with respect to the rule of mass balance in representative volume elements. It can be expressed
as Equation (4):

dfg “ p1 ´ fqdεp : 1 (4)

where, dεp is the increment of hydrostatic plastic strain and I is a second order unit tensor.
The growth of strain controlled nucleation of new voids [18] can be expressed as Equation (5):

dfn “ Adεy
pl (5)

with A “ fn

Sn
?

2π
exp

«
´ 1

2

ˆ
εy

pl ´εn
Sn

˙2
ff

, where, fn is the total void volume fraction that can be

nucleated; εn is the mean equivalent plastic strain for void nucleation; Sn is the corresponding standard
deviation and dεy

pl is the increment of equivalent plastic strain.

3.2. Determination of Parameters in GTN Damage Model

In the GTN model, q1, q2, q3, εn and Sn can be determined by empirical values, and f 0, fn, fc and
fF are generally determined by scanning electron microscope (SEM) microstructures. In this study,
to reflect the interaction in two void groups in GTN model, values of q1, q2 and q3 are quantified
as 1.5, 1 and 2.25, respectively [19]. The value of Sn is determined as 0.1 and εn is assigned as
0.3 [10,12,20]. Considering that there are many researches on the GTN damage model of aluminum
alloy, the microstructure of 3A21 aluminum alloy can be hardly observed due to its excellent corrosion
resistance, the initial void volume fracture f 0 is determined as 0.001 according to the values adopted in
other aluminum alloy [12,21], and fn, fc and fF are determined by anti-inference method [21] through
the combination of experiment with FE simulation of uniaxial tensile test.

The true stress strain curves in experiment and in simulation with different parameters in the
GTN model (Table 4) are shown in Figure 4. It can be seen that, under the same dimensions of specimen
and loading condition, different parameters in the GTN damage model have significant effects on the
deformation behavior of material. In experiment, ultimate tensile strength reaches to 143.13 MPa at the
strain of 0.27. When the strain is larger than 0.27, there are obvious differences in stress strain curves
between simulation and experiment. Considering that the specimen bears the maximum load and void
coalescence begins, and the hardening properties decrease suddenly due to the coalescence of void
speed which depends on the factor fF [22], stress strain curves between simulation and experiment can
be compared by critical strain (strain corresponding to tensile strength) and fracture strain. When the
strain is less than 0.27, stress strain curves in simulation are similar to each other. The differences of
stress strain curves between simulation and experiment in this region can be symbolized as standard
deviation (SD), which can be expressed as:

SD “

gfffe
nř

i“1
pxi ´ xirelq2

n
(6)

where, xi is the stress in simulation at a certain strain (0.02, 0.04, 0.06,...,0.26); xirel is the stress in
experiment at the corresponding strain; n is 13 in this study.

Standard deviation, critical strain and fracture strain under different parameters in the GTN model
are shown in Table 4. It can be seen that there are minimum standard deviation under the parameters
in group 5. Meanwhile, in simulation critical strain and fracture strain under these parameters are
also closer to those in experiment. Thus, in this study, fn, fc and fF are determined as 0.012, 0.02 and
0.04, respectively.
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Figure 4. True stress strain curves of different parameters coupled with Gurson-Tvergaard-Needleman
(GTN) damage model.

Table 4. Standard deviation, critical strain and fracture strain under different parameters in
Gurson-Tvergaard-Needleman (GTN) damage model.

Values
Group

1 1 3 4 5 6 7 8 Experiment

fn 0.01 0.02 0.02 0.015 0.012 0.01 0.04 0.002 -
fc 0.05 0.05 0.02 0.02 0.02 0.01 0.05 0.005 -
fF 0.1 0.1 0.05 0.04 0.04 0.02 0.15 0.05 -

Standard deviation 1.47 1.30 1.70 1.26 1.25 1.75 1.36 1.72 -
Critical strain 1.01 0.81 0.38 0.32 0.30 0.35 0.48 0.59 0.27
Fracture strain 1.09 0.84 0.42 0.36 0.33 0.38 0.58 0.68 0.33

3.3. Establishment of the FE Model for Forward Tube Spinning Coupled with GTN Damage Model

Based on the ABAQUS/ Explicit platform, an FE model coupled with the GTN damage model
for forward tube spinning process of 3A21-O aluminum alloy is established, as shown in Figure 5.
In the model, rollers and mandrel are assumed to be analytical rigid bodies. The tube is considered
as a deformable body, which is meshed by an 8-node linear brick, reduced integration and hourglass
control element (C3D8R). Five layer elements are divided in the thickness direction of the tube because
five layer elements are enough to get the variation information of wall thickness during spinning [17].
Three simulations with mesh sizes of 1, 1.5 and 2 mm in the axial-hoop plane are compared, as shown
in Table 5. The mass scaling is 2000 to ensure the efficiency and accuracy in simulation. As seen
in Table 5, there are small increases of maximum Mises stress and maximum equivalent strain with
mesh size decreasing. However, central processing unit (CPU) time is increased obviously with mesh
size decreasing. Considering the efficiency and accuracy of simulation, mesh size of 1.5 mm in the
axial-hoop plane are adopted in this study. Coupling constraint is adopted to limit the movement of
bottom surface of tube in simulation. Arbitrary Lagrangian-Eulerian (ALE) adaptive grid technique is
used to avoid the distortion of the mesh and birth-and-death element is adopted to delete the element
whose VVF exceeds fF. The GTN damage model is implanted into forward tube spinning through the
porous metal plasticity module in ABAQUS platform.
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Figure 5. The finite element model for forward tube spinning.

Table 5. Simulation results under different mesh sizes.

Simulation results
Mesh Size

2 mm 1.5 mm 1 mm

Maximum Mises stress (MPa) 238.4 239.1 239.1
Maximum equivalent strain 2.826 3.276 3.41

Central processing unit time (h) 68 128 244

4. Evaluating the Applicability of the FE Model Coupled with GTN Damage

To verify the reliability of the FE model coupled with GTN damage model for forward tube
spinning of 3A21-O aluminum alloy, the energy variation of the FE model are evaluated and
corresponding experiments are carried out. Figure 6 shows the variations of kinetic energy and
the ratio of kinetic energy to internal energy in forward tube spinning. It is found that, the variation of
kinetic energy is stable except for the initial stage of forward tube spinning, and the ratio of kinetic
energy to internal energy is less than 5% during most stage of the forward tube spinning, which
indicate that the FE model is theoretically reliable [23].

Figure 6. Energy evaluated of finite element model for forward tube spinning of 3A21-O
aluminum alloy.
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To evaluate the applicability of the GTN damage model in forward tube spinning in this study,
experiments are conducted under the parameters as shown in Table 3. Figures 7 and 8 show the crack
defects of the tube in simulation and in experiment at wall thickness reduction ratio of 50%. It can be
seen that, in the outer surface of tube, some elements are deleted in the material uplift area and bottom
area (Figure 7a) due to the birth-and-death element adopted when the VVF exceeds the fF. Cracks are
not observed in the inner surface of tube in simulation (Figure 7b). This indicates that in simulation,
macroscopic cracks mainly occur in the material uplift area. Cracks appearing in the bottom region
of tube in simulation are not emphasized in this study, because they are generated mainly due to
the complicated and large force when the coupling constraint is adopted to limit the movement of
the bottom surface in simulation. In experiment process, penetrating cracks (Area 1) are found in
deformed area (Figure 8a,b). Except for the penetrating cracks, there is no crack in the inner surface of
tube. Localized magnification image (Figure 8c) of Area 2 in Figure 8a indicates there are also many
tiny cracks occurring in the material uplift area. Meanwhile, both in simulation and experiment, cracks
are more serious at the peak of the material uplift area.

(a) (b)

Figure 7. Crack defects in simulation in the (a) outer surface and (b) inner surface of tube at wall
thickness reduction ratio of 50%.

(a) (b) (c)

Figure 8. Crack defects of tube in experiment in the (a) outer surface; (b) inner surface and (c) magnified
image of Area 2 in the outer surface of tube at wall thickness reduction ratio of 50%.

To analyze the discrepancy of the crack position between simulation and experiment results,
Figure 9 shows the VVF distributions of two points, without crack (point A) and with crack (point B),
respectively, in outer surface of spun tube at wall thickness reduction ratio of 50%. It can be seen that
variations of VVF of the two points are similar to each other. Before spinning, there is no significant
change of VVF. Then VVF increases sharply when the point is in the material uplift area. The maximum
value of VVF of the point with crack can reach to 0.08. During spinning, VVF of the points decrease
rapidly and values of it are close to zero at the end of spinning process. After spinning, values of VVF
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are stable and keep to zero. The similar variation of damage evolution is also found in the researches
of Ma et al. [7] by applied Ayada damage model for tube spinning. These indicate that, in GTN damage
model for forward tube spinning, the void nucleation, growth and coalescence occurs in material uplift
area, then the void is annihilated during spinning process under the compression of rollers.

(a) (b)

Figure 9. Distribution of void volume fraction (VVF) of the point (a) without crack and (b) with crack
in forward tube spinning.

In GTN damage model, the characterization of damage evolution can be done by a combination
of the stress triaxiality and Lode parameter [24]. Figure 10a,b show the variations of stress triaxiality of
the two points during forward spinning process. It can be seen that, in the un-deformed area and uplift
area, stress triaxiality is positive, which is good for damage accumulation. Then the stress triaxiality
changes to negative in deformation area and finally changes to positive in deformed area. The
variations of stress triaxiality of the two points in outer surface of spun tube are similar to researches
of Ma et al. [7], where C-L ductile fracture criterion is employed to investigate the spinnability of
tube. In general, GTN damage model or modified GTN damage model have a good performance in
prediction fracture location under high stress triaxiality or shear loading [25,26]. However, the GTN
damage model does not work well for uniaxial compression and plane strain compression since the
void volume fraction does not increase due to the fact that void growth was suppressed in negative
stress triaxiality [15]. Therefore, the GTN damage model could not precisely predict the variation
of VVF in deformation area in forward tube spinning, and the variation of VVF in the subsequent
deformed area is also influenced.

Meanwhile, in tube spinning, the deformed area is usually simplified as a plane strain state,
namely compression deformation in radial direction and tensile deformation in axial direction.
Figure 10c,d shows the variation of Lode parameter in spinning process. It can be seen that Lode
parameter fluctuates widely during the whole process especially in deformation area and deformed
area. In the un-deformed area, negative Lode parameter indicates there is mainly tensile deformation
in this area. In uplift area, Lode parameter changes to positive gradually. Fluctuations of Lode
parameter in these areas are influenced by the rapid variation of principal stresses under compatible
deformation. In deformation area, the values of Lode parameter fluctuate from ´0.6 to 0.4, and some
values of Lode parameter are close to 0. The fluctuation of Lode parameter in deformation area is
mainly resulted from the progressive deformation in spinning. When the point contacts to the roller, it
undergoes shear-compression deformation; when the point is rotating to the area between the two
rollers and still in the deformation area, it undergoes the addition shear-tension deformation. In
addition, the degree of deformation gradually increases when the point contacts to roller again. Values
of Lode parameter in deformation area indicate that the material in this area undergoes larger shear
deformation than in other area of tube. In tube spinning, larger shear deformation is mainly generated
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in circumferential direction by the transmission of torsional moment when the blank rotates with
the mandrel. In deformed area, the reason for the fluctuation of Lode parameter is similar to it in
un-deformed area and material uplift area. Therefore, the shear strain in circumferential direction is
also important and shouldn't be neglected especially in deformation area. Under shear loads, failure
is mainly driven by the shear localization of plastic strain of the inter-voids ligaments due to void
rotation and distortion [27,28]. However, the shear strain is not taken account in the classical GTN
damage model, which could results in some offset of the VVF variation in deformation area as well as
the subsequent deformed area.

Figure 10. Distributions of stress triaxiality of the point (a) without crack; (b) with crack and lode
parameter of the point (c) without crack and (d) with crack in forward tube spinning.

As explained above, the main reason for the failed prediction of the crack in deformed area
is that the negative stress triaxiality and shear deformation in deformation area are not taken into
consideration in the classical GTN damage model. Another reason is that, in simulation, when
deformation occurs, the values of VVF are decreased and values of VVF after deformation are even
smaller than the initial VVF. These mean that the macroscopic crack could be annihilated due to the
dynamic change of VVF. While in experiment, once macroscopic crack appearing in tube, it is hard to
eliminate but to expansion under complicated stress state. Initial crack seems to derive in the uplift
area and then expansion to the deformed area leading to large cracks after severely deformation.
Therefore, GTN damage model is available to predict the position of macroscopic crack appearing in
the material uplift area in forward tube spinning.

5. Damage Evolution in Forward Tube Spinning

It is well known that the triaxiality stress, maximum principal stress and void volume fraction
have a significance effect on damage evolution. Thus, based on the FE model coupled with GTN
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damage model for forward tube spinning, distributions of stress triaxiality, maximum principal stress
and void volume fraction are studied, as shown in Figure 11.

(a) (b)

(c)

Figure 11. Distributions of (a) stress triaxiality; (b) maximum principal stress and (c) VVF in spun tube.

It can be seen that, in Figure 11a, the value of stress triaxiality near the upper surface of tube
is close to zero due to the small compatible deformation produced in spinning; in the un-deformed
area which is close to deformation area, the values of stress triaxiality change to positive. In material
uplift area and deformed area, the value of stress triaxiality should be positive combined with the
distributions of VVF of the points with crack and without crack (Figure 10a,b). In the deformation area
contacting with roller, stress triaxiality is negative under the pressure of roller, which indicates that
damage growth is restrained in this area. Neighboring areas in circumferential direction undergoes
positive stress triaxiality due to the compressive deformation under the roller generating the additional
tensile deformation in neighboring region. The positive stress triaxiality in the bottom surface of the
tube is due to the coupling constraint applied in this surface. Characteristics of maximum principal
stress in Figure 11b indicated that, in the roller contacting area (deformation area), the maximum
principle stress can reach to approximately ´250 MPa. The value of maximum principal stress in
neighboring of roller contacting area in circumferential direction is positive due to the additional
tensile deformation. Except for these areas, the maximum principle stress is close to zero because main
deformation does not occur in other area of tube. Figure 11c shows the VVF distribution in the tube.
It is found that: VVF in uplift area and bottom area of tube is close to 0.004 (VVF at fracture); while in
other areas of the tube, the value of VVF is close to initial value of 0.001. Smaller values of VVF appear
in un-deformed area because small deformation away from roller cannot lead to the increasing of VVF.
In the un-deformed area near deformation area and uplift area, positive stress triaxiality results in
the increasing of VVF. In the deformation area, material undergoes larger compression deformation
and stress triaxiality are negative and VVF is decreased in this area. These result in the maximum
VVF appearing in the uplift zone not in the deformation area. This means that GTN model could
only capture the fracture occurred in material uplift area. Damage evolution in the deformation area
and subsequent deformed area cannot be well predicted due to the decrease of VVF under negative
deviation ratio. The distribution of lager VVF in uplift area in tube forward spinning is similar to the
VVF distribution in spilt spinning in the research of Li et al [16]. Meanwhile, VVF in outer surface is
higher than that in inner surface of spun tube. This indicates that cracks are easy to occur in the outer
surface of the spun tube.

To observe the characteristics of damage evolution in the material uplift area clearly, the variation
of stress triaxiality, maximum principal stress and VVF are obtained along four paths in radius direction
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(Figure 12), as shown in Figure 13. It can be found that values of stress triaxiality decrease from inner
surface to middle thickness section first, then increase and reach to maximum value of outer surface.
This is due to the large amount of deformation in outer surface under the effect of roller and small
amount of deformation under the friction between blank and mandrel in forward tube spinning. When
the point is away from roller contacting area to uplift area, values of stress triaxiality gradually change
from negative to positive. These indicate that in the uplift area, damage is easier to be accumulated,
and cracks occur from the outer surface to inner surface on account of positive stress triaxiality. As we
can see, the laws of maximum principal also show the tendency of decreasing slightly first and then
increasing from the inner surface to outer surface (Figure 13b). The variations of void volume fraction
along radial paths are obtained, as shown in Figure 13c. It can be found that, values of VVF in inner
surface along different paths are close to each other. VVF is gradually increased when the path is away
from the deformation area in outer surface. In addition, values of VVF in outer surface are greater than
them in inner surface, which is resulted from accumulation of VVF under the positive stress triaxiality.
This indicates that in the outer surface of material uplift area, the material is easy to crack when it is far
away from rollers.

(a) (b)

Figure 12. (a) Paths in tube blank and (b) paths in spun tube.

(a) (b) (c)

Figure 13. Distributions of (a) stress triaxiality; (b) maximum principal stress and (c) VVF in tube along
the different radial paths.

According to the characteristics of stress triaxiality, maximum principal stress and void volume
fraction, it can be concluded that accumulation of damage in tube spinning occurs mainly at the
material uplift area. In addition, in the outer surface of material uplift area, the material is easy to
crack when it is far away from rollers.
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6. Conclusions

The applicability of GTN damage model in forward tube spinning of 3A21-O aluminum alloy is
evaluated by experiment and the damage evolution is studied through analyzing the law of distribution
of the stress triaxiality, the maximum principal stress, and the void volume fraction. The main results
are as follows:

(1) Main parameters in GTN model, fn, fc and fF of 3A21-O aluminum alloy, are determined 0.02,
0.012 and 0.04, respectively, by anti-inference method. A three-dimensional finite element numerical
simulation model coupled the GTN damage model for forward tube spinning of 3A21 aluminum alloy
is established. In addition, the GTN damage model is appropriate for predicting macroscopic crack in
the material uplift area. The damage evolution in deformation area could not be predicted well with
GTN damage model due to the negative stress triaxiality and the neglect of shear deformation.

(2) Accumulation of damage in forward tube spinning occurs mainly at the material uplift area
through FE modeling. The VVF in the outer surface of the tube is higher than that in the inner surface
in forward tube spinning. In addition, it is prone to cracking in the outer surface of tube in the material
uplift area.
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Nomenclature

φ Yield function
σeq Von Mises equivalent stress
σy Mean uniaxial equivalent stress of the matrix material
Σm Macroscopic hydrostatic pressure
f Void volume fraction
f* Modified void volume fraction
fc Critical void volume fraction
fF Void volume fraction at failure
Fn Void volume fraction due to nucleation
Fg Void volume fraction due to growth
Sn Standard deviation of nucleation
q1, q2, q3 Coefficients of the GTN damage model
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