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## Preface to "Symmetry and Mesoscopic Physics"

Nature loves to play dice with us, providing this or that riddle along the way of our understanding of its diversity. It is like the faces of an n-dimensional facially regular polyhedron, the numerous faces of which from time to time indicate different problems for us. Depending on our luck, we can get the Ariadne's thread, which could lead us to the laws of nature based on beauty and harmony. Since ancient times people have realized that very often harmony is associated with symmetry. In this issue, we tried to present some of the results of the manifestation of symmetries and symmetry breaking in finite quantum systems that have peculiarities compared to macroscopic samples. Some authors find the effects of symmetry and asymptotic symmetry breaking in the analysis of Bose-Einstein condensate. Other authors have shown how symmetries, due to spin-orbit interaction in quantum dots and graphene, can explain the effects of electron transport in these systems. The problem of scaling symmetry, related to fractals, is studied as well, which allows us to understand the mechanisms of fabrication of complex materials with predefined physical properties and functionalities.
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#### Abstract

Particle fluctuations in mesoscopic Bose systems of arbitrary spatial dimensionality are considered. Both ideal Bose gases and interacting Bose systems are studied in the regions above the Bose-Einstein condensation temperature $T_{c}$, as well as below this temperature. The strength of particle fluctuations defines whether the system is stable or not. Stability conditions depend on the spatial dimensionality $d$ and on the confining dimension $D$ of the system. The consideration shows that mesoscopic systems, experiencing Bose-Einstein condensation, are stable when: (i) ideal Bose gas is confined in a rectangular box of spatial dimension $d>2$ above $T_{c}$ and in a box of $d>4$ below $T_{c}$; (ii) ideal Bose gas is confined in a power-law trap of a confining dimension $D>2$ above $T_{c}$ and of a confining dimension $D>4$ below $T_{c}$; (iii) the interacting Bose system is confined in a rectangular box of dimension $d>2$ above $T_{c}$, while below $T_{c}$, particle interactions stabilize the Bose-condensed system, making it stable for $d=3$; (iv) nonlocal interactions diminish the condensation temperature, as compared with the fluctuations in a system with contact interactions.
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## 1. Introduction

The theory of Bose systems has recently attracted high attention triggered by experimental studies of cold trapped atoms (see, e.g., the books and review articles [1-19]). Special attention has been payed to the study of particle fluctuations, mainly considering three-dimensional macroscopic Bose systems or harmonically-trapped atoms. The importance of this problem has been emphasized after the appearance of a number of papers claiming the occurrence of thermodynamically-anomalous particle fluctuations in the whole region below the condensation temperature $T_{c}$ even for equilibrium three-dimensional interacting systems (a list of the papers containing such claims has been summarized in [20]). The origin of the arising fictitious anomalies and the ways of avoiding them have been discussed in detail in reviews [16-18].

It would not be strange if anomalously strong fluctuations would be found at the point of a second-order phase transition. This would be natural, since at the point of a phase transition, the system is unstable and fluctuations in a system can drastically increase. It is exactly the system instability that drives the phase transition and forces the system to transfer to another state. However, as soon as the transition to the other state has happened, the real system becomes stable and has to exhibit thermodynamically normal fluctuations. It is therefore more than strange how thermodynamically-anomalous fluctuations could arise in realistic three-dimensional interacting systems.

Moreover, Bose-Einstein condensation is necessarily accompanied by the spontaneous breaking of global gauge symmetry. From the mathematical point of view, the similar breaking of continuous symmetry occurs under magnetic phase transitions [21]; hence, anomalous fluctuations of the order parameter should appear in magnets below $T_{c}$. However, thermodynamically-anomalous fluctuations
imply the system instability [22]. Therefore, if such fluctuations would really arise in the whole range below $T_{c}$, then neither superfluids nor magnets would exist. Fortunately, it has been shown [23,24] that thermodynamically-anomalous fluctuations in interacting three-dimensional equilibrium systems, discussed in theoretical papers, are just calculational artifacts caused, briefly speaking, by the use of a second-order approximation for calculating fourth-order terms.

The aim of the present paper is to extend the investigation of particle fluctuations in Bose systems in several aspects: First, we consider mesoscopic systems that are finite, although containing many particles $N \gg 1$. Taking into account a finite number of particles requires modifying the definition of the Bose function by introducing a finite cutoff responsible for the existence of a minimal wave vector prescribed by the system geometry. Second, we analyze particle fluctuations above, as well as below $T_{c}$ for the Bose systems of arbitrary dimensionality, which allows us to find the critical spatial dimension above which the system is stable. Third, we consider two types of Bose systems, confined either in a rectangular box or in a power-law trap. Fourth, the influence of nonlocal interactions on particle fluctuations is analyzed, as compared to that of local interactions.

Throughout the paper, the system of units is employed where the Planck and Boltzmann constants are set to one, $\hbar=1$ and $k_{B}=1$.

## 2. Particle Fluctuations and Stability

Here and in what follows, we consider mesoscopic systems that are finite, containing a finite number of particles $N$, although with this number is rather large, $N \gg 1$.

Observable quantities are given by statistical averages $\langle\hat{A}\rangle$ of Hermitian operators $\hat{A}$. Fluctuations of the observable quantities are characterized by the variance:

$$
\operatorname{var}(\hat{A}) \equiv\left\langle\hat{A}^{2}\right\rangle-\langle\hat{A}\rangle^{2}
$$

The observable is called extensive when:

$$
\begin{equation*}
\langle\hat{A}\rangle \propto N \quad(N \gg 1) \tag{1}
\end{equation*}
$$

which is equivalent to the condition:

$$
\begin{equation*}
\frac{\langle\hat{A}\rangle}{N} \simeq \text { const } \quad(N \gg 1) \tag{2}
\end{equation*}
$$

Fluctuations are termed thermodynamically normal if the inequalities:

$$
\begin{equation*}
0 \leq \frac{\operatorname{var}(\hat{A})}{|\langle\hat{A}\rangle|}<\infty \tag{3}
\end{equation*}
$$

are valid for any $N$, which can also be represented as the condition:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{A})}{|\langle\hat{A}\rangle|} \simeq \mathrm{const} \quad(N \gg 1) \tag{4}
\end{equation*}
$$

When these conditions do not hold, the fluctuations are called thermodynamically anomalous. Sometimes, instead of the terms thermodynamically normal or thermodynamically anomalous, one says, for short, that fluctuations are just normal or anomalous.

Particle fluctuations, describing the fluctuations of the number of particles, characterized by the number-of-particles operator $\hat{N}$, are quantified by the relative variance:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{1}{N}\left(\left\langle\hat{N}^{2}\right\rangle-\langle\hat{N}\rangle^{2}\right) \tag{5}
\end{equation*}
$$

where $N=\langle\hat{N}\rangle$. The fluctuations are normal when:

$$
\begin{equation*}
0 \leq \frac{\operatorname{var}(\hat{N})}{N}<\infty \tag{6}
\end{equation*}
$$

for any $N$, or in other words, when:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N} \simeq \mathrm{const} \quad(N \gg 1) \tag{7}
\end{equation*}
$$

The strength of particle fluctuations characterizes the system stability, since these fluctuations are directly connected to the isothermal compressibility:

$$
\begin{equation*}
\kappa_{T} \equiv-\frac{1}{V}\left(\frac{\partial V}{\partial P}\right)_{T N}=\frac{1}{\rho N}\left(\frac{\partial N}{\partial \mu}\right)_{T V} \tag{8}
\end{equation*}
$$

by the equality:

$$
\begin{equation*}
\kappa_{T}=\frac{\operatorname{var}(\hat{N})}{\rho T N} \quad\left(\rho \equiv \frac{N}{V}\right) \tag{9}
\end{equation*}
$$

with $\rho$ being the average particle density. The system stability requires that:

$$
\begin{equation*}
0 \leq \kappa_{T}<\infty \tag{10}
\end{equation*}
$$

for any $N$, which yields Conditions (6) and (7). The above relations give us one of the ways for calculating the relative variance:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\rho T \kappa_{T}=\frac{T}{N}\left(\frac{\partial N}{\partial \mu}\right)_{T V} \tag{11}
\end{equation*}
$$

## 3. Ideal Gas in a Rectangular Box

Bose systems in a rectangular box are not merely an interesting object allowing for detailed calculations, but it can also be realized experimentally inside box-shaped traps [25-27].

### 3.1. Modified Bose Function

The grand Hamiltonian of a gas in a rectangular box of volume $V$ reads as:

$$
\begin{equation*}
H=\hat{H}-\mu \hat{N}=\int \psi^{\dagger}(\mathbf{r})\left(-\frac{\nabla^{2}}{2 m}-\mu\right) \psi(\mathbf{r}) d \mathbf{r} \tag{12}
\end{equation*}
$$

where the integration is over the given volume $V$. Assuming periodic continuation of the box, the field operators can be expanded in plane waves,

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{k} a_{k} \varphi_{k}(\mathbf{r}), \quad \varphi_{k}(\mathbf{r})=\frac{1}{\sqrt{V}} e^{i \mathbf{k} \cdot \mathbf{r}} \tag{13}
\end{equation*}
$$

which gives:

$$
\begin{equation*}
H=\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \quad\left(\omega_{k}=\frac{k^{2}}{2 m}-\mu\right) . \tag{14}
\end{equation*}
$$

The total number of particles is the sum:

$$
\begin{equation*}
N=N_{0}+N_{1}, \quad N_{1}=\sum_{k \neq k_{0}} n_{k} \tag{15}
\end{equation*}
$$

where $N_{0}$ is the number of condensed particles, while $N_{1}$ is the number of uncondensed particles, with the momentum distribution:

$$
\begin{equation*}
n_{k} \equiv\left\langle a_{k}^{\dagger} a_{k}\right\rangle=\left(e^{\beta \omega_{k}}-1\right)^{-1} \tag{16}
\end{equation*}
$$

Here, $\beta=1 / T$ is the inverse temperature. For a large number of particles, the sums over momenta can be represented as the integrals,

$$
\sum_{k} n_{k} \rightarrow V \int n_{k} \frac{d \mathbf{k}}{(2 \pi)^{d}}
$$

where $d$ is spatial dimensionality. In the case of isotropic functions under the integrals, it is possible to pass to spherical coordinates. However, it is necessary to take into account that for a finite system, the values of the wave vectors start not from zero, but from a finite minimal momentum $k_{0}$ that can be estimated as:

$$
\begin{equation*}
k_{0}=\frac{2 \pi}{L}=\frac{2 \pi}{a N^{1 / d}} \tag{17}
\end{equation*}
$$

with the box volume:

$$
V=L^{d}, \quad L=a N^{1 / d}
$$

where $a$ is the mean interparticle distance. Thus, the integration over the momenta takes the form:

$$
\begin{equation*}
\int \frac{d \mathbf{k}}{(2 \pi)^{d}} \rightarrow \frac{2}{(4 \pi)^{d / 2} \Gamma(d / 2)} \int_{k_{0}}^{\infty} k^{d-1} d k \tag{18}
\end{equation*}
$$

where the lower limit is given by the cutoff prescribed by the minimal quantity $k_{0}$. Then, the number of uncondensed particles becomes proportional to the modified Bose function:

$$
\begin{equation*}
g_{n}(z) \equiv \frac{1}{\Gamma(n)} \int_{u_{0}}^{\infty} \frac{z u^{n-1}}{e^{u}-z} d u \tag{19}
\end{equation*}
$$

with $z \equiv \exp (\beta \mu)$ being the fugacity and where the lower limit is given by the cutoff:

$$
\begin{equation*}
u_{0}=\frac{k_{0}^{2}}{2 m T}=\frac{\varepsilon_{0}}{T} \tag{20}
\end{equation*}
$$

defined by the minimal energy:

$$
\begin{equation*}
\varepsilon_{0}=\frac{2 \pi^{2}}{m a^{2}} N^{-2 / d} \tag{21}
\end{equation*}
$$

Since the minimal energy (21) tends to zero for large $N$, it is admissible to keep in mind that:

$$
\begin{equation*}
u_{0} \ll 1 \quad(N \gg 1) \tag{22}
\end{equation*}
$$

In this way, the relative variance (11) can be expressed through the derivative of the modified Bose function (19). The latter differs from the standard Bose function by the existence of a nonzero lower integration limit defined by the minimal wave vector.

### 3.2. Fluctuations above the Condensation Temperature

At temperatures above the condensation point, there are no condensed particles, so that the total number of particles reads as:

$$
\begin{equation*}
N=\frac{V}{\lambda_{T}^{d}} g_{d / 2}(z) \quad\left(T \geq T_{c}\right) \tag{23}
\end{equation*}
$$

where:

$$
\lambda_{T} \equiv \sqrt{\frac{2 \pi}{m T}}
$$

is the thermal wavelength. Hence, the relative variance (11) is:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{z}{\rho \lambda_{T}^{d}} \frac{\partial g_{d / 2}(z)}{\partial z} \quad\left(T>T_{c}\right) \tag{24}
\end{equation*}
$$

where $\rho \equiv N / V$ is the particle density.
Estimating the Bose function above $T_{c}$, where $z<1$, we find:

$$
\begin{equation*}
g_{n}(z)=-\frac{z}{(1-z) \Gamma(1+n)}\left[u_{0}^{n}-\frac{n u_{0}^{1+n}}{(1+n)(1-z)}\right] \quad(n<0, z<1) \tag{25}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
g_{-1 / 2}(z)=-\frac{z}{\sqrt{\pi}(1-z)}\left(u_{0}^{-1 / 2}+\frac{u_{0}^{1 / 2}}{1-z}\right) \quad(z<1) \tag{26}
\end{equation*}
$$

and:

$$
\begin{equation*}
g_{0}(z)=-\frac{z}{1-z} \quad(z<1) \tag{27}
\end{equation*}
$$

Calculating the derivatives of the modified Bose functions requires being attentive, since some of the derivatives are different from those for the standard Bose functions. Generally, we have:

$$
\begin{equation*}
\frac{\partial g_{n}(z)}{\partial z}=\frac{1}{z} g_{n-1}(z)+\frac{u_{0}^{n-1}}{\Gamma(n)\left(1-z+u_{0}\right)} . \tag{28}
\end{equation*}
$$

Using the smallness of $u_{0}$, we can write:

$$
\frac{u_{0}^{n-1}}{1-z+u_{0}} \simeq \frac{1}{1-z}\left(u_{0}^{n-1}-\frac{u_{0}^{n}}{1-z}\right) \quad(z<1)
$$

Therefore, for $n<1$, we find:

$$
\begin{equation*}
\frac{\partial g_{n}(z)}{\partial z}=-\frac{u_{0}^{n}}{(1-z)^{2} \Gamma(1+n)} \quad(n<1, z<1) ; \tag{29}
\end{equation*}
$$

while for $n>1$, keeping the main terms, we get:

$$
\begin{equation*}
\frac{\partial g_{n}(z)}{\partial z}=\frac{1}{z} g_{n-1}(z) \quad(n>1, z<1) \tag{30}
\end{equation*}
$$

We shall also need the derivatives:

$$
\begin{gathered}
\frac{\partial g_{1 / 2}(z)}{\partial z}=-\frac{2 u_{0}^{1 / 2}}{\sqrt{\pi}(1-z)^{2}} \quad(d=1, z<1), \\
\frac{\partial g_{1}(z)}{\partial z}=-\frac{u_{0}}{(1-z)^{2}} \quad(d=2, z<1) \\
\frac{\partial g_{3 / 2}(z)}{\partial z}=\frac{1}{z} g_{1 / 2}(z) \quad(d=3, z<1)
\end{gathered}
$$

For the relative variance, depending on the space dimensionality, we obtain:

$$
\begin{gathered}
\frac{\operatorname{var}(\hat{N})}{N}=-\frac{2 z}{\sqrt{\pi}(1-z)^{2} \rho \lambda_{T}}\left(\frac{\varepsilon_{0}}{T}\right)^{1 / 2} \quad\left(d=1, T>T_{c}\right) \\
\frac{\operatorname{var}(\hat{N})}{N}=-\frac{z}{(1-z)^{2} \rho \lambda_{T}^{2}}\left(\frac{\varepsilon_{0}}{T}\right) \quad\left(d=2, T>T_{c}\right)
\end{gathered}
$$

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{1}{\rho \lambda_{T}^{3}} g_{1 / 2}(z) \quad\left(d=3, T>T_{c}\right) \tag{31}
\end{equation*}
$$

The negative values of the variance for $d=1$ and $d=2$ show that these low-dimensional systems are unstable. However, the gas is stable in three dimensions.

As follows from the derivative:

$$
\begin{equation*}
\frac{\partial g_{d / 2}(z)}{\partial z}=\frac{1}{z} g_{(d-2) / 2}(z) \quad(d>2, z<1) \tag{32}
\end{equation*}
$$

the system is stable for $d>2$. That is, the critical spatial dimension, above which the uncondensed gas in a rectangular box is stable, is $d_{c}=2$, so that the stability condition is:

$$
\begin{equation*}
d>d_{c}=2 \quad\left(T>T_{c}\right) \tag{33}
\end{equation*}
$$

### 3.3. Condensation Temperature of a Gas in a Rectangular Box

At the temperature of Bose condensation, the chemical potential becomes zero, $\mu=0$, because of whuich $z=1$. The total number of particles:

$$
\begin{equation*}
N=\frac{V}{\lambda_{T}^{d}} g_{d / 2}(1) \quad\left(T=T_{c}\right) \tag{34}
\end{equation*}
$$

defines the critical temperature:

$$
\begin{equation*}
T_{c}=\frac{2 \pi}{m}\left[\frac{\rho}{g_{d / 2}(1)}\right]^{2 / d} . \tag{35}
\end{equation*}
$$

For different dimensionalities, we have:

$$
\begin{gathered}
g_{1 / 2}(1)=\frac{2}{\sqrt{\pi}} u_{0}^{-1 / 2} \\
g_{1}(1)=-\ln u_{0} \\
(d=1), \\
g_{3 / 2}(1)=\zeta(3 / 2) \\
(d=3) .
\end{gathered}
$$

This gives the critical temperatures for a one-dimensional system:

$$
\begin{equation*}
T_{c}=\frac{\pi \rho}{\sqrt{2 m}} \varepsilon_{0}^{1 / 2} \quad(d=1) \tag{36}
\end{equation*}
$$

and for a two-dimensional system:

$$
\begin{equation*}
T_{c}=\frac{2 \pi \rho}{m \ln \left(T_{c} / \varepsilon_{0}\right)} \quad(d=2) \tag{37}
\end{equation*}
$$

Iterating the latter equation and taking into account that:

$$
\frac{T_{c}}{\varepsilon_{0}} \ll \exp \left(\frac{2 \pi \rho}{m \varepsilon_{0}}\right), \quad \varepsilon_{0} \propto N^{-2 / d} \quad(N \gg 1),
$$

we obtain:

$$
\begin{equation*}
T_{c}=\frac{2 \pi \rho}{m \ln \left(2 \pi \rho / m \varepsilon_{0}\right)} \quad(d=2) . \tag{38}
\end{equation*}
$$

For a three-dimensional box, we have the known result:

$$
\begin{equation*}
T_{c}=\frac{2 \pi}{m}\left[\frac{\rho}{\zeta(3 / 2)}\right]^{2 / 3} \quad(d=3) . \tag{39}
\end{equation*}
$$

The critical temperatures at a large $N \gg 1$ scale as:

$$
\begin{align*}
& T_{\mathcal{C}} \propto \frac{1}{N} \\
&(d=1) \\
& T_{c} \propto \frac{1}{\ln N}  \tag{40}\\
& T_{c} \propto \text { const } \\
&(d=2) \\
&(d=3)
\end{align*}
$$

For $d \leq 2$, the critical temperature diminishes to zero as $N$ increases. It remains finite for $d>2$. Recall that, as is found above, the system is unstable for $d \leq 2$. Thus, the Bose gas in a box is stable in the case where the critical temperature remains finite for large $N$.

### 3.4. Fluctuations below Critical Temperature

Below the critical temperature, there appears the Bose-Einstein condensate, so that the number-of-particle operator becomes the sum of the number of condensed particles $N_{0}$ and the number-of-particle operator $\hat{N}_{1}$ of uncondensed particles,

$$
\begin{equation*}
\hat{N}=N_{0}+\hat{N}_{1} \quad\left(T<T_{c}\right) \tag{41}
\end{equation*}
$$

When the condensate function $\eta$ is introduced by means of the Bogolubov shift [28-30] of the field operator:

$$
\psi(\mathbf{r}) \rightarrow \eta(\mathbf{r})+\psi_{1}(\mathbf{r}),
$$

then particle fluctuations are defined by the fluctuations of uncondensed particles (see the detailed explanations in [3,9,16-18]),

$$
\operatorname{var}(\hat{N})=\operatorname{var}\left(\hat{N}_{1}\right)
$$

The average number of uncondensed particles is:

$$
\begin{equation*}
N_{1}=\frac{V}{\lambda_{T}^{d}} g_{d / 2}(1) \quad\left(T<T_{c}\right) \tag{42}
\end{equation*}
$$

Therefore, the relative particle variance reads as:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{1}{\rho \lambda_{T}^{d}} \lim _{z \rightarrow 1} \frac{\partial g_{d / 2}(z)}{\partial z} \quad\left(T<T_{c}\right) \tag{43}
\end{equation*}
$$

For a mesoscopic system, we have:

$$
\begin{equation*}
\lim _{z \rightarrow 1} \frac{\partial g_{n}(z)}{\partial z}=g_{n-1}(1)+\frac{u_{0}^{n-2}}{\Gamma(n)} . \tag{44}
\end{equation*}
$$

Notice that the last term here would be absent for a macroscopic system. In particular,

$$
\lim _{z \rightarrow 1} \frac{\partial g_{1 / 2}(z)}{\partial z}=g_{-1 / 2}(1)+\frac{u_{0}^{-3 / 2}}{\sqrt{\pi}}
$$

Since:

$$
g_{-1 / 2}(1)=-\frac{1}{3 \sqrt{\pi}} u_{0}^{-3 / 2}
$$

we find:

$$
\lim _{z \rightarrow 1} \frac{\partial g_{1 / 2}(z)}{\partial z}=\frac{2}{3 \sqrt{\pi}} u_{0}^{-3 / 2}
$$

We also need the limits:

$$
\lim _{z \rightarrow 1} \frac{\partial g_{1}(z)}{\partial z}=\frac{1}{u_{0}}
$$

and:

$$
\lim _{z \rightarrow 1} \frac{\partial g_{3 / 2}(z)}{\partial z}=g_{1 / 2}(1)+\frac{2}{\sqrt{\pi}} u_{0}^{-1 / 2} .
$$

Using $g_{1 / 2}(1)$ from the previous subsection, we get:

$$
\lim _{z \rightarrow 1} \frac{\partial g_{3 / 2}(z)}{\partial z}=\frac{4}{\sqrt{\pi}} u_{0}^{-1 / 2} .
$$

Generally, from the expression:

$$
\begin{equation*}
\lim _{z \rightarrow 1} \frac{\partial g_{d / 2}(z)}{\partial z}=g_{(d-2) / 2}(1)+\frac{u_{0}^{(d-4) / 2}}{\Gamma(d / 2)} \tag{45}
\end{equation*}
$$

we see that the last term here increases with $N$ by a power-law, when $d<4$, while it increases logarithmically for $d=4$,

$$
\lim _{z \rightarrow 1} \frac{\partial g_{2}(z)}{\partial z}=1-\ln u_{0} \quad(d=4) .
$$

For the relative variance (43), we obtain:

$$
\begin{gather*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{2}{3 \sqrt{\pi} \rho \lambda_{T}}\left(\frac{T}{\varepsilon_{0}}\right)^{3 / 2} \quad(d=1), \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{1}{\rho \lambda_{T}^{2}}\left(\frac{T}{\varepsilon_{0}}\right) \quad(d=2), \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{4}{\sqrt{\pi} \rho \lambda_{T}^{3}}\left(\frac{T}{\varepsilon_{0}}\right)^{1 / 2} \quad(d=3), \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{1}{\rho \lambda_{T}^{4}}\left(\frac{T}{\varepsilon_{0}}\right) \quad(d=4) . \tag{46}
\end{gather*}
$$

Keeping in mind that $\varepsilon_{0} \propto N^{-2 / d}$, the scaling of these expressions with respect to $N$ is as follows:

$$
\begin{array}{ll}
\frac{\operatorname{var}(\hat{N})}{N} \propto N^{3} & (d=1) \\
\frac{\operatorname{var}(\hat{N})}{N} \propto N & (d=2) \\
\frac{\operatorname{var}(\hat{N})}{N} \propto N^{1 / 3} & (d=3) \\
\frac{\operatorname{var}(\hat{N})}{N} \propto \ln N & (d=4) \tag{47}
\end{array}
$$

This shows that for all dimensions below and including four, particle fluctuations are anomalous, corresponding to an unstable systems. In that sense, the dimension four is critical, implying that the stability condition for a condensed gas in a box is:

$$
\begin{equation*}
d>d_{c}=4 \quad\left(T<T_{c}\right) . \tag{48}
\end{equation*}
$$

## 4. Ideal Gas in a Power-Law Trap

Power-law traps are the most often used devices for trapping particles. Here, we study particle fluctuations and the related stability of mesoscopic clouds in such traps.

### 4.1. Modified Semiclassical Approximation

The general form of confining potentials, employed in power-law traps, can be represented as:

$$
\begin{equation*}
U(\mathbf{r})=\sum_{\alpha=1}^{d} \frac{\omega_{\alpha}}{2}\left|\frac{r_{\alpha}}{l_{\alpha}}\right|^{n_{\alpha}}, \tag{49}
\end{equation*}
$$

where:

$$
l_{\alpha} \equiv \frac{1}{\sqrt{m \omega_{\alpha}}}
$$

is the effective trap radius in the $\alpha$ direction. As a whole, a trap can be characterized by the effective trap frequency $\omega_{0}$ and effective length $l_{0}$ connected by the relations:

$$
\begin{equation*}
\omega_{0} \equiv\left(\prod_{\alpha=1}^{d} \omega_{\alpha}\right)^{1 / d}=\frac{1}{m l_{0}^{2}}, \quad l_{0} \equiv\left(\prod_{\alpha=1}^{d} l_{\alpha}\right)^{1 / d}=\frac{1}{\sqrt{m \omega_{0}}} \tag{50}
\end{equation*}
$$

In the limit $n_{\alpha} \rightarrow \infty$, we return to a rectangular box.
When the effective trap frequency is much lower than temperature,

$$
\begin{equation*}
\frac{\omega_{0}}{T} \ll 1 \tag{51}
\end{equation*}
$$

it is possible to resort to the semiclassical approximation that, however, needs to be modified for considering mesoscopic systems [18,31].

In the semiclassical approximation, one defines the density of states:

$$
\rho(\varepsilon)=\frac{(2 m)^{d / 2}}{(4 \pi)^{d / 2} \Gamma(d / 2)} \int_{\mathbb{V}_{\varepsilon}}[\varepsilon-U(\mathbf{r})]^{d / 2-1} d \mathbf{r}
$$

in which:

$$
\mathbb{V}_{\varepsilon} \equiv\{\mathbf{r}: U(\mathbf{r}) \leq \varepsilon\}
$$

is the volume available for particle motion.
For trapped particles, an important notion is the confining dimension [18,31]:

$$
\begin{equation*}
D \equiv d+\sum_{\alpha=1}^{d} \frac{2}{n_{\alpha}} \tag{52}
\end{equation*}
$$

The density of states for the power-law potential (49) reduces to:

$$
\begin{equation*}
\rho(\varepsilon)=\frac{\varepsilon^{D / 2-1}}{\gamma_{D} \Gamma(D / 2)} \tag{53}
\end{equation*}
$$

where we use the notation:

$$
\gamma_{D} \equiv \frac{\pi^{d / 2}}{2^{D / 2}} \prod_{\alpha=1}^{d} \frac{\omega_{\alpha}^{1 / 2+1 / n_{\alpha}}}{\Gamma\left(1+1 / n_{\alpha}\right)}
$$

In the normal state above $T_{c}$, the number of particles is given by the formula:

$$
\begin{equation*}
N=\frac{T^{D / 2}}{\gamma_{D}} g_{D / 2}(z) \quad\left(T \geq T_{c}\right) \tag{54}
\end{equation*}
$$

We again meet the Bose function that has to be modified according to the definition (19) by using the integral cutoff:

$$
\begin{equation*}
u_{0}=\frac{\varepsilon_{0}}{T} \quad\left(\varepsilon_{0} \sim \omega_{0}\right) \tag{55}
\end{equation*}
$$

with $\varepsilon_{0}$ being the lowest energy level in the trap, which is of the order of $\omega_{0}$.

### 4.2. Condensation Temperature of a Gas in a Power-Law Trap

At the critical temperature $T_{c}$, we have $\mu=0$ and $z=1$. Then, Equation (54) yields:

$$
\begin{equation*}
T_{c}=\left[\frac{\gamma_{D} N}{g_{D / 2}(1)}\right]^{2 / D} \tag{56}
\end{equation*}
$$

The modified Bose function, depending on the confining dimension, takes the forms:

$$
\begin{gathered}
g_{D / 2}(1)=\frac{2}{(2-D) \Gamma(D / 2)}\left(\frac{T}{\varepsilon_{0}}\right)^{1-D / 2} \quad(D<2), \\
g_{1}(1)=\ln \frac{T}{\varepsilon_{0}} \quad(D=2), \\
g_{D / 2}(1)=\zeta\left(\frac{D}{2}\right) \quad(D>2) .
\end{gathered}
$$

If $D<2$, the spatial dimension can only be $d=1$, when:

$$
\gamma_{D}=\frac{\sqrt{\pi}}{\Gamma(D)}\left(\frac{\omega_{0}}{2}\right)^{D / 2} \quad(d=1)
$$

Then, the critical temperature is:

$$
\begin{equation*}
T_{c}=\frac{\sqrt{\pi}}{\Gamma(D)}\left(1-\frac{D}{2}\right) \Gamma\left(\frac{D}{2}\right)\left(\frac{\omega_{0}}{2 \varepsilon_{0}}\right)^{D / 2} N \varepsilon_{0} \quad(D<2, d=1) \tag{57}
\end{equation*}
$$

The confining dimension equals two, $D=2$, when $d=1$ and $n=2$, so that:

$$
\gamma_{2}=\omega_{0} \quad(D=2, d=1, n=2) .
$$

This yields the critical temperature:

$$
\begin{equation*}
T_{c}=\frac{N \omega_{0}}{\ln \left(T_{c} / \varepsilon_{0}\right)} \quad(D=2, d=1) \tag{58}
\end{equation*}
$$

For large $N$, one has:

$$
\frac{T_{c}}{\varepsilon_{0}} \ll \exp \left(\frac{\omega_{0}}{\varepsilon_{0}} N\right)
$$

since for a one-dimensional harmonic oscillator, $\varepsilon_{0}=\omega_{0} / 2$. Because of this, the critical temperature (58) can be simplified to:

$$
\begin{equation*}
T_{c}=\frac{N \omega_{0}}{\ln (2 N)} \tag{59}
\end{equation*}
$$

For the confining dimension larger than two, the critical temperature is:

$$
\begin{equation*}
T_{c}=\left[\frac{\gamma_{D} N}{\zeta(D / 2)}\right]^{2 / D} \quad(D>2) \tag{60}
\end{equation*}
$$

In the case of harmonic traps, when $n_{\alpha}=2$, hence $D=2 d$ and $\gamma_{D}=\omega_{0}^{d}$, the critical temperature becomes:

$$
T_{c}=\left[\frac{N}{\zeta(d)}\right]^{1 / d} \omega_{0} \quad\left(n_{\alpha}=2, d>1\right)
$$

### 4.3. Scaling with Respect to the Particle Number

As is explained in Section 2, extensive observables are proportional to the number of particles $N$, when this number is large. This definition prescribes the scaling of the system characteristics with respect to $N$. As a representative of an observable quantity, we may take, e.g., internal energy:

$$
\begin{equation*}
\langle\hat{H}\rangle=\langle H\rangle+\mu N \tag{61}
\end{equation*}
$$

This is an extensive quantity satisfying the condition:

$$
\begin{equation*}
\frac{\langle\hat{H}\rangle}{N} \simeq \text { const } \quad(N \gg 1) \tag{62}
\end{equation*}
$$

For the considered case of a gas in a power-law trap, we have:

$$
\begin{equation*}
\frac{\langle\hat{H}\rangle}{N}=\frac{D g_{1+D / 2}(z)}{2 N \gamma_{D}} T^{1+D / 2} \tag{63}
\end{equation*}
$$

The function $g_{1+D / 2}(z)$ is finite for all $D>0$ and all $z$. Hence, the condition (62) implies:

$$
\begin{equation*}
N \gamma_{D} \simeq \text { const } \quad(N \gg 1) \tag{64}
\end{equation*}
$$

To make the consideration slightly less cumbersome, let us set the powers $n_{\alpha}=n$ for the trapping potential. Then, the confining dimension is:

$$
\begin{equation*}
D=\left(1+\frac{2}{n}\right) d \tag{65}
\end{equation*}
$$

$\gamma_{D}$ becomes:

$$
\gamma_{D}=\frac{\pi^{d / 2}}{\Gamma^{d}(1+1 / n)}\left(\frac{\omega_{0}}{2}\right)^{D / 2}
$$

which tells us that:

$$
\gamma_{D} \propto \omega_{0}^{D / 2} \quad(N \gg 1) .
$$

Therefore, $\omega_{0}$ scales as:

$$
\begin{equation*}
\omega_{0} \propto \frac{1}{N^{2 / D}} \quad(N \gg 1) \tag{66}
\end{equation*}
$$

Using this scaling and the fact that $\omega_{0} \sim \varepsilon_{0}$, we see that the critical temperatures from the previous subsection behave as:

$$
\begin{align*}
& T_{\mathcal{C}} \propto \frac{1}{N^{2 / D-1}} \\
&(D<2) \\
& T_{\mathcal{C}} \propto \frac{1}{\ln N}  \tag{67}\\
& T_{\mathcal{C}} \propto \text { const } \\
&(D=2) \\
&(D>2)
\end{align*}
$$

### 4.4. Fluctuations above the Condensation Temperature

Particle fluctuations above the condensation temperature are described by the formula:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{D / 2}}{N \gamma_{D}} z \frac{\partial g_{D / 2}(z)}{\partial z} \quad\left(T>T_{c}\right) \tag{68}
\end{equation*}
$$

where $z<1$. For the modified Bose function, we have:

$$
\begin{equation*}
\frac{\partial g_{m}(z)}{\partial z}=\frac{1}{z} g_{m-1}(z)+\frac{1}{(1-z) \Gamma(m)}\left(u_{0}^{m-1}-\frac{u_{0}^{m}}{1-z}\right) \quad(z<1), \tag{69}
\end{equation*}
$$

with the value:

$$
\begin{equation*}
g_{m-1}(z)=-\frac{z}{(1-z) \Gamma(m)}\left[u_{0}^{m-1}-\frac{m-1}{m(1-z)} u_{0}^{m}\right] \quad(m<1, z<1) \tag{70}
\end{equation*}
$$

for $m<1$. Summarizing, we have the derivatives:

$$
\begin{gathered}
\frac{\partial g_{m}(z)}{\partial z}=-\frac{u_{0}^{m}}{(1-z)^{2} \Gamma(1+m)} \quad(m<1, z<1), \\
\frac{\partial g_{1}(z)}{\partial z}=-\frac{u_{0}}{(1-z)^{2}} \quad(m=1, z<1), \\
\frac{\partial g_{m}(z)}{\partial z}=\frac{1}{z} g_{m-1}(z) \quad(m>1, z<1) .
\end{gathered}
$$

From here, we find the relative variance:

$$
\begin{gather*}
\frac{\operatorname{var}(\hat{N})}{N}=-\frac{z T^{D / 2}}{(1-z)^{2} N \gamma_{D} \Gamma(1+D / 2)}\left(\frac{\varepsilon_{0}}{T}\right)^{D / 2} \quad\left(D<2, T>T_{c}\right) \\
\frac{\operatorname{var}(\hat{N})}{N}=-\frac{z T}{(1-z)^{2} N \gamma_{2}}\left(\frac{\varepsilon_{0}}{T}\right) \quad\left(D=2, T>T_{c}\right) \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{D / 2}}{N \gamma_{D}} g_{D / 2-1}(z) \quad\left(D>2, T>T_{c}\right), \tag{71}
\end{gather*}
$$

characterizing particle fluctuations above the critical temperature. For $D \leq 2$, the variance is negative, which means instability. The system is stable only for $D>2$, giving the stability condition:

$$
\begin{equation*}
d+\sum_{\alpha=1}^{d} \frac{2}{n_{\alpha}}>2 \quad\left(T>T_{c}\right) \tag{72}
\end{equation*}
$$

### 4.5. Fluctuations below the Condensation Temperature

Below the condensation temperature, where $\mu=0$ and $z=1$, the number of uncondensed particles reads as:

$$
\begin{equation*}
N_{1}=\frac{T^{D / 2}}{\gamma_{D}} g_{D / 2}(1) \quad\left(T \leq T_{c}\right) \tag{73}
\end{equation*}
$$

The variance of the total number of particles coincides with that of the uncondensed particles, which leads to:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{D / 2}}{N \gamma_{D}} \lim _{z \rightarrow 1} \frac{\partial g_{D / 2}(z)}{\partial z} \quad\left(T<T_{c}\right) \tag{74}
\end{equation*}
$$

For the derivative in the right-hand side of the above formula, we have:

$$
\begin{equation*}
\lim _{z \rightarrow 1} \frac{\partial g_{D / 2}(z)}{\partial z}=g_{D / 2-1}(1)+\frac{u_{0}^{D / 2-2}}{\Gamma(D / 2)} . \tag{75}
\end{equation*}
$$

Employing the values:

$$
g_{D / 2-1}(1)=\frac{2}{(4-D) \Gamma(D / 2-1)} u_{0}^{D / 2-2} \quad(D<4)
$$

$$
g_{1}(1)=-\ln u_{0} \quad(D=4)
$$

we get the derivatives:

$$
\begin{gathered}
\lim _{z \rightarrow 1} \frac{\partial g_{D / 2}(z)}{\partial z}=\left[\frac{2}{(4-D) \Gamma(D / 2-1)}+\frac{1}{\Gamma(D / 2)}\right] u_{0}^{D / 2-2} \quad(D<4) \\
\lim _{z \rightarrow 1} \frac{\partial g_{2}(z)}{\partial z}=-\ln u_{0} \quad(D=4) \\
\lim _{z \rightarrow 1} \frac{\partial g_{D / 2}(z)}{\partial z}=g_{D / 2-1}(1)=\zeta\left(\frac{D}{2}-1\right) \quad(D>4)
\end{gathered}
$$

In that way, we come to the relative variances:

$$
\begin{gather*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{D / 2}}{N \gamma_{D}}\left[\frac{2}{(4-D) \Gamma(D / 2-1)}+\frac{1}{\Gamma(D / 2)}\right]\left(\frac{T}{\varepsilon_{0}}\right)^{2-D / 2} \quad(D<4) \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{2}}{N \gamma_{4}} \ln \left(\frac{T}{\varepsilon_{0}}\right) \quad(D=4) \\
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T^{D / 2}}{N \gamma_{D}} \zeta\left(\frac{D}{2}-1\right) \quad(D>4) \tag{76}
\end{gather*}
$$

Keeping in mind that $\varepsilon_{0} \propto N^{-2 / D}$ results in the scaling:

$$
\begin{array}{cc}
\frac{\operatorname{var}(\hat{N})}{N} \propto N^{(4-D) / D} & (D<4) \\
\frac{\operatorname{var}(\hat{N})}{N} \propto \ln N & (D=4) \\
\frac{\operatorname{var}(\hat{N})}{N} \propto \text { const } & (D>4) \tag{77}
\end{array}
$$

This tells us that the system is stable only for $D>4$. Therefore, the stability condition is:

$$
\begin{equation*}
d+\sum_{\alpha=1}^{d} \frac{2}{n_{\alpha}}>4 \quad\left(T<T_{c}\right) \tag{78}
\end{equation*}
$$

Notice that in the case of the often considered harmonic potential, when $n_{\alpha}=2$, we have $D=2 d$ and $\gamma_{D}=\omega_{0}^{d}$. Then, the stability condition (78) reduces to the condition $d>2$. The relative particle variance reads as:

$$
\frac{\operatorname{var}(\hat{N})}{N}=\frac{\zeta(d-1)}{\zeta(d)}\left(\frac{T}{T_{c}}\right)^{d} \quad\left(n_{\alpha}=2, d>2\right)
$$

## 5. Interacting Bose System above the Condensation Temperature

The grand Hamiltonian for a system of interacting Bose particles is:

$$
\begin{gather*}
H=\int \psi^{\dagger}(\mathbf{r})\left(-\frac{\nabla^{2}}{2 m}-\mu\right) \psi(\mathbf{r}) d \mathbf{r}+ \\
+\frac{1}{2} \int \psi^{\dagger}(\mathbf{r}) \psi^{\dagger}\left(\mathbf{r}^{\prime}\right) \Phi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \psi\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r}) d \mathbf{r} d \mathbf{r}^{\prime} \tag{79}
\end{gather*}
$$

For generality, we consider a nonlocal isotropic interaction potential $\Phi(\mathbf{r})=\Phi(r)$, where $r \equiv|\mathbf{r}|$. The integration is assumed to be over a rectangular box of volume $V$ confining the system.

In the Hartree-Fock approximation, the Hamiltonian takes the form:

$$
\begin{gather*}
H_{H F}=E_{H F}+\int \psi^{\dagger}(\mathbf{r})\left(-\frac{\nabla^{2}}{2 m}-\mu\right) \psi(\mathbf{r}) d \mathbf{r}+ \\
+\int \Phi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left[\rho\left(\mathbf{r}^{\prime}\right) \psi^{\dagger}(\mathbf{r}) \psi(\mathbf{r})+\rho\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \psi^{\dagger}\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r})\right] d \mathbf{r} d \mathbf{r}^{\prime} \tag{80}
\end{gather*}
$$

where:

$$
E_{H F}=-\frac{1}{2} \int \Phi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left[\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)+\left|\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)\right|^{2}\right] d \mathbf{r} d \mathbf{r}^{\prime}
$$

and the notations are used for the single-particle density matrix:

$$
\begin{equation*}
\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi^{\dagger}\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r})\right\rangle \tag{81}
\end{equation*}
$$

and the particle density:

$$
\begin{equation*}
\rho(\mathbf{r})=\rho(\mathbf{r}, \mathbf{r})=\left\langle\psi^{\dagger}(\mathbf{r}) \psi(\mathbf{r})\right\rangle . \tag{82}
\end{equation*}
$$

Employing the expansion of the field operators over plane waves, as in Equation (13), we get the Hamiltonian:

$$
\begin{equation*}
H_{H F}=E_{H F}+\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{83}
\end{equation*}
$$

in which:

$$
E_{H F}=-\frac{1}{2} \rho \Phi_{0} N-\frac{1}{2 V} \sum_{k p} n_{k} n_{p} \Phi_{k+p}
$$

$\Phi_{k}$ is a Fourier transform of $\Phi(\mathbf{r})$, and:

$$
\begin{equation*}
\Phi_{0}=\int \Phi(\mathbf{r}) d \mathbf{r} \tag{84}
\end{equation*}
$$

The momentum distribution is given by the expression (16), with the spectrum:

$$
\begin{equation*}
\omega_{k}=\frac{k^{2}}{2 m}+\rho \Phi_{0}+\frac{1}{V} \sum_{p} n_{p} \Phi_{k+p}-\mu \tag{85}
\end{equation*}
$$

The function $n_{p}$ possesses a maximum at $p \rightarrow 0$, because of which it is possible to use the approximation [32,33]:

$$
\begin{equation*}
\sum_{p} n_{p} \Phi_{k+p} \cong \Phi_{k} \sum_{p} n_{p} \tag{86}
\end{equation*}
$$

giving:

$$
\begin{equation*}
\omega_{k}=\frac{k^{2}}{2 m}+\rho\left(\Phi_{0}+\Phi_{k}\right)-\mu \tag{87}
\end{equation*}
$$

Introducing the effective interaction radius by the relation:

$$
\begin{equation*}
r_{e f f}^{2} \equiv \frac{\int \Phi(\mathbf{r}) r^{2} d \mathbf{r}}{\int \Phi(\mathbf{r}) d \mathbf{r}}=\frac{4 \pi}{\Phi_{0}} \int_{0}^{\infty} \Phi(\mathbf{r}) r^{4} d \mathbf{r} \tag{88}
\end{equation*}
$$

shows that the long-wave limit of $\Phi_{k}$ is:

$$
\begin{equation*}
\Phi_{k} \simeq\left(1-\frac{1}{6} k^{2} r_{e f f}^{2}\right) \Phi_{0} \tag{89}
\end{equation*}
$$

Then, the spectrum (87) can be represented as:

$$
\begin{equation*}
\omega_{k} \simeq \frac{k^{2}}{2 m^{*}}-\mu_{e f f} \quad(k \rightarrow 0) \tag{90}
\end{equation*}
$$

with the effective mass:

$$
\begin{equation*}
m^{*} \equiv \frac{m}{1-\rho \Phi_{0} r_{e f f}^{2} / 3} \tag{91}
\end{equation*}
$$

and effective chemical potential:

$$
\begin{equation*}
\mu_{e f f} \equiv \mu-2 \rho \Phi_{0} \tag{92}
\end{equation*}
$$

In this approximation, the number of particles acquires the same form (23), however with the notations:

$$
\begin{equation*}
\lambda_{T} \equiv \sqrt{\frac{2 \pi}{m^{*} T}}, \quad z \equiv \exp \left(\beta \mu_{e f f}\right) \tag{93}
\end{equation*}
$$

Using again the modified Bose function (19) and following the same analysis as in Section 3, we come to the conclusion that the system is stable for $d>2$, when $T>T_{c}$. The difference is that now instead of mass $m$, there is the effective mass $m^{*}$, and at the critical temperature, we have:

$$
\mu_{e f f}=0, \quad \mu=2 \rho \Phi_{0} \quad\left(T=T_{c}\right) .
$$

Therefore, the critical temperature becomes:

$$
\begin{equation*}
T_{c}=\frac{2 \pi}{m^{*}}\left[\frac{\rho}{g_{d / 2}(1)}\right]^{2 / d} \tag{94}
\end{equation*}
$$

As an example, let us consider the realistic three-dimensional case. Using the Robinson representation (see the details in review [18]), we can find the behavior of the effective chemical potential at high temperatures:

$$
\begin{equation*}
\mu_{e f f}=T \ln \left(\rho \lambda_{T}^{3}\right) \quad\left(T \gg T_{c}\right) \tag{95}
\end{equation*}
$$

and at the temperature approaching the critical point from above,

$$
\begin{equation*}
\mu_{e f f} \simeq-T \frac{\zeta^{2}(3 / 2)}{4 \pi}\left[1-\left(\frac{T_{c}}{T}\right)^{3 / 2}\right]^{2} \tag{96}
\end{equation*}
$$

Then, the isothermal compressibility:

$$
\begin{equation*}
\kappa_{T}=\frac{g_{1 / 2}(z)}{\rho^{2} T \lambda_{T}^{3}} \tag{97}
\end{equation*}
$$

at high temperatures is:

$$
\begin{equation*}
\kappa_{T} \simeq \frac{1}{\rho T} \quad\left(T \gg T_{\mathcal{c}}\right) \tag{98}
\end{equation*}
$$

while close to the critical point, it is:

$$
\begin{equation*}
\kappa_{T} \simeq \frac{0.921}{\rho T}\left[1-\left(\frac{T_{c}}{T}\right)^{3 / 2}\right]^{-1} \tag{99}
\end{equation*}
$$

respectively, particle fluctuations, described by the relative variance:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\rho T \kappa_{T}=\frac{g_{1 / 2}(z)}{\rho \lambda_{T}^{3}} \tag{100}
\end{equation*}
$$

at high temperatures behave as:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N} \simeq 1 \quad\left(T \gg T_{c}\right) \tag{101}
\end{equation*}
$$

and close to the critical point, we get:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N} \simeq 0.921\left[1-\left(\frac{T_{c}}{T}\right)^{3 / 2}\right]^{-1} \tag{102}
\end{equation*}
$$

Outside of the critical temperature itself, particle fluctuations are thermodynamically normal. The divergence of the compressibility at the critical point signifies a second-order phase transition. At the point of the phase transition, the system is not stable, and the fluctuations do not need to be finite.

## 6. Interacting Bose System below the Condensation Temperature

In Section 3, it is proven that the ideal Bose gas, confined in a box, is stable below the condensation temperature only for $d>4$. In the present section, we show that interactions stabilize the system, making it stable already for $d=3$.

### 6.1. Self-Consistent Approach

For describing a Bose system with the Bose-Einstein condensate, we employ the self-consistent approach [16-18,24,34,35], providing a gapless spectrum, correct thermodynamics, the validity of all conservation laws, and good agreement with Monte Carlo simulations and experimental data.

The energy Hamiltonian has the form:

$$
\begin{gather*}
\hat{H}=\int \hat{\psi}^{\dagger}(\mathbf{r})\left(-\frac{\nabla^{2}}{2 m}\right) \hat{\psi}(\mathbf{r}) d \mathbf{r}+ \\
+\frac{1}{2} \int \hat{\psi}^{\dagger}(\mathbf{r}) \hat{\psi}^{\dagger}\left(\mathbf{r}^{\prime}\right) \Phi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{\psi}\left(\mathbf{r}^{\prime}\right) \hat{\psi}(\mathbf{r}) d \mathbf{r} d \mathbf{r}^{\prime} \tag{103}
\end{gather*}
$$

The genuine Bose-Einstein condensation necessarily requires global gauge symmetry breaking $[6,9,17,18]$. Finite systems, strictly speaking, do not exhibit this symmetry breaking. However, a system with a large number of particles $N \gg 1$ enjoys asymptotic symmetry breaking [36] in the sense that the system properties asymptotically, with respect to $N$, are close to the system with broken symmetry. The global gauge symmetry can be broken by the Bogolubov shift [28-30]:

$$
\begin{equation*}
\hat{\psi}(\mathbf{r})=\eta(\mathbf{r})+\psi_{1}(\mathbf{r}) \tag{104}
\end{equation*}
$$

in which the condensate function $\eta(\mathbf{r})$ and the operator of uncondensed particles $\psi_{1}(\mathbf{r})$ are mutually orthogonal,

$$
\begin{equation*}
\int \eta^{*}(\mathbf{r}) \psi_{1}(\mathbf{r}) d \mathbf{r}=0 \tag{105}
\end{equation*}
$$

and the operator of uncondensed particles satisfies the condition:

$$
\begin{equation*}
\left\langle\psi_{1}(\mathbf{r})\right\rangle=0 . \tag{106}
\end{equation*}
$$

The number of condensed particles is:

$$
\begin{equation*}
N_{0}=\int|\eta(\mathbf{r})|^{2} d \mathbf{r} \tag{107}
\end{equation*}
$$

while the number of uncondensed particles is given by the average:

$$
\begin{equation*}
N_{1}=\left\langle\hat{N}_{1}\right\rangle, \quad \hat{N}_{1}=\int \psi_{1}^{\dagger}(\mathbf{r}) \psi_{1}(\mathbf{r}) d \mathbf{r} \tag{108}
\end{equation*}
$$

The grand Hamiltonian reads as:

$$
\begin{equation*}
H=\hat{H}-\mu_{0} N_{0}-\mu_{1} \hat{N}_{1}-\hat{\Lambda} \tag{109}
\end{equation*}
$$

where:

$$
\hat{\Lambda}=\int\left[\lambda(\mathbf{r}) \psi_{1}^{\dagger}(\mathbf{r})+\lambda^{*}(\mathbf{r}) \psi_{1}(\mathbf{r})\right] d \mathbf{r}
$$

and $\mu_{0}, \mu_{1}$, and $\lambda(\mathbf{r})$ are Lagrange multipliers guaranteeing the validity of the normalizations (107) and (108), as well as condition (106).

The evolution equation for the condensate function can be written as:

$$
\begin{equation*}
i \frac{\partial}{\partial t} \eta(\mathbf{r}, t)=\left\langle\frac{\delta H}{\delta \eta^{*}(\mathbf{r}, t)}\right\rangle \tag{110}
\end{equation*}
$$

and the equation for the operator of uncondensed particles as:

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi_{1}(\mathbf{r}, t)=\frac{\delta H}{\delta \psi_{1}^{\dagger}(\mathbf{r}, t)} \tag{111}
\end{equation*}
$$

Keeping in mind, as usual, the periodic continuation of the box, we expand the field operators in plane waves, as in (13), and assume the existence of the Fourier representation for the interaction potential:

$$
\begin{equation*}
\Phi_{k}=\int \Phi(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} d \mathbf{r}, \quad \Phi(\mathbf{r})=\frac{1}{V} \sum_{k} \Phi_{k} e^{i \mathbf{k} \cdot \mathbf{r}} \tag{112}
\end{equation*}
$$

Then, we get the normal density matrix:

$$
\begin{equation*}
\rho_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi_{1}^{\dagger}\left(\mathbf{r}^{\prime}\right) \psi_{1}(\mathbf{r})\right\rangle=\frac{1}{V} \sum_{k \neq 0} n_{k} e^{i \mathbf{k} \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} \tag{113}
\end{equation*}
$$

and the anomalous matrix:

$$
\begin{equation*}
\sigma_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi_{1}\left(\mathbf{r}^{\prime}\right) \psi_{1}(\mathbf{r})\right\rangle=\frac{1}{V} \sum_{k \neq 0} \sigma_{k} e^{i \mathbf{k} \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} \tag{114}
\end{equation*}
$$

in which:

$$
\begin{equation*}
n_{k} \equiv\left\langle a_{k}^{\dagger} a_{k}\right\rangle, \quad \sigma_{k} \equiv\left\langle a_{k} a_{-k}\right\rangle \tag{115}
\end{equation*}
$$

The condensate function $\eta(\mathbf{r})=\eta$ defines the condensate density:

$$
\begin{equation*}
\rho_{0} \equiv \frac{N_{0}}{V}=|\eta|^{2} . \tag{116}
\end{equation*}
$$

The density of uncondensed particles is:

$$
\begin{equation*}
\rho_{1} \equiv \frac{N_{1}}{V}=\rho_{1}(\mathbf{r}, \mathbf{r})=\frac{1}{V} \sum_{k} n_{k} . \tag{117}
\end{equation*}
$$

The diagonal anomalous matrix gives the anomalous average:

$$
\begin{equation*}
\sigma_{1} \equiv \sigma_{1}(\mathbf{r}, \mathbf{r})=\frac{1}{V} \sum_{k} \sigma_{k} \tag{118}
\end{equation*}
$$

The average density of particles is the sum:

$$
\begin{equation*}
\rho \equiv \frac{N}{V}=\rho_{0}+\rho_{1} \tag{119}
\end{equation*}
$$

Then, we use the Hartree-Fock-Bogolubov approximation and accomplish the Bogolubov canonical transformation:

$$
a_{k}=u_{k} b_{k}+v_{-k}^{*} b_{-k}^{\dagger}, \quad b_{k}=u_{k}^{*} a_{k}-v_{k}^{*} a_{-k}^{\dagger}
$$

where $u_{k}$ and $v_{k}$ are chosen so as to diagonalize the Hamiltonian. In that way, we obtain the diagonalized Hamiltonian:

$$
\begin{equation*}
H_{B}=E_{B}+\sum_{k} \varepsilon_{k} b_{k}^{\dagger} b_{k} \tag{120}
\end{equation*}
$$

in which:

$$
E_{B}=-\frac{1}{2} N \rho \Phi_{0}-\rho_{0} \sum_{p}\left(n_{p}+\sigma_{p}\right) \Phi_{p}-\frac{1}{2 V} \sum_{k p}\left(n_{k} n_{p}+\sigma_{k} \sigma_{p}\right) \Phi_{k+p}+\frac{1}{2} \sum_{k}\left(\varepsilon_{k}-\omega_{k}\right),
$$

the particle spectrum is:

$$
\begin{equation*}
\varepsilon_{k}=\sqrt{\omega_{k}^{2}-\Delta_{k}^{2}} \tag{121}
\end{equation*}
$$

and where:

$$
\begin{gather*}
\omega_{k}=\frac{k^{2}}{2 m}+\Delta+\rho_{0}\left(\Phi_{k}-\Phi_{0}\right)+\frac{1}{V} \sum_{p} n_{p}\left(\Phi_{k+p}-\Phi_{p}\right) \\
\Delta_{k}=\rho_{0} \Phi_{k}+\frac{1}{V} \sum_{p} \sigma_{p} \Phi_{k+p}, \quad \Delta \equiv \lim _{k \rightarrow 0} \Delta_{k}=\rho_{0} \Phi_{0}+\frac{1}{V} \sum_{p} \sigma_{p} \Phi_{p} \tag{122}
\end{gather*}
$$

For the expressions in (115), we find:

$$
\begin{equation*}
n_{k}=\frac{\omega_{k}}{2 \varepsilon_{k}} \operatorname{coth}\left(\frac{\varepsilon_{k}}{2 T}\right)-\frac{1}{2}, \quad \sigma_{k}=-\frac{\Delta_{k}}{2 \varepsilon_{k}} \operatorname{coth}\left(\frac{\varepsilon_{k}}{2 T}\right) . \tag{123}
\end{equation*}
$$

The chemical potentials are:

$$
\begin{equation*}
\mu_{0}=\rho \Phi_{0}+\frac{1}{V} \sum_{k}\left(n_{k}+\sigma_{k}\right) \Phi_{k}, \quad \mu_{1}=\rho \Phi_{0}+\frac{1}{V} \sum_{k}\left(n_{k}-\sigma_{k}\right) \Phi_{k} \tag{124}
\end{equation*}
$$

In the long-wave limit, we can use the expansion:

$$
\Phi_{k+p} \simeq \Phi_{p}+\frac{k^{2}}{2} \Phi_{p}^{\prime \prime} \quad(k \rightarrow 0)
$$

where:

$$
\Phi_{p}^{\prime \prime} \equiv \frac{\partial^{2} \Phi_{p}}{\partial p^{2}}
$$

Then, the spectrum (121) becomes of the phonon type:

$$
\begin{equation*}
\varepsilon_{k} \simeq c k \quad(k \rightarrow 0) \tag{125}
\end{equation*}
$$

with the sound velocity:

$$
\begin{equation*}
c=\sqrt{\frac{\Delta}{m_{e f f}}} \tag{126}
\end{equation*}
$$

and with the notation for the effective mass:

$$
\begin{equation*}
m_{e f f} \equiv \frac{m}{1+\frac{m}{V} \sum_{p}\left(n_{p}-\sigma_{p}\right) \Phi_{p}^{\prime \prime}} \tag{127}
\end{equation*}
$$

Actually, Expression (126), which can be written as:

$$
m_{e f f} c^{2}=\Delta
$$

is the equation:

$$
\begin{equation*}
\frac{m c^{2}}{1+\frac{m}{V} \sum_{p}\left(n_{p}-\sigma_{p}\right) \Phi_{p}^{\prime \prime}}=\rho_{0} \Phi_{0}+\frac{1}{V} \sum_{p} \sigma_{p} \Phi_{p} \tag{128}
\end{equation*}
$$

defining the sound velocity $c$.
To simplify the consideration, we can resort to the approximation (86), similarly, to which we can write:

$$
\begin{equation*}
\sum_{p} \sigma_{p} \Phi_{k+p} \cong \Phi_{k} \sum_{p} \sigma_{p} \tag{129}
\end{equation*}
$$

This gives:

$$
\frac{1}{V} \sum_{p}\left(n_{p}-\sigma_{p}\right) \Phi_{p}^{\prime \prime}=\left(\rho_{1}-\sigma_{1}\right) \Phi_{0}^{\prime \prime}
$$

where:

$$
\Phi_{0}^{\prime \prime}=\lim _{p \rightarrow 0} \Phi_{p}^{\prime \prime}=-\frac{4 \pi}{3} \int_{0}^{\infty} \Phi(\mathbf{r}) r^{4} d \mathbf{r}
$$

In view of the notation for the effective interaction radius (88), we get:

$$
\Phi_{0}^{\prime \prime}=-\frac{1}{3} \Phi_{0} r_{e f f}^{2}
$$

Then, the effective mass (127) acquires the form:

$$
\begin{equation*}
m_{e f f}=\frac{m}{1+\left(\sigma_{1}-\rho_{1}\right) \Phi_{0} m r_{e f f}^{2} / 3} \tag{130}
\end{equation*}
$$

In the approximations (86) and (129), the chemical potentials (124) become:

$$
\begin{equation*}
\mu_{0}=\rho \Phi_{0}+\left(\rho_{1}+\sigma_{1}\right) \Phi_{0}, \quad \mu_{1}=\rho \Phi_{0}+\left(\rho_{1}-\sigma_{1}\right) \Phi_{0} \tag{131}
\end{equation*}
$$

Furthermore, we have:

$$
\begin{equation*}
\omega_{k}=\frac{k^{2}}{2 m}+\Delta+\rho\left(\Phi_{k}-\Phi_{0}\right) \quad \Delta_{k}=\left(\rho_{0}+\sigma_{1}\right) \Phi_{k}, \quad \Delta=\left(\rho_{0}+\sigma_{1}\right) \Phi_{0} \tag{132}
\end{equation*}
$$

The spectrum (121) can be written as:

$$
\begin{equation*}
\varepsilon_{k}^{2}=\left[\frac{k^{2}}{2 m}+\left(\rho_{1}-\sigma_{1}\right)\left(\Phi_{k}-\Phi_{0}\right)\right]\left[\frac{k^{2}}{2 m}+\rho\left(\Phi_{k}-\Phi_{0}\right)+\left(\rho_{0}+\sigma_{1}\right)\left(\Phi_{k}+\Phi_{0}\right)\right] \tag{133}
\end{equation*}
$$

The density of uncondensed particles is:

$$
\begin{equation*}
\rho_{1}=\int\left[\frac{\omega_{k}}{2 \varepsilon_{k}} \operatorname{coth}\left(\frac{\varepsilon_{k}}{2 T}\right)-\frac{1}{2}\right] \frac{d \mathbf{k}}{(2 \pi)^{3}} . \tag{134}
\end{equation*}
$$

The anomalous average (118) can be represented in the form:

$$
\begin{equation*}
\sigma_{1}=-\int \frac{\Delta_{k}}{2 \varepsilon_{k}} \frac{d \mathbf{k}}{(2 \pi)^{3}}-\int \frac{\Delta_{k}}{2 \varepsilon_{k}}\left[\operatorname{coth}\left(\frac{\varepsilon_{k}}{2 T}\right)-1\right] \frac{d \mathbf{k}}{(2 \pi)^{3}} \tag{135}
\end{equation*}
$$

When the first term here diverges, which happens for the local interaction, we can use dimensional regularization [18].

### 6.2. Particle Fluctuations

The number-of-particles variance can be found by involving the formula:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=1+\rho \int[g(\mathbf{r})-1] d \mathbf{r} \tag{136}
\end{equation*}
$$

in which:

$$
\begin{equation*}
g\left(\mathbf{r}_{12}\right)=\frac{1}{g^{2}}\left\langle\hat{\psi}^{\dagger}\left(\mathbf{r}_{1}\right) \hat{\psi}^{\dagger}\left(\mathbf{r}_{2}\right) \hat{\psi}\left(\mathbf{r}_{2}\right) \hat{\psi}\left(\mathbf{r}_{1}\right)\right\rangle \tag{137}
\end{equation*}
$$

is the pair correlation function, with $\mathbf{r}_{12} \equiv \mathbf{r}_{1}-\mathbf{r}_{2}$.
Accomplishing the Bogolubov shift (104), we use the Hartree-Fock-Bogolubov (HFB) decoupling for the expressions containing the operators $\psi_{1}$. Since, mathematically, the HFB approximation is of second order with respect to the products of the operators $\psi_{1}$, it is necessary to leave in the pair correlation function only the terms of second order with respect to these operators [3,16-18,23,24]. As a result, we obtain:

$$
\begin{equation*}
\int[g(\mathbf{r})-1] d \mathbf{r}=\frac{2}{\rho} \lim _{k \rightarrow 0}\left(n_{k}+\sigma_{k}\right) \tag{138}
\end{equation*}
$$

In this way, for the relative variance, we find:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=1+2 \lim _{k \rightarrow 0}\left(n_{k}+\sigma_{k}\right) \tag{139}
\end{equation*}
$$

For small $k$, when $\varepsilon_{k}$ tends to zero, we have:

$$
\begin{gather*}
n_{k} \simeq \frac{T \Delta_{k}}{\varepsilon_{k}^{2}}+\frac{\Delta_{k}}{12 T}+\frac{T}{2 \Delta_{k}}-\frac{1}{2}+\left(\frac{\Delta_{k}}{3 T}-\frac{T}{\Delta_{k}}-\frac{\Delta_{k}^{3}}{90 T^{3}}\right) \frac{\varepsilon_{k}^{2}}{8 \Delta_{k}^{2}} \\
\sigma_{k} \simeq-\frac{T \Delta_{k}}{\varepsilon_{k}^{2}}-\frac{\Delta_{k}}{12 T}+\frac{\Delta_{k} \varepsilon_{k}^{2}}{720 T^{3}} \quad\left(\varepsilon_{k} \rightarrow 0\right) \tag{140}
\end{gather*}
$$

Therefore:

$$
\lim _{k \rightarrow 0}\left(n_{k}+\sigma_{k}\right)=\frac{1}{2}\left(\frac{T}{\Delta}-1\right)
$$

with:

$$
\Delta=m_{e f f} c^{2}=\left(\rho_{0}+\sigma_{1}\right) \Phi_{0}
$$

Thus, we come to the expression:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T}{m_{e f f} c^{2}} \tag{141}
\end{equation*}
$$

respectively, the compressibility is:

$$
\begin{equation*}
\kappa_{T}=\frac{\operatorname{var}(\hat{N})}{N \rho T}=\frac{1}{\rho m_{e f f} c^{2}} \tag{142}
\end{equation*}
$$

Taking into account Formula (126) leads to the variance:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T}{\left(\rho_{0}+\sigma_{1}\right) \Phi_{0}} \tag{143}
\end{equation*}
$$

Note that Expression (143) is valid at zero temperature, as well. This is easy to check considering the quantities (123) at zero temperature,

$$
n_{k}=\frac{\sqrt{\varepsilon_{k}^{2}+\Delta_{k}^{2}}}{2 \varepsilon_{k}}-\frac{1}{2}, \quad \sigma_{k}=-\frac{\Delta_{k}}{2 \varepsilon_{k}} \quad(T=0)
$$

From here, in the long-wave limit, we have:

$$
n_{k} \simeq \frac{\Delta_{k}}{2 \varepsilon_{k}}+\frac{\varepsilon_{k}}{4 \Delta_{k}}-\frac{1}{2} \quad\left(\varepsilon_{k} \rightarrow 0, T=0\right)
$$

Hence:

$$
\lim _{k \rightarrow 0}\left(n_{k}+\sigma_{k}\right)=-\frac{1}{2} \quad(T=0)
$$

and:

$$
\frac{\operatorname{var}(\hat{N})}{N}=0 \quad(T=0)
$$

The above result for the relative variance (143) can be generalized for nonuniform systems [37] by involving the local-density approximation, which yields:

$$
\begin{equation*}
\frac{\operatorname{var}(\hat{N})}{N}=\frac{T}{N} \int \frac{\rho(\mathbf{r})}{\Delta(\mathbf{r})} d \mathbf{r} \tag{144}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Delta(\mathbf{r})=\left[\rho_{0}(\mathbf{r})+\sigma_{1}(\mathbf{r})\right] \Phi_{0} . \tag{145}
\end{equation*}
$$

Particle fluctuations in a three-dimensional Bose-condensed system of interacting particles are thermodynamically normal in both cases, when particles are in a box or in a nonuniform external potential.

## 7. Conclusions

Particle fluctuations in Bose systems were studied. Investigating the behavior of these fluctuations is important because they are directly connected with isothermal compressibility and define the system stability with respect to pressure variations. Thermodynamically-anomalous fluctuations signify system instability; while thermodynamically-normal fluctuations mean that the equilibrium system is stable. The obtained results are as follows.

The ideal Bose gas confined in a rectangular box is stable, depending on the temperature, in spatial dimensions:

$$
\begin{array}{ll}
d>2 & \left(T>T_{c}\right) \\
d>4 & \left(T<T_{c}\right) .
\end{array}
$$

The stability of the ideal Bose gas in a power-law trap depends on the confining dimension:

$$
D \equiv d+\sum_{\alpha=1}^{d} \frac{2}{n_{\alpha}}
$$

This gas is stable for the confining dimensions:

$$
\begin{array}{ll}
D>2 & \left(T>T_{c}\right) \\
D>4 & \left(T<T_{c}\right) .
\end{array}
$$

Interactions stabilize Bose-condensed systems, so that an interacting system with Bose-Einstein condensate becomes stable at $d=3$ for either a system in a box or in an external potential.

Nonlocal interactions with a stronger strength or with a larger interaction radius increase the effective mass, hence diminishing the condensation temperature.
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#### Abstract

We analyze, analytically and numerically, the position, momentum, and in particular the angular-momentum variance of a Bose-Einstein condensate (BEC) trapped in a two-dimensional anisotropic trap for static and dynamic scenarios. Explicitly, we study the ground state of the anisotropic harmonic-interaction model in two spatial dimensions analytically and the out-of-equilibrium dynamics of repulsive bosons in tilted two-dimensional annuli numerically accurately by using the multiconfigurational time-dependent Hartree for bosons method. The differences between the variances at the mean-field level, which are attributed to the shape of the BEC, and the variances at the many-body level, which incorporate depletion, are used to characterize position, momentum, and angular-momentum correlations in the BEC for finite systems and at the limit of an infinite number of particles where the bosons are $100 \%$ condensed. Finally, we also explore inter-connections between the variances.
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## 1. Introduction

Bose-Einstein condensates (BECs) made of ultra-cold atoms offer a wide platform to study many-body physics [1-5]. Here, there is a growing interest in the so-called particle limit [6-16], in which the interaction parameter (i.e., the product of the interaction strength times the number of particles) is kept fixed while the number of particles is increased to infinity. At the particle limit, the energy per particle, density per particle, and reduced density matrices [17] per particle computed at the many-body level of theory boil down to those obtained in mean-field theory [7-10,14,16], despite the fact that the respective many-boson wavefunctions are (much) different [13,15]. It turns out that variances of many-particle operators are a useful tool to characterize correlations (namely, differences between respective many-body and mean-field quantities) that exist even when the interacting bosons are $100 \%$ condensed $[11,12]$.

The variance of a many-particle operator of a trapped BEC generally depends on the trap shape, strength and sign of the interaction and, in out-of-equilibrium problems, on time. Consequently, the difference between variances computed at the many-body and mean-field levels of theory also depends on these variables and, of course, on the observable under examination. The first examples $[11,12]$ concentrated on one-dimensional problems and the position and momentum variances, and investigated conditions and mechanisms for the differences between the respective many-body and mean-field variances at the particle limit. In two spatial dimensions, further types of trap topologies come into play, and respective many-body and mean-field variances can exhibit
additional phenomena, such as opposite anisotropy [18] and distinct (effective) dimensionality [19]. The many-body variance of a trap BEC has been applied to extract excitations [20], analyze the range of inter-particle interaction [21], examine the effects of asymmetry of a double-well potential [22], and to assess numerical convergence $[23,24]$.

So far, only the position and momentum variances were studied for BECs in rather general traps. In [25,26], the angular-momentum variance is studied for BECs in two-dimensional isotropic traps, and scenarios were the mean-field angular-momentum variance has less [25] or more [26] symmetry (in terms of its conservation) than the many-body angular-momentum variance are identified. Going beyond these works, in the present work we study, analytically and numerically, the angular-momentum variance of a trapped BEC in a two-dimensional anisotropic trap for static and dynamic scenarios, and analyze the difference between the many-body and mean-field variances for finite systems and at the limit of an infinite number of particles. Furthermore, we also study the respective position and momentum variances, and thereby offer a comprehensive characterization of the BEC in terms of its variances. This would allow us to put forward inter-connections between the variances.

Let us elaborate on the strategy of exposition chosen in the paper. We first study the ground state of a many-particle model which is exactly solvable, i.e., integrable, both at the many-body and mean-field levels of theory. A couple of symmetries are also used in the analysis. These would allow us to obtain exact and transparent results for any number of particles and particularly to analyze the variances at the particle limit. The merit of analytical closed-form results and, in the context of interacting bosons, their explicit evaluation at the limit of an infinite number of particles is obvious. Then, as is the usual case in many realistic systems, we continue to explore a set-up which is not integrable, and more so, examine its out-of-equilibrium dynamics which is rather complicated already at the mean-field level of theory, let alone at the many-body level of theory. The later necessitates the state-of-the art numerical tools for the accurate integration of the Schrödinger equation and a careful interpolation of properties to the particle limit. All in all, we show below that the combination of analytics and numerics, i.e., of completely opposite methodologies, provides substantial and complementary novel knowledge on the position, momentum, and angular-momentum variances of anisotropic trapped BECs in two spatial dimensions.

The structure of the paper is as follows. In Section 2 we study the position, momentum, and angular-momentum variances of the ground state within an exactly solvable model, the anisotropic harmonic-interaction model. In Section 3 we study numerically the time-dependent variances of an out-of-equilibrium BEC sloshing in a tilted annulus. Summary and outlook are given in Section 4. Finally, Appendix A discusses translations of variances and inter-connections of the latter.

## 2. The Anisotropic Harmonic-Interaction Model

Solvable models of particles interacting by harmonic forces, or, briefly, the harmonic-interaction model (and its variants), have drawn including in the BEC literature much attention [27-41]. Here we consider the anisotropic two-dimensional harmonic-interaction model

$$
\begin{align*}
& \hat{H}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)=\sum_{j=1}^{N}\left[\left(-\frac{1}{2} \frac{\partial^{2}}{\partial x_{j}^{2}}+\frac{1}{2} \omega_{x}^{2} x_{j}^{2}\right)+\left(-\frac{1}{2} \frac{\partial^{2}}{\partial y_{j}^{2}}+\frac{1}{2} \omega_{y}^{2} y_{j}^{2}\right)\right] \\
& \quad+\lambda_{0} \sum_{1 \leq j<k}^{N}\left[\left(x_{j}-x_{k}\right)^{2}+\left(y_{j}-y_{k}\right)^{2}\right] \tag{1}
\end{align*}
$$

where $\lambda_{0}$ is the interaction strength; positive values imply attraction and negative repulsion. Without loss of generality we take $\omega_{y}>\omega_{x}$, namely, that the trap is tighter along the y -axis than along the x-axis (the trap anisotropy satisfies $\frac{\omega_{y}}{\omega_{x}}>1$ ). Here and hereafter $\hbar=m=1$.

Transforming from Cartesian to Jacobi coordinates,

$$
\begin{align*}
& Q_{k, x}=\frac{1}{\sqrt{k(k+1)}} \sum_{j=1}^{k}\left(x_{k+1}-x_{j}\right), \quad Q_{k, y}=\frac{1}{\sqrt{k(k+1)}} \sum_{j=1}^{k}\left(y_{k+1}-y_{j}\right), \quad 1 \leq k \leq N-1, \\
& Q_{N, x}=\frac{1}{\sqrt{N}} \sum_{j=1}^{N} x_{j}, \quad Q_{N, y}=\frac{1}{\sqrt{N}} \sum_{j=1}^{N} y_{j}, \tag{2}
\end{align*}
$$

the many-body solution for the ground state is given by

$$
\begin{align*}
& \Psi\left(\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{N}\right)=\left(\frac{\omega_{x}}{\pi}\right)^{\frac{1}{4}}\left(\frac{\omega_{y}}{\pi}\right)^{\frac{1}{4}}\left(\frac{\Omega_{x}}{\pi}\right)^{\frac{N-1}{4}}\left(\frac{\Omega_{y}}{\pi}\right)^{\frac{N-1}{4}} \\
& \times e^{-\frac{1}{2}\left(\Omega_{x} \sum_{j=1}^{N-1} Q_{j, x}^{2}+\omega_{x} Q_{N, x}^{2}\right)} \times e^{-\frac{1}{2}\left(\Omega_{y} \sum_{j=1}^{N-1} Q_{j, y}^{2}+\omega_{y} Q_{N, y}^{2}\right)} \\
& =\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)=\left(\frac{\omega_{x}}{\pi}\right)^{\frac{1}{4}}\left(\frac{\omega_{y}}{\pi}\right)^{\frac{1}{4}}\left(\frac{\Omega_{x}}{\pi}\right)^{\frac{N-1}{4}}\left(\frac{\Omega_{y}}{\pi}\right)^{\frac{N-1}{4}} \\
& \times e^{-\frac{\alpha_{x}}{2} \sum_{j=1}^{N} x_{j}^{2}-\beta_{x} \sum_{1 \leq j<k}^{N} x_{j} x_{k}} \times e^{-\frac{\alpha_{y}}{2} \sum_{j=1}^{N} y_{j}^{2}-\beta_{y} \sum_{1 \leq j<k}^{N} y_{j} y_{k}}, \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega_{x}=\sqrt{\omega_{x}^{2}+2 N \lambda_{0}}, \quad \Omega_{y}=\sqrt{\omega_{y}^{2}+2 N \lambda_{0}} \tag{4}
\end{equation*}
$$

are the interaction-dressed frequencies of the relative-motion degrees-of-freedom, and

$$
\begin{array}{ll}
\alpha_{x}=\Omega_{x}+\beta_{x}, & \beta_{x}=\frac{1}{N}\left(\omega_{x}-\Omega_{x}\right), \\
\alpha_{y}=\Omega_{y}+\beta_{y}, & \beta_{y}=\frac{1}{N}\left(\omega_{y}-\Omega_{y}\right) \tag{5}
\end{array}
$$

are parameters arising in the transformation from Jacoby coordinates back to Cartesian coordinates. Equation (4) prescribes the range of interactions for which the system is trapped, $\lambda_{0}>-\frac{\omega_{x}^{2}}{2 N}$, i.e., from moderate repulsion to any attraction. Clearly, the many-body solution (3) in two spatial dimensions factorizes to a product of respective one-dimensional many-body solutions.

All properties of the ground state can in principle be obtained from $\Psi$, such as the energy, densities, and reduced density matrices, see [29]. Here, as mentioned above, we concentrate on variances and their inter-connections. The many-particle position $\hat{X}=\sum_{j=1}^{N} x_{j}, \hat{Y}=\sum_{j=1}^{N} y_{j}$ variance per particle is given by

$$
\begin{equation*}
\frac{1}{N} \Delta_{\hat{X}}^{2}=\frac{1}{2 \omega_{x}}, \quad \frac{1}{N} \Delta_{\hat{Y}}^{2}=\frac{1}{2 \omega_{y}} . \tag{6}
\end{equation*}
$$

Due to the symmetry of center-of-mass separation in the Hamiltonian (1), the many-particle position variance per particle is independent both of the interaction strength and the number of bosons in the system. Similarly, the many-particle momentum $\hat{P}_{X}=\sum_{j=1}^{N} \frac{1}{i} \frac{\partial}{\partial x_{j}}, \hat{P}_{Y}=\sum_{j=1}^{N} \frac{1}{i} \frac{\partial}{\partial y_{j}}$ variance per particle is given by

$$
\begin{equation*}
\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}=\frac{\omega_{x}}{2}, \quad \frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}=\frac{\omega_{y}}{2} \tag{7}
\end{equation*}
$$

reflecting the minimal uncertainty product $\frac{1}{N} \Delta_{\hat{X}}^{2} \frac{1}{N} \Delta_{\hat{P}_{X}}^{2}=\frac{1}{N} \Delta_{\hat{Y}}^{2} \frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}=\frac{1}{4}$ of the interacting system in the anisotropic harmonic trap.

The many-particle angular-momentum $\hat{L}_{Z}=\sum_{j=1}^{N} \frac{1}{i}\left(x_{j} \frac{\partial}{\partial y_{j}}-y_{j} \frac{\partial}{\partial x_{j}}\right)$ variance per particle is, at least for bosons, a less familiar and more intricate quantity. After some lengthy but otherwise straightforward algebra it is given by

$$
\begin{align*}
& \frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}=\frac{1}{4} \frac{\left(\Omega_{y}-\Omega_{x}\right)^{2}}{\Omega_{y} \Omega_{x}}\left(\frac{N-1}{N}\right)^{2}\left[\left(1+\frac{1}{N-1} \frac{\Omega_{y}}{\omega_{y}}\right)\left(1+\frac{1}{N-1} \frac{\Omega_{x}}{\omega_{x}}\right)\right.  \tag{8}\\
& \left.+\left(\frac{\Omega_{y}}{\omega_{y}}-1\right)\left(\frac{\Omega_{x}}{\omega_{x}}-1\right)\right]+\frac{1}{4 N} \frac{\left[\left(\omega_{y}-\Omega_{y}\right)-\left(\omega_{x}-\Omega_{x}\right)\right]\left[\left(\omega_{y}+\Omega_{y}\right)-\left(\omega_{x}+\Omega_{x}\right)\right]}{\omega_{y} \omega_{x}}
\end{align*}
$$

where we have made use of the bosonic permutational symmetry, the structure of $\Psi$,

$$
\begin{equation*}
\hat{L}_{Z} \Psi=-\frac{1}{i}\left\{\left[\left(\alpha_{y}-\beta_{y}\right)-\left(\alpha_{x}-\beta_{x}\right)\right]\left(\sum_{j=1}^{N} x_{j} y_{j}\right)+\left(\beta_{y}-\beta_{x}\right)\left(\sum_{j=1}^{N} x_{j}\right)\left(\sum_{k=1}^{N} y_{k}\right)\right\} \Psi \tag{9}
\end{equation*}
$$

and the inverse coordinate transformations

$$
\begin{align*}
& x_{N}=\frac{1}{\sqrt{N}} Q_{N, x}+\sqrt{\frac{N-1}{N}} Q_{N-1, x}, \quad y_{N}=\frac{1}{\sqrt{N}} Q_{N, y}+\sqrt{\frac{N-1}{N}} Q_{N-1, y} \\
& x_{N-1}=\frac{1}{\sqrt{N}} Q_{N, x}-\frac{1}{\sqrt{N(N-1)}} Q_{N-1, x}+\sqrt{\frac{N-2}{N-1}} Q_{N-2, x} \\
& y_{N-1}=\frac{1}{\sqrt{N}} Q_{N, y}-\frac{1}{\sqrt{N(N-1)}} Q_{N-1, y}+\sqrt{\frac{N-2}{N-1}} Q_{N-2, y} \tag{10}
\end{align*}
$$

to evaluate the various integral terms contributing to (8).
The angular-momentum variance per particle of the ground state (3) depends on the dressed frequencies, $\Omega_{x}$ and $\Omega_{y}$, and the number of particles $N$. Namely, unlike the respective position and momentum variances it depends explicitly on the interaction strength and the number of particles. $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}$ is, of course, non-zero only for anisotropic traps [for isotropic traps, from $\omega_{y}=\omega_{x}$ we get $\Omega_{y}=\Omega_{x}$ and expression (8) then vanishes]. For non-interacting bosons, Equation (8) boils down to $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}=\frac{1}{4} \frac{\left(\omega_{y}-\omega_{x}\right)^{2}}{\omega_{y} \omega_{x}}=\frac{1}{4} \frac{\left(\frac{\omega_{y}}{\omega_{x}}-1\right)^{2}}{\frac{\omega y}{\omega_{x}}}$, the value for a single particle in the anisotropic trap $\frac{1}{2} \omega_{x}^{2} x^{2}+\frac{1}{2} \omega_{y}^{2} y^{2}$, which only depends on the trap anisotropy. Opposite to the non-vanishing of the angular-momentum variance, we note that the expectation value of the angular-momentum operator, $\frac{1}{N}\langle\Psi| \hat{L}_{Z}|\Psi\rangle$, vanishes for any anisotropy $\frac{\omega_{y}}{\omega_{y}}$, interaction strength $\lambda_{0}$, and number of particles $N$. This is straightforward to see since $\Psi$ is even under reflection of all coordinates $X \rightarrow-X$ and separately of $Y \rightarrow-Y$, whereas $\hat{L}_{Z}$ is odd under reflection.

The anisotropic harmonic-interaction model (1) can be solved analytically at the mean-field level of theory as well, like in [29], also see [41]. Starting from the ansatz where each and every boson resides in one and the same orbital, the mean-field solution is given by

$$
\begin{align*}
& \Phi^{G P}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)= \\
& =\left(\frac{\sqrt{\omega_{x}^{2}+2 \Lambda}}{\pi}\right)^{\frac{N}{4}}\left(\frac{\sqrt{\omega_{y}^{2}+2 \Lambda}}{\pi}\right)^{\frac{N}{4}} e^{-\frac{1}{2} \sqrt{\omega_{x}^{2}+2 \Lambda} \sum_{j=1}^{N} x_{j}^{2}} \times e^{-\frac{1}{2} \sqrt{\omega_{y}^{2}+2 \Lambda} \sum_{j=1}^{N} y_{j}^{2}} \\
& =\Phi^{G P}\left(\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{N}\right) \\
& =\left(\frac{\sqrt{\omega_{x}^{2}+2 \Lambda}}{\pi}\right)^{\frac{N}{4}}\left(\frac{\sqrt{\omega_{y}^{2}+2 \Lambda}}{\pi}\right)^{\frac{N}{4}} e^{-\frac{1}{2} \sqrt{\omega_{x}^{2}+2 \Lambda} \sum_{k=1}^{N} Q_{k, x}^{2}} \times e^{-\frac{1}{2} \sqrt{\omega_{y}^{2}+2 \Lambda} \sum_{k=1}^{N} Q_{k, y}^{2}}, \tag{11}
\end{align*}
$$

where $\Lambda=(N-1) \lambda_{0}$ is the interaction parameter and $\Lambda>-\frac{\omega_{x}^{2}}{2}$ the condition for a trapped solution. Like the many-body solution (3), the mean-field solution (11) in two spatial dimensions factorizes to a product of respective one-dimensional mean-field solutions.

The many-particle position variance computed at the mean-field level is given by

$$
\begin{equation*}
\frac{1}{N} \Delta_{\hat{X}, G P}^{2}=\frac{1}{2 \sqrt{\omega_{x}^{2}+2 \Lambda}}, \quad \frac{1}{N} \Delta_{\hat{Y}, G P}^{2}=\frac{1}{2 \sqrt{\omega_{y}^{2}+2 \Lambda}} \tag{12}
\end{equation*}
$$

and seen to be dressed by the interaction. Similarly, the many-particle momentum variance computed at the mean-field level is dressed by the interaction and given by

$$
\begin{equation*}
\frac{1}{N} \Delta_{\hat{P}_{X}, G P}^{2}=\frac{\sqrt{\omega_{x}^{2}+2 \Lambda}}{2}, \quad \frac{1}{N} \Delta_{\hat{P}_{Y}, G P}^{2}=\frac{\sqrt{\omega_{y}^{2}+2 \Lambda}}{2} \tag{13}
\end{equation*}
$$

Interestingly, because the mean-field solution (11) is made of Gaussian functions, it satisfies the minimal uncertainty product $\frac{1}{N} \Delta_{\hat{X}, G P}^{2} \frac{1}{N} \Delta_{\hat{P}_{X}, G P}^{2}=\frac{1}{N} \Delta_{\hat{Y}, G P}^{2} \frac{1}{N} \Delta_{\hat{P}_{Y}, G P}^{2}=\frac{1}{4}$ as well.

The many-particle angular-momentum variance computed at the mean-field level is given by

$$
\begin{equation*}
\frac{1}{N} \Delta_{\hat{L}_{Z, G P}}^{2}=\frac{1}{4} \frac{\left(\sqrt{\omega_{y}^{2}+2 \Lambda}-\sqrt{\omega_{x}^{2}+2 \Lambda}\right)^{2}}{\sqrt{\omega_{y}^{2}+2 \Lambda} \sqrt{\omega_{x}^{2}+2 \Lambda}} \tag{14}
\end{equation*}
$$

where we have made use of the structure and symmetries of $\Phi^{G P}$,

$$
\begin{equation*}
\hat{L}_{Z} \Phi^{G P}=-\frac{1}{i}\left(\sqrt{\omega_{y}^{2}+2 \Lambda}-\sqrt{\omega_{x}^{2}+2 \Lambda}\right) \sum_{j=1}^{N} x_{j} y_{j} \Phi^{G P} \tag{15}
\end{equation*}
$$

to arrive at the final expression.
The relation between the mean-field and many-body variances deserves a discussion. Their difference is used to define position, momentum, and angular-momentum correlations in the system. For the position and momentum variances, the following ratios hold,

$$
\begin{align*}
& \frac{\frac{1}{N} \Delta_{\hat{X}, G P}^{2}}{\frac{1}{N} \Delta_{\hat{X}}^{2}}=\frac{1}{\sqrt{1+\frac{2 \Lambda}{\omega_{x}^{2}}}},
\end{align*} \frac{\frac{1}{N} \Delta_{\hat{Y}, G P}^{2}}{\frac{1}{N} \Delta_{\hat{Y}}^{2}}=\frac{1}{\sqrt{1+\frac{2 \Lambda}{\omega_{y}^{2}}}},
$$

obviously for any number of particles $N$. These ratios simply imply that, since repulsion ( $\Lambda<0$ ) broadens the position density, the many-body position variance is smaller than the corresponding mean-field one for repulsive interaction, and vise verse for attraction ( $\Lambda>0$ ). Inversely, since repulsion narrows the momentum density, the many-body momentum variance is larger than the corresponding mean-field one for repulsive interaction, and vise versa for attraction. Furthermore, both the position and momentum variances per particle exhibit the same anisotropies as the respective densities for any interaction parameter $\Lambda$, namely, if $\frac{1}{N} \Delta_{\hat{X}, G P}^{2}>\frac{1}{N} \Delta_{\hat{Y}, G P}^{2}$ then $\frac{1}{N} \Delta_{\hat{X}}^{2}>\frac{1}{N} \Delta_{\hat{Y}}^{2}$ is satisfied and, analogously, if $\frac{1}{N} \Delta_{\hat{P}_{X}, G P}^{2}<\frac{1}{N} \Delta_{\hat{P}_{Y}, G P}^{2}$ then $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}<\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$ is satisfied. We shall return to these relations and the anisotropy of the variance in the numerical example below.

We now extend the above discussion to the particle limit, in which the energy per particle, densities per particle, and reduced densities per particle at the mean-field and many-body levels of theory coincide, see in the context of the harmonic-interaction model [16]. Particularly, the system of
bosons becomes $100 \%$ condensed. The results (16) for the position and momentum variances hold at the particle limit as well, owing to the center-of-mass separability for any number of particles, namely, $\frac{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{X}, G P}^{2}}{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\tilde{X}}^{2}}=\frac{1}{\sqrt{1+\frac{2 \Lambda}{\omega_{\tilde{x}}^{2}}}}, \frac{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{Y}, G P}^{2}}{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{Y}}^{2}}=\frac{1}{\sqrt{1+\frac{2 \Lambda}{\omega_{y}^{2}}}}, \frac{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{P}_{X}, G P}^{2}}{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\tilde{P}_{X}}^{2}}=\sqrt{1+\frac{2 \Lambda}{\omega_{x}^{2}}}$, and $\frac{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{P}_{Y}, G P}^{2}}{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\tilde{P}_{Y}}^{2}}=$ $\sqrt{1+\frac{2 \Lambda}{\omega_{y}^{2}}}$. For the angular-momentum variance the limit has to be taken explicitly for each of the terms in (8). First are the frequencies (4), for which we have at the limit of an infinite number of bosons when $\Lambda$ is held fixed

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \Omega_{x}=\sqrt{\omega_{x}^{2}+2 \Lambda}, \quad \lim _{N \rightarrow \infty} \Omega_{y}=\sqrt{\omega_{y}^{2}+2 \Lambda} \tag{17}
\end{equation*}
$$

Then, the angular-momentum variance takes on the appealing form

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{L}_{z}}^{2}=\frac{1}{4} \frac{\left(\sqrt{\omega_{y}^{2}+2 \Lambda}-\sqrt{\omega_{x}^{2}+2 \Lambda}\right)^{2}}{\sqrt{\omega_{y}^{2}+2 \Lambda} \sqrt{\omega_{x}^{2}+2 \Lambda}}\left[1+\left(\sqrt{1+\frac{2 \Lambda}{\omega_{y}^{2}}}-1\right)\left(\sqrt{1+\frac{2 \Lambda}{\omega_{x}^{2}}}-1\right)\right] \tag{18}
\end{equation*}
$$

Comparing (18) to the mean-field expression (14), it is instrumental to prescribe their ratio at the limit of an infinite number of particles (where, as mentioned above, the density per particle and other properties coincide),

$$
\begin{equation*}
\frac{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{L}_{Z, G P}}^{2}}{\lim _{N \rightarrow \infty} \frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}}=\frac{1}{1+\left(\sqrt{1+\frac{2 \Lambda}{\omega_{y}^{2}}}-1\right)\left(\sqrt{1+\frac{2 \Lambda}{\omega_{x}^{2}}}-1\right)}, \tag{19}
\end{equation*}
$$

which is always smaller than 1 for interacting bosons in the anisotropic trap. Furthermore, we see that for attractive interaction the many-body variance can become much larger than the mean-field quantity in the anisotropic trap, signifying the growing necessity of the many-body treatment, even when the system is $100 \%$ condensed. This concludes our investigation of a solvable anisotropic many-boson model in which the variances of the momentum, position, and angular-momentum many-particle operators can be computed and investigated analytically and their values at the many-body and mean-field levels of theory compared and contrasted.

## 3. Bosons in an Annulus Subject to a Tilt

In most scenarios of interest, the position, momentum, and angular-momentum variance cannot be computed analytically. This in many cases is the situation when symmetries are lifted. Moreover, even when the variances can be computed for the ground state, like in the previous Section 2, their values for an out-of-equilibrium scenario are rarely within analytical reach. This would be the situation of the present investigation.

Bosons in rings, annuli, and shells have attracted considerable attention [42-66]. Here we consider weakly interacting bosons initially prepared in the ground state of a two-dimensional annulus. The annulus is then suddenly slightly tilted, leading to an out-of-equilibrium dynamics in an anisotropic setup. We build on and extend the study of bosons' dynamics in an annulus within an isotropic setup [19] (for which, e.g., the angular-momentum variance is 0 ). We analyze the BEC dynamics in terms of its time-dependent variances and other quantities of relevance, see Figures $1-7$ below.

We consider the out-of-equilibrium dynamics governed by the time-dependent many-particle Schrödinger equation in two spatial dimensions, $\hat{H}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right) \Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N} ; t\right)=i \frac{\partial \Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N} ; t\right)}{\partial t}$. The bosons are initially prepared in the ground state of the annulus, see Figure 1 in [19]. The trap potential is given by $\hat{V}(\mathbf{r})=0.05 \mathbf{r}^{4}+V_{0} e^{-\frac{\mathrm{r}^{2}}{2}}$, with a barrier of heights $V_{0}=5$ and 10 throughout this work. The interaction between the bosons is repulsive and taken to be $\lambda_{0} W\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\lambda_{0} e^{-\frac{\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2}}{2}}$,
where the interaction strengths are $\lambda_{0}=0.02$ and 0.04 throughout this work. The form and extant of the interaction potential do not have a qualitative influence on the physics to be described below. At time $t=0$ a linear term is added such that $V(\mathbf{r})=0.05 \mathbf{r}^{4}+V_{0} e^{-\frac{\mathrm{r}^{2}}{2}}+0.01 x$. The physical meaning of the added potential is that a constant force pointing to the left is suddenly acting on the interacting bosons. Geometrically, the annulus can be considered to be slightly tilted to the left. Symmetry-wise, the isotropy of the potential is lifted and anisotropy sets in. All in all, the interacting bosons are not in their ground state any more and out-of-equilibrium dynamics emerges.

To compute the time-dependent many-boson wavefunction we use the multiconfigurational time-dependent Hartree for bosons (MCTDHB) method [67-69]. MCTDHB represents the wavefunction as a variationally optimal ansatz which is a linear-combination of all time-dependent permanents generated by distributing the $N$ bosons over $M$ time-adaptive orbitals. The quality of the wavefunction increases with $M$ and convergence of quantities of interest is attained. The theory, applications, benchmarks, and extensions of MCTDHB are extensively discussed in the literature, see, e.g., Refs. [70-95]. Here we employ the numerical implementation in [96,97] both for preparing the ground state [98] (using imaginary-time propagation) and real-time dynamics. Finally, we mention that MCTDHB is the bosonic version of the nearly three-decades-established distinguishable-particle multiconfigurational time-dependent Hartree method frequently used (alongside its extensions) in molecular physics [99-105].

From the time-dependent wavefunction $\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N} ; t\right)$, here normalized to 1 , we compute properties of interest. The reduced one-particle density matrix is defined as $\rho\left(\mathbf{r}, \mathbf{r}^{\prime} ; t\right)=N \int d \mathbf{r}_{2} \cdots d \mathbf{r}_{N} \Psi^{*}\left(\mathbf{r}^{\prime}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N} ; t\right) \Psi\left(\mathbf{r}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N} ; t\right)=\sum_{j} n_{j}(t) \phi_{j}^{*}\left(\mathbf{r}^{\prime} ; t\right) \phi_{j}(\mathbf{r} ; t)$, where $\left\{\phi_{j}(\mathbf{r} ; t)\right\}$ are the natural orbitals and $\left\{n_{j}(t)\right\}$ the natural occupations. The number of particles residing outside the condensed mode $\phi_{1}(\mathbf{r} ; t)$, i.e., the total number of depleted particles, is given by $\sum_{j>1} n_{j}(t)=N-n_{1}(t)$. Analogously, the reduced two-particle density matrix is given by $\rho\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime} ; t\right)=N(N-1) \int d \mathbf{r}_{3} \cdots d \mathbf{r}_{N} \Psi^{*}\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}, \ldots, \mathbf{r}_{N} ; t\right) \times$ $\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \ldots, \mathbf{r}_{N} ; t\right)=\sum_{j p k q} \rho_{j p k q}(t) \phi_{j}^{*}\left(\mathbf{r}_{1}^{\prime} ; t\right) \phi_{p}^{*}\left(\mathbf{r}_{2}^{\prime} ; t\right) \phi_{k}\left(\mathbf{r}_{1} ; t\right) \phi_{q}\left(\mathbf{r}_{2} ; t\right)$, from which the variance of a many-particle operator $\hat{A}=\sum_{j} \hat{a}(\mathbf{r})$ is computed,

$$
\begin{align*}
& \frac{1}{N} \Delta_{\hat{A}}^{2}(t)=\frac{1}{N}\left(\langle\Psi(t)| \hat{A}^{2}|\Psi(t)\rangle-\langle\Psi(t)| \hat{A}|\Psi(t)\rangle^{2}\right) \\
& \quad=\frac{1}{N}\left\{\sum_{j} n_{j}(t) \int d \mathbf{r} \phi_{j}^{*}(\mathbf{r} ; t) \hat{a}^{2}(\mathbf{r}) \phi_{j}(\mathbf{r} ; t)-\left[\sum_{j} n_{j}(t) \int d \mathbf{r} \phi_{j}^{*}(\mathbf{r} ; t) \hat{a}(\mathbf{r}) \phi_{j}(\mathbf{r} ; t)\right]^{2}\right. \\
& \left.\quad+\sum_{j p k q} \rho_{j p k q}(t)\left[\int d \mathbf{r} \phi_{j}^{*}(\mathbf{r} ; t) \hat{a}(\mathbf{r}) \phi_{k}(\mathbf{r} ; t)\right]\left[\int d \mathbf{r} \phi_{p}^{*}(\mathbf{r} ; t) \hat{a}(\mathbf{r}) \phi_{q}(\mathbf{r} ; t)\right]\right\} \tag{20}
\end{align*}
$$

To compute the various terms for the position, momentum, and angular-momentum variance numerically we work in coordinate representation and operate on orbitals first with coordinate derivatives and then with coordinate multiplications. Thus, for the position operator $\hat{a}(\mathbf{r})=\hat{x}$ and $\hat{a}^{2}(\mathbf{r})=\hat{x}^{2}$ and likewise for $\hat{a}(\mathbf{r})=\hat{y}$, for the momentum operator $\hat{a}(\mathbf{r})=\frac{1}{i} \frac{\partial}{\partial x}$ and $\hat{a}^{2}(\mathbf{r})=-\frac{\partial^{2}}{\partial x^{2}}$ and likewise for $\hat{a}(\mathbf{r})=\frac{1}{i} \frac{\partial}{\partial y}$, and for the angular-momentum operator $\hat{a}(\mathbf{r})=\frac{1}{i}\left(x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}\right)$ and $\hat{a}^{2}(\mathbf{r})=-x^{2} \frac{\partial^{2}}{\partial y^{2}}-y^{2} \frac{\partial^{2}}{\partial x^{2}}+2 y x \frac{\partial}{\partial y} \frac{\partial}{\partial x}+x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}$. For the numerical solution we use a grid of $64^{2}$ points in a box of size $[-8,8) \times[-8,8)$ with periodic boundary conditions. Convergence of the results with respect to the number of grid points has been checked using a grid of $128^{2}$ points.

We begin with the dynamics of $N=10$ bosons in the annulus. Following the sudden tilt of the potential, the bosons start to flow to the left. To quantify their sloshing dynamics, Figure 1 shows the time-dependent center-of-mass, $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$, for the two barrier heights, $V_{0}=5$ and $V_{0}=10$, and the two interaction strengths, $\lambda_{0}=0.02$ and $\lambda_{0}=0.04$ [we mention that $\frac{1}{N}\langle\Psi| \hat{Y}|\Psi\rangle(t)=0$ due to the $Y \rightarrow-Y$ reflection symmetry]. The dynamics of $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$ appears to be almost periodic
and rather simple. We examine the amplitude and frequency of oscillations. It is useful to compare the amplitude of the center-of-mass motion with the radius of the (un-tilted) annulus. The radius of the density at its maximal value, $R$, is determined numerically using a computation with a resolution of $256^{2}$ grid points as $R=1.75(0)$ for $V_{0}=5, \lambda_{0}=0.02$, and $R=2.06(2)$ for $V_{0}=10, \lambda_{0}=0.02$ [19]. From Figure 1 we see that the amplitude is about $13-25 \%$ of the radius, implying a mild sloshing of the density along the tilted annulus. The amplitude increases with the radius of the annulus and decreases with the interaction strength, where the latter implies that it is more difficult to compress the BEC for a stronger interaction. The decrease of the frequency of oscillations with $R\left(V_{0}\right)$ and increase with $\lambda_{0}$ are compatible with angular excitations, also see [19]. Last but not least, convergence with $M$ is clearly seen. In fact, here already $M=1$ orbitals accurately describe the center-of-mass dynamics for short and intermediate times, and $M=3$ orbitals for all times.


Figure 1. Center-of-mass dynamics following a potential quench. The mean-field ( $M=1$ time-adaptive orbitals) and many-body (using $M=3,5,7,10,12,14$, and 15,16 time-adaptive orbitals) time-dependent expectation value of the center-of-mass, $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$, of $N=10$ bosons in the annuli with barrier heights and interaction strengths: (a) $V_{0}=5, \lambda_{0}=0.02$; (b) $V_{0}=5, \lambda_{0}=0.04$; (c) $V_{0}=10$, $\lambda_{0}=0.02$; and (d) $V_{0}=10, \lambda_{0}=0.04$ following a sudden potential tilt by $0.01 x$. The corresponding depletions are plotted in Figure 2 and the respective position, momentum, and angular-momentum variances in Figures 3-5. See the text for more details. The quantities shown are dimensionless.

Figure 2 depicts the total number of depleted particles, $N-n_{1}(t)$, out of $N=10$ bosons in the tilted annulus. During the dynamics, the depletion is rather small, ranging from less than 0.012 of a particle out of $N=10$ particles $(0.12 \%)$ for $V_{0}=5, \lambda_{0}=0.02$ to less than 0.065 of a particle out of $N=10$ particles $(0.65 \%)$ for $V_{0}=10, \lambda_{0}=0.04$. Generally, the depletion increases with the annulus radius and interacting strength, implying angular excitations, see [19]. Finally, convergence with $M$ is clearly seen. Now, $M=3$ orbitals nicely follow and $M=5$ orbitals accurately describe the depletion dynamics, see Figure 2. The small amount of time-dependent depletion is in line with the accurate
description of the center-of-mass dynamics by $M=1$ time adaptive orbitals, see Figure 1. Let us continue to the variances.


Figure 2. Depletion dynamics following a potential quench. The time-dependent total number of depleted particles, $N-n_{1}(t)$, of $N=10$ bosons following a sudden potential tilt by $0.01 x$ for annuli with barrier heights and interaction strengths (a) $V_{0}=5, \lambda_{0}=0.02$; (b) $V_{0}=5, \lambda_{0}=0.04$; (c) $V_{0}=10$, $\lambda_{0}=0.02$; and (d) $V_{0}=10, \lambda_{0}=0.04 . M=3,5,7,10,12,14$, and 15,16 time-adaptive orbitals are used. The respective position, momentum, and angular-momentum variances are plotted in Figures 3-5. See the text for more details. The quantities shown are dimensionless.

Figure 3 plots the time-dependent many-particle position variance per particle, $\frac{1}{N} \Delta_{\hat{X}}^{2}(t)$ and $\frac{1}{N} \Delta_{\hat{Y}}^{2}(t)$, for the two barrier heights and two interaction strengths. There are several features that immediately are seen. First, since rotational symmetry is lifted, the dynamics of respective quantities along the $x$-axis and $y$-axis are different [note that at $t=0$ the variances $\frac{1}{N} \Delta_{\hat{X}}^{2}=\frac{1}{N} \Delta_{\hat{\gamma}}^{2}$ because the initial condition is the ground state of the un-tilted, isotropic annulus]. The mean-field $(M=1)$ and many-body $(M \geq 3)$ values are clearly separated from each other, and the former lie about $10-25 \%$ above the latter depending on the repulsion strength and barrier height, also see $[11,19]$. This is despite the small amount of depletion, see Figure 2. Furthermore, the many-body and mean-field variances do not cross each other, see Figure 3, indicating that the dynamics is mild and sufficiently close to the ground state and low-lying manifold of excited states (compare to [18] with interaction-quench dynamics in a single trap).

The mean-field position variance accounts for the geometry of the annulus and shape of the density and weakly depends on the interaction strength. The many-body position variance incorporates the (small amount of) depletion and hence strongly depends on the interaction strength. Both the mean-field and many-body variances oscillate with a relatively small amplitude, albeit with a different frequencies' content, see in this respect [20]. This amplitude slightly decreases with the repulsion strength, which correlates with the dependence of the center-of-mass dynamics on the interaction strength, see Figure 1. Moreover, the amplitude of oscillations of the $y$-axis variances is smaller than
that of the $x$-axis variances, since the sloshing dynamics is primarily along the $x$ direction. Last but not least is the so-called opposite anisotropy of the (position) variance [18]. During the dynamics, there can occur instances where $\frac{1}{N} \Delta_{\hat{X}}^{2}>\frac{1}{N} \Delta_{\hat{Y}}^{2}$ at the many-body level $(M \geq 3)$ whereas $\frac{1}{N} \Delta_{\hat{X}}^{2}<\frac{1}{N} \Delta_{\hat{Y}}^{2}$ at the mean-field level $(M=1)$ [or, in principle, vice versa, i.e., $\frac{1}{N} \Delta_{\hat{X}}^{2}<\frac{1}{N} \Delta_{\hat{Y}}^{2}$ at the many-body level whereas $\frac{1}{N} \Delta_{\hat{X}}^{2}>\frac{1}{N} \Delta_{\hat{Y}}^{2}$ at the mean-field level]. Examples for the former can be readily found for $V_{0}=10$, $\lambda_{0}=0.02$, see Figure 3c,g around $t=70$, and for $V_{0}=10, \lambda_{0}=0.04$, see Figure 3d,h around $t=100$, signifying among others that correlations 'win' over shape. Finally, we see that already $M=3$ orbitals accurately describe the dynamics of the position variance.

We move to the momentum variance and also make contact with the results of the position variance. Figure 4 displays the many-particle momentum variance per particle, $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}(t)$ and $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}(t)$, for $V_{0}=5, V_{0}=10$ and $\lambda_{0}=0.02, \lambda_{0}=0.04$. Just like the results of the position variance, since rotational symmetry is lifted the dynamics of respective quantities along the $x$-axis and $y$-axis are different [the initial conditions imply $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}=\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$ at $t=0$ ]. The mean-field $(M=1)$ and many-body $(M \geq 3)$ values are, again, separated from each other, but now the former lie below the later, and there is only about $1-4 \%$ of a difference depending on the repulsion strength and barrier height, also see [12,19]. Thus, the momentum variance rather weakly depends on the (small amount of) depletion. This is because the matrix elements in (20) are typically smaller with the momentum operator than with the position operator. Yet, despite their small difference, the many-body and mean-field momentum variances do not cross each other, see Figure 4 (contrast with the interaction-quench dynamics in a single trap in [18]).

It is instructive to analyze the momentum-variance dynamics at short times. Whereas $\Delta_{\hat{P}_{X}}^{2}(t)$ primarily increases, $\Delta_{\hat{P}_{Y}}^{2}(t)$ mainly decreases. This matches the geometry of the sloshing dynamics in the tilted annulus, in which bosons from the 'north' and 'south' poles (on the y-axis) start to move to the left and accumulate in the 'west' pole (on the x-axis), and that the cross section of the rim of an annulus is enlarged when moving away from the center of the annulus. In other words, the dynamics of the momentum variances at short times when moving to the left reflects the relative localization of the bosons in the $x$ direction and the effective broadening of the wavepacket along the $y$ direction. Both the mean-field and many-body variances oscillate with a very small amplitude, note the scale on the $y$-axis in Figure 4. The high-frequency oscillations mark high-energy radial excitations across the (tight) annulus rim [19]. Like for the position variance, the amplitude of oscillations of the y-axis momentum variances is smaller than that of the x-axis momentum variances. Finally, we see that already $M=3$ orbitals accurately describe the dynamics of the momentum variance; the difference to the $M>3$ results is lower than $1 \%$.

We now move to the angular-momentum variance and an interesting inter-connection with the momentum variance. Figure 5 presents the many-particle angular-momentum variance per particle, $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$, for the two barrier heights, $V_{0}=5$ and $V_{0}=10$, and the two interaction strengths, $\lambda_{0}=0.02$ and $\lambda_{0}=0.04$. There are several features seen in the dynamics. Since rotational symmetry is lifted, $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2} \neq 0$ expect for the initial conditions at $t=0$ (the values of the minima for $t>0$, see below, are close to but not 0 ). The dynamics of $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$ appears to be almost periodic and rather regular, more than that for the respective position and momentum variances, compare to Figures 3 and 4. On the other end, focusing on the dynamics of the center-of-mass in Figure 1, one can clearly observe correlation between the two quantities; Whenever $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$ has a minimum, i.e., the bosons are maximally localized to the left, $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$ has a maximum, and whenever $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$ has a maximum (which value is about 0), i.e., the bosons are momentarily, approximately equally distributed along the annulus, $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$ has a minimum (which value, as mentioned above, is close to 0 ). Furthermore, the frequencies of the two quantities as well as their relative amplitudes as a function of the barrier height and interaction strength are alike. These observations call for a dedicated analysis.


Figure 3. Position variance dynamics following a potential quench. The mean-field ( $M=1$ timeadaptive orbitals) and many-body (using $M=3,5,7,10,12,14$, and 15,16 time-adaptive orbitals) time-dependent position variances per particle, $\frac{1}{N} \Delta_{\hat{X}}^{2}(t)\left[\right.$ left column, panels (a-d)] and $\frac{1}{N} \Delta_{\hat{\gamma}}^{2}(t)[$ right column, panels (e-h)], of $N=10$ bosons in the annuli with barrier heights and interaction strengths $(\mathbf{a}, \mathbf{e}) V_{0}=5, \lambda_{0}=0.02 ;(\mathbf{b}, \mathbf{f}) V_{0}=5, \lambda_{0}=0.04 ;(\mathbf{c}, \mathbf{g}) V_{0}=10, \lambda_{0}=0.02$; and (d,h) $V_{0}=10, \lambda_{0}=0.04$ following a sudden potential tilt by $0.01 x$. The respective depletions are plotted in Figure 2. See the text for more details. The quantities shown are dimensionless.


Figure 4. Momentum variance dynamics following a potential quench. The mean-field ( $M=1$ time-adaptive orbitals) and many-body (using $M=3,5,7,10,12,14$, and 15,16 time-adaptive orbitals) time-dependent momentum variances per particle, $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}(t)$ [left column, panels (a-d)] and $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}(t)$ [right column, panels (e-h)], of $N=10$ bosons in the annuli with barrier heights and interaction strengths (a,e) $V_{0}=5, \lambda_{0}=0.02 ;(\mathbf{b}, \mathbf{f}) V_{0}=5, \lambda_{0}=0.04 ;(\mathbf{c}, \mathbf{g}) V_{0}=10, \lambda_{0}=0.02$; and (d,h) $V_{0}=10$, $\lambda_{0}=0.04$ following a sudden potential tilt by $0.01 x$. The respective depletions are plotted in Figure 2. See the text for more details. The quantities shown are dimensionless.


Figure 5. Angular-momentum variance dynamics following a potential quench. The mean-field ( $M=1$ time-adaptive orbitals) and many-body (using $M=3,5,7,10,12,14$, and 15 , 16 time-adaptive orbitals) time-dependent angular-momentum variance per particle, $\frac{1}{N} \Delta_{\hat{L}_{7}}^{2}(t)$, of $N=10$ bosons in the annuli with barrier heights and interaction strengths (a) $V_{0}=5, \lambda_{0}=0.02$; (b) $V_{0}=5, \lambda_{0}=0.04$; (c) $V_{0}=10, \lambda_{0}=0.02$; and (d) $V_{0}=10, \lambda_{0}=0.04$ following a sudden potential tilt by $0.01 x$. The respective depletions are plotted in Figure 2. See the text for more details. The quantities shown are dimensionless.

To shed light on the above dynamics of the angular-momentum variance, see Figure 5, we analyze the translational properties of variances in Appendix A. Whereas the position variances and, trivially, the momentum variances, are translationally invariant, this invariance does not hold for the angular-momentum variance. If a wavepacket prepared in the origin has angular-momentum variance $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}$, then several terms are added when the wavepacket is translated to the point $(a, b)$ in plane, and angular-momentum variance is thereafter computed, see Equation (A3). Now, if this wavepacket is rotationally symmetric, i.e., $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}=0$, then several of the terms in (A3) vanish due to spatial symmetry and we are left with the appealing relation, $\left.\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}\right|_{\Psi(a, b)}=\left.a^{2} \frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}\right|_{\Psi}+\left.b^{2} \frac{1}{N} \Delta_{\hat{P}_{X}}^{2}\right|_{\Psi}$ [Equation (A4)], connecting the angular-momentum variance of $\Psi(a, b)$ localized at $(a, b)$ and of $\Psi$ at the origin. The meaning of this relation is that the momentum variances, $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}$ and $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$, together with the spatial translations along the $y$-axis and $x$-axis, respectively, determine the angular-momentum variance of a translated wavepacket (rotationally symmetric at the origin).

Returning to and combining Figure 5 for the angular-momentum variance, Figure 1 for the center-of-mass dynamics, and Figure $4 \mathrm{e}-\mathrm{h}$ for $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$, we can now discuss and explain their inter-connection. Explicitly, the center-of-mass dynamics is analogous to translating the wavepacket along the $x$-axis (back and forth to the left), hence, according to Equation (A4), $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$ is needed. This is why the dependencies of the frequency and amplitude of oscillations of $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$ on the barrier height and interaction strength nicely follow, respectively, those of $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$, compare

Figures 1 and 5 . What is the role of $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$ then? The momentum variance helps us understand the deviations between the many-body and mean-field results in Figure 5. We see that the maxima of the many-body $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)(M>3)$ are larger than the maxima of the mean-field $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)(M=1)$. The difference is about $7-25 \%$ (compare to the low depletion, Figure 2), depending on $V_{0}$ and $\lambda_{0}$, and follows the respective trend of the many-body and mean-field results for $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$, see Figure $4 \mathrm{e}-\mathrm{h}$. We note that, although the wavepacket describing the bosons dynamics in the tilted annulus is not a translated, rotationally invariant wavepacket, and the values of deviations (in percents) between the many-body and mean-field results are actually larger for $\Delta_{\hat{L}_{Z}}^{2}$ (at the maxima) than for $\Delta_{\hat{P}_{Y}}^{2}$, we find the above analytically based analysis to well explain the numerical findings and trends. Last but not least, a close inspection of the many-body and mean-field curves of the angular-momentum variance in Figure 5 shows that there are instances when they cross each other, i.e., one is smaller or larger than the other. This is in contrast with the non-crossing of the many-body and mean-field position and momentum variances, see Figures 3 and 4, respectively. Finally, we find that already $M=3$ time-adaptive orbitals accurately describe the dynamics of the angular-momentum variance.

Our investigations are nearing their end, what is left to explore is the behavior of the position, momentum, and angular-momentum variances at the particle limit. Which of the above-described detailed findings, plotted in Figures $1-5$ for a rather small ( $N=10$ bosons) yet weakly depleted BEC, survive this limit? To answer the question, we concentrate on the system with the higher barrier, $V_{0}=10$, and stronger interaction (for $N=10$ bosons), $\lambda_{0}=0.04$. We hence fix the interaction parameter $\Lambda=\lambda_{0}(N-1)=0.36$, and compute and compare the dynamics for $N=10, N=100$, and $N=1000$ bosons using $M=3$ time-adaptive orbitals. We have seen for $N=10$ bosons that $M=3$ time-adaptive orbitals accurately describe the variances. This implies that, keeping the interaction parameter $\Lambda$ fixed while increasing the number of particles $N$, using $M=3$ time-adaptive orbitals for calculating the variances will be (at least) as accurate as for $N=10$ particles, see in this respect [24]. Before we proceed, a methodological remark. Examining the convergence of properties with the number of particles for $N=10, N=100$, and $N=1000$ bosons is (still) far away from infinity, see in this respect [15]. We hence use, interchangeably, the term en route to the particle limit. We shall see below that, in effect, the particle limit is practically well achieved for the variances already for $N=1000$ bosons.

Figure 6 prints the total number of depleted particles, $N-n_{1}(t)$, for $N=10, N=100$, and $N=$ 1000 bosons for $\Lambda=0.36$ and $V_{0}=10$ using $M=3$ time-adaptive orbitals. Convergence of the number of depleted particles with $N$ is nicely seen. Since $N-n_{1}(t)$ converges to a finite (and small) value with $N$, the bosons are becoming $100 \%$ condensed in the limit of an infinite number of particles, i.e., $\frac{n_{1}(t)}{N} \rightarrow 1$ as $N \rightarrow \infty$, at least up to the maximal time of the computation, $t=100$.

Figure 7 exhibits the position variances per particle, $\frac{1}{N} \Delta_{\hat{X}}^{2}(t)$ and $\frac{1}{N} \Delta_{\hat{Y}}^{2}(t)$, momentum variances per particle, $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}(t)$ and $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}(t)$, angular-momentum variance per particle, $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}(t)$, and the expectation value of the center-of-mass, $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$, for $N=10, N=100$, and $N=1000$ bosons and for $\Lambda=0.36$ and $V_{0}=10$ using $M=3$ time-adaptive orbitals. Once again, convergence of each of the quantities with $N$ is clearly seen. Yet, whereas the center-of-mass dynamics converges to the mean-field dynamics when the number of particles is increased, the variances exhibit many-body dynamics which converges nicely with $N$, but not to the respective mean-field dynamics. Beyond that, all the above results, for the frequencies, amplitudes, anisotropies, inter-connections, and particularly the differences between the many-body and mean-field position, momentum, and angular-momentum variances persist at the limit of infinite number of particles, despite the bosons becoming $100 \%$ condensed. This brings the present analysis to an end.


Figure 6. Depletion dynamics following a potential quench en route to the particle limit. The time-dependent total number of depleted particles, $N-n_{1}(t)$, of $N=10, N=100$, and $N=1000$ bosons with interaction parameter $\Lambda=\lambda_{0}(N-1)=0.36$ for an annulus with barrier height $V_{0}=10$ following a sudden potential tilt by $0.01 x$. The number of time-adaptive orbitals is $M=3$. The respective position, momentum, and angular-momentum variances along with the expectation value of the center-of-mass are plotted in Figure 7. See the text for more details. The quantities shown are dimensionless.


Figure 7. Cont.


Figure 7. Position, momentum, and angular-momentum variance dynamics following a potential quench en route to the particle limit. The mean-field ( $M=1$ time-adaptive orbitals) and many-body (using $M=3$ time-adaptive orbitals) time-dependent position variances per particle, (a) $\frac{1}{N} \Delta_{\hat{X}}^{2}(t)$ and (b) $\frac{1}{N} \Delta_{\hat{Y}}^{2}(t)$, momentum variances per particle, (c) $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}(t)$ and (d) $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}(t)$, and angular-momentum variance per particle, (f) $\frac{1}{N} \Delta_{\hat{L}_{2}}^{2}(t)$, of $N=10, N=100$, and $N=1000$ bosons with interaction parameter $\Lambda=\lambda_{0}(N-1)=0.36$ for an annulus with barrier height $V_{0}=10$ following a sudden potential tilt by $0.01 x$. (e) The time-dependent expectation value of the center-of-mass, $\frac{1}{N}\langle\Psi| \hat{X}|\Psi\rangle(t)$. The respective depletions are plotted in Figure 6. See the text for more details. The quantities shown are dimensionless.

## 4. Summary and Outlook

In the present work we studied, analytically and numerically, the position, momentum, and especially the angular-momentum variance of interacting bosons trapped in a two-dimensional anisotropic trap for static and dynamic scenarios. Explicitly, we investigated the ground state of the anisotropic harmonic-interaction model in two spatial dimensions analytically and researched the out-of-equilibrium dynamics of repulsive bosons in tilted two-dimensional annuli numerically accurately by using the MCTDHB method. The differences between the variances at the mean-field level, which are attributed to the shape of the density per particle, and the respective variances at the many-body level, which incorporate a small amount of depletion outside the condensed mode, were used to characterize sometimes large position, momentum, and angular-momentum correlations in the BEC for finite systems and at the limit of an infinite number of particles where the bosons are $100 \%$ condensed. Finally, we also explored and utilized inter-connections between the variances, particularly between the angular-momentum and momentum variances, through the analysis of their translational properties.

There are many intriguing directions to follow out of which we list three below. First, variances of BECs in the rotating frame of reference in which high-lying excitations become low-energy excitations and even the ground state. Second, angular-momentum variance of a BEC flowing past an obstacle in which the mean angular-momentum variance vanishes. And third, variances in three-dimensional geometries lacking lower-dimensional analogs, such as a Möbius strip. In all these cases, whether considering a few interacting bosons or a BEC in the particle limit, interesting and exciting results are expected.
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## Appendix A. Variances and Translations

Consider the many-particle translation operator in two spatial dimensions $e^{-i\left(\hat{P}_{X} a+\hat{P}_{Y} b\right)}$, where $\hat{P}_{X}=\sum_{j=1}^{N} \hat{p}_{x, j}$ and $\hat{P}_{Y}=\sum_{j=1}^{N} \hat{p}_{y, j}$. Its operation on a multi-particle wavefunction $\Psi$ is given by $e^{-i\left(\hat{P}_{X} a+\hat{P}_{Y} b\right)} \Psi\left(x_{1}, y_{1}, \ldots, x_{N}, y_{N}\right)=\Psi\left(x_{1}-a, y_{1}-b, \ldots, x_{N}-a, y_{N}-b\right) \equiv \Psi(a, b)$. What are the implications on the variances when computed with respect to the translated wavefunction $\Psi(a, b)$ ?

For the position operator $\hat{X}=\sum_{j=1}^{N} \hat{x}_{j}$ (and equivalently for $\hat{Y}=\sum_{j=1}^{N} \hat{y}_{j}$ ) we have $\langle\Psi(a, b)| \hat{X}|\Psi(a, b)\rangle=\langle\Psi| \hat{X}|\Psi\rangle+N a$ and $\langle\Psi(a, b)| \hat{X}^{2}|\Psi(a, b)\rangle=\langle\Psi| \hat{X}^{2}|\Psi\rangle+2 N a\langle\Psi| \hat{X}|\Psi\rangle+(N a)^{2}$, implying that

$$
\begin{equation*}
\left.\frac{1}{N} \Delta_{\hat{X}}^{2}\right|_{\Psi(a, b)}=\left.\frac{1}{N} \Delta_{\hat{X}}^{2}\right|_{\Psi} . \tag{A1}
\end{equation*}
$$

Trivially for the momentum operator $\hat{P}_{X}$ (and equivalently for $\hat{P}_{Y}=\sum_{j=1}^{N} \hat{p}_{y, j}$ ) one has

$$
\begin{equation*}
\left.\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}\right|_{\Psi(a, b)}=\left.\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}\right|_{\Psi}, \tag{A2}
\end{equation*}
$$

i.e., both the position variance and momentum variance are translationally invariant.

For the angular-momentum operator $\hat{L}_{Z}=\sum_{j=1}^{N}\left(\hat{x}_{j} \hat{p}_{y, j}-\hat{y}_{j} \hat{p}_{x, j}\right)$ the situation is more interesting. From $\langle\Psi(a, b)| \hat{L}_{Z}|\Psi(a, b)\rangle=\langle\Psi| \hat{L}_{Z}|\Psi\rangle+a\langle\Psi| \hat{P}_{Y}|\Psi\rangle-b\langle\Psi| \hat{P}_{X}|\Psi\rangle$ and $\langle\Psi(a)| \hat{L}_{Z}^{2}|\Psi(a)\rangle=\langle\Psi| \hat{L}_{Z}^{2}|\Psi\rangle+a^{2}\langle\Psi| \hat{P}_{Y}^{2}|\Psi\rangle+b^{2}\langle\Psi| \hat{P}_{X}^{2}|\Psi\rangle+a\langle\Psi| \hat{L}_{Z} \hat{P}_{Y}+\hat{P}_{Y} \hat{L}_{Z}|\Psi\rangle-b\langle\Psi| \hat{L}_{Z} \hat{P}_{X}+$ $\hat{P}_{X} \hat{L}_{Z}|\Psi\rangle-2 a b\langle\Psi| \hat{P}_{Y} \hat{P}_{X}|\Psi\rangle$ we have

$$
\begin{align*}
& \left.\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}\right|_{\Psi(a, b)}=\left.\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}\right|_{\Psi}+\left.a^{2} \frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}\right|_{\Psi}+\left.b^{2} \frac{1}{N} \Delta_{\hat{P}_{X}}^{2}\right|_{\Psi} \\
& \quad+a\left(\langle\Psi| \hat{L}_{Z} \hat{P}_{Y}+\hat{P}_{Y} \hat{L}_{Z}|\Psi\rangle-2\langle\Psi| \hat{L}_{Z}|\Psi\rangle\langle\Psi| \hat{P}_{Y}|\Psi\rangle\right) \\
& \quad-b\left(\langle\Psi| \hat{L}_{Z} \hat{P}_{X}+\hat{P}_{X} \hat{L}_{Z}|\Psi\rangle-2\langle\Psi| \hat{L}_{Z}|\Psi\rangle\langle\Psi| \hat{P}_{X}|\Psi\rangle\right) \\
& \quad-2 a b\left(\langle\Psi| \hat{P}_{Y} \hat{P}_{X}|\Psi\rangle-\langle\Psi| \hat{P}_{Y}|\Psi\rangle\langle\Psi| \hat{P}_{X}|\Psi\rangle\right) \tag{A3}
\end{align*}
$$

Equation (A3) deserves a discussion. In turn, even for the ground state of an interacting many-boson system in a rotationally symmetric [for which $\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}=0$ holds] but otherwise translated trap, the angular-momentum variance

$$
\begin{equation*}
\left.\frac{1}{N} \Delta_{\hat{L}_{Z}}^{2}\right|_{\Psi(a, b)}=\left.a^{2} \frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}\right|_{\Psi}+\left.b^{2} \frac{1}{N} \Delta_{\hat{P}_{X}}^{2}\right|_{\Psi} \tag{A4}
\end{equation*}
$$

differs at the many-body level and mean-field level of theory, i.e., when $a, b \neq 0$ and $\lambda_{0} \neq 0$. This is, as can be seen in (A4), because of the respective many-body and mean-field momentum variances, $\frac{1}{N} \Delta_{\hat{P}_{X}}^{2}$ and $\frac{1}{N} \Delta_{\hat{P}_{Y}}^{2}$. The analytical result (A4) is employed to analyze the numerical findings for the time-dependent angular-momentum variance in the main text. Generally in the absence of spatial symmetries, see Equation (A3), more terms contribute to the translated angular-momentum variance.
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#### Abstract

We consider a two-component linearly coupled system with the intrinsic cubic nonlinearity and the harmonic-oscillator (HO) confining potential. The system models binary settings in BEC and optics. In the symmetric system, with the HO trap acting in both components, we consider Josephson oscillations (JO) initiated by an input in the form of the HO's ground state (GS) or dipole mode (DM), placed in one component. With the increase of the strength of the self-focusing nonlinearity, spontaneous symmetry breaking (SSB) between the components takes place in the dynamical JO state. Under still stronger nonlinearity, the regular JO initiated by the GS input carries over into a chaotic dynamical state. For the DM input, the chaotization happens at smaller powers than for the GS, which is followed by SSB at a slightly stronger nonlinearity. In the system with the defocusing nonlinearity, SSB does not take place, and dynamical chaos occurs in a small area of the parameter space. In the asymmetric half-trapped system, with the HO potential applied to a single component, we first focus on the spectrum of confined binary modes in the linearized system. The spectrum is found analytically in the limits of weak and strong inter-component coupling, and numerically in the general case. Under the action of the coupling, the existence region of the confined modes shrinks for GSs and expands for DMs. In the full nonlinear system, the existence region for confined modes is identified in the numerical form. They are constructed too by means of the Thomas-Fermi approximation, in the case of the defocusing nonlinearity. Lastly, particular (non-generic) exact analytical solutions for confined modes, including vortices, in one- and two-dimensional asymmetric linearized systems are found. They represent bound states in the continuum.
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## 1. Introduction

The combination of a harmonic-oscillator (HO) trapping potential and cubic nonlinearity is a ubiquitous setting which occurs in diverse microscopic, mesoscopic, and macroscopic physical settings. A well-known realization is offered by Bose-Einstein condensates (BECs) with collisional nonlinearity [1-3], loaded in a magnetic or optical trapsee, e.g., Refs. [4-14]. A similar combination of the effective confinement, approximated by the parabolic profile of the local refractive index, and the Kerr term is relevant as a model of optical waveguides [15-18]. Models of the same type appear in other physical systems too, such as networks of Josephson oscillators [19].

The character of states created by the interplay of the intrinsic nonlinearity and externally applied trapping potential strongly depends on the sign of the nonlinearity. In the case of the self-attraction (or self-phase-modulation, SPM, in terms of optics [20]), localized modes, similar to solitons, arise spontaneously. On the other hand, self-repulsion tends to create flattened configurations, which, in turn, may support dark solitons in various static and dynamical states [6-14]. A specific situation occurs in a system combining repulsion
and a weak parabolic potential with an additional spatially periodic one (it represents an optical lattice in BEC [21], or a photonic crystal in optics and plasmonics [22-24]): the interplay of the periodic potential with the self-repulsion gives rise to bright gap solitons [21,25], whose effective mass is negative. For this reason, gap solitons are expelled by the HO potential, but are trapped by the inverted one that would expel modes with positive masses [26].

Another noteworthy feature of the dynamics of one-dimensional (1D) nonlinear fields trapped in confining potentials is the degree of its nonintegrability. The generic model for such settings is provided by the nonlinear Schrödinger equation (NLSE, alias the Gross-Pitaevskii equation, in terms of BEC [1-3]) with the cubic term, whose integrability in the 1D space [27] is broken by the presence of the HO potential. Nevertheless, systematic numerical simulations, performed for the repulsive sign of the cubic nonlinearity, have demonstrated that the long-time evolution governed by NLSE with the HO potential term does not lead to establishment of spatiotemporal chaos ("turbulence"), which would be expected in the case of generic nonintegrability [28,29]. Instead, the setup demonstrates quasi-periodic evolution, represented by a quasi-discrete power spectrum, in terms of a multi-mode truncation (Galerkin approximation) [14]. This observation is specific for the harmonic (quadratic) confining potential, while anharmonic ones quickly lead to the onset of clearly observed chaos [30,31]. Thermalization of the model with the HO potential was recently explored, in the framework of a stochastically driven dissipative Gross-Pitaevskii equation, in Ref. [32].

The interplay of the cubic nonlinearity and trapping potentials also occurs in twocomponent systems, which represent, in particular, binary BEC [12,33-35]. Here, we aim to consider the system with linear coupling between the components. In optics, if two modes carrying orthogonal polarizations of light propagate in the same waveguide, linear mixing between them is induced by a twist of the guiding structure, see, e.g., Ref. [36]. In BEC, different atomic states which correspond to the interacting components can be linearly coupled by a resonant electromagnetic wave [37-40]. Another realization of linearly mixed systems is offered by dual-core waveguides, coupled by tunneling of the field across a barrier separating the cores. The dual-core schemes are equally relevant to optics and BEC [41]. In particular, experiments with temporal solitons in dual-core optical fibers were reported in recent work [42].

The coupling between the components enhances the complexity of the system and makes it possible to find new static and dynamical states in it. In particular, the symmetric system combining the attractive cubic terms of the SPM type and (optionally) HO potential acting in each component, with linear coupling between them, gives rise to spontaneous symmetry breaking (SSB) of two-component states [35,42]. In the case of repulsive SPM acting in each component and nonlinear repulsion between them (cross-phase modulation, XPM), it was found [33] that the linear mixing shifts the miscibility-immiscibility transition [43] in the trapped condensate. Furthermore, effects of nonintegrability may be stronger in the linearly coupled system, because the linear coupling makes the system of one-dimensional NLSEs nonintegrable, even in the absence of the HO potential [44], although the integrability is kept by the system with the linear coupling added to the SPM and XPM terms with equal strengths (the Manakov's nonlinearity) [45].

The objective of the present work is two-fold. First, in Section 2 we aim to analyze the onset of chaos, as well as SSB, in the symmetric linearly coupled system, with both attractive and repulsive signs of the SPM terms, starting from an input in the form of the ground state (GS), or the first excited state (the dipole mode (DM), represented by a spatially odd wave function) of the HO , which is initially launched in one core (component), while the other one is empty. This type of the input is, in particular, experimentally relevant in optics [42]. As a nonchaotic dynamical regime in this case, one may expect Josephson oscillations (JO) of the optical field [42,44,46-49], or of the BEC wave function [50-56], between the cores. As a measure of the transition to dynamical chaos in the system, we use a relative spread of the power spectrum of oscillations produced by simulations of
the coupled NLSEs. Naturally, the chaotization sets in above a certain threshold value of the nonlinearity strength, and the chaos is much weaker in the case of the repulsive nonlinearity. In the dynamical state initiated by the GS, the SSB takes place prior to the onset of the dynamical chaos, while the DM input undergoes the chaotization occurs first, followed by the SSB at a slightly stronger nonlinearity.

The second objective, which is presented below in Section 3, is to construct stationary GS and DM in the asymmetric (half-trapped) linearly coupled system, with the HO potential applied to one component only. The latter system can be realized in the experiment, applying, for instance, the trapping potential only to one core of the double waveguide for matter waves in BEC (e.g., by focusing laser beams, which induce the trapping, on the single core). In optics, a similar setup may be built as a coupler with two widely different cores, narrow and broad ones, with the narrow core emulating the component carrying a tightly confining potential, cf. Ref. [57]. A remarkable peculiarity of such a system is that the linear coupling mixes completely different types of the asymptotic behavior at $|x| \rightarrow \infty$ : the trapped component is always confined, in the form of a Gaussian, by the HO potential, while the untrapped one is free to escape. In addition, the asymmetry between the coupled cores makes it necessary to take into regard a difference in the chemical potentials or propagation constants (in terms of the BEC and optics, respectively) between them, which is represented by parameter $\omega$ in Equation (10), see below. Some results for the half-trapped system are obtained in an analytical form, in the weak- and strong-coupling limits, as well as by means of the Thomas-Fermi approximation (TFA), and full results are produced numerically. In addition, particular solutions for localized states of the linear half-trapped system (including vortex states in its 2D version) are found in an exact form. The exact solutions belong to the class of bound states in the continuum [58-60], alias embedded [61] ones, which are spatially confined modes existing, as exceptional states, with the carrier frequency falling in the continuous spectrum. The paper is concluded by Section 4.

## 2. The Symmetric System

### 2.1. The Coupled Equations

As outlined above, we consider systems modeled by a pair of coupled NLSEs for complex amplitudes $u(x, z)$ and $v(x, z)$ of two interacting waves. In the normalized form, the equations are written in terms of the spatial-domain propagation in an optical waveguide with propagation distance $z$ and transverse coordinate $x$ :

$$
\begin{align*}
i \frac{\partial u}{\partial z}+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}+\lambda v-\frac{\Omega^{2}}{2} x^{2} u+\sigma\left(|u|^{2}+g|v|^{2}\right) u & =0 \\
i \frac{\partial v}{\partial z}+\frac{1}{2} \frac{\partial^{2} v}{\partial x^{2}}+\lambda u-\frac{\Omega^{2}}{2} x^{2} v+\sigma\left(|v|^{2}+g|u|^{2}\right) v & =0 \tag{1}
\end{align*}
$$

Here, coefficients $\sigma>0$ or $\sigma<0$ represents the strength of the focusing or defocusing SPM in each core, while $\lambda$ and $\sigma g$ represent the linear mixing and XPM interaction, respectively. By means of rescaling, the strength of the HO trapping potential is set to be $\Omega=1$ (unless it is zero in one core). In other words, $x$ is measured in units of the respective HO length. This implies that the unit of the transverse coordinate in the optical waveguides takes typical values in the range of 10-30 $\mu \mathrm{m}$, hence the respective unit of the propagation distance (the Rayleigh/diffraction distance corresponding to the OH length) is estimated to be between 1 mm and 1 cm , for the carrier wavelength $\sim 1 \mu \mathrm{~m}$. In the matter-wave realization of the system, typical units of $x$ and time (replacing $z$ in Equation (1) are $\sim 10 \mu \mathrm{~m}$ and 10 ms , respectively.

The system conserves two dynamical invariants., viz., the total norm (or power, in terms of optics),

$$
\begin{equation*}
P=\int_{-\infty}^{+\infty}\left[|u(x)|^{2}+|v(x)|^{2}\right] d x \tag{2}
\end{equation*}
$$

and the Hamiltonian (in which $\Omega=1$ is set),

$$
\begin{align*}
& H=\int_{-\infty}^{+\infty}\left[\frac{1}{2}\left(\left|\frac{\partial^{2} u}{\partial x^{2}}\right|^{2}+\left|\frac{\partial^{2} v}{\partial x^{2}}\right|^{2}\right)-\frac{\sigma}{2}\left(|u|^{4}+|v|^{4}\right)\right. \\
& \left.-\sigma g|u|^{2}|v|^{2}+\frac{1}{2} x^{2}\left(|u|^{2}+|v|^{2}\right)-\lambda\left(u v^{*}+u^{*} v\right)\right] d x \tag{3}
\end{align*}
$$

where $*$ stands for the complex conjugate. The remaining scaling invariance of Equation (1) makes it possible to either set $|\sigma|=1$, or keep nonlinearity coefficient $\sigma$ as a free parameter, but fix $P \equiv 1$. All simulations performed in this work comply with the conservation of $P$ and $H$, up to the accuracy of the numerical codes.

It is relevant to mention that the present two-component system resembles nonlinear models with a double-well potential, in the case when the wave functions in two wells are linearly coupled by tunneling across the potential barrier, see, e.g., Refs. [62,63]. Nevertheless, the exact form of the system and its solutions are different.

In the limit of a small amplitude $A_{0}$ of the input, linearized Equation (1) with $\Omega=1$ admit exact solutions for inter-core JO of the ground and dipole states (exact solutions for higher-order states can be readily found too):

$$
\begin{align*}
& u_{\mathrm{JO}}^{(\mathrm{GS})}(x, t)=A_{0} \exp \left(-\frac{1}{2} x^{2}-\frac{1}{2} i z\right) \cos (\lambda z) \\
& v_{\mathrm{JO}}^{(\mathrm{GS})}(x, t)=i A_{0} \exp \left(-\frac{1}{2} x^{2}-\frac{1}{2} i z\right) \sin (\lambda z),  \tag{4}\\
& u_{\mathrm{JO}}^{(\mathrm{DM})}(x, t)=A_{0} x \exp \left(-\frac{1}{2} x^{2}-\frac{3}{2} i z\right) \cos (\lambda z), \\
& v_{\mathrm{JO}}^{(\mathrm{DM})}(x, t)=i A_{0} x \exp \left(-\frac{1}{2} x^{2}-\frac{3}{2} i z\right) \sin (\lambda z) \tag{5}
\end{align*}
$$

Expressions given by Equations (4) and (5) at $z=0$ are used below as inputs in simulations of the full nonlinear Equation (1). The simulations presented in this section were performed in domain $|x|<10$. This size, tantamount to 20 HO lengths, is sufficient to display all details of the solutions. Standard numerical methods were used, viz., the split-step fast-Fourier-transform scheme for simulations of the evolution governed by Equations (1) and (10), and the relaxation algorithm for finding solutions to stationary equations, such as Equations (12) and (13), see below.

### 2.2. The Transition from Regular to Chaotic Dynamics

Increase of amplitude $A_{0}$ of the input leads to nonlinear deformation of the oscillations, and eventually to the onset of dynamical chaos. A typical example of an essentially nonlinear but still regular JO dynamical regime, produced by numerical simulations of Equation (1) with $g=0$ (no XPM interaction), in interval $0<z<Z$, with the DM input, taken as per Equation (5) at $z=0$, is presented in Figure 1. In particular, the left bottom panel of the figure displays oscillations of peak intensities of the fields,

$$
\begin{equation*}
\left\{U_{\max }^{2}(z), V_{\max }^{2}(z)\right\} \equiv \max _{x}\left\{|u(x, z)|^{2},|v(x, z)|^{2}\right\} \tag{6}
\end{equation*}
$$

and, as a characteristic of the dynamics, in the right bottom panel we plot power spectra, $|P(\kappa)|^{2},|Q(\kappa)|^{2}$, produced by the Fourier transform of the peak intensities:

$$
\begin{equation*}
\{P(\kappa), Q(\kappa)\}=\int_{0}^{Z}\left\{U_{\max }^{2}(z), V_{\max }^{2}(z)\right\} \exp (-i \kappa z) d z \tag{7}
\end{equation*}
$$

where $\kappa$ is a real propagation constant. Very slow decay of the peak intensities, observed in the former panel, is a manifestation of the system's nonintegrability (in this connection, we again stress that the total norm is conserved during the simulations).

The regularity of the dynamical regime displayed in Figure 1 is clearly demonstrated by its spectral structure, which exhibits a single narrow peak at $\kappa_{\text {peak }} \approx 2$. The peak's width, $\Delta \kappa \simeq 0.1$, which corresponds to the relative width, $\Delta \kappa / \kappa_{\text {peak }} \approx 0.05$, is comparable to the spread of the Fourier transform, corresponding to $Z=100$ in Figure 1. It can be estimated as $\delta \kappa=2 \pi / Z \approx 0.06$. Note the overall symmetry between the two components in Figure 1 (in particular, their spectra are identical in the bottom panel).


Figure 1. A typical example of a regular Josephson dynamical regime, initiated by the DM (dipole mode) input launched in the $u$ component (as given by Equation (5) with $z=0$ and $A_{0}=1$ ). The solution is produced by simulations of Equation (1) with $\lambda=\sigma=\Omega=1, g=0$. Plots in the top row display the evolution of components $u(x, z)$ and $v(x, z)$. Left bottom: The evolution of the peak intensities of both components, $U_{\text {max }}^{2}(z) \equiv \max _{x}\left\{|u(x, z)|^{2}\right\}$ and $V_{\text {max }}^{2}(z) \equiv \max _{x}\left\{\left[|v(x, z)|^{2}\right]\right\}$. Right bottom: The power spectrum of oscillations of the two components, defined as per Equation (7). The spectra are virtually identical for both components.

The simulations with the same input, but larger values of $A_{0}$, give rise to chaotic ("turbulent") dynamical states with a broad dynamical spectrum, see a typical example in Figure 2. Note that both the regular and chaotic dynamical pictures displayed in Figures 1 and 2 extend over the distance estimated to be $\sim 10$ Rayleigh (diffraction) lengths corresponding to the width of the DM input. This estimate is sufficient to make conclusions about the character of the dynamics.

Systematic simulations with the GS input, provided by Equation (4) at $z=0$, produce similar results (not shown here in detail). In particular, as well as in the case of the DM input, amplitudes $A_{0}=1$ and 4 initiate, severally, quasi-regular and chaotic evolution.


Figure 2. The same as in Figure 1, but for a typical example of a chaotic dynamical regime, initiated by the DM input (5) with a larger amplitude, $A_{0}=4$. Note different scales on vertical axes in two plots in the left panel.

The results for the transition from regular JO to chaotic dynamics, initiated by the GS and DM inputs, taken as per Equations (4) and (5) at $z=0$, are summarized in charts plotted in the plane of $\left(\lambda, A_{0}^{2}\right)$ in Figure 3. They display heatmaps of values of the parameter which quantifies the sharpness of the central peak in the spectrum of the dynamical state:

$$
\begin{equation*}
\text { Sharpness } \equiv \frac{\int_{\mathrm{FWHM}}|P(\kappa)|^{2} d \kappa}{\int_{0}^{\infty}|P(\kappa)|^{2} d \kappa} \tag{8}
\end{equation*}
$$

where the integration in the numerator is performed over the section of the central spectral peak selected according to the standard definition of the full width at half-maximum: $\left|P\left(\kappa_{\text {FWHM }}\right)\right|^{2}=(1 / 2)(P(\kappa))_{\max }$. Values of Sharpness close to 1 imply the domination of a single sharp peak, such as one in Figure 1, which corresponds to a regular dynamical regime, while decrease of this parameter indicates a transition to a broad spectrum, which is a telltale of the onset of chaotic dynamics-see, e.g., Figure 2.

Figure 3 clearly demonstrates decay of the central peak's sharpness, i.e., transition to dynamical chaos, with the increase of the input's intensity, $A_{0}^{2}$, in the case of the attractive SPM, $\sigma=+1$. Such a trend is not straightforward in the opposite case of the self-repulsion, $\sigma=-1$. In particular, the chaotization is not observed at all in the latter case at small values of $\lambda$. This conclusion agrees with findings reported in work [14] for the single-component NLSE (which corresponds to $\lambda=0$ ), with the HO potential and $\sigma=-1$. Computations of the spectrum, reported in that work, demonstrate that no transition to dynamical chaos takes place at all values of parameters. The fact that an area of weak chaotization is, nevertheless, observed in the right panels of Figure 3 is explained by the above-mentioned circumstance, that the addition of the linear coupling to a pair of NLSEs destroys their integrability (in free space). On the other hand, the increase of the sharpness with the increase of $\lambda$, observed at relatively small values of $A_{0}^{2}$ (which is observed in an especially
salient form in the left bottom panel of Figure 3) also has a simple explanation: the increase of $\lambda$ makes the linear terms in the system dominating over nonlinear ones, thus tending to maintain a quasi-linear behavior.


Figure 3. Heatmaps of values of sharpness (8) of the central spectral peak quantifying proximity of the system's dynamics to the regular regime. The maps are plotted in the plane of the linear-coupling strength, $\lambda$, and intensity of the input, $A_{0}^{2}$, which is launched in one component. (Top left): The GS input, given by Equation (4) at $z=0$, in the case of the self-attraction $(\sigma=+1)$. (Top right): The same, but in the case of self-repulsion $(\sigma=-1)$. (Bottom left): The same as in the top left panel, but produced by the DM input, given by Equation (5) at $z=0$. (Bottom right): The same as in the bottom left panel, but in the case of self-repulsion ( $\sigma=-1$ ). In all cases, $g=0$ is set in Equation (1) (no XPM interaction between the components). Black curves cutting the left panels in their lower areas designate the onset of SSB (spontaneous symmetry breaking), signalized by appearance of $\theta \neq 0$, see Equation (9).

Lastly, the comparison of the left and right panels in Figure 3 suggests that the chaotization sets in faster in dynamical regimes initiated by the DM input, in comparison to their counterparts originating from the GS, for the same values of the input's intensity, $A_{0}^{2}$. The difference between the GS and DM dynamical regimes is salient for relatively small values of $\lambda$. It may be explained by the fact that attractive SPM naturally tends to form a stable bright soliton from the GS input, which then maintains regular motion in the HO potential [64]. On the other hand, spatially odd bright solitons do not exist in free space, which impedes transformation of the DM input into a regular dynamical state.

As said above, the heatmaps are displayed in Figure 3 for $g=0$, i.e., in the absence of the XPM coupling between the components, which is the case for dual-core couplers. On the other hand, in the case of the Manakov's nonlinearity, i.e., $g=1$, the abovementioned integrability of such a system of NLSEs with the linear coupling [45] (but without the trapping potential) suggests that the full system will be closer to integrability and farther from the onset of chaos. Indeed, numerical results collected from simulations of Equation (1) with $\sigma=g=+1$ (not shown here in detail) demonstrate a much smaller chaotic area in the ( $\lambda, A_{0}^{2}$ ) plane. In particular, the GS input generates "turbulent" behavior only at $A_{0}^{2} \gtrsim 200$, being limited to $\lambda \lesssim 0.15$, cf. the top left panel in Figure 3 .

### 2.3. Spontaneous Symmetry Breaking (SSB) between the Coupled Components

A noteworthy feature of the dynamical state presented in Figure 2 is breaking of the symmetry between fields $u$ and $v$ (while the patterns initiated by the GS and DM
inputs keep their parities, i.e., spatial symmetry (evenness) and antisymmetry (oddness), respectively). This is a manifestation of the general effect, which is well known, in diverse forms, in linearly coupled dual-core systems with intrinsic attractive SPM [41]. In particular, SSB of stationary states in systems with the HO trapping potential acting in both cores was addressed in Refs. [35,56], while Figure 2 demonstrates the symmetry breaking in the dynamical JO state.

The SSB effect may be quantified, as usual [44], by asymmetry of the dynamical states, which we define as

$$
\begin{equation*}
\Theta \equiv \frac{\int_{0}^{\infty}|P(\kappa)|^{2} d \kappa-\int_{0}^{\infty}|Q(\kappa)|^{2} d \kappa}{\int_{0}^{\infty}|P(\kappa)|^{2} d \kappa+\int_{0}^{\infty}|Q(\kappa)|^{2} d \kappa} . \tag{9}
\end{equation*}
$$

The SSB occurs as a transition from $\Theta=0$ to $\Theta \neq 0$ with the increase of $A_{0}^{2}$ at some critical point, which is a generic property of stationary states in dual-core systems with intrinsic attractive nonlinearity [41,44], while here we consider it in the dynamical setting. On the other hand, in the case of the repulsive nonlinearity, $\sigma=-1$ in Equation (1), SSB of stationary states takes place in this system only at $g>1$ [56], while we here focus on the most relevant case of $g=0$. Accordingly, the present system with $\sigma=-1$ does not feature SSB.

For $\sigma=+1$, the SSB boundaries in the parameter planes of the GS and DM solutions are shown by bold black lines in the top and bottom left panels of Figure 3, respectively. The SSB bifurcation of the dynamical states under consideration is of the supercritical, alias forward, type [65], in terms of dependence $\Theta\left(A_{0}^{2}\right)$, as shown in Figure 4 for the dynamical states initiated by the GS and DM inputs. It is observed that, naturally, the critical value of $A_{0}^{2}$ increases with $\lambda$, as the symmetry is maintained by the linear coupling, hence stronger coupling needs stronger nonlinearity to break the symmetry. Note also that the transition from $\Theta=0$ to $\Theta \approx 1$ (a strongly asymmetric state) is steeper at larger $\lambda$.


Figure 4. Plots of the SSB (spontaneous symmetry breaking) in the dynamical states initiated by the GS (ground state) and DM (dipole mode) inputs: the asymmetry parameter, defined as per Equation (9), is plotted versus the intensity of the input, $A_{0}^{2}$, for three different fixed values of the linear-coupling constant, $\lambda$, as indicated in the figure.

It is worth noting that, as clearly shown by the SSB boundary (the black line) in the top left panel of Figure 3, the SSB of the GS mode happens prior to the transition to the dynamical chaos. This conclusion agrees with known results showing that SSB of stationary modes does not, normally, lead to chaotization of the system's dynamics [41,44]. On the other hand, the bottom left panel in Figure 3 demonstrates a different situation for the DM states, which exhibit the chaotization prior to the SSB, although the separation between these transitions is small. This conclusion agrees with the fact that, as clearly seen in Figure 4, the SSB in DM states occurs at values of the input's amplitude essentially higher than those which determine the SSB threshold of the GS solutions.

## 3. The Half-Trapped System

The asymmetric system of linearly coupled NLSEs, with the HO potential included in one equation only, is written as

$$
\begin{align*}
i u_{z}+\frac{1}{2} u_{x x}+\lambda v-\frac{1}{2} x^{2} u+\sigma\left(|u|^{2}+g|v|^{2}\right) u & =-\omega u  \tag{10}\\
i v_{z}+\frac{1}{2} v_{x x}+\lambda u+\sigma\left(|v|^{2}+g|u|^{2}\right) v & =0
\end{align*}
$$

cf. Equation (1). Here, as said above, $\Omega=1$ is set in the first equation, and the propagationconstant mismatch, $\omega$ (in terms of BEC, it represents a difference in the chemical potentials between the two wave functions) is a common feature of asymmetric systems. Stationary solutions to Equation (10) are looked for as

$$
\begin{equation*}
\{u, v\}=\{U(x), V(x)\} \exp (-i \mu z) \tag{11}
\end{equation*}
$$

with real propagation constant $-\mu$ (in BEC, with $z$ replaced by $t, \mu$ is the chemical potential), and real functions $U(x)$ and $V(x)$ satisfying equations

$$
\begin{gather*}
(\mu+\omega) U+\frac{1}{2} \frac{d^{2} U}{d x^{2}}+\lambda V-\frac{1}{2} x^{2} U+\sigma\left(U^{2}+g V^{2}\right) U=0  \tag{12}\\
\mu V+\frac{1}{2} \frac{d^{2} V}{d x^{2}}+\lambda U+\sigma\left(V^{2}+g U^{2}\right) V=0 \tag{13}
\end{gather*}
$$

Most results are produced below disregarding the XPM coupling between the components $(g=0)$. Nevertheless, the XPM terms are included when collecting numerical results for the threshold of the existence of bound states.

### 3.1. The Linearized System: Analytical and Numerical Results

### 3.1.1. Emission of Radiation in the Untrapped Component

In the linear limit, $\sigma=0$, two decoupled equations in system (10) with $\lambda=0$ produce completely different results: all excitations of component $u$ stay confined in the HO trap, while the $v$ component with any $\mu>-\omega$ freely expands. In particular, in the limit of $\lambda=0$, obvious bound-state GS and DM solutions to the linearized version of Equations (12) and (13), with zero $v$ component, are

$$
\begin{align*}
U_{\mathrm{GS}}^{(0)}(x) & =\frac{1}{\pi^{1 / 4}} \exp \left(-\frac{x^{2}}{2}\right), V_{\mathrm{GS}}^{(0)}=0  \tag{14}\\
U_{\mathrm{DM}}^{(0)}(x) & =\frac{\sqrt{2}}{\pi^{1 / 4}} x \exp \left(-\frac{x^{2}}{2}\right), V_{\mathrm{DM}}^{(0)}=0 \tag{15}
\end{align*}
$$

where the pre-exponential constants are determined by the normalization condition,

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left[U^{2}(x)+V^{2}(x)\right] d x=1 \tag{16}
\end{equation*}
$$

which we adopt in this section. The eigenvalues corresponding to eigenmodes (14) and (15) are

$$
\begin{equation*}
\mu_{\mathrm{GS}}^{(0)}=1 / 2-\omega ; \mu_{\mathrm{DM}}^{(0)}=3 / 2-\omega . \tag{17}
\end{equation*}
$$

Proceeding to dynamical states, in the lowest approximation with respect to small $\lambda$ the evolution of the $v$ field is driven by the respective linearized equation in system (10),

$$
\begin{equation*}
i v_{z}+\frac{1}{2} v_{x x}=-\lambda U_{\mathrm{GS}, \mathrm{DM}}^{(0)}(x) \exp \left(-i \mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}\right) \tag{18}
\end{equation*}
$$

Obviously, Equation (18) gives rise to emission of propagating waves ("radiation"), in the form of $v \sim \lambda \exp \left(i k x-i \mu_{\mathrm{GS}, \mathrm{DM}}^{(0)} z\right)$, at resonant wavenumbers $k= \pm \sqrt{2 \mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}}$ provided that $\mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}$ is positive, i.e.,

$$
\begin{equation*}
v_{\mathrm{rad}} \sim \lambda \exp \left( \pm i \sqrt{2 \mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}}\left(x-V_{\mathrm{ph}} z\right)\right) \tag{19}
\end{equation*}
$$

where the phase velocity is

$$
\begin{equation*}
V_{\mathrm{ph}}=\frac{k}{2} \equiv \pm \frac{1}{2} \sqrt{2 \mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}} \tag{20}
\end{equation*}
$$

(in terms of the spatial-domain propagation in the optical waveguide, it is actually the beam's slope). The expansion of the area in the $(x, z)$ plane occupied by the radiation field is bounded by the group velocity, $\left|V_{\mathrm{gr}}\right|=|k| \equiv 2 V_{\mathrm{ph}}$.

An illustration of this dynamics is presented in Figure 5. Straight red lines designate the wave-propagation directions, which exactly agree with the phase velocity predicted by Equation (20), and the expansion of the area occupied by the radiation complies with the prediction based on the group velocity.



Figure 5. Simulations of the evolution of the linearized half-trapped system (10), displayed in the untrapped component by plotting $\operatorname{Re}(v(x, z))$. (Left): Emission of radiation generated by the GS (ground state) populating the trapped component, $u(x, z)$ (see Equation (14)), with $\omega=0.25$ in Equation (10). (Right): The same, but for the radiation generated by the DM (dipole mode) in the trapped component (see Equation (15)), with $\omega=0$. In both cases, the linear-coupling constant is $\lambda=0.05$.

The emission of radiation into the $v$ core gives rise to a gradual decay of the amplitude in the $u$ core, due to the conservation of the total norm, see Equation (16). An example of the decay is displayed in Figure 6, for a small initial amplitude of the GS input, $A_{0}=0.1$ (which corresponds to the quasi-linear dynamical regime), and a relatively large coupling constant, $\lambda=1$, which makes the transfer of the norm (power) from $u$ to $v$ faster.

On the other hand, the same input with large $A_{0}$ makes the $u-v$ coupling a weak effect, in comparison with the dominant nonlinearity, hence the input mode in the $u$ core seems quite stable, as shown in Figure 7.

### 3.1.2. The Shift of the GS and DM Existence Thresholds at Small Values of Coupling Constant $\lambda$

At $\mu_{\mathrm{GS}, \mathrm{DM}}^{(0)}<0$ the radiation is not generated by Equation (19), hence two-component bound states may exist in this case. Our next objective is to find, for the coupled system with $\lambda>0$, threshold values $\left(\omega_{\mathrm{GS}, \mathrm{DM}}\right)_{\mathrm{thr}}$ of the mismatch parameter $\omega$ in Equations (12) and (13), such that the bound states of the GS and DM types exist at

$$
\begin{equation*}
\omega>\left(\omega_{\mathrm{GS}, \mathrm{DM}}\right)_{\mathrm{thr}} \tag{21}
\end{equation*}
$$

respectively. Obviously, $\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}=1 / 2$ and $\left(\omega_{\mathrm{DM}}\right)_{\mathrm{thr}}=3 / 2$ in the limit of $\lambda=0$, see Equation (17).

First, we aim to find lowest-order corrections to the GS and DM eigenvalues (17) for small $\lambda$. Then, a shift of the respective thresholds can be identified by setting $\mu_{\mathrm{GS}, \mathrm{DM}}=0$. In the limit of $\lambda=0$, the GS and DM wave functions are taken as per Equations (14) and (15), respectively. With small $\lambda$, the first-order solution for $V(x), v i z$., $V(x) \equiv \lambda V_{\mathrm{GS}, \mathrm{DM}}^{(1)}(x)$, must be found from the inhomogeneous equation, which follows from Equation (13), in which $\mu=0$ is set:

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} V_{\mathrm{GS}, \mathrm{DM}}^{(1)}=-2 U_{\mathrm{GS}, \mathrm{DM}}^{(0)}(x) \tag{22}
\end{equation*}
$$

Straightforward integration of Equation (22), with expressions (14) and (15) substituted on the right-hand side, yields

$$
\begin{gather*}
V_{\mathrm{GS}}^{(1)}(x)=-\sqrt{2} \pi^{1 / 4}\left[\frac{x}{\sqrt{2}} \operatorname{erf}\left(\frac{x}{\sqrt{2}}\right)+\sqrt{\frac{2}{\pi}} \exp \left(-\frac{x^{2}}{2}\right)\right],  \tag{23}\\
V_{\mathrm{DM}}^{(1)}(x)=2 \pi^{1 / 4} \operatorname{erf}\left(\frac{x}{\sqrt{2}}\right), \tag{24}
\end{gather*}
$$

where $\operatorname{erf}(x)$ is the standard error function, which is an odd function of $x$.


Figure 6. (Left): The evolution of fields $u$ and $v$ in the half-trapped system, as produced by simulations of Equation (10) with $\omega=0$ and coupling constant $\lambda=1$, initiated by the DM input in the $u$ core, taken as per Equation (14) with $A_{0}=0.1$. Here and in Figure 7, spurious left-right asymmetry of the radiation field in the $v$ component is an illusion produced by plotting. (Right): The evolution of the peak intensities of both components, $\max _{x}\left\{|u(x, t)|^{2}\right\}$ and $\max _{x}\left\{|v(x, t)|^{2}\right\}$.


Figure 7. The same as in Figure 6, but for a large amplitude of the DM input in the $u$ component, $A_{0}=8$.

Next, the small perturbation in Equation (12), represented by term $\lambda V$, produces a small shift $\delta \mu$ of the eigenvalue, as a feedback from component $V$. According to the standard rule of quantum mechanics, which deals with the linear Schrödinger equation [66], in the first approximation of the perturbation theory, when $V(x)$ is replaced by expression (23) or (24), the result is

$$
\begin{equation*}
\delta \mu_{\mathrm{GS}, \mathrm{DM}}=-\lambda^{2} \int_{-\infty}^{+\infty} V_{\mathrm{GS}, \mathrm{DM}}^{(1)}(x) U_{\mathrm{GS}, \mathrm{DM}}^{(0)}(x) d x \equiv-I_{\mathrm{GS}, \mathrm{DM}} \lambda^{2}, \tag{25}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
I_{\mathrm{GS}}=-3.414, I_{\mathrm{DM}}=4, \tag{2}
\end{equation*}
$$

where the former and latter ones are computed, respectively, in a numerical form and analytically (note opposite signs of these coefficients). Then, the accordingly shifted threshold values sought for are

$$
\begin{equation*}
\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}=1 / 2-I_{\mathrm{GS}} \lambda^{2},\left(\omega_{\mathrm{DM}}\right)_{\mathrm{thr}}=3 / 2-I_{\mathrm{DM}} \lambda^{2} . \tag{27}
\end{equation*}
$$

The analytical predictions are compared to numerical results, obtained from a solution of the linearized variant of Equations (12) and (13), in Figure 8. Note that the linear $u-v$ coupling facilitates the formation of the DM bound state, by lowering $\left(\omega_{\mathrm{DM}}\right)_{\mathrm{thr}}$, but impedes to form the GS, by making the respective threshold, $\left(\omega_{\mathrm{DM}}\right)_{\text {thr }}$, higher. It is seen that for the DM the analytical approximation is essentially more accurate than for the GS.


Figure 8. The analytically predicted and numerically found threshold values of the mismatch parameter, $\omega$, above which the GS and DM solutions (the left and right panels, respectively) are produced, for the half-trapped system, by the linearized version of Equations (12) and (13), vs. coupling constant $\lambda$. The analytical results are produced by Equation (27). For the GS, they are shown (in the inset) only for relatively small values of $\lambda$, as in this case the analytical approximation is inaccurate at larger $\lambda$.

An example of a bound-state solution of linearized Equations (12) and (13) of the DM type, numerically found at $\lambda=0.225$ and $\omega=1.4$, i.e., below the threshold value $\left(\omega_{\mathrm{DM}}\right)_{\mathrm{thr}}=1.5$, corresponding to the limit of $\lambda \rightarrow 0$, is displayed in Figure 9. The existence of the DM at this point agrees with the right panel of Figure 8.


Figure 9. A bound state of the DM (dipole mode) type in the half-trapped system, found as a numerical solution of Equations (12) and (13) with $\omega=1.4, \lambda=0.225$, and $\sigma=0$ (the linearized version). The eigenvalue corresponding to this solution is $\mu \approx-0.036$.

### 3.1.3. The Analysis for Large Values of $\lambda$

In the opposite limit of large coupling constant $\lambda$, an analytical approximation for the discrete eigenvalues can be developed too. In this case, $|\mu|$ may also be large, $\sim \lambda$. In the zero-order approximation, one may neglect the derivative term in Equation (13), to obtain $V \approx-(\lambda / \mu) U$. Then, substituting this relation back into the originally neglected derivative term, one obtains a necessary correction to this relation:

$$
\begin{equation*}
V \approx-\frac{\lambda}{\mu} U+\frac{\lambda}{2 \mu^{2}} \frac{d^{2} U}{d x^{2}} \tag{28}
\end{equation*}
$$

The subsequent substitution of this expression in the linearized Equation (12) leads to an equation for $U$ which is tantamount to the usual stationary linear Schrödinger equation with the HO potential:

$$
\begin{equation*}
\left(\mu-\frac{\lambda^{2}}{\mu}+\omega\right) U+\frac{1}{2}\left(1+\frac{\lambda^{2}}{\mu^{2}}\right) \frac{d^{2} U}{d x^{2}}-\frac{1}{2} x^{2} U=0 \tag{29}
\end{equation*}
$$

Then, the standard solution for the quantum-mechanical HO yields an equation which determines the spectrum of the eigenvalues:

$$
\begin{equation*}
\mu-\frac{\lambda^{2}}{\mu}+\omega=\left(\frac{1}{2}+n\right) \sqrt{1+\frac{\lambda^{2}}{\mu^{2}}} \tag{30}
\end{equation*}
$$

where $n=0,1,2, \ldots$ is the quantum number. Taking into regard that $\lambda$ is now a large parameter, Equation (30) produces a final result for the spectrum,

$$
\begin{equation*}
\mu \approx-\lambda-\frac{\omega}{2}+\frac{1}{\sqrt{2}}\left(\frac{1}{2}+n\right) \tag{31}
\end{equation*}
$$

The spectrum remains equidistant in the current approximation, while further corrections $\sim 1 / \lambda$ give rise to terms $\sim(1 / 2+n)^{2}$, which break this property. As concerns the existence threshold for the bound states, Equation (31) predicts $\omega_{\mathrm{thr}} \approx-2 \lambda$. The coefficient in this relation is not accurate, as the derivation is not valid for small $|\mu|$, but the implication is that, for large $\lambda, \omega_{\text {thr }}$ drops to negative values with a large modulus, $\sim-\lambda$.

The prediction of the GS and DM eigenvalues, given by Equation (31) with $n=0$ and $n=1$, respectively, is compared to numerically found counterparts in Figure 10, which shows proximity between the analytical and numerical results. The plots do not terminate in the displayed domain, i.e., they do not reach the existence boundary.


Figure 10. ( The top row): left and right panels display the analytically predicted eigenvalues given by Equation (31) with $n=0$ and $n=1$, for the ground state (GS) and dipole mode (DM), respectively, of the half-trapped system, and their counterparts produced by the numerical solution of linearized coupled Equations (12) and (13), as functions of the linear-coupling constant, $\lambda$, and mismatch parameter, $\omega$. (The bottom row): cross sections of the respective top panels along the diagonal connecting points $(\lambda, \omega)=(0.10)$ and $(10,0)$. The results shown in these plots are relevant for relatively large values of $\lambda$.
3.1.4. Exact Solutions for One- and Two-Dimensional Bound States in the Continuum (BIC) in the Linear System

A remarkable property of the coupled half-trapped system, represented by the linearized version of Equations (10), (12) and (13), is that it admits particular spatially confined solutions in an exact analytical form. These are exceptional solutions, which, for an arbitrary value of the linear-coupling constant, $\lambda$, exist at a single, specially selected, value of the mismatch parameter, $\omega$, and with a single value of the eigenvalue, $\mu$. First, it is possible to find an exact mode which is a fundamental one (GS) in the $V$ component, and a second-order mode in $U$ :

$$
\begin{gather*}
U(x)=U_{0}\left[\left(\lambda^{2}-\frac{1}{2}\right)+x^{2}\right] \exp \left(-\frac{x^{2}}{2}\right) \\
V(x)=-2 \lambda U_{0} \exp \left(-\frac{x^{2}}{2}\right) \\
U_{0}^{2}=\pi^{-1 / 2}\left(\lambda^{4}+4 \lambda^{2}+1 / 2\right)^{-1} \\
\omega=\frac{9}{4}-\frac{\lambda^{2}}{2}, \mu=\frac{1}{2}\left(\lambda^{2}+\frac{1}{2}\right) \tag{32}
\end{gather*}
$$

with amplitude $U_{0}$ defined by condition $P=1$, see Equation (16). We stress that, as seen in Equation (32), this exact solution may only have $\mu>0$, i.e., it is BIC (a bound state in the continuous spectrum [58-60]), alias an embedded mode [61]. It is worthy to note that this BIC mode and additional ones, presented below, are found in the coupled system, with one component trapped in the HO potential.

In addition to the above spatially even solution, an odd one of the BIC type is available too. It is composed of a DM in the $V$ component and a third-order mode in $U$. In the normalized form, i.e., with $P=1$ (as per Equation (16)), the solution is

$$
\begin{gather*}
U(x)=U_{0} x\left[\left(\lambda^{2}-\frac{3}{2}\right)+x^{2}\right] \exp \left(-\frac{x^{2}}{2}\right) \\
V(x)=-2 \lambda U_{0} x \exp \left(-\frac{x^{2}}{2}\right) \\
U_{0}^{2}=2 \pi^{-1 / 2}\left(\lambda^{4}+4 \lambda^{2}+3 / 2\right)^{-1} \\
\omega=\frac{11}{4}-\frac{\lambda^{2}}{2}, \mu=\frac{1}{2}\left(\lambda^{2}+\frac{3}{2}\right) \tag{33}
\end{gather*}
$$

which also exists at a single value of $\omega$, and with a single eigenvalue, $\mu>0$. Note that both exact solutions, given by Equations (32) and (33), may exists at positive and negative values of $\omega$, as well as at $\omega=0$ (in Equations (32) and (33), $\omega=0$ at $\lambda^{2}=9 / 2$ and $\lambda^{2}=11 / 2$, respectively).

These exact solutions for BIC states in the two-component systems are somewhat similar to those found in Ref. [67], which addressed a system of spin-orbit-coupled linear Gross-Pitaevskii equations for a binary BEC. In that work, exact solutions were produced for a specially designed form of the trapping potential.

The exact solutions of the linearized system may be tried as inputs in simulations of the full nonlinear system based on Equation (10), with $\omega$ selected as per the solutions. The simulations, performed with moderate values of the initial amplitude, produce a robust state with steady internal oscillations, as shown in Figure 11 for the attractive ( $\sigma=1$ ) and repulsive $(\sigma=-1)$ SPM nonlinearity. In addition, the simulations demonstrate weak emission of radiation in the untrapped $(v)$ component. In the case of the self-attraction (the left panel in Figure 7), the radiation is almost invisible. The self-repulsion in the $v$ component, naturally, enhances the emission, which becomes visible in the right panel of
the figure. Still larger amplitudes of the input lead to irregular oscillations and conspicuous emission of radiation (not shown here in detail).


Figure 11. The evolution initiated by the exceptional (BIC) exact solution (32) of the system of linearized Equations (12) and (13), as produced by simulations of the full nonlinear half-trapped system (10), with the attractive SPM, $\sigma=1$ in the top row, and repulsive $\sigma=-1$ in the bottom one. Other parameters are $g=0, \lambda=7 / 2$ and $\omega=1 / 2$, which are related as per Equation (32).

It may happen that the linearized system of Equations (12) and (13) produces isolated BIC/embedded modes in a numerical form at other values of parameters. The present work does not aim to carry our comprehensive search for such solutions. On the other hand, it is relevant to mention that a straightforward two-dimensional (2D) extension of the present system readily produces exceptional exact solutions for BIC/embedded modes of both fundamental (GS, alias zero-vorticity) and vortex types.

The 2D extension of the linearized form of Equation (10) is

$$
\begin{align*}
i u_{z}+\frac{1}{2}\left(u_{x x}+u_{y y}\right)+\lambda v-\frac{1}{2}\left(x^{2}+y^{2}\right) u & =-\omega u  \tag{34}\\
i v_{z}+\frac{1}{2}\left(v_{x x}+v_{y y}\right)+\lambda u & =0
\end{align*}
$$

Although the realization of this model in optics in not straightforward, it may be implemented for matter waves in a dual-core "pancake-shaped" holder of BEC [35,68]. In
polar coordinates $(r, \theta)$, particular exact solutions of linear Equation (34), with all integer values of the vorticity, $S=0,1,2, \ldots$, are found as

$$
\begin{gather*}
u=U_{0} r^{S}\left[\left(\lambda^{2}-1-S\right)+r^{2}\right] \exp \left(-i \mu z+i S \theta-\frac{r^{2}}{2}\right) \\
v=-2 \lambda U_{0} r^{S} \exp \left(-i \mu z+i S \theta-\frac{r^{2}}{2}\right) \\
\omega=\frac{1}{2}\left(5+S-\lambda^{2}\right), \mu=\frac{1}{2}\left(\lambda^{2}+1+S\right) \tag{35}
\end{gather*}
$$

with arbitrary amplitude $U_{0}$ (the 2D solution of the GS type corresponds to $S=0$ in Equation (35)). As well as in 1D solutions (32) and (33), $\mu$ takes only positive values in the 2D solution, hence it also represents states of the BIC/embedded type.

### 3.2. The Nonlinear Half-Trapped System

### 3.2.1. The Thomas-Fermi Approximation (TFA)

In the presence of the self-defocusing nonlinearity, $\sigma=-1$ in Equations (12) and (13), it is relevant to apply TFA to finding the GS of the half-trapped system, omitting the second derivatives in both equations [2], and keeping condition $\mu<0$, which is necessary for the existence of a generic (non-BIC) localized state in the $V$ component. Then, Equation (13) with $g=0$ (the XPM coupling is omitted here) is solved as

$$
\begin{equation*}
U=(V / \lambda)\left(V^{2}-\mu\right) \tag{36}
\end{equation*}
$$

and Equation (12) amounts to an algebraic equation for the squared amplitude $W \equiv-V^{2}$ / $\mu>0$, viz.,

$$
\begin{equation*}
m W(W+1)^{3}+\xi^{2} W=\xi_{0}^{2}-\xi^{2} \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
m & \equiv-\frac{2 \mu}{\lambda^{2}}>0, \xi \equiv-\frac{x}{\mu^{\prime}}  \tag{38}\\
\xi_{0}^{2} & \equiv-\frac{2}{\mu^{3}}\left[\lambda^{2}-\mu(\omega+\mu)\right] \tag{39}
\end{align*}
$$

and the applicability condition for TFA is easily shown to be $m \ll 1$. The TFA solution exists under condition $\xi_{0}^{2}>0$ (see Equation (39)), i.e., in a finite interval (bandgap) of values of the propagation constant,

$$
\begin{equation*}
0<-\mu<\sqrt{\lambda^{2}+\omega^{2} / 4}+\omega / 2 \equiv-\mu_{0} . \tag{40}
\end{equation*}
$$

Outside of the bandgap, i.e., at $\mu<\mu_{0}<0$, the TFA solution does not exist. In the bandgap, Equation (37) produces a usual GS profile, with a single value of $W$ corresponding to each $\xi^{2}$ from region $\xi^{2}<\xi_{0}^{2}$ (see Figure 12, which displays a typical example of the TFA-predicted GS and its comparison with the numerically found counterpart). The solution vanishes at the border points, $\xi= \pm \xi_{0}$, and is equal to zero at $\xi^{2}>\xi_{0}^{2}$, so that the derivative of the TFA solution, $d W / d \xi$, is discontinuous at the border points, which is a usual peculiarity of the TFA $[2,69]$.


Figure 12. A typical example of the GS solution predicted by TFA (Thomas-Fermi approximation) for the half-trapped system, as per Equations (36)-(39), for $\sigma=-1, g=0, \lambda=8, \mu=-4$, and its comparison to the numerically found counterpart. The respective value of parameter $m$ (see Equation (38)), which should be small for the applicability of TFA, is $m=0.125$.

Note that in the limit of large $\lambda$, the bandgap's width, as given by Equation (40), is $-\mu_{0} \approx \lambda+\omega / 2$, which is close to the largest value of $-\mu$ predicted by Equation (31) for the GS $(n=0)$ in the linearized half-trapped system. Finally, the TFA solution may be cast in a simple explicit form close to the edge of the bandgap, i.e., at

$$
\begin{align*}
0 & <\delta \mu \equiv \mu-\mu_{0} \ll-\mu_{0}  \tag{41}\\
\xi_{0}^{2} & \approx-\left(4 / \mu_{0}^{3}\right) \sqrt{\lambda^{2}+\omega^{2} / 4} \delta \mu \tag{42}
\end{align*}
$$

In this case, Equations (37) and (36) simplify to

$$
\begin{align*}
& U^{2} \approx\left\{\begin{array}{c}
\left(\mu_{0}^{2} / 2\right)\left(\xi_{0}^{2}-\xi^{2}\right), \text { at } \xi^{2}<\tilde{\xi}_{0}^{2}, \\
0 \text { at } \xi^{2}>\xi_{0}^{2},
\end{array}\right.  \tag{43}\\
& V^{2} \approx\left\{\begin{array}{c}
\left(\lambda^{2} / 2\right)\left(\xi_{0}^{2}-\xi^{2}\right), \text { at } \xi^{2}<\xi_{0}^{2}, \\
0 \text { at } \xi^{2}>\xi_{0}^{2} .
\end{array}\right. \tag{44}
\end{align*}
$$

Expressions (42)-(44) make it possible to calculate the total power of the GS (see Equation (2)),

$$
\begin{equation*}
P \approx \frac{16}{3}\left(\lambda^{2}+\mu_{0}^{2}\right)\left(\lambda^{2}+\frac{\omega^{2}}{4}\right)^{3 / 4}\left(-\mu_{0}\right)^{-7 / 2}(\delta \mu)^{3 / 2} \tag{45}
\end{equation*}
$$

Note that relation (45) satisfies the anti-Vakhitov-Kolokolov criterion, $d P / d(\delta \mu)>0$, which is a necessary condition for stability of localized states supported by self-repulsive nonlinearity [70], as is the case in the present setting (the Vakhitov-Kolokolov criterion proper, $d P / d(\delta \mu)<0$, is a well-known necessary condition for stability of states in models with self-attraction [71-73]).

### 3.2.2. Existence Boundaries for Nonlinear States

The shrinkage of the existence region for GS solutions, and its expansion for DM ones, in the linear version of the coupled half-trapped system, shown in Figure 8, suggests identifying existence boundaries of the same states in the full nonlinear system. Numerical
data, necessary for the delineation of the existence region of the GSs and DMs in the nonlinear system, were collected by solving Equations (12) and (13) for spatially even and odd modes with the fixed total power, $P=1$ (as per Equation (16)), while the linearcoupling coefficient, $\lambda$, and the nonlinearity coefficient, $\sigma$, were varied, the latter one taking both positive and negative values (for the self-attraction/repulsion). The results are summarized by the heatmap in Figure 13 (for the GS) and Figure 14 (for the DM), which show threshold values of the mismatch parameter, defined as per Equation (21).


Figure 13. The heatmap of threshold values of the mismatch parameter, $\left(\omega_{\mathrm{GS}}\right)_{\text {thr }}$, in the half-trapped system, based on Equations (12) and (13). For given values of the nonlinearity and linear-coupling coefficients, $\sigma$ and $\lambda$, the stable GS (ground state), subject to the normalization condition $P=1$ (see Equation (16)), exist above the threshold, i.e., at $\omega \geq\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}$. Positive and negative values of $\sigma$ correspond to the attractive and repulsive sign of the self-interaction, respectively. The nontrivial region is one confined by red lines, in which the result is $\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}<1 / 2$, i.e., the nonlinearity and linear coupling help to maintain self-trapped GSs in the parameter area where the decoupled system, with $\lambda=0$, cannot create such states.


Figure 14. The same as in Figure 13, but for DMs (dipole modes), obtained as numerical solutions to Equations (12) and (13) with $g=0$ and $g=1$ (the left and right panels, respectively). In this case, the nontrivial region, located between the red boundaries, is one with $\left(\omega_{\mathrm{DM}}\right)_{\text {thr }}<3 / 2$.

Nontrivial parametric areas for the GS and DM solutions are identified as domains with, respectively, $\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}<1 / 2$ and $\left(\omega_{\mathrm{DM}}\right)_{\mathrm{thr}}<3 / 2$. The former one is surrounded by red lines in Figure 13, and its counterpart for the DMs is located between red lines in Figure 14. In these areas, the coupled half-trapped system maintains stable localized GSs at $\omega<1 / 2$, and DMs at $\omega<3 / 2$, while in the absence of the coupling they may only exist at $\omega>1 / 2$ and $\omega>3 / 2$, respectively.

Note that the vertical cross-section of the heatmap in Figure 13, drawn through $\sigma=0$ (along which the system remains linear), that starts from $\lambda=0$, belongs to the area with $\left(\omega_{\mathrm{GS}}\right)_{\mathrm{thr}}>1 / 2$, in agreement with the result for the linear system, which shows that the coupling impedes the existence of the GS, see the left panel of Figure 8 and Equation (27). Furthermore, Figure 13 demonstrates that the SPM nonlinearity of either sign facilitates the
creation of GS in parameter regions surrounded by red lines. Naturally, the self-attraction $(\sigma>0)$ helps to create such states starting from arbitrarily small values of $\lambda$, while the self-repulsion $(\sigma<0)$ can do it in the region separated by a gap from $\lambda=0$. Nevertheless, at $\lambda>0.24$ the detrimental effect of the linear coupling cannot be outweighed by the SPM nonlinearity.

In Figure 14, the vertical cross-section corresponding to the linear system ( $\sigma=0$ ) entirely belongs to the nontrivial area, with $\left(\omega_{\mathrm{DM}}\right)_{\text {thr }}<3 / 2$, also in agreement with Equation (27) and the right panel of Figure 8. Figure 14 demonstrates that the nonlinearity, generally, impedes the maintenance of the localized DMs. This conclusion is supported, in particular, by the comparison of panels (a) and (b) in the figure, which shows that the addition of the attractive XPM nonlinearity with the SPM conspicuously reduces the remaining nontrivial area.

## 4. Conclusions

The objective of this work is to analyze new effects in the symmetric and asymmetric systems of linearly coupled fields, which are subject to the action of the HO (harmonicoscillator) trapping potential and cubic self-attraction or repulsion. The system can be implemented in nonlinear optics and BEC. In the symmetric system, with identical HO potentials applied to both components, we focus on the consideration of JO (Josephson oscillations) in the system, by launching, in one component, an input in the form of the GS (ground state) or DM (dipole mode) of the HO potential. On the basis of systematically collected numerical data, we have identified two transitions in the system's dynamics, which occur with the increase of the input's power in the case of the self-attraction. The first is SSB (spontaneous symmetry breaking) between the linearly coupled components in the dynamical JO state. At a higher power, the nonlinearity causes a transition from regular JO, initiated by the GS input, to chaotic dynamics. This transition is identified through consideration of spectral characteristics of the dynamical regime. The input in the form of the DM undergoes the chaotization at essentially smaller powers than the dynamical regime initiated by the GS input, which is followed by the SSB at slightly higher powers. In the case of self-repulsion, SSB does not occur, while the chaotization takes place in a weak form, in a small part of the parameter space.

In the half-trapped system, with the HO potential acting on a single component, a nontrivial issue is identification of the system's linear spectrum, i.e., a parameter region in which the linearized system maintains trapped binary (two-component) modes. This problem is solved here analytically in the limit cases of weak and strong linear coupling, and in the numerical form in the general case. In particular, the linear coupling between the components leads to the shrinkage of the spectral band in which the GS exists, and expansion of the existence band for the DM. The existence region for trapped states in the full nonlinear system is identified numerically, and such states are constructed analytically by means of the TFA (Thomas-Fermi approximation). In addition, exceptional solutions of the linearized system of the BIC (bound-state-in-continuum), alias embedded, type were found in the exact analytical form, in both the 1D and 2D settings, the 2D solution being found with an arbitrary value of the vorticity.

The work may be extended by considering inputs in the form of higher-order HO eigenstates. Another relevant direction for the extension of the analysis is a systematic study of the 2D system.

Author Contributions: Formulation of the model and analytical considerations, B.A.M.; numerical computations, N.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Israel Science Foundation, grant number 1286/17.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Pethick, C.J.; Smith, H. Bose-Einstein Condensation in Dilute Gases; Cambridge University Press: Cambridge, UK, 2002.
2. Pitaevskii, L.P.; Stringari, S. Bose-Einstein Condensation; Oxford University Press: Oxford, UK, 2003.
3. Kevrekidis, P.G.; Frantzeskakis, D.J.; Carretero-Gonz ález, R. Emergent Nonlinear Phenomena in Bose-Einstein Condensates: Theory and Experiment; Springer: Heidelberg, Germany, 2008.
4. Schneider, B.I.; Feder, D.L. Numerical approach to the ground and excited states of a Bose-Einstein condensed gas confined in a completely anisotropic trap. Phys. Rev. A 1999, 59, 2232-2242. [CrossRef]
5. Adhikari, S.K. Numerical solution of the two-dimensional Gross-Pitaevskii equation for trapped interacting atoms. Phys. Lett. A 2000, 265, 91-96. [CrossRef]
6. Busch, T.; Anglin, J.R. Motion of dark solitons in trapped Bose-Einstein condensates. Phys. Rev. Lett. 2000, 84, 2298-2301. [CrossRef]
7. Kivshar, Y.S.; Alexander, T.J.; Turitsyn, S.K. Nonlinear modes of a macroscopic quantum oscillator. Phys. Lett. 2001, 278, 225-230. [CrossRef]
8. Alexander, T.J.; Bergé, L. Ground states and vortices of matter-wave condensates and optical guided waves. Phys. Rev. E 2002, 65, 026611. [CrossRef]
9. Huang, G.; Szeftel, J.; Zhu, S. Dynamics of dark solitons in quasi-one-dimensional Bose-Einstein condensates. Phys. Rev. A 2002, 65, 053605. [CrossRef]
10. Parker, N.G.; Proukakis, N.P.; Leadbeater, M.; Adams, C.S. Soliton-sound interactions in quasi-one-dimensional Bose-Einstein condensates. Phys. Rev. Lett. 2003, 90, 220401. [CrossRef]
11. Pelinovsky, D.E.; Frantzeskakis, D.J.; Kevrekidis, P.G. Oscillations of dark solitons in trapped Bose-Einstein condensates. Phys. Rev. E 2005, 72, 016615. [CrossRef]
12. Brazhnyi, V.A.; Konotop, V.V. Stable and unstable vector dark solitons of coupled nonlinear Schrödinger equations: Application to two-component Bose-Einstein condensates. Phys. Rev. E 2005, 72, 026616. [CrossRef]
13. Parker, N.G.; Proukakis, N.G.; Adams, C.S. Dark soliton decay due to trap anharmonicity in atomic Bose-Einstein condensates. Phys. Rev. A 2010, 81, 033606. [CrossRef]
14. Bland, T.; Parker, N.G.; Proukakis, N.P.; Malomed, B.A. Probing quasi-integrability of the Gross-Pitaevskii equation in a harmonic-oscillator potential. J. Phys. B Atomic Mol. Opt. Phys. 2018, 51, 205303. [CrossRef]
15. Raghavan, S.; Agrawal, G.P. Spatiotemporal solitons in inhomogeneous nonlinear media. Opt. Commun. 2000, 180, 377-382. [CrossRef]
16. Zezyulin, D.A.; Alfimov, G.L.; Konotop, V.V. Nonlinear modes in a complex parabolic potential. Phys. Rev. A 2010, 81, 013606. [CrossRef]
17. Charalampidis, E.G.; Kevrekidis, P.G.; Frantzeskakis, D.J.; Malomed, B.A. Dark-bright solitons in coupled NLS equations with unequal dispersion coefficients. Phys. Rev. E 2015, 91, 012924. [CrossRef]
18. Mayteevarunyoo, T.; Malomed, B.A.; Skryabin, D.V. One- and two-dimensional modes in the complex Ginzburg-Landau equation with a trapping potential. Opt. Exp. 2018, 26, 8849-8865. [CrossRef]
19. Leib, M.; Deppe, F.; Marx, A.; Gross, R.; Hartmann, M.J. Networks of nonlinear superconducting transmission line resonators. New J. Phys. 2012, 14, 075024. [CrossRef]
20. Kivshar, Y.S.; Agrawal, G.P. Optical Solitons: From Fibers to Photonic Crystals; Academic Press: San Diego, CA, USA, 2003.
21. Morsch, O.; Oberthaler, M. Dynamics of Bose-Einstein condensates in optical lattices. Rev. Modern Phys. 2006, 78, 179-215. [CrossRef]
22. Joannopoulos, J.D.; Johnson, S.G.; Winn, J.N.; Meade, R.D. Photonic Crystals: Molding the Flow of Light; Princeton University Press: Princeton, NJ, USA, 2008.
23. Skorobogatiy, M.; Yang, J. Fundamentals of Photonic Crystal Guiding; Cambridge University Press: Cambridge, UK, 2008.
24. Cerda-Mendez, E.A.; Sarkar, D.; Krizhanovskii, D.N.; Gavrilov, S.S.; Biermann, K.; Skolnick, M.S.; Santos, P.V. Exciton-polariton gap solitons in two-dimensional lattices. Phys. Rev. Lett. 2013, 111, 146401. [CrossRef]
25. Brazhnyi, V.A.; Konotop, V.V. Theory of nonlinear matter waves in optical lattices. Modern Phys. Lett. B 2004, 18, 627-651. [CrossRef]
26. Sakaguchi, H.; Malomed, B.A. Dynamics of positive- and negative-mass solitons in optical lattices and inverted traps. J. Phys. B 2004, 37, 1443-1459. [CrossRef]
27. Zakharov, V.E.; Manakov, S.V.; Novikov, S.P.; Pitaevskii, L.P. Theory of Solitons: Inverse Scattering Method; Nauka: Moscow, Russia, 1980; English translation: Consultants Bureau, New York, 1984.
28. Zakharov, V.; Dias, F.; Pushkarev, A. One-dimensional wave turbulence. Phys. Rep. 2004, 398, 1-65. [CrossRef]
29. Mazets, I.E.; Schmiedmayer, J. Thermalization in a quasi-one-dimensional ultracold bosonic gas. New J. Phys. 2010, 12, 055023. [CrossRef]
30. Cockburn, S.P.; Negretti, A.; Proukakis, N.P.; Henkel, C. Comparison between microscopic methods for finite-temperature Bose gases. Phys. Rev. A 2011, 83, 043619. [CrossRef]
31. Grisins, P.; Mazets, I.E. Thermalization in a one-dimensional integrable system. Phys. Rev. A 2011, 84, 053635. [CrossRef]
32. Thomas, K.F.; Davis, M.J.; Kheruntsyan, K.V. Thermalization of a quantum Newton's cradle in a one-dimensional quasicondensate. Phys. Rev. A 2021, 103, 023315. [CrossRef]
33. Merhasin, M.I.; Malomed, B.A.; Driben, R. Transition to miscibility in a binary Bose-Einstein condensate induced by linear coupling. J. Phys. B 2005, 38, 877-892. [CrossRef]
34. Nistazakis, H.E.; Frantzeskakis, D.J.; Kevrekidis, P.G.; Malomed, B.A.; Carretero-Gonzalez, R. Bright-dark soliton complexes in spinor Bose-Einstein condensates. Phys. Rev. A 2008, 77, 033612. [CrossRef]
35. Chen, Z.; Li, Y.; Malomed, B.A.; Salasnich, L. Spontaneous symmetry breaking of fundamental states, vortices, and dipoles in two and one-dimensional linearly coupled traps with cubic self-attraction. Phys. Rev. A 2016, 96, 033621. [CrossRef]
36. Decker, M.; Ruther, M.; Kriegler, C.E.; Zhou, J.; Soukoulis, C.M.; Linden, S.; Wegener, M. Strong optical activity from twisted-cross photonic metamaterials. Opt. Lett. 2009, 34, 2501-2503. [CrossRef] [PubMed]
37. Ballagh, R.J.; Burnett, K.; Scott, T.F. Theory of an output coupler for Bose-Einstein condensed atoms. Phys. Rev. Lett. 1997, 78, 1607-1611. [CrossRef]
38. Öhberg, P.; Stenholm, S. Internal Josephson effect in trapped double condensates. Phys. Rev. A 1999, 59, 3890-3895. [CrossRef]
39. Son, D.T.; Stephanov, M.A. Domain walls of relative phase in two-component Bose-Einstein condensates. Phys. Rev. A 2002, 65, 063621. [CrossRef]
40. Jenkins, S.D.; Kennedy, T.A.B. Dynamic stability of dressed condensate mixtures. Phys. Rev. A 2003, 68, 053607. [CrossRef]
41. Malomed, B.A. (Ed.) Spontaneous Symmetry Breaking, Self-Trapping, and Josephson Oscillations; Springer: Berlin/Heidelberg, Germany, 2013.
42. Hung, N.V.; Tai, L.X.T.; Bugar, I.; Longobucco, M.; Buzcy ński, R.; Malomed, B.A.; Trippenbach, M. Reversible ultrafast soliton switching in dual-core highly nonlinear optical fibers. Opt. Lett. 2020, 45, 5221-5224.
43. Mineev, V.P. The theory of the solution of two near-ideal Bose gases. Zh. Eksp. Teor. Fiz. 1974, 67, 263-272. [English translation: Sov. Phys. JETP 1974, 40, 132-136].
44. Malomed, B.A. Solitons and nonlinear dynamics in dual-core optical fibers. In Handbook of Optical Fibers; Peng, G.-D., Ed.; Springer: Berlin/Heidelberg, Germany, 2018; pp. 421-474.
45. Tratnik, M.V.; Sipe, J.E. Bound solitary waves in a birefringent optical fiber. Phys. Rev. A 1988, 38, 2011-2017. [CrossRef]
46. Paré, C.; Orjańczyk, M.F. Approximate model of soliton dynamics in all-optical couplers. Phys. Rev. A 1990, 41, 6287. [CrossRef]
47. Maimistov, A.I. Propagation of a light pulse in nonlinear tunnel-coupled optical waveguides. Kvant. Elektron. 1991, 18, 758. [English translation: Sov. J. Quantum Electron. 1991, 21, 687].
48. Uzunov, I.M.; Muschall, R.; Goelles, M.; Kivshar, Y.S.; Malomed, B.A.; Lederer, F. Pulse switching in nonlinear fiber directional couplers. Phys. Rev. E 1995, 51, 2527-2536. [CrossRef]
49. Abbarchi, M.; Amo, A.; Sala, V.G.; Solnyshkov, D.D.; Flayac, H.; Ferrier, L.; Sagnes, I.; Galopin, E.; Lemaître, A.; Malpuech, G.; et al. Macroscopic quantum self-trapping and Josephson oscillations of exciton polaritons. Nat. Phys. 2013, 9, 275. [CrossRef]
50. Milburn, G.J.; Corney, J.; Wright, E.M.; Walls, D.F. Quantum dynamics of an atomic Bose-Einstein condensate in a double-well potential. Phys. Rev. A 1997, 55, 4318. [CrossRef]
51. Smerzi, A.; Fantoni, S.; Giovanazzi, S.; Shenoy, S.R. Quantum coherent atomic tunneling between two trapped Bose-Einstein condensates. Phys. Rev. Lett. 1997, 79, 4950. [CrossRef]
52. Albiez, M.; Gati, R.; Fölling, J.; Hunsmann, S.; Cristiani, M.; Oberthaler, M.K. Direct observation of tunneling and nonlinear self-trapping in a single bosonic Josephson junction. Phys. Rev. Lett. 2005, 95, 010402. [CrossRef] [PubMed]
53. Shin, Y.; Jo, G.-B.; Saba, M.; Pasquini, T.A.; Ketterle, W.; Pritchard, D.E. Optical weak link between two spatially separated Bose-Einstein condensates. Phys. Rev. Lett. 2005, 95, 170402. [CrossRef] [PubMed]
54. Levy, S.; Lahoud, E.; Shomroni, I.; Steinhauer, J. The a.c. and d.c. Josephson effects in a Bose-Einstein condensate. Nature 2007, 449, 579-583. [CrossRef]
55. Chen, Z.; Li, Y.; Malomed, B.A. Josephson oscillations of chirality and identity in two-dimensional solitons in spin-orbit-coupled condensates. Phys. Rev. Res. 2020, 2, 033214. [CrossRef]
56. Sakaguchi, H.; Malomed, B.A. Symmetry breaking in a two-component system with repulsive interactions and linear coupling. Comm. Nonlin. Sci. Num. Sim. 2020, 92, 105496. [CrossRef]
57. Panoiu, N.-C.; Malomed, B.A.; Osgood, R.M., Jr. Semidiscrete solitons in arrayed waveguide structures with Kerr nonlinearity. Phys. Rev. A 2008, 78, 013801. [CrossRef]
58. Stillinger, F.H.; Herrick, D.R. Bound states in continuum. Phys. Rev. A 1975, 11, 446-454. [CrossRef]
59. Kodigala, A.; Lepetit, T.; Gu, Q.; Bahari, B.; Fainman, Y.; Kante, B. Lasing action from photonic bound states in continuum. Nature 2017, 54, 196-199. [CrossRef]
60. Midya, B.; Konotop, V.V. Coherent-perfect-absorber and laser for bound states in a continuum. Opt. Lett. 2018, 43, 607-610. [CrossRef]
61. Champneys, A.R.; Malomed, B.A.; Yang, J.; Kaup, D.J. "Embedded solitons": solitary waves in resonance with the linear spectrum. Physica D 2001, 152-153, 340-354. [CrossRef]
62. Ananikian, D.; Bergeman, T. Gross-Pitaevskii equation for Bose particles in a double-well potential: Two-mode models and beyond. Phys. Rev. A 2006, 73, 013604. [CrossRef]
63. Kartashov, Y.V.; Konotop, V.V.; Vysloukh, V.A. Dynamical suppression of tunneling and spin switching of a spin-orbit-coupled atom in a double-well trap. Phys. Rev. A 2018, 97, 063609. [CrossRef]
64. Kivshar, Y.S.; Malomed, B.A. Dynamics of solitons in nearly integrable systems. Rev. Mod. Phys. 1989, 61, 763-915. [CrossRef]
65. Iooss, G.; Joseph, D.D. Elementary Stability Bifurcation Theory; Springer: New York, NY, USA, 1980.
66. Landau, L.D.; Lifshitz, E.M. Quantum Mechanics; Nauka Publishers: Moscow, Russia, 1974.
67. Kartashov, Y.V.; Konotop, V.V.; Torner, L. Bound states in the continuum in spin-orbit-coupled atomic systems. Phys. Rev. A 2017, 96, 033619. [CrossRef]
68. dos Santos, M.C.P.; Malomed, B.A.; Cardoso, W.B. Double-layer Bose-Einstein condensates: A quantum phase transition in the transverse direction, and reduction to two dimensions. Phys. Rev. E 2020, 102, 042209. [CrossRef] [PubMed]
69. Fetter, A.L.; Feder, D.L. Beyond the Thomas-Fermi approximation for a trapped condensed Bose-Einstein gas. Phys. Rev. A 1998, 58, 3185-3194. [CrossRef]
70. Sakaguchi, H.; Malomed, B.A. Solitons in combined linear and nonlinear lattice potentials. Phys. Rev. A 2010, 81, 013624. [CrossRef]
71. Vakhitov, N.G.; Kolokolov, A.A. Stationary solutions of the wave equation in a medium with nonlinearity saturation. Radiophys. Quant. Electron. 1973, 16, 783-789. [CrossRef]
72. Bergé, L. Wave collapse in physics: Principles and applications to light and plasma waves. Phys. Rep. 1998, 303, 259-370. [CrossRef]
73. Fibich, G. The Nonlinear Schrödinger Equation: Singular Solutions and Optical Collapse; Springer: Heidelberg, Germany, 2015.

Article

# Modulational Instability, Inter-Component Asymmetry, and Formation of Quantum Droplets in One-Dimensional Binary Bose Gases 

Thudiyangal Mithun ${ }^{1,2, *, \dagger}$, Aleksandra Maluckov ${ }^{3, *, \dagger}$, Kenichi Kasamatsu ${ }^{4, \dagger}$, Boris A. Malomed ${ }^{5, \dagger}$ and Avinash Khare ${ }^{6, \dagger}$<br>1 Center for Theoretical Physics of Complex Systems, Institute for Basic Science, Daejeon 34141, Korea<br>2 Department of Mathematics and Statistics, University of Massachusetts, Amherst MA 01003-4515, USA<br>3 Vinca Institute of Nuclear Sciences, University of Belgrade, P. O. B. 522,11001 Belgrade, Serbia<br>4 Department of Physics, Kindai University, Higashi-Osaka, Osaka 577-8502, Japan; kenichi@phys.kindai.ac.jp<br>5 Department of Physical Electronics, School of Electrical Engineering, Faculty of Engineering, and Center for Light-Matter Interaction, Tel Aviv University, Tel Aviv 69978, Israel; malomed@tauex.tau.ac.il<br>6 Department of Physics, Savitribai Phule Pune University, Pune 411007, India; avinashkhare45@gmail.com<br>* Correspondence: mthudiyangal@umass.edu (T.M.); sandram@vin.bg.ac.rs (A.M.)<br>$\dagger$ These authors contributed equally to this work.

Received: 9 December 2019; Accepted: 14 January 2020; Published: 18 January 2020


#### Abstract

Quantum droplets are ultradilute liquid states that emerge from the competitive interplay of two Hamiltonian terms, the mean-field energy and beyond-mean-field correction, in a weakly interacting binary Bose gas. We relate the formation of droplets in symmetric and asymmetric two-component one-dimensional boson systems to the modulational instability of a spatially uniform state driven by the beyond-mean-field term. Asymmetry between the components may be caused by their unequal populations or unequal intra-component interaction strengths. Stability of both symmetric and asymmetric droplets is investigated. Robustness of the symmetric solutions against symmetry-breaking perturbations is confirmed.
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## 1. Introduction

The mean-field (MF) theory of weakly interacting dilute atomic gases rules out formation of a liquid state [1,2]. However, it has been recently shown that a liquid phase arises if one takes into account beyond-MF effects originating from quantum fluctuations around the MF ground state of weakly interacting binary (two-component) Bose gases [3]. A fundamental property that allows one to interpret this phase as a fluid is incompressibility: It maintains a limit density which cannot be made larger (see details below), hence adding more atoms leads to spatial expansion of the state. Another fundamental feature of this quantum-fluid phase is that it facilitates self-trapping of quantum droplets (QDs), which are stabilized by the interplay between the contact MF interaction and the beyond-MF Lee-Huang-Yang (LHY) correction [4]. Binary Bose-Einstein condensates (BECs) with competing intra- and inter-component MF interactions of opposite signs offer a remarkable possibility for the generation of QDs, as proposed by Petrov [3]. This possibility was further elaborated in various settings, including different effective dimensions [5-20]. In particular, the dynamics of QDs with the flat-top (FT) or Gaussian shape, which correspond to large or relatively small numbers of particles, respectively, was addressed in the framework of the one-dimensional (1D) reduction of the model [20]. The theoretical prediction was followed by experimental creation of QDs in mixtures of two different atomic states of ${ }^{39} \mathrm{~K}$, with quasi-2D $[21,22]$ and fully $3 \mathrm{D}[23,24]$ shapes (see also recent reviews $[25,26]$ ). Very recently, the creation of especially long-lived QDs was reported in a heteronuclear ${ }^{41} \mathrm{~K}-{ }^{87} \mathrm{Rb}$
system [27]. Another theoretically predicted and experimentally realized option for the creation of QDs makes use of the single-component condensate with dipole-dipole interactions [28-35]. It is relevant to mention that the formation of multiple droplets was also predicted and experimentally observed as an MF effect in strongly nonequilibrium (turbulent) states of BECs [36].

Collective modes of QDs are a subject of special interest, as they reveal internal dynamics of the droplets $[20,24,32,37,38]$. In particular, the stable existence of the QDs is secured if the particle-emission threshold lies below all excitation modes, hence a perturbation in the form of such modes will not cause decay of the droplet.

We aim to address issues that are related to the creation of QDs in the 1D setting and were not addressed in previous works. First, we consider modulational instability (MI) of spatially uniform plane-wave (PW) states, in the framework of the coupled system of Gross-Pitaevskii (GP) equations with the LHY corrections, for the two-component MF wave function of the binary condensate. This is the system which was originally derived in [5]. Recently, MI has been experimentally demonstrated in BECs with attractive interactions [39-41]. Other examples of the MI are provided by the binary BEC with the linear Rabi coupling or the spin-orbit coupling [41,42], and by a system combining the MF and LHY terms [43]. The linear-stability analysis, followed by direct simulations of the corresponding GP equations, shows that the lower branch of the PW states exhibits MI, the instability splitting the PW into a chain of localized droplet-like structures. Secondly, we address properties of the QDs in the binary condensate in the framework of the two-component GP system, without assuming effective inter-component symmetry, which reduces the system to a single-component GP equation. The asymmetry implies different MF self-repulsion coefficients in the two components, and/or unequal norms in them. Although properties of QDs have been studied by using the two-component GP system in some papers $[6,11,14,15,17,18]$, the explicit asymmetry of the system parameters has not been addressed, except for [14] in which the situation for ${ }^{39} \mathrm{~K}-{ }^{39} \mathrm{~K}$ and ${ }^{23} \mathrm{Na}-{ }^{87} \mathrm{Rb}$ atomic mixtures have been considered. We conclude that the population difference between the components does not significantly affect density profiles of QDs in the system with equal MF self-repulsion strengths in the two components. On the other hand, we find that profiles of the QD solutions are essentially asymmetric when the self-repulsion coefficients are different in the components. Generally, the numerical findings corroborate stability of the known symmetric states against symmetry-breaking perturbations. We also address the MI of the two-component system, and demonstrate that chains of asymmetric QDs can be generated by the MI-induced nonlinear evolution.

The paper is organized as follows. In Section 2 we introduce the model and discuss conditions necessary for the formation of the droplets. Section 3.1 deals with the single-component version of the symmetric system. We consider various solutions admitted by it (PW, FT, periodic, etc.), and apply the linear-stability analysis of the PW solution to assess the MI, in a combination with direct simulations. In Section 3.2, we address the stability of asymmetric droplets, as well as the formation of droplets in the two-component asymmetric system via the MI. The paper is concluded by Section 4. Additional symmetric and asymmetric exact and approximate analytical solutions are presented in Appendices.

## 2. Model and Methods

We consider the 1 D model of the two-component condensate with coefficients of the intra-component repulsion, $g_{1}>0$ and $g_{2}>0$, and inter-component attraction, $g_{12}<0$. In the weak-interaction limit, the corresponding energy density, which includes the MF terms and LHY correction, was derived in [5]:

$$
\begin{equation*}
\mathcal{E}_{1 \mathrm{D}}=\frac{\left(\sqrt{g_{1}} \rho_{1}-\sqrt{g_{2}} \rho_{2}\right)^{2}}{2}+\frac{g \delta g\left(\sqrt{g_{2}} \rho_{1}+\sqrt{g_{1}} \rho_{2}\right)^{2}}{\left(g_{1}+g_{2}\right)^{2}}-\frac{2 \sqrt{m}\left(g_{1} \rho_{1}+g_{2} \rho_{2}\right)^{3 / 2}}{3 \pi \hbar} \tag{1}
\end{equation*}
$$

where $m$ is the atomic mass (the same for both components), $\rho_{j}=\left|\Psi_{j}\right|^{2}(j=1,2)$ is the density of the $j$-th component, represented by the MF wave function $\Psi_{j}$, and

$$
\begin{equation*}
g \equiv \sqrt{g_{1} g_{2}}, \quad \delta g \equiv g_{12}+g . \tag{2}
\end{equation*}
$$

The last term in Equation (1) represents the LHY correction. Derivation of Equation (1) assumes that the binary BEC is close to the point of the MF repulsion-attraction balance, with $|\delta g| \ll g$. In experiments, $\delta g$ may be tuned to be both positive and negative [21-23].

Equation (1) is valid in the case of tight confinement applied in the transverse dimensions, which makes the setting effectively one-dimensional. In the 3D case, the LHY term $\sim-\rho^{3 / 2}$ (for $\rho_{1}=\rho_{2} \equiv \rho$ ) is replaced by one $\sim+\rho^{5 / 2}$. A detailed consideration of the crossover from 3D to 1D [12,44,45] in the two-component system is a problem which may be a subject of a separate work. Here, it is relevant to compare the symmetric version of Equation (1) for the energy density with that recently presented in [12]. It demonstrates that an accurately derived LHY contribution to the energy density of the 1D system contains, in addition to the $\rho^{3 / 2}$ term which was derived in [5], a term $\sim \rho^{2}$, which can be absorbed into the mean-field energy density, and a higher-order term $\sim \rho^{3}$, which was omitted in the analysis reported in [12]. A conclusion formulated in that work is that the energy density originally derived in [5] is literally valid if the ratio of the mean-field energy to that of the transverse confinement takes values $\leq 0.03$. For typical experimental parameters, this implies that the difference between absolute values of scattering lengths of the mean-field intra-component repulsion and inter-component attraction should be $\leq 1 \mathrm{~nm}$, which may be achieved in the experiment. The 1D QDs originate from the balance of the second term in Equation (1), corresponding to the weakly repulsive MF interaction, with $\delta g>0$, and the LHY term, which introduces effective attraction in the 1D setting, on the contrary to the repulsion in the 3D setting $[5,20]$.

The energy functional, $\int_{-\infty}^{+\infty} \mathcal{E}_{1 \mathrm{D}} d Z$, gives rise to the system of GP equations, which include the LHY correction,

$$
\begin{align*}
& i \hbar \frac{\partial \Psi_{1}}{\partial T}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{1}}{\partial Z^{2}}+\left(g_{1}+G g_{2}\right)\left|\Psi_{1}\right|^{2} \Psi_{1}-(1-G) g\left|\Psi_{2}\right|^{2} \Psi_{1}-\frac{g_{1} \sqrt{m}}{\pi \hbar} \sqrt{g_{1}\left|\Psi_{1}\right|^{2}+g_{2}\left|\Psi_{2}\right|^{2}} \Psi_{1}  \tag{3}\\
& i \hbar \frac{\partial \Psi_{2}}{\partial T}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{2}}{\partial Z^{2}}+\left(g_{2}+G g_{1}\right)\left|\Psi_{2}\right|^{2} \Psi_{2}-(1-G) g\left|\Psi_{1}\right|^{2} \Psi_{2}-\frac{g_{2} \sqrt{m}}{\pi \hbar} \sqrt{g_{1}\left|\Psi_{1}\right|^{2}+g_{2}\left|\Psi_{2}\right|^{2} \Psi_{2}}
\end{align*}
$$

where $T$ and $Z$ are the time and coordinate measured in physical units, and parameter

$$
\begin{equation*}
G=\frac{2 g \delta g}{\left(g_{1}+g_{2}\right)^{2}} \tag{4}
\end{equation*}
$$

measures the deviation from the MF repulsion-attraction balance point, see Equation (2). The normalization of the components of the wave function is determined by numbers of bosons in each component:

$$
\begin{equation*}
N_{j}=\int_{-\infty}^{+\infty}\left|\Psi_{j}\right|^{2} d Z \tag{5}
\end{equation*}
$$

Further, rescaling

$$
\begin{equation*}
\left(\frac{m g^{2}}{\hbar^{3}}\right) T \equiv t, \quad\left(\frac{m g}{\hbar^{2}}\right) Z \equiv z, \quad\left(\frac{\hbar}{\sqrt{m g}}\right) \Psi_{1,2} \equiv \psi_{1,2} \tag{6}
\end{equation*}
$$

casts Equation (3) in the normalized form,

$$
\begin{align*}
i \frac{\partial \psi_{1}}{\partial t} & =-\frac{1}{2} \frac{\partial^{2} \psi_{1}}{\partial z^{2}}+\left(P+G P^{-1}\right)\left|\psi_{1}\right|^{2} \psi_{1}-(1-G)\left|\psi_{2}\right|^{2} \psi_{1}-\frac{P}{\pi} \sqrt{P\left|\psi_{1}\right|^{2}+P^{-1}\left|\psi_{2}\right|^{2}} \psi_{1}  \tag{7}\\
i \frac{\partial \psi_{2}}{\partial t} & =-\frac{1}{2} \frac{\partial^{2} \psi_{2}}{\partial z^{2}}+\left(P^{-1}+G P\right)\left|\psi_{2}\right|^{2} \psi_{2}-(1-G)\left|\psi_{1}\right|^{2} \psi_{2}-\frac{1}{\pi P} \sqrt{P^{-1}\left|\psi_{2}\right|^{2}+P\left|\psi_{1}\right|^{2}} \psi_{2}
\end{align*}
$$

where parameter

$$
\begin{equation*}
P \equiv \sqrt{\frac{g_{1}}{g_{2}}}=\frac{g_{1}}{g} \tag{8}
\end{equation*}
$$

determines the asymmetry of the system, in the case of $P \neq 1$. Note that, as concerns stationary solutions with chemical potentials $\mu_{1,2}$, sought for as

$$
\begin{equation*}
\psi_{1,2}(z, t)=\exp \left(-i \mu_{1,2} t\right) \phi_{1,2}(z) \tag{9}
\end{equation*}
$$

states with mutually proportional components, $\phi_{1}(z)=K \phi_{2}(z)$, are only possible in the fully symmetric case with $P=1, \mu_{1}=\mu_{2}$, and $K=1$. In previous works [5,20], 1D solutions for QDs were considered only in the framework of the single GP equation which corresponds to symmetric system Equation (7) with $P=1$ and $\psi_{1}=\psi_{2}$.

## 3. Modulation Instability Versus QDs

In this section, we address MI of PWs in both symmetric and asymmetric GP systems, and relate it to formation of the QDs in the binary bosonic gas. To the best of our knowledge, this is the first work aiming to associate the MI with the formation of the 1D droplets in the system with unequal components. We first consider MI in the framework of the single-component reduction of the symmetric version of Equation (7), after briefly reviewing stationary solutions of the GP equation. Next, we extend the analysis for the two-component GP system, which makes it possible to produce asymmetric QDs, starting from the MI of asymmetric PW states.

### 3.1. The Single-Component GP Model

Under the single-component reduction of the binary system, with $g_{1}=g_{2} \equiv g$ and $\psi_{1}=\psi_{2} \equiv \psi$, Equation (1) simplifies to [5]

$$
\begin{equation*}
\varepsilon_{1 \mathrm{D}} \equiv \frac{\hbar^{4}}{m^{2} g^{3}} \mathcal{E}_{1 \mathrm{D}}=\frac{\delta g}{g} n^{2}-\frac{2^{5 / 2}}{3 \pi} n^{3 / 2} \tag{10}
\end{equation*}
$$

with the single dimensionless density, $n=|\psi|^{2} \equiv\left(\hbar^{2} / m g\right) \rho$. Assuming a spatially uniform state, the equilibrium density and the corresponding chemical potential are given by

$$
\begin{equation*}
n_{0}=\frac{8}{9 \pi^{2}}\left(\frac{g}{\delta g}\right)^{2}, \mu_{0}=-\frac{4}{9 \pi^{2}} \frac{g}{\delta g} . \tag{11}
\end{equation*}
$$

Density $n_{0}$ corresponds to the minimum of the energy per particle, $\partial_{n}\left[n^{-1} \varepsilon_{1 \mathrm{D}}(n)\right]=0$, and $\mu_{0}$ is negative for $\delta g / g>0$. The corresponding single GP equation is

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}=-\frac{1}{2} \frac{\partial^{2} \psi}{\partial z^{2}}+\frac{\delta g}{g}|\psi|^{2} \psi-\frac{\sqrt{2}}{\pi}|\psi| \psi \tag{12}
\end{equation*}
$$

with normalization condition $\int_{-\infty}^{+\infty}|\psi(z)|^{2} d z=N$, where $N \equiv N_{1}=N_{2}$ is the number of atoms in each component.

Although coefficient $\delta g / g$ can be scaled out in Equation (12), as done in [20], we keep it here as a free parameter. This option is convenient for the subsequent consideration of the MI, treating $\delta g / g$ and density $n$ as independent constants, which may be matched to experimentally relevant parameters.

Below, we address two stationary solutions of Equation (12). One is the QD bound state of a finite size, which was studied in detail in [5] and [20]. The other solution is the PW with uniform density. Here, we briefly recapitulated basic properties of these solutions for the completeness of the presentation. In Section 3.1.3 we address the MI of the PWs and associate it with the
spontaneous generation of chains of localized modes. Additional families of exact analytical solutions of Equation (12) are given in Appendix A.

### 3.1.1. The Droplet Solution

As shown in $[5,20,46]$, at $\delta g / g>0$ Equation (12) gives rise to an exact soliton-like solution representing a QD, maintained by the balance between the effective cubic self-repulsion and quadratic attraction:

$$
\begin{equation*}
\psi(z, t)=\frac{A e^{-i \mu t}}{1+B \cosh (\sqrt{-2 \mu} z)}, \quad A=\sqrt{n_{0}} \frac{\mu}{\mu_{0}}, \quad B=\sqrt{1-\frac{\mu}{\mu_{0}}} . \tag{13}
\end{equation*}
$$

This solution exists in a finite range of negative values of the chemical potential $\mu_{0}<\mu<0$, featuring the FT shape at $0<\mu-\mu_{0} \ll\left|\mu_{0}\right|$, with size $L \approx\left(-2 \mu_{0}\right)^{-1 / 2} \ln \left[\left(1-\mu / \mu_{0}\right)^{-1}\right][5,20]$. A typical density profile of the FT solution is displayed in the inset of Figure 1. At $\mu=\mu_{0}$, the size of the droplet diverges, and the solution carries over into the delocalized PW with uniform density, $n=n_{0}$. The fact that the density of the condensate filling the FT state cannot exceed the largest value, $n_{0}$, implies its incompressibility. For this reason, the condensate may be considered as a fluid, as mentioned above. With the increase of $\mu$ from $\mu_{0}$ towards $\mu=0$, the maximum density of the localized mode,

$$
\begin{equation*}
n_{\max } \equiv n(z=0)=n_{0}\left(\frac{\mu}{\mu_{0}}\right)^{2}\left(1+\sqrt{1-\frac{\mu}{\mu_{0}}}\right)^{-2} \tag{14}
\end{equation*}
$$

monotonously decreases from $n_{0}$ to 0 . The QD's FWHM size, defined by condition $n\left(z=L_{\mathrm{FWHM}} / 2\right)=$ $n(z=0) / 2$, also shrinks at first with increasing $\mu$, attaining a minimum value $\left(L_{\mathrm{FWHM}}\right)_{\min } \approx$ $2.36 / \sqrt{-\mu_{0}}$ at $\mu / \mu_{0} \approx 0.776$. Further increase of $\mu$ towards $\mu=0$ makes the QD broader, its width diverging as $L_{\mathrm{FWHM}} \approx 1.71 / \sqrt{-\mu}$ at $\mu \rightarrow-0$.


Figure 1. The maximum density $n_{\max } \equiv n(z=0)$ in the FT (flat-top) state, as per Equation (14), and the PW (plane-wave)/density are displayed as functions of $\mu$ by the red-solid and blue-dashed curves, respectively, for $\delta g / g=0.05$. In this case, Equation (11) yields $n_{0}=36.025$ and $\mu_{0}=-0.900633$. The PW solution includes upper and lower branches corresponding to $n^{ \pm}$, as given by Equation (20), the lower one (marked by circles) being subject to the MI (modulational instability). The spinodal point is one with coordinates $\left(\mu_{c}, n_{c}\right)$. For other values of $\delta g / g$, the plot can be generated from the present one by rescaling. The inset shows the density profile of the FT solution for $\delta g / g=0.05$ and $\mu=\mu_{0}+0.00001$, very close to the delocalization limit (the transition to PW).

The norm of the exact QD solutions given by Equation (13) is

$$
\begin{equation*}
N(\mu)=n_{0} \sqrt{-\frac{2}{\mu_{0}}}\left[\ln \left(\frac{1+\sqrt{\mu / \mu_{0}}}{\sqrt{1-\mu / \mu_{0}}}\right)-\sqrt{\frac{\mu}{\mu_{0}}}\right] . \tag{15}
\end{equation*}
$$

It satisfies the well-known Vakhitov-Kolokolov (VK) necessary stability criterion [47],

$$
\begin{equation*}
\frac{d N(\mu)}{d \mu}=-\frac{n_{0}}{\mu_{0}^{2}} \sqrt{-\frac{\mu}{2}} \frac{1}{1-\mu / \mu_{0}}<0 \tag{16}
\end{equation*}
$$

due to $\mu_{0}<0$ and

$$
\begin{equation*}
0<\mu / \mu_{0}<1 \tag{17}
\end{equation*}
$$

Full stability of the QD family has been verified by direct simulations of the evolution of perturbed QDs in the framework of Equation (12).

It is relevant to mention that the exact solution of Equation (13) is valid too at $\delta g / g<0$, when the cubic term in Equation (12) is self-attractive, like the quadratic one. In that case, $\mu_{0}$ is positive, as per Equation (11), while the chemical potential of the self-trapped state remains negative, as the solution of Equation (13) may exist only at $\mu<0$. Then, it follows from Equation (13) that the soliton-like mode exists for all values of $\mu<0$ (unlike the finite interval Equation (17), in which the solution exists for $\delta g / g>0$ ), and it does not feature the FT shape. Rather, with the increase of $-\mu$, it demonstrates a crossover between the KdV-soliton shape $\sim \operatorname{sech}^{2}(\sqrt{-\mu / 2} z)$ and the nonlinear-Schrödinger one, $\sim \operatorname{sech}(\sqrt{-2 \mu} z)$. For $\delta g / g<0$, the $N(\mu)$ dependence for the soliton family carries over into the following form,

$$
\begin{equation*}
\left.N(\mu)\right|_{\delta g<0}=n_{0} \sqrt{\frac{2}{\mu_{0}}}\left[\sqrt{-\frac{\mu}{\mu_{0}}}-\arctan \left(\sqrt{-\frac{\mu}{\mu_{0}}}\right)\right], \tag{18}
\end{equation*}
$$

which is an analytical continuation of Equation (15). This dependence also satisfies the VK criterion.

### 3.1.2. The Plane-Wave Solution

The PW solution of Equation (12)can be presented in a form $\psi(z, t)=\sqrt{n} \exp \left(i K_{\mathrm{PW}} z-i \mu t\right)$ with wavenumber $K_{P W}$ and constant density $n$, which determine the corresponding chemical potential:

$$
\begin{equation*}
\mu_{\mathrm{PW}}=\frac{\delta g}{g} n-\frac{\sqrt{2}}{\pi} \sqrt{n}+\frac{1}{2} K_{\mathrm{PW}}^{2} . \tag{19}
\end{equation*}
$$

The Galilean invariance of Equation (12) implies that any quiescent solution $\psi_{0}(z, t)$ generates a family of moving ones, with arbitrary velocity $c$. Therefore, $K_{P W}$ may be canceled by means of transformation $\psi_{c}(z, t)=\exp \left(i c z-i c^{2} t / 2\right) \psi_{0}(z-c t, t)$ with $c=-K_{P W}$.

For given $\mu$, Equation (19) produces two different branches of the density as a function of $\mu$ (here, $K_{\mathrm{PW}}=0$ is set):

$$
\begin{equation*}
\sqrt{n^{ \pm}(\mu)}=\frac{1}{\sqrt{2} \pi} \frac{g}{\delta g} \pm \sqrt{\frac{1}{2 \pi^{2}}\left(\frac{g}{\delta g}\right)^{2}+\frac{g}{\delta g} \mu} \tag{20}
\end{equation*}
$$

For $\delta g / g=0.05$, these branches are shown in Figure 1. As follows from Equation (20), they exist (for $\delta g / g>0)$ above a minimum value of $\mu: \mu_{c}=-\left(2 \pi^{2} \delta g / g\right)^{-1}=(9 / 8) \mu_{0}$, the respective density being

$$
\begin{equation*}
n_{c}=n^{ \pm}\left(\mu_{c}\right)=\frac{1}{2 \pi^{2}}\left(\frac{g}{\delta g}\right)^{2}=\frac{9}{16} n_{0} \tag{21}
\end{equation*}
$$

Values $\mu=\mu_{c}$ and $n=n_{c}$ correspond to the spinodal point [5], and $n^{+}\left(\mu_{0}\right)=n_{0}$ (see Equation (13)). Note that the above-mentioned existence region of the soliton solution in terms of the chemical
potential, $\mu_{0}<\mu<0$, lies completely inside that of the PW state, which is $\mu_{c} \leq \mu$. Thus, the soliton always coexists with the PW (this fact is also obvious in Figure 1).

### 3.1.3. Modulational Instability of the Plane Waves

Here, we aim to analyze the MI of PW solutions in the framework of the single-component GP Equation (12) and demonstrate how the development of the MI can help to generate QDs. We perform the analysis for the PWs with zero wavenumber $K_{P W}=0$, which is sufficient due to the aforementioned Galilean invariance of the underlying equation.

A small perturbation is added to the stationary PW state as

$$
\begin{equation*}
\psi(z, t)=[\sqrt{n}+\delta \psi(z, t)] \exp (-i \mu t) . \tag{22}
\end{equation*}
$$

The substitution of this expression in Equation (12) and linearization with respect to perturbation $\delta \psi$ leads to the corresponding Bogoliubov-de Gennes equation,

$$
\begin{equation*}
i \frac{\partial}{\partial t} \delta \psi=-\frac{1}{2} \frac{\partial^{2}}{\partial z^{2}} \delta \psi+\frac{\delta g}{g} n\left(\delta \psi+\delta \psi^{*}\right)-\frac{\sqrt{n}}{\sqrt{2} \pi}\left(\delta \psi+\delta \psi^{*}\right) \tag{23}
\end{equation*}
$$

By looking for perturbation eigenmodes with wavenumber $k$ and frequency $\Omega$,

$$
\begin{equation*}
\delta \psi=\zeta \cos (k z-\Omega t)+i \eta \sin (k z-\Omega t) \tag{24}
\end{equation*}
$$

and real infinitesimal amplitudes $\zeta$ and $\eta$, Equation (23) yields a dispersion relation for the eigenfrequencies:

$$
\begin{equation*}
\Omega^{2}=\frac{k^{4}}{4}+\left(\frac{\delta g}{g} n-\frac{\sqrt{n}}{\sqrt{2} \pi}\right) k^{2} \tag{25}
\end{equation*}
$$

The MI takes place when $\Omega$ acquires an imaginary part. As follows from Equation (25), this occurs when the density satisfies condition $n<\left[2 \pi^{2}(\delta g / g)^{2}\right]^{-1}=n_{c}$ see (Equation (21)), which corresponds to branch $n^{-}$of the PW state. The instability region in terms of $k$ is given by

$$
\begin{equation*}
k^{2}<4\left(\frac{\sqrt{n}}{\sqrt{2} \pi}-\frac{\delta g}{g} n\right) \equiv k_{0}^{2} \tag{26}
\end{equation*}
$$

The MI gain $\sigma \equiv|\operatorname{Im} \Omega|$ is plotted in Figure 2 versus $|k|$ and $\delta g / g$, for given density $n=40$ in panel (a), and versus $|k|$ and $n$, for given $\delta g / g=0.05$ in (b). It is easy to find from Equation (25) that the largest gain is attained at wavenumber

$$
\begin{equation*}
k_{\max }=\frac{k_{0}}{\sqrt{2}} \tag{27}
\end{equation*}
$$

with $k_{0}$ defined as per Equation (26). Note that Figure 2a includes the case of the self-attractive cubic nonlinearity, with $\delta g / g<0$, which naturally displays much stronger MI, as in this case it is driven by both the quadratic and cubic nonlinear terms. In fact, the extension of the MI chart to $\delta g / g<0$ makes it possible to compare the MI in the present system and its well-known counterpart in the setting with the fully attractive nonlinearity.

Comparing parameter values at which the QD solutions are predicted to appear, and the MI condition for the PW with the corresponding density, the MI is expected to provide a mechanism for the creation of the QDs. This is confirmed by direct simulations of the GP Equation (12), as shown in Figure 3. The PW with $n=10$ is taken as the input, so that it is subject to the MI for $\delta g / g=0.05$, as seen in Figure 2b. As shown in Figure 3, small initial perturbations trigger the emergence of multiple-QD patterns (chains) at $t \geq 100$. For these parameters, we get $k_{\max }=0.6508$ and $\sigma\left(k_{\max }\right)=0.2118$, which determines the wavelength of the fastest growing modulation, $\lambda=2 \pi / k_{\max } \approx 9.66$, and the growth-time scale, $\tau=2 \pi / \sigma\left(k_{\max }\right) \approx 30$. The number of the generated droplets in Figure 3 is
consistent with estimate $L / \lambda \simeq 10$, where $L=100$ is the size of the simulation domain. We have checked that the number of generated droplets is approximately given by $L / \lambda$ for other values of parameters as well. This dynamical scenario is similar to those observed in other models in the course of the formation of soliton chains by MI of PWs $[39,40]$. The long-time evolution in Figure 3a shows that the number of the droplets becomes smaller due to merger of colliding droplets into a single one, which agrees with dynamical properties of 1D QDs reported in [20].


Figure 2. Color-coded values of the MI gain, $\sigma=\operatorname{Im}(\Omega)$, are displayed for fixed $n=40$ in (a), and for fixed $\delta g / g=0.05$ in (b). Note that panel (a) covers both signs of the cubic nonlinearity, $\delta g>0$ and $\delta g<0$. Solid and dashed white curves represent the MI boundary (Equation (26)) and the peak value of the MI gain (Equation (27)), respectively.

To implement this mechanism of the generation of a chain of solitons in the experiment, i.e., make the density smaller than the critical value $n_{c}$, one may either apply interaction quench (by means of the Feshbach resonance), suddenly decreasing $\delta g / g$, as was done in recent experimental works for different purposes [21-23,48]. Another option, which is specific to the 1D setting, is sudden decrease of density $n$ by relaxing the transverse trapping.

### 3.2. The Two-Component Gross-Pitaevskii Model

In this section, we revert to the full two-component GP system Equation (7), aiming to explore the formation of QD states in it. The two-component setting may include parameter imbalance between the two components, as indicated theoretically [3] and observed experimentally [21-23,27]. Here, we present the analysis of asymmetric QDs in two cases: (i) the two-component GP system with different populations, $N_{1} / N_{2} \neq 1$, and equal intra-component coupling strength, $g_{1}=g_{2}$ (i.e., $P=1$, see Equation (8)), and (ii) the system with different intra-component coupling strengths, $g_{1} \neq g_{2}$ (i.e., $P \neq 1$ ). These options suggest a possibility to check the stability of the solutions of the symmetric system, reduced to the single-component form, against symmetry-breaking perturbations. That objective is relevant because, in the real experiment, scattering lengths of the self-interaction in the two components are never exactly equal [21-24]. We address, first, an asymmetric single-droplet solution, and, subsequently, MI of the PW states in the two-component system.

Because, as said above, solutions with mutually proportional components (written as $\phi_{1}=K \phi_{2}$ ) are possible solely in the strictly symmetric setting, asymmetric QDs cannot be found in an exact analytical form. As shown in Appendix B (see Equations (A6)-(A12)), asymptotic analytical solutions can be obtained for strongly asymmetric states, with one equation replaced by its linearized version. In this section, we chiefly rely on numerical solution of Equation (7).


Figure 3. A typical example of the MI development, starting from an unstable PW state, with density $n=10$ and $\delta g / g=0.05$, which is subject to the MI, pursuant to Figure 2. In (a), the spatiotemporal pattern of the evolution of the condensate density is shown. In the right-hand panels, cross sections of the density profiles are displayed at $t=100$ (b), $t=120$ (c), and $t=140$ (d). The simulations were performed in domain $-50<z<+50$ with 2500 grid points and periodic boundary conditions.

### 3.2.1. Asymmetric QDs with Unequal Populations $\left(N_{1} \neq N_{2}\right)$ for $g_{1}=g_{2}(P=1)$

In the system with $P=1$ (see Equation (8)), we calculated the droplet states as stationary solutions of Equation (7) by means of the imaginary-time-evolution method with the Neumann's boundary conditions, under the constraint that the norm is fixed in the first component, $\int_{-\infty}^{+\infty} d z\left|\psi_{1}(z)\right|^{2}=N_{1}$, while chemical potential $\mu_{2}$ is fixed in the other one, allowing its norm $N_{2}$ to vary.

Figure 4 displays essential features of weakly asymmetric droplets for $\delta g / g=0.05$ and fixed $N_{1}=100$. The symmetric (completely overlapping) solution with $N_{1}=N_{2}$ is found at $\mu_{1}=\mu_{2}=$ -0.88878 . When $\mu_{2}$ deviates from this value, profiles of the two components become slightly different, as shown in Figure 4a. The profiles of the droplet solution hardly change for different values of $\mu_{2}$, but Figure 4b demonstrates that, at $\mu_{2} \rightarrow-0, \psi_{2}$ develops small-amplitude extended tails, which are absent in $\psi_{1}$. Due to the contribution of the tails, the approach of $\mu_{2}<0$ towards zero leads to the increase of norm $N_{2}$, as seen in Figure 4c. Note that the growth of $N_{2}\left(\mu_{2}\right)$ at $\mu_{2} \rightarrow-0$ is opposite to the decay of the QD's norm in the single-component model at $\mu \rightarrow-0$, cf. Equation (15). At $\mu_{2} \geq 0$, the $\psi_{2}$
component undergoes delocalization, with its tails developing a nonzero background at $|z| \rightarrow \infty$, as seen in the density profile displayed in Figure 4 b for $\mu_{2}=0$, and norm $N_{2}\left(\mu_{2}\right)$ diverging at $\mu_{2} \rightarrow-0$ in Figure 4c.
(a)

(b)

(c)


Figure 4. (a) Stationary weakly asymmetric (with respect to the two components) solutions of Equation (7), obtained for $\mu_{2}=-0.4$ with fixed $N_{1}=100$. Dashed and solid curves display density profiles of the first $\left(n_{1}\right)$ and second $\left(n_{2}\right)$ components, respectively. (b) The semi-log plot of the density profiles of $n_{2}$ for $\mu_{2}=-0.4,-0.04$, and 0 at $z>0$. (c) Dependences of $N_{2}$ (black dots: the left vertical axis) and asymmetry parameter $\delta_{21}$, defined as per Equation (28) (the red dashed line pertaining to the right vertical axis), on $\mu_{2}$ for fixed $N_{1}=100$. The parameters are $P=1\left(g_{1}=g_{2}\right)$ and $\delta g / g=0.05$. The symmetric point with $N_{1}=N_{2}=100$ and $\delta_{21}=0$ corresponds to $\mu_{1}=\mu_{2}=-0.88878$.

In Figure 4 c , we also plot the parameter of the asymmetry between the two components, defined as

$$
\begin{equation*}
\delta_{21}=\frac{n_{2}(z=0)-n_{1}(z=0)}{n_{2}(z=0)+n_{1}(z=0)} \tag{28}
\end{equation*}
$$

It increases almost linearly with $\mu_{2}$, although its absolute value does not exceed 0.02 . Thus, the droplet tends to keep a nearly symmetric profile, with respect to the two components, in the symmetric system, even if the population imbalance is admitted. In fact, this circumstance makes the analysis self-consistent, as the use of the GP system with the LHY correction implies that the MF intra- and inter-component interactions nearly cancel each other, which is possible only if shapes of the two components are nearly identical.

### 3.2.2. Asymmetric QDs in the System with $P \neq 1\left(g_{1} \neq g_{2}\right)$

Next, we consider the QDs for $P \neq 1$, setting $P>1$ without loss of generality. Then, the MF energy is minimized for $n_{2}>n_{1}$; the situation with $n_{1}>n_{2}$ can be considered too, replacing $P$ by $P^{-1}$.

Following the procedure similar to that employed in Section 3.2.1, we produce QD solutions for $\delta g / g=0.05, N_{1}=100$, and several different values of $P$, varying $\mu_{2}$. In Figure 5a, we plot density profiles for three different values of $P$. Naturally, the difference of the two components increases with the increase of $P$. In Figure 5 b we display $N_{2}$ and parameter $\delta_{21}$ (see Equation (28)) of the asymmetric QDs for $P=1.25$ and 1.67. All these states have been checked to be stable in time-dependent simulations.

The density difference at the center of the droplet can be determined by the condition of the existence of the liquid phase in the free space. This condition is obtained by minimizing the grand-potential density $\mathcal{E}_{1 \mathrm{D}}-\mu_{1} \rho_{1}-\mu_{2} \rho_{2}$ [5,14], which leads to the zero-pressure condition,

$$
\begin{align*}
p\left(\rho_{1}, \rho_{2}\right) & =-\mathcal{E}_{1 \mathrm{D}}+\sum_{j=1,2}\left(\frac{\partial \mathcal{E}_{1 \mathrm{D}}}{\partial \rho_{j}}\right) \rho_{j} \\
& \equiv-\mathcal{E}_{1 \mathrm{D}}+\mu_{1} \rho_{1}+\mu_{2} \rho_{2}=0 \tag{29}
\end{align*}
$$

From this, we obtain relation

$$
\begin{equation*}
\frac{\left(\sqrt{g_{1}} \rho_{1}-\sqrt{g_{2}} \rho_{2}\right)^{2}}{2}+\frac{g \delta g\left(\sqrt{g_{2}} \rho_{1}+\sqrt{g_{1}} \rho_{2}\right)^{2}}{\left(g_{1}+g_{2}\right)^{2}}-\frac{\sqrt{m}}{3 \pi \hbar}\left(g_{1} \rho_{1}+g_{2} \rho_{2}\right)^{3 / 2}=0 \tag{30}
\end{equation*}
$$

which can be rewritten in the scaled form as

$$
\begin{equation*}
\frac{P+G P^{-1}}{2} n_{1}^{2}+\frac{P^{-1}+G P}{2} n_{2}^{2}+(G-1) n_{1} n_{2}=\frac{1}{3 \pi}\left(P n_{1}+\frac{n_{2}}{P}\right)^{3 / 2} \tag{31}
\end{equation*}
$$

For given $n_{1}$, we solved Equation (31) to find the respective value of $n_{2}$, which is shown in Figure 6 for $\delta g / g=0.05$ and several values of $P$. There are two branches of the solutions, that enclose the negative-pressure region, in which QDs may exist. The maximum value of $n_{j}$ at the tip of the negative-pressure region corresponds to the density in the droplet's FT segment. The ascending negative-pressure region for each $P$ nearly follows relation $n_{2}=P n_{1}$, which is derived by the minimization condition for the dominant first term in Equation (30) It is seen that a larger difference in the profiles of the two components occurs for larger $P$, as expected. Also, for given $n_{1}$, the negative-pressure region becomes wider with respect to $n_{2}$ for larger $P$ (note that the figure displays a $\log -\log$ plot).


Figure 5. (a) Stationary solutions of Equation (7), obtained for $\delta g / g=0.05$ and $N_{1}=100$. From the left panel to the right one, the parameter in Equation (8) is $P=1.25,1.67$, and 2.5 , and the chemical potential for the second component is $\mu_{2}=-0.018,-0.011$, and -0.006 , respectively, just below the threshold above which the tails of $\psi_{2}$ extend to infinity. Dashed and solid curves represent the density of the first $\left(n_{1}\right)$ and second $\left(n_{2}\right)$ components. (b) Dependences of $N_{2}$ (black dots: the left vertical axis) and asymmetry parameter $\delta_{21}$, defined as per Equation (28) (the red dashed line pertaining to the right vertical axis), on $\mu_{2}$ for fixed $N_{1}=100$ and $P=1.25$ or $P=1.67$.

As the QDs have a finite norm, it is relevant to characterize the asymmetry in terms of the norm, rather than density. Here, we aim to find a largest value of the norm difference,

$$
\begin{equation*}
\Delta_{21}=\left(N_{2}-N_{1}\right) / N_{\mathrm{T}}, \tag{32}
\end{equation*}
$$

where $N_{T}=N_{1}+N_{2}$ is the total norm, which admits the existence of the QDs. For given $N_{1}$, we obtain the upper bound for $N_{2}$ above which the solution becomes delocalized, and calculate the corresponding critical value of $\Delta_{21}$. The results are shown in Figure 7. For the system with $P=1$, the curve demonstrates an empirical dependence $\Delta_{21} \propto N_{T}^{-\alpha}$ with exponent $\alpha \approx 0.58$. Accordingly, the asymmetry tends to vanish asymptotically for very "heavy" droplets, at $N_{T} \rightarrow \infty$. As the system becomes slightly asymmetric, with $P=1.25$, exponent $\alpha$ is significantly reduced for small $N_{\mathrm{T}}$, and converges to a certain finite value at $N_{T} \rightarrow \infty$. Thus, it is again confirmed that values $P>1$ maintain conspicuous asymmetry between the QD's components. Finally, strongly asymmetric non-FT (Gaussian-shaped [20]) solutions can be obtained in an approximate analytical form for any value of $P$, as shown in Appendix C.


Figure 6. The negative-pressure region in the ( $n_{1}, n_{2}$ ) plane for $\delta g / g=0.05$ and values of asymmetry parameter in Equation (8) $P=1$ (the solid curve), 1.25 (dashed), 2.5 (dashed-dotted), and 10 (dotted). Boundaries are determined by the zero-pressure condition, as given by Equation (31). The negative pressure, at which localized states may exist, occurs inside the boundaries. Thin lines represent relation $n_{2}=P n_{1}$.


Figure 7. The inverse of the largest relative norm difference $\Delta_{21}$, up to which the asymmetric droplets exist (see Equation (32)), shown as a function of the total number, $N_{\mathrm{T}}$, at different values of asymmetry parameter of Equation (8). Here we set $\delta g / g=0.05$.

### 3.2.3. The MI of the Asymmetric PW States

The MI of two-component asymmetric PWs is a relevant subject too. Such solutions are written as $\psi_{j}(z, t)=\sqrt{n_{j}} e^{-i \mu_{j} t},(j=1,2)$. The substitution of this in Equation (7) yields

$$
\begin{align*}
& \mu_{1}=\left(P+G P^{-1}\right) n_{1}+(-1+G) n_{2}-\frac{P}{\pi} \sqrt{P n_{1}+\frac{n_{2}}{P}} \\
& \mu_{2}=\left(P^{-1}+G P\right) n_{2}+(-1+G) n_{1}-\frac{1}{\pi P} \sqrt{P n_{1}+\frac{n_{2}}{P}} . \tag{33}
\end{align*}
$$

Accordingly, in the symmetric system with $P=1$, densities of the asymmetric PW state are expressed in terms of the chemical potentials as

$$
n_{j}=\frac{1}{4}\left[\frac{1}{\pi^{2} G^{2}}+\frac{\mu_{1}+\mu_{2}}{G}+(-1)^{j+1}\left(\mu_{1}-\mu_{2}\right)\right] \pm \frac{\sqrt{1+2 \pi^{2} G\left(\mu_{1}+\mu_{2}\right)}}{4 \pi^{2} G^{2}}
$$

We introduce the perturbation around the PW states as

$$
\begin{gather*}
\psi_{j}(z, t)=\left[\sqrt{n_{j}}+\delta \psi_{j}(z, t)\right] e^{-i \mu_{j} t},  \tag{34}\\
\delta \psi_{j}=\zeta_{j} \cos (k z-\Omega t)+i \eta_{j} \sin (k z-\Omega t), \tag{35}
\end{gather*}
$$

with infinitesimal amplitudes $\zeta_{j}$ and $\eta_{j}$, cf. Equation (24). The substitution of this in Equation (7) and the linearization with respect to $\zeta_{j}$ and $\eta_{j}$ yields the dispersion equation for the perturbation:

$$
\begin{equation*}
\Omega_{ \pm}^{2}=\frac{k^{2}}{4}\left[k^{2}+2\left(P_{1}+P_{2}-Q_{1}-Q_{2}\right)\right] \pm \frac{k^{2}}{2} \sqrt{\left(P_{1}-P_{2}-Q_{1}+Q_{2}\right)^{2}+4(R-S)^{2}} \tag{36}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{1}=\left(P+G P^{-1}\right) n_{1}, \quad P_{2}=\left(P^{-1}+G P\right) n_{2} \\
Q_{1}=\frac{P^{2} n_{1}}{2 \pi \sqrt{P n_{1}+P^{-1} n_{2}}}, \quad Q_{2}=\frac{P^{-2} n_{2}}{2 \pi \sqrt{P n_{1}+P^{-1} n_{2}}}  \tag{37}\\
R=(-1+G) \sqrt{n_{1} n_{2}}, \quad S=\frac{\sqrt{n_{1} n_{2}}}{2 \pi \sqrt{P n_{1}+P^{-1} n_{2}}}
\end{gather*}
$$

For $P=1$ and $n_{1}=n_{2}$, these results reproduce Equation (25) for the $\Omega_{-}$branch. A parameter region in which at least one squared eigenfrequency $\Omega_{ \pm}^{2}$ is negative gives rise to the MI of the two-component state.

### 3.2.4. The MI for $P=1$

In Figure 8, we plot the gain spectrum $\sigma=\operatorname{Im}(\Omega)$ for the asymmetric PWs in the symmetric system with $P=1$ and $\delta g / g=0.05$, in the plane of wavenumber $k$ and density ratio $n_{12}=n_{2} / n_{2}$. For the consistency with the single-component situation displayed in Figure 3, we here fix the total density as $\left(n_{1}+n_{2}\right) / 2=10$. For given $n_{12}$, the MI occurs at $|k|<k_{0}$, and the gain attains its maximum at $k=k_{\max }=k_{0} / \sqrt{2}$. The largest gain is obtained at equal densities, $n_{12}=1$. Both the $k$-band of the instability and magnitude of the gain slowly decrease as the deviation of $n_{12}$ from unity increases. This means that the MI occurs in the PW states with a large density difference, thus giving rise to the formation of solitons with large asymmetry even for equal intra-component MF interaction strengths, $P=1$ (see Equation (8)).


Figure 8. Color-coded values of the MI gain, $\sigma=\operatorname{Im}(\Omega)$, for asymmetric PW , as calculated from Equation (36) in the plane of wave number $|k|$ and density ratio $n_{12}=n_{1} / n_{2}$, are displayed for (a) $P=1$ and (b) $P=1.25$ with fixed $\delta g / g=0.05$ and $\left(n_{1}+n_{2}\right) / 2=10$. The solid and dashed white curves represent the MI boundary $k=k_{0}$ and the peak value of the MI gain at $k=k_{\max }=k_{0} / \sqrt{2}$, respectively. In (c), we plot $\sigma\left(k_{\max }\right)$ (circles) and $n_{12}^{\max }$ (triangles) versus $P$.

In Figure 9 we display typical examples of the numerically simulated development of the MI in the symmetric two-component system with $P=1$ and population imbalance. Figure 9 a shows the evolution of central-point values of the density of the first component, $n_{1}(z=0)$, for different values of the density ratio, $n_{12}=n_{1} / n_{2}$. Time required for the actual onset of the instability increases with the increase in $n_{12}$, as is clearly shown by the density-plot evolution in Figure 9d,e for $n_{12}=1$ and Figure $9 \mathrm{f}, \mathrm{g}$ for $n_{12}=9$. This observation can be understood in terms of the MI gain $\sigma$, as shown in Figure 8 c , where $\sigma$ at $k=k_{\max }$ becomes smaller with increasing $n_{12}$.

Spatial profiles at fixed time, which are plotted in Figure 9b,c for these two cases, show fragmentation of the profiles into sets of localized structures. The decrease in the number of fragments with the increase of $n_{12}$ is explained by the decrease of $k_{\max }$, see Figure 8 a. For $n_{12}=1$, the results are the same as in the single-component case, as coinciding profiles in the two components of the symmetric system are stable against spontaneous symmetry breaking. On the other hand, when $n_{12} \neq 1$ an in-phase two-component localized structure appears, keeping the initial density imbalance. Since one can select an arbitrary ratio of densities of the two components for the initial PW state, a highly asymmetric structure, like the one displayed in Figure 9 c , may emerge even for $P=1$, as a result of the MI-induced nonlinear evolution.

### 3.2.5. The MI for $P \neq 1$

Figure 8 b represents the MI gain for $P=1.25$ and a fixed total density, $\left(n_{1}+n_{2}\right) / 2=10$, in the case of slightly different strengths of the intra-component repulsion. The peak value of the MI gain is attained at $n_{12}=n_{12}^{\max }=0.577$, below the equal-densities point $n_{12}=1$. This is consistent with the fact that, at $P>1$, unequal values $n_{1}<n_{2}$ are suitable to the formation of an asymmetric soliton structure, as seen in Figure 5a. In Figure 8c, we plot the peak MI gain, $\sigma\left(k_{\max }\right)$, along with the respective value of the density ratio, $n_{12}^{\max }$, as a function of $P$. Value $n_{12}^{\max }$ monotonously decreases as a function of $P$, while the peak gain attains a minimum at $P=1$.

In Figure 10, we present the development of the MI in the two-component system for $P=1.25$ and a fixed total density, $\left(n_{1}+n_{2}\right) / 2=10$. Figure 10a displays the evolution of the central-point density of the first component, $n_{1}(z=0)$, for different values of the density ratio, $n_{12}=n_{1} / n_{2}$. It shows that time required for the development of the MI increases with the increase in the asymmetry of the density. This is also made evident by the density plots of the temporal evolution of the first component, shown in Figure 10e-g. This result is consistent with Equation (36), which shows a decrease of the MI gain with the increase of the asymmetry even for $P \neq 1$. Spatial profiles at fixed time, displayed in Figure 10b-d, show fragmentation of the profiles. Figure 10c clearly indicates that,
even for $n_{12}=1$, the MI generates asymmetric droplet-like structures similar to Figure 5a, where the complete overlapping of the two densities does not occur.


Figure 9. Numerically simulated development of the MI of asymmetric PW states in the two-component system, with $P=1$ and $\delta g / g=0.05$. The initial PW states are taken with fixed total density, $\left(n_{1}+n_{2}\right) / 2=10$. (a) The evolution of the central density of the first component, $n_{1}(z=0)$, for different density ratios in the two components, $n_{12}=n_{1} / n_{2}$. (b,c) Snapshots of density profiles for the cases of (b) $n_{12} \equiv n_{1} / n_{2}=1$ at $t=200$ and (c) $n_{12}=9$ at $t=400$. Panels ( $\mathbf{d}, \mathbf{e}$ ) and ( $\mathbf{f}, \mathbf{g}$ ) are top views of the spatiotemporal evolution of the densities, $n_{1}(z, t)$ and $n_{2}(z, t)$, for $n_{12}=1$ and $n_{12}=9$, respectively. Simulations were performed in the domain $-50 \leq z \leq+50$ with 2048 grid points, subject to periodic boundary conditions. In this figure and in Figure 10, the scaled time unit corresponds to $\sim 1 \mu \mathrm{~s}$ in physical units.


Figure 10. Numerically simulated development of the modulational instability in the two-component system with $\delta g / g=0.05$ and $P=1.25$. The initial PW states are taken with a fixed total density, $\left(n_{1}+n_{2}\right) / 2=10$. (a) The evolution of the central density of the first component, $n_{1}(z=0)$, for different density ratios in the two components, $n_{12}=n_{1} / n_{2}$. (b-d) Snapshots of density profiles for the cases of (b) $n_{12} \equiv n_{1} / n_{2} \sim 0.1$ at $t=300$, (c) $n_{12}=1$ at $t=200$ and (d) $n_{12}=9$ at $t=600$. Panels (e-g) represent the top view of the spatiotemporal evolution of the densities, $n_{1}(z, t)$, corresponding to ( $\mathbf{b}-\mathbf{d}$ ), respectively (the evolution of $n_{2}(z, t)$ shows similar patterns). Simulations were performed in the domain $-50 \leq z \leq+50$ with 2048 grid points, subject to periodic boundary conditions.

## 4. Conclusions

The main purpose of this work is to associate the MI (modulation instability) of plane waves (PWs) to the mechanism of the creation of QDs (quantum droplets) in the system described by the coupled GP (Gross-Pitaevskii) equations including the LHY (Lee-Huang-Yang) terms in the 1D setting. This system is the model of weakly interacting binary Bose gases with approximately balanced interactions between the intra-component self-repulsion and the inter-component attraction. We have investigated, analytically and numerically, the MI of the lower branch of PW states in both symmetric (effectively single-component) and asymmetric (two-component) GP systems, and ensuing formation of a chain of droplet-like states. In particular, numerical solution for QDs which are
asymmetric with respect to the two components are obtained, both in the system with equal repulsion strengths but unequal populations in the two components, and in the one with different self-repulsion strengths. The results corroborate that the previously known symmetric states are robust against symmetry-breaking disturbances.

These predictions can be tested experimentally by preparing uniform binary Bose gases with equal or different densities of two components, and suddenly reducing the strength of the effective MF (mean-field) interaction by means of the Feshbach-resonance quench, in order to enhance the relative strength of the LHY terms. In particular, for typical values of physical parameters, an estimate of the characteristic time of the modulation instability growth for typical values of the physical parameters is $\sim 1 \mu \mathrm{~s}$. This time is much smaller than a typical lifetime of the droplet, which is $\gtrsim 100 \mu \mathrm{~s}$ [21-23,27], thus making the observation of the MI feasible. The present analysis being restricted to the 1D setting, effects of the tight transverse confinement and crossover to the 3D configuration [12,44,45] deserves further consideration.
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## Appendix A. Other Exact Solutions for the Single-Component GP Equation

Here we briefly list other types of exact solutions of the single-component Equation (12), in addition to the FT and PW solutions in Equations (13) and (22) which were considered in detail above (solutions to Equation (12) in the form of dark and anti-dark solitons were reported in [46]).The stability of a majority of these solutions is not addressed here, as it should be a subject for a separate work.

## Appendix A.1. $\delta g / g>0$

In the case of comparable quadratic self-attraction and cubic repulsion in Equation (12) with $\delta g>0$, exact spatially-periodic solutions with odd parity can be expressed in terms of the Jacobi's elliptic sine, whose modulus $q$ is an intrinsic parameter of the family:

$$
\begin{equation*}
\psi(z, t)=\exp \left(-i \mu_{\mathrm{sn}} t\right)[A \operatorname{sn}(\beta z, q)+B], \tag{A1}
\end{equation*}
$$

where

$$
B=\frac{\sqrt{2}}{3 \pi} \frac{g}{\delta g}>0, \quad A=\sqrt{\frac{2}{1+q^{2}}} B>0, \quad \mu_{\mathrm{sn}}=-2 \frac{\delta g}{g} B^{2}<0, \quad \beta^{2}=\frac{2}{\left(1+q^{2}\right)} \frac{\delta g}{g} B^{2} .
$$

In the limit of $q \rightarrow 1$, Equation (A1) goes over into the kink (the same as found in [46]),

$$
\begin{equation*}
\psi(z, t)=\exp \left(-i \mu_{\mathrm{kink}} t\right)[A \tanh (\beta z)+B] \tag{A2}
\end{equation*}
$$

with parameters

$$
A=B=\frac{\sqrt{2}}{3 \pi} \frac{g}{\delta g}>0, \quad \mu_{\text {kink }}=-2 \frac{\delta g}{g} B^{2}, \quad \beta^{2}=\frac{\delta g}{g} B^{2} .
$$

Appendix A.2. $\delta g / g<0$
In the case when the inter-species MF attraction is stronger than the intra-species repulsion, resulting in $\delta g<0$, spatially-periodic solutions are expressed in terms of even Jacobi's elliptic functions, $\operatorname{dn}(x, q)$ and $\mathrm{cn}(x, q)$. First, it is

$$
\begin{equation*}
\psi(z, t)=\exp \left(-i \mu_{\mathrm{dn}} t\right)[A \operatorname{dn}(\beta z, q)+B] \tag{A3}
\end{equation*}
$$

with the elliptic modulus taking all values $0<q<1$, other parameters being

$$
B=\frac{\sqrt{2}}{3 \pi} \frac{g}{\delta g}<0, \quad A=-\sqrt{\frac{2}{2-q^{2}}} B>0, \quad \mu_{\mathrm{dn}}=-2 B^{2} \frac{\delta g}{g}>0, \quad \beta^{2}=-\frac{2}{\left(2-q^{2}\right)} \frac{\delta g}{g} B^{2}
$$

The second solution is expressed in terms of the elliptic cosine, with $q^{2}>1 / 2$ :

$$
\begin{gather*}
\psi(z, t)=\exp \left(-i \mu_{\mathrm{cn}} t\right)[A \operatorname{cn}(\beta z, q)+B]  \tag{A4}\\
B=\frac{\sqrt{2}}{3 \pi} \frac{g}{\delta g}<0, \quad A=-\sqrt{\frac{2}{2 q^{2}-1}} B>0, \quad \mu_{c n}=-2 \frac{\delta g}{g} B^{2}>0, \quad \beta^{2}=-\frac{2}{\left(2 q^{2}-1\right)} \frac{\delta g}{g} B^{2} .
\end{gather*}
$$

In the limit of $q \rightarrow 1$, both solutions in Equations (A3) and (A4) carry over into a state of the "bubble" type [49], which changes the sign at two points (the same solution was reported as an "W-shaped soliton" in [46]):

$$
\begin{equation*}
\psi(z, t)=\exp \left(-i \mu_{\text {bubble }} t\right)[A \operatorname{sech}(\beta z)+B] \tag{A5}
\end{equation*}
$$

with parameters

$$
B=\frac{\sqrt{2}}{3 \pi} \frac{g}{\delta g}<0, \quad A=-\sqrt{2} B>0, \quad \mu_{\text {bubble }}=\beta^{2}=-2 \frac{\delta g}{g} B^{2}>0
$$

## Appendix B. Analytical Solutions for Strongly Asymmetric Fundamental and Dipole States

Here we consider analytical solutions of Equation (7) with strong asymmetry, $N_{1} \ll N_{2}$, which can be found under small-amplitude conditions, $n_{1}(z=0) \ll n_{2}(z=0) \ll n_{0}$. Then, cubic terms may be neglected in Equation (7), and approximation $\sqrt{P\left|\psi_{1}\right|^{2}+P^{-1}\left|\psi_{2}\right|^{2}} \approx P^{-1 / 2}\left|\psi_{2}\right|$ is used to simplify Equation (7) to the following equations for stationary states in Equation (9):

$$
\begin{align*}
& \mu_{1} \phi_{1}=-\frac{1}{2} \frac{d^{2} \phi_{1}}{d z^{2}}-\frac{\sqrt{P}}{\pi} \phi_{2} \phi_{1}  \tag{A6}\\
& \mu_{2} \phi_{2}=-\frac{1}{2} \frac{d^{2} \phi_{2}}{d z^{2}}-\frac{1}{\pi P^{3 / 2}} \phi_{2}^{2} \tag{A7}
\end{align*}
$$

Although this case is somewhat formal, in terms of the underlying concept of the quantum droplets, which is essentially based on the competition of residual MF and LHY terms, it is interesting to consider it too.

The soliton solution of Equation (A7) is obvious,

$$
\begin{equation*}
\phi_{2}(z)=\frac{3 \pi}{2}\left(-\mu_{2}\right) \frac{P^{3 / 2}}{\cosh ^{2}\left(\sqrt{-\mu_{2} / 2} z\right)} \tag{A8}
\end{equation*}
$$

where the solution in Equation (13) takes essentially the same form in the limit of $|\mu| \ll \mu_{0}$. Then, the substitution of Equation (A8) in Equation (A6) makes it tantamount to the linear Schrödinger
equation with the Pöschl-Teller potential [50]. The ground-state (GS) solution of Equation (A6) for $\phi_{1}$, with arbitrary amplitude $\phi_{1}^{(0)}$,

$$
\begin{equation*}
\left(\phi_{1}(z)\right)_{\mathrm{GS}}=\frac{\phi_{1}^{(0)}}{\left[\cosh \left(\sqrt{-\mu_{2} / 2} z\right)\right]^{\gamma}} \tag{A9}
\end{equation*}
$$

exists with

$$
\begin{equation*}
\gamma=\frac{1}{2}\left(\sqrt{24 P^{2}+1}-1\right) \tag{A10}
\end{equation*}
$$

and eigenvalue

$$
\begin{equation*}
\left(\mu_{1}\right)_{\mathrm{GS}}=\left(\sqrt{24 P^{2}+1}-1\right)^{2} \frac{\mu_{2}}{16} . \tag{A11}
\end{equation*}
$$

In this case, the QD solutions are quasi-Gaussian objects [20]. Note that, in the symmetric system with $P=1$, Equations (A10) and (A11) yield $\gamma=2$ and $\left(\mu_{1}\right)_{\mathrm{GS}}=\mu_{2}$, i.e., the eigenmode and eigenvalue coincide with their counterparts in the soliton solution in Equation (A8), while they are different in the asymmetric system, the GS level lying below or above the chemical potential of soliton in Equation (A8) at $g_{1}>g_{2}$ and $g_{1}<g_{2}$, respectively.

In Figure A1 we compare a typical asymptotic solution given by Equations (A8) and (A9) with a numerically obtained GS solution for the same values of the parameters. It is seen that the analytical and numerical results match well.


Figure A1. Comparison of the asymptotic analytical solutions, given by Equations (A8) and (A9), with their numerically obtained counterparts. The density of the first $\left(n_{1}\right)$ and second $\left(n_{2}\right)$ components are displayed in top and bottom panels, respectively. Solid blue lines represent the numerical results, while dashed red lines represent the analytical solution. Here, parameters are $\delta g / g=0.05, N_{1}=$ $0.0001067, N_{2}=0.0148044$ and $\left(\mu_{2}\right)_{\mathrm{GS}}=\mu_{2}=-0.005$.

Further, it is also possible to produce the first excited state of Equation (A6) in the form of the dipole (antisymmetric) mode with an arbitrary amplitude:

$$
\begin{equation*}
\left(\phi_{1}(z)\right)_{\operatorname{dip}}=\frac{\phi_{1}^{(0)} \sinh \left(\sqrt{-\mu_{2} / 2} z\right)}{\left[\cosh \left(\sqrt{-\mu_{2} / 2} z\right)\right]^{\gamma}} \tag{A12}
\end{equation*}
$$

where $\gamma$ is the same as in Equation (A10), the respective eigenvalue being

$$
\begin{equation*}
\left(\mu_{1}\right)_{\mathrm{dip}}=\left(\sqrt{24 P^{2}+1}-3\right)^{2} \frac{\mu_{2}}{16} \tag{A13}
\end{equation*}
$$

which is obviously higher than its GS counterpart in Equation (A11) (at $P=1$, Equation (A13) yields $\left(\mu_{1}\right)_{\text {dip }}=\mu_{2} / 4$, and $\left(\mu_{1}\right)_{\text {dip }}$ falls below $\mu_{2}$ for $P>\sqrt{2}$ ). Unlike the GS, the dipole mode exists not
at all values of $P$, but only for $P>\sqrt{1 / 3}$. Exactly at $P=\sqrt{1 / 3}$, one has $\left(\mu_{1}\right)_{\operatorname{dip}}=0$, and the dipole mode in Equation (A12), with $\gamma=1$, is a delocalized one, $\sim \tanh \left(\sqrt{-\mu_{2} / 2} z\right)$.

Linear Schrödinger Equation (A6) with the Pöschl-Teller potential may give rise to higher bound states of integer order $v$ as well, with eigenvalues

$$
\begin{equation*}
\left(\mu_{1}\right)_{v}=\left(\sqrt{24 P^{2}+1}-(1+2 v)\right)^{2} \frac{\mu_{2}}{16} \tag{A14}
\end{equation*}
$$

where $v=0$ and 1 correspond to Equations (A11) and (A13), respectively, the $v$-th spate existing at $P^{2}>v(v+1) / 6$. The number of such solutions is always finite.

Unlike solutions considered in Appendices A and C, the stability of the solutions given by Equations (A8)-(A14) is obvious.

## Appendix C. Other Exact Solutions in the Case of $N_{1} \ll N_{2}$

Here we provide periodic solutions to the semi-linear system of Equations (A6) and (A7) in terms of Jacobi elliptic functions. In the limit of $q \rightarrow 1$, they go over into solutions given in the main text, in the form of Equations (A8), (A9), and (A12).

## Appendix C.1. Solution of Equation (A7)

An exact periodic solution of Equation (A7) with the quadratic nonlinearity is

$$
\begin{equation*}
\phi_{2}=A\left[\operatorname{dn}^{2}(\beta z, q)+p\right], \tag{A15}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta^{2}=-\frac{\mu_{2}}{2 \sqrt{1-q+q^{2}}}, \quad A=-\frac{3 \pi \mu_{2} p^{3 / 2}}{2 \sqrt{1-q+q^{2}}}, \quad p=\frac{-(2-q)+\sqrt{1-q+q^{2}}}{3} . \tag{A16}
\end{equation*}
$$

In the limit of $q \rightarrow 1$, the solution in Equation (A15) goes over into the solution in Equation (A8). Note that $p$ is vanishing in this limit, according to Equation (A16).

## Appendix C.2. Solutions of Equation (A6)

We now show that, with $\phi_{2}$ given by Equation (A15), linear Equation (A6) $\phi_{1}$ has several particular solutions depending on the value of $P$.

Solutions For $P^{2}=1 / 3$

## Appendix C.2.1. Solution I

It is easy to check that

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{dn}(\beta z, q) \tag{A17}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=\frac{1}{3}, \quad \mu_{1}=\left(\frac{\mu_{2}}{12}\right) \frac{2-q+2 \sqrt{1-q+q^{2}}}{\sqrt{1-q+q^{2}}} .
$$

Appendix C.2.2. Solution II

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{cn}(\beta z, q) \tag{A18}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=\frac{1}{3}, \quad \mu_{1}=\left(\frac{\mu_{2}}{12}\right) \frac{2 q-1+2 \sqrt{1-q+q^{2}}}{\sqrt{1-q+q^{2}}} .
$$

In the limit of $q \rightarrow 1$, solutions I and II go over into the solution Equation (A9) with $\gamma=1$ and $\mu_{1}=\mu_{2} / 4$.

Appendix C.2.3. Solution III

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{sn}(\beta z, q) \tag{A19}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=\frac{1}{3}, \quad \mu_{1}=\left(\frac{\mu_{2}}{12}\right) \frac{2 \sqrt{1-q+q^{2}}-(1+q)}{\sqrt{1-q+q^{2}}}
$$

In the limit of $q \rightarrow 1$, solution III goes over into the solution Equation (A12) with $\gamma=1$ and $\mu_{1}=0$.
Solutions for $P^{2}=1$.
Appendix C.2.4. Solution IV
It is easy to check that

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)}\left[\mathrm{dn}^{2}(\beta z, q)+p\right] \tag{A20}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=1, \quad \mu_{1}=\mu_{2}
$$

Appendix C.2.5. Solution V

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{cn}(\beta z, q) \operatorname{dn}(\beta z, q) \tag{A21}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=1, \quad \mu_{1}=\left(\frac{\mu_{2}}{2}\right) \frac{q+\sqrt{1-q+q^{2}}}{\sqrt{1-q+q^{2}}}
$$

In the limit $q=1$, solutions IV and V go over into solution Equation (A9) with $\gamma=2$ and $\mu_{1}=\mu_{2}$.
Appendix C.2.6. Solution VI

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{sn}(\beta z, q) \operatorname{dn}(\beta z, q) \tag{A22}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=1, \quad \mu_{1}=\left(\frac{\mu_{2}}{4}\right) \frac{3(1-q)+\sqrt{1-q+q^{2}}}{\sqrt{1-q+q^{2}}}
$$

Appendix C.2.7. Solution VII

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)} \operatorname{sn}(\beta z, q) \operatorname{cn}(\beta z, q) \tag{A23}
\end{equation*}
$$

is an exact solution to Equation (A6), provided that

$$
P^{2}=1, \quad \mu_{1}=\left(\frac{\mu_{2}}{4}\right) \frac{2 \sqrt{1-q+q^{2}}-(2-q)}{\sqrt{1-q+q^{2}}} .
$$

In the limit of $q \rightarrow 1$, solutions VI and VII go over into Equation (A12), with $\gamma=2$ and $\mu_{1}=\mu_{2} / 4$.
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#### Abstract

We show that the axial symmetry of the Bychkov-Rashba interaction can be exploited to produce electron spin-flip in a circular quantum dot, without lifting the time reversal symmetry. In order to elucidate this effect, we consider ballistic electron transmission through a two-dimensional circular billiard coupled to two one-dimensional electrodes. Using the tight-binding approximation, we derive the scattering matrix and the effective Hamiltonian for the considered system. Within this approach, we found the conditions for the optimal realization of this effect in the transport properties of the quantum dot. Numerical analysis of the system, extended to the case of two-dimensional electrodes, confirms our findings. The relatively strong quantization of the quantum dot can make this effect robust against the temperature effects.
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## 1. Introduction

Spin-polarized transport in semiconductor nanostructures attracts a continuous experimental and theoretical attention due to great interests for both basic research and device applications (see for a review [1-3]). Indeed, apart fundamental aspects related to the origin of spin current in nanosystems, the inversion of spin polarization is necessary, for example, for operation of spin-based logic elements. The inversion of spin polarization can be achieved in an external AC field with the aid of the electron spin resonance (see, for example, [4]), or by the lifting the spin degeneracy by means of a magnetic field that induces the Zeeman splitting (e.g., [5]). The spin currents can be inverted also by mechanical strain of a silicene [6]. Periodically rippled graphene can as well invert the polarized spin current, by changing the electron flow direction through the system [7].

One of the main requirements for device operability is the efficient manipulation of spin-polarized currents in a semiconductor structure. An additional condition for device applications is that a polarized current should be generated by means of all-electrical methods. In particular, a remarkable progress has been achieved in all-electrical injection from ferromagnetic contacts [8,9] and $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ [10]. Alternatively to the injection, a spin-orbit interaction (SOI) present in semiconductors provides a natural mechanism to manipulate the spin (e.g., [11-14]). In particular, the electrical field, caused by the structure inversion asymmetry of the heterostructure, gives rise to the Bychkov-Rashba term [15,16]. The strength of this interaction can be controlled by means of an applied electric field [17-19]. It should be mentioned that the Rashba interaction is one of the basic ingredients in the physics of Majorana fermions [20-22]. This physics is based on two superconducting electrodes electrically connected to a semiconductor nanowire with strong Rashba coupling, and a uniform magnetic field. The explosive activity in this direction includes among many proposals as well the use
of high-temperature cuprate superconductors [23] and exotic pairs of parafermions without magnetic field [24] to create Majorana zero modes for quantum computing applications (e.g., [25-27]).

Several proposals rely on the SOI as the basic mechanism to achieve a spin filtering effect in low-dimensional semiconductor structures [28-31]. In fact, it might allow for an all-electrical spin-polarized current generation. The relatively small energy scale, produced by the SOI, presents, however, a major obstacle for technological applications. Indeed, the spin splitting induced by the SOI in typical semiconductor alloys can reach a few $\mathrm{meV}[17,18]$. This scale stipulates certain restrictions on the choice of nanosystems that would be enabled to overcome the impact of thermal effects. It is well known that wide gap semiconductors (e.g., GaAs) possess a relatively weak spin-orbit interaction. In contrast, narrow gap semiconductors own strong spin-orbit couplings as well as g factors. These two factors guide the choice of most favorable materials, especially, in view of the Majorana physics. The latter question is, however, beyond the scope of the present paper, and we leave this problem for future. The main result of the present paper is that the symmetry of a circular quantum dot can be used to obtain the robust mechanism to inverse $z$-component of spin-polarized current for non-magnetic metallic contacts.

## 2. Symmetry of Rashba SOI

It is well known that the invariance of the SOI with respect to the time-reverse operation leads to the Kramers degeneracy (e.g., [32]). Therefore, any system, where the SOI is the only spin-dependent term, will exhibit this two-fold degeneracy. Explicitly, the time reversal symmetry is obtained by inverting both spin and momentum operators. The resulting states, although degenerated in energy, are distinguished by an opposite orbital motion and an opposite spin orientation.

To employ this fundamental feature, we consider a two-dimensional (2D) semiconductor quantum dot (QD) with a circular confinement and the Rashba spin-orbit interaction. In the effective mass approximation for the conduction band, the Hamiltonian can be written as $\hat{H}=\sum_{i=1}^{N} \hat{h}_{i}$, with the single-particle Hamiltonian taken in the form

$$
\begin{equation*}
\hat{h}=\hat{\mathcal{H}}_{0}+\hat{\mathcal{H}}_{R}=\frac{\hat{p}_{x}^{2}+\hat{p}_{y}^{2}}{2 m^{*}}+V_{\text {ext }}(r)+\hat{\mathcal{H}}_{R} \tag{1}
\end{equation*}
$$

where $m^{*}$ is the electron effective mass and $V_{\text {ext }}(r)$ is an external rotationally symmetric potential. We consider the limit of the weak Coulomb interaction, when the external potential dominates in electron properties (e.g., [33]). The Bychkov-Rashba interaction has the form: $\hat{\mathcal{H}}_{R}=\tilde{\alpha}\left(\hat{p}_{y} \sigma_{x}-\hat{p}_{x} \sigma_{y}\right) / \hbar$. The strength parameter $\tilde{\alpha}$ depends strongly on the material, reaching its maximum value for narrow gap III-V semiconductor alloys. For instance, typical values of $\tilde{\alpha}=10-40 \mathrm{meV} \times \mathrm{nm}$ have been experimentally determined for different InAs-based structures [28,29,34]. An important feature is that the Bychkov-Rashba interaction preserves the axial symmetry, i.e., $\left[\hat{\mathcal{H}}_{R}, \hat{J}_{z}\right]=0$, where $\hat{J}_{z}=\hat{L}_{z}+\hat{s}_{z}$. Therefore, the full Hamiltonian obeys the conservation law $\left[\hat{H}, \hat{J}_{z}\right]=0$.

In the dimensionless cylindrical coordinates $r=\sqrt{x^{2}+y^{2}} / d$ and $\phi=\arctan (y / x)$ the Hamiltonian (1) takes the form

$$
\begin{align*}
\hat{h}= & -\Delta+V(r)+\alpha\left[\left(\begin{array}{cc}
0 & e^{-\mathrm{i} \phi} \\
-e^{\mathrm{i} \phi} & 0
\end{array}\right) \frac{\partial}{\partial r}\right. \\
& \left.-\frac{\mathrm{i}}{r}\left(\begin{array}{cc}
0 & e^{-\mathrm{i} \phi} \\
e^{\mathrm{i} \phi} & 0
\end{array}\right) \frac{\partial}{\partial \phi}\right] . \tag{2}
\end{align*}
$$

Here $\alpha=2 m^{*} \tilde{\alpha} d / \hbar^{2}, \Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \phi^{2}}$ is the Laplace operator, and the parameter $d$ is a characteristic length in our system. Since the eigenstates of the Hamiltonian (2) are eigenstates of the $J_{z}$ operator, they can be expressed in the following form

$$
\begin{equation*}
\boldsymbol{\Phi}_{n j}=\binom{u_{n j}(r) e^{\mathrm{i}(j-1 / 2) \phi}}{v_{n j}(r) e^{\mathrm{i}(j+1 / 2) \phi}} \tag{3}
\end{equation*}
$$

where $n=1,2, \ldots$ and $j=1 / 2,3 / 2, \ldots$ stand for radial and the angular momentum quantum numbers, respectively. To simplify the eigenvalue problem, we represent the wavefunction (3) as a formal series with respect to the strength of the spin-orbit interaction $\alpha$

$$
\begin{equation*}
\boldsymbol{\Phi}_{n j}=e^{\mathrm{i}(j-1 / 2) \phi} \sum_{m} \alpha^{m}\binom{u_{n j}^{m}(r)}{v_{n j}^{m}(r) e^{\mathrm{i} \phi}} . \tag{4}
\end{equation*}
$$

At $m=0$ the wavefunction $f_{n j}^{0}(r)$ is the radial part of the Shrödinger equation solution without the spin-orbit interaction

$$
\begin{equation*}
-\Delta f_{n j}^{0}(r)+\left(V_{e x t}(r)+\frac{(j-1 / 2)^{2}}{r^{2}}\right) f_{n j}^{0}(r)=E_{n j} f_{n j}^{0}(r) \tag{5}
\end{equation*}
$$

We recall that the energy scale, produced by the effective external potential $V_{\text {ext }}(r)$, is larger than that produced by the spin-orbit interaction (cf [35]). Therefore, it is enough to consider the expansion of the wavefunction (4) up to the first order with the respect to the strength parameter. As a result, we obtain two differential equations for the coefficients $u_{n j}^{m}(r), v_{n j}^{m}(r)$, at $m=1$ :

$$
\begin{gather*}
\left.\left(2 r\left(f_{n j}^{0}\right)^{\prime}+f_{n j}^{0}\right)\right)\left(u_{n j}^{1}\right)^{\prime}+r f_{n j}^{0}\left(u_{n j}^{1}\right)^{\prime \prime}=0,  \tag{6}\\
r^{2}\left(f_{n j}^{0}\right)^{\prime}\left(4\left(v_{n j}^{1}\right)^{\prime}+2\right)+f_{n j}^{0}\left(r\left(2 r\left(v_{n j}^{1}\right)^{\prime \prime}+2\left(v_{n j}^{1}\right)^{\prime}-2 j+1\right)-4 j v_{n j}^{1}\right)=0 \tag{7}
\end{gather*}
$$

The trivial solution of Equation (6) is $u_{n j}^{1}=0$, while we obtain $v_{n j}^{1}=r / 2$ to hold true Equation (7). Thus, the approximate eigenfunctions of the Hamiltonian (2) to the first order in $\alpha$ can be written in the form

$$
\begin{equation*}
\boldsymbol{\Phi}_{n j} \approx f_{n j}^{0}(r) e^{\mathrm{i}(j-1 / 2) \phi}\binom{1}{-[\alpha r / 2] e^{\mathrm{i} \phi}} . \tag{8}
\end{equation*}
$$

Below we will use this function to find the optimal conditions for the electron spin-flip phenomenon in the QD.

## 3. Effective Hamiltonian Model

To analyze transport properties of the circular QD we employ the effective Hamiltonian method [36,37]. According to this method, the scattering system is described by the Hamiltonian that contains the structure with discrete spectrum (our QD), the continuum with the external scattering states (external electrodes), and the interaction between continuum states with QD's eigenstates. Evidently, once the system is opened, the discrete states of QD's own the widths, i.e., they transform to resonance states. The main object in such an investigation is the scattering matrix that describes the relation between the amplitudes of incoming states from electrodes and the amplitudes of the reflected states from, or transmitted through the structure into electrodes.

One of the efficient approaches to reach reliable numerical results on ballistic transport through mesoscopic system is based on the tight-binding model. Following [38] we model the scattering system as a two-dimensional billiard with two attached 1D electrodes in the tight-binding representation (see details in Appendix A). In this case, the scattering matrix that describes scattering from a channel $C^{\prime}$ to a channel $C$ takes the form

$$
\begin{equation*}
S_{C C^{\prime}}(E)=\delta_{C C^{\prime}}-2 \pi \mathrm{i} \psi_{C}^{1}(E) \psi_{C^{\prime}}^{1}(E) \sum_{m n} W_{n C}^{*} \mathcal{F}_{n m}(E) W_{m C^{\prime}} \tag{9}
\end{equation*}
$$

Here, $\psi_{C}^{1}=\sqrt{\frac{\sin k}{\pi}}$ - the wave function of a semi-infinite long electrodes (without the SOI) at the contact point; $E$ is the electron energy in the electrode in the 1 D tight-binding model. The matrix $\mathcal{F}$ is defined as $\mathcal{F}=\left(E-H^{e f f}(E)\right)^{-1}$, while the effective Hamiltonian has form

$$
\begin{equation*}
H_{n m}^{e f f}(E)=\delta_{n m} \varepsilon_{n}-\exp (\mathrm{i} k) \sum_{C} W_{n C} W_{m C}^{*} \tag{10}
\end{equation*}
$$

Here, the coefficients

$$
\begin{equation*}
W_{n C}=\Psi_{n}^{*}\left(\mathbf{r}=\mathbf{r}_{C}\right) \tag{11}
\end{equation*}
$$

are the normalized eigenfunctions $\Psi_{n}(\mathbf{r})$, corresponding to the eigenvalue $\varepsilon_{n}$ of our structure; $\mathbf{r}_{C}$-the coordinate of C-th electrode junction (see Figure A1 and discussion around it in Appendix A). Note, that the index $C$ denotes the electrode and as well the spin orientation.

Assuming a weak coupling of our structure with the external electrodes, let us consider a pair of degenerate levels with energy $\varepsilon_{p}=\varepsilon_{p+1} \approx E$, i.e., near the energy $E$ of a scattering electron. We assume also a strong confinement potential $V_{\text {ext }}(r)$, that allows the neglecting of resonance overlapping for the open system. As discussed above, the pair of corresponding eigenfunctions are time conjugated: $\Psi_{p+1}=\hat{\mathcal{T}} \Psi_{p}$, where $\hat{\mathcal{T}}=-\mathrm{i} \sigma_{y} \hat{K}$ is the time-reverse operator. As a result, the following relations take place

$$
\begin{equation*}
W_{p+1 c \uparrow}=-W_{p c \downarrow}^{*}, W_{p+1 c \downarrow}=W_{p c \uparrow}^{*} \tag{12}
\end{equation*}
$$

From this property it follows immediately that the effective Hamiltonian (10) is a diagonal matrix due to the orthogonality condition $\sum_{C} W_{p C}^{*} W_{p+1 C}=0$. Consequently, we obtain for the S-matrix elements between two electrodes the following definitions:

$$
\begin{align*}
& S_{c \uparrow c^{\prime} \uparrow}=\delta_{c c^{\prime}}-X(E)\left(W_{p c \uparrow} W_{p c^{\prime} \uparrow}^{*}+W_{p c \downarrow}^{*} W_{p c^{\prime} \downarrow}\right),  \tag{13}\\
& S_{c \uparrow c^{\prime} \downarrow}=-X(E)\left(W_{n c \uparrow} W_{p c^{\prime} \downarrow}^{*}-W_{p c \downarrow}^{*} W_{p c^{\prime} \uparrow}\right),  \tag{14}\\
& S_{c \downarrow c^{\prime} \uparrow}=-X(E)\left(W_{n c \downarrow} W_{p c^{\prime} \uparrow}^{*}-W_{p c \uparrow}^{*} W_{p c^{\prime} \downarrow}\right),  \tag{15}\\
& S_{c \downarrow c^{\prime} \downarrow}=\delta_{c c^{\prime}}-X(E)\left(W_{p c \downarrow} W_{p c^{\prime} \downarrow}^{*}+W_{p c \uparrow}^{*} W_{p c^{\prime} \uparrow}\right), \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
X(E)=\frac{2 \mathrm{i} \sin k}{E-\varepsilon_{p}+\exp (\mathrm{i} k) w_{p}^{2}} \tag{17}
\end{equation*}
$$

Here, we introduce the parameter

$$
\begin{equation*}
w_{p}^{2}=\sum_{c}\left|W_{p c \uparrow}\right|^{2}+\left|W_{p c \downarrow}\right|^{2} . \tag{18}
\end{equation*}
$$

The resonant condition arises at the electron energy

$$
\begin{equation*}
E_{r e s}=\varepsilon_{p}-w_{p}^{2} \cos k \tag{19}
\end{equation*}
$$

when the factor (17) reaches its maximal value $2 / w_{p}^{2}$. Hereafter, we assume that the ballistic transport occurs at the resonance energy (19). From Equations (13)-(16) it follows that

$$
\begin{align*}
\left|S_{c \uparrow c \downarrow}\right|^{2} & =\left|S_{c \downarrow c \uparrow}\right|^{2}=0,  \tag{20}\\
\left|S_{c \uparrow c^{\prime} \uparrow}\right|^{2} & =\left|S_{c \downarrow c^{\prime} \downarrow}\right|^{2},  \tag{21}\\
\left|S_{c \uparrow c^{\prime} \downarrow}\right|^{2} & =\left|S_{c \downarrow c^{\prime} \uparrow}\right|^{2} . \tag{22}
\end{align*}
$$

There are a few remarks in order. First, it should be noted that Equations (20)-(22) lead us to the fact that at the transport through our system from electrode $c^{\prime}$ to $c$ the spin polarization is

$$
P_{c c^{\prime}}=\frac{\left|S_{c \uparrow c^{\prime} \uparrow}\right|^{2}+\left|S_{c \uparrow c^{\prime} \downarrow}\right|^{2}-\left|S_{c \downarrow c^{\prime} \uparrow}\right|^{2}-\left|S_{c \downarrow c^{\prime} \downarrow}\right|^{2}}{\left|S_{c \uparrow c^{\prime} \uparrow}\right|^{2}+\left|S_{c \uparrow c^{\prime} \downarrow}\right|^{2}+\left|S_{c \downarrow c^{\prime} \uparrow}\right|^{2}+\left|S_{c \downarrow c^{\prime} \downarrow}\right|^{2}}=0 .
$$

This result is in the agreement with the statement that a nonzero spin polarization in system with the SOI cannot occur if there is only one open channel in electrodes [39,40].

Second, from Equation (20) it follows that the reflection coefficient with the spin-flip is always zero. The reflection coefficient without the spin-flip can be rewritten as

$$
\begin{equation*}
S_{c \sigma c \sigma}=1-X(E)\left(\left|W_{p c \sigma}\right|^{2}+\left|W_{p c \sigma}\right|^{2}\right), \quad \sigma=\uparrow, \downarrow \tag{23}
\end{equation*}
$$

Finally, without loss of generality, we assume the equal coupling of the QD's states to both electrodes (1 and 2). As a result, taking into account the definition (18), we have

$$
\begin{equation*}
\left(\left|W_{p 1 \uparrow}\right|^{2}+\left|W_{p 1 \downarrow}\right|^{2}\right)=\left(\left|W_{p 2 \uparrow}\right|^{2}+\left|W_{p 2 \downarrow}\right|^{2}\right)=w_{p}^{2} / 2 \tag{24}
\end{equation*}
$$

Evidently, at the resonance energy (19) the reflection (23) becomes zero, and, consequently, we obtain for the S-matrix

$$
S\left(E_{r e s}\right)=\left(\begin{array}{cc}
0 & T^{\dagger}  \tag{25}\\
T & 0
\end{array}\right)
$$

with $2 \times 2$ matrix

$$
T=\left(\begin{array}{ll}
S_{2 \uparrow 1 \uparrow} & S_{2 \uparrow 1 \downarrow}  \tag{26}\\
S_{2 \uparrow 1 \downarrow}^{*} & S_{2 \uparrow 1 \uparrow}^{*}
\end{array}\right)
$$

From the unitarity of $S$ matrix $S^{\dagger} S=1$ it follows that $T^{\dagger} T=1$. The spin-orbit interaction converts a two-component spinor into another two-component spinor. In particular, it could change the incoming spin up electron state $|\uparrow\rangle$ to the outgoing spin down electron state $|\downarrow\rangle$ and vice versa. Consequently, to reach the ideal electron spin-flip phenomenon we require that the direct scattering matrix elements (non-spin-flip components) should be equal zero: $T_{11}=T_{22}=0 \Rightarrow S_{2 \sigma 1 \sigma}=0$. From Equations (13) and (16) it follows that this requirement holds if the following relation takes place for the eigenstates of our QD:

$$
\begin{equation*}
W_{p 2 \uparrow} W_{p 1 \uparrow}^{*}=-W_{p 2 \downarrow}^{*} W_{p 1 \downarrow} \tag{27}
\end{equation*}
$$

To see the consequences of this relation for our system, we apply this condition to the eigenstates of the QD of the radius $R$ : $W_{p c \uparrow}^{*}=u_{n j}\left(r_{c}\right) \exp \left(\mathrm{i}(j-1 / 2) \phi_{c}\right), W_{p c \downarrow}^{*}=v_{n j}\left(r_{c}\right) \exp \left(\mathrm{i}(j+1 / 2) \phi_{c}\right)$ [see Equation (3)]. In the tight-binding approximation the point $r_{c}$ is located just before the quantum point contact (QPC) between the QD and the electrode (see Figure A1). At the QPC $r=R$, and the radial wave function $\psi(r)[v(r)$ or $u(r)]$ takes the form at $r=r_{c}$ :

$$
\begin{equation*}
\psi\left(r_{c}\right) \approx \psi(R)-\frac{d \psi(R)}{d R} a_{0}+\ldots \tag{28}
\end{equation*}
$$

Here a small quantity $a_{0}$ is the distance between lattice sites. Taking into account that $\psi(R)=0$ at the Dirichlet boundary condition (a closed QD), we obtain:

$$
\begin{gather*}
W_{n c \uparrow}^{*}=-a_{0} u_{n j}^{\prime}(R) \exp \left[\mathrm{i}(j-1 / 2) \phi_{c}\right] \\
W_{n c \downarrow}^{*}=-a_{0} v_{n j}^{\prime}(R) \exp \left[\mathrm{i}(j+1 / 2) \phi_{c}\right] \tag{29}
\end{gather*}
$$

(prime denotes derivative over $R$ ). As a result, the condition (27) takes the form

$$
\begin{equation*}
\left.\left[u_{n j}^{\prime}(R)\right]^{2} \exp \left[-\mathrm{i}(j-1 / 2)\left(\phi_{2}-\phi_{1}\right)\right]=-\left[v_{n j}^{\prime}(R)\right]^{2} \exp \left[\mathrm{i}(j+1 / 2)\left(\phi_{2}-\phi_{1}\right)\right)\right] \tag{30}
\end{equation*}
$$

that leads us to the following equations:

$$
\begin{gather*}
{\left[u_{n j}^{\prime}(R)\right]^{2}=\left[v_{n j}^{\prime}(R)\right]^{2}}  \tag{31}\\
\exp \left[2 \mathrm{i} j\left(\phi_{2}-\phi_{1}\right)\right]=-1 . \tag{32}
\end{gather*}
$$

For the approximate eigenfunction (8) we obtain the condition $R \alpha \approx 2$, resolving Equation (31). Among solutions of Equation (32) there is one $\phi_{2}-\phi_{1}=\pi$ which is common for all possible states with the quantum number $j$. In other words, an electron with the spin up (down), injected from one electrode to the QD, exits from the opposite electrode with the spin down (up). Thus, by altering either the spin-orbit strength $\alpha$ or the QD's radius $R$ within the condition $R \alpha \approx 2$, we obtain the spin-flip transmission through our structure.

To illuminate this analytical solution, we consider the simplest quantum well potential of the form $V_{\text {ext }}(r<R)=0, V_{\text {ext }}(R)=\infty$. The solution of the eigenvalue problem for this potential provides the radial wavefunctions $[v(r)$ and $u(r)]$ in terms of the Bessel functions (e.g., [41]). In this case, the Dirichlet boundary condition for the wavefunction (3) yields the equation

$$
\begin{equation*}
J_{j-1 / 2}\left(\mu_{+}\right) J_{j+1 / 2}\left(\mu_{-}\right)=J_{j-1 / 2}\left(\mu_{-}\right) J_{j+1 / 2}\left(\mu_{+}\right), \tag{33}
\end{equation*}
$$

that defines the energy spectrum $\varepsilon_{n j}$. Here, $J_{j \pm 1 / 2}(r)$ is the Bessel functions, and the parameter $\mu_{ \pm}$has the following structure

$$
\begin{equation*}
\mu_{ \pm}=\left(\alpha / 2 \pm \sqrt{\varepsilon_{n j}+(\alpha / 2)^{2}}\right) R . \tag{34}
\end{equation*}
$$

The application of Equation (31) leads to the transcendental equation

$$
\begin{equation*}
J_{j-1 / 2}\left(\mu_{+}\right) \pm J_{j+1 / 2}\left(\mu_{+}\right)=0 \tag{35}
\end{equation*}
$$

Plus or minus sign here are opposite to signs of $u^{\prime} v^{\prime}$-derivatives. In the case of the ideal spin-flip process the numerical solution of the transcendental Equation (35) for several lowest eigenvalues with quantum numbers $j$ and $n$ gives $R \alpha=1.5 \ldots 2.5$ (see Table 1 ). Please note that the transport properties could be affected at the interface between the 1D lead and the 2D QD. However, the use of the QPC restricts the number of open channels between the electrode and the QD [42]. Consequently, we belief that our results will be valid for a realistic situation as well. To confirm our findings, we consider a 2D case below.

Table 1. Value of $R \alpha$ for quantum numbers $n$ and $j$.

| $n$ | $j$ | $R \alpha$ |
| ---: | ---: | ---: |
| 0 | $1 / 2$ | 1.68 |
| 0 | $3 / 2$ | 1.85 |
| 1 | $1 / 2$ | 1.57 |
| 0 | $5 / 2$ | 1.98 |
| 1 | $3 / 2$ | 1.61 |
| 2 | $1 / 2$ | 1.59 |
| 0 | $7 / 2$ | 2.1 |

## 4. The 2D Model

The results, obtained with the aid of the one-dimension electrodes, serve to illustrate the basic principles of the spin-flip at the transmission through the QD. To elucidate these principles we have considered the particular situation, when direct transmission matrix elements were equal zero. In this section, to demonstrated the vitality and the validity of our findings we consider the 2D structure depicted in Figure 1. The QD is modelled by a constant potential (gray) with the SOI included. The ballistic electrons, propagating from one electrode to another, tunnel to the QD through the thin potential shell (dark gray). On the thin lines the Dirichlet boundary conditions are imposed. All electrodes have equal width $d$, while the circular QD has the radius $R=2 d$.


Figure 1. Sketch of the 2D device that consists of a circular lateral QD. The effective QD's confinement includes a constant potential with the Rashba interaction (gray region). Additional thin (0.1d) constant potential shell (dark gray region) controls the coupling between the QD and two electrodes.

We perform numerical calculations in the framework of the tight-binding approach on the square lattice $n=n_{x} \hat{x}+n_{y} \hat{y}$ ( $\hat{x}$ and $\hat{y}$ are 2D vectors of elementary translations with length $a_{0}$ in $x$ and $y$ direction, $a_{0}$-lattice constant, $n_{x}$ and $n_{y}$-integers). In the tight-binding approximation the system Hamiltonian (1) has the following form

$$
\begin{align*}
\hat{H}= & \hat{\mathcal{H}}_{0}+\hat{\mathcal{H}}_{R} \\
\hat{\mathcal{H}}_{0}= & \sum_{n, \sigma} \epsilon_{n \sigma} c_{n \sigma}^{\dagger} c_{n \sigma}-\sum_{\langle n m\rangle, \sigma} t c_{n \sigma}^{\dagger} c_{m \sigma} \\
\hat{\mathcal{H}}_{R}= & -\frac{\alpha}{2 a_{0}} \sum_{n}\left\{\mathrm{i}\left(c_{n \uparrow}^{\dagger} c_{n+\hat{y} \downarrow}+c_{n \downarrow}^{\dagger} c_{n+\hat{y} \uparrow}\right)-\right.  \tag{36}\\
& \left.\left(c_{n \uparrow}^{\dagger} c_{n+\hat{x} \downarrow}-c_{n \downarrow}^{\dagger} c_{n+\hat{x} \uparrow}\right)\right\}+ \text { H.c. }
\end{align*}
$$

Here, we use the following notations: $\epsilon_{n, \sigma}=4 t-V\left(n_{x} a_{0}, n_{y} a_{0}\right), t=\hbar^{2} / 2 m^{*} a_{0}^{2}$; the indices $\langle n m\rangle$ stand for nearest neighbor sites $n$ and $m$. We solve the Schrödinger equation in a discretized space, according to the method developed by Ando [43]. Examples of numerical treatment of quantum billiards within this approach can be found, for example, in Refs. [44,45]. In our calculations the electrode width $d=40 a_{0}$; while dimensionless units are defined as $E=E_{F} / E_{0}=E_{F} 2 m^{*} d^{2} / \hbar^{2}$, $\alpha=\tilde{\alpha} /\left(d E_{0}\right)=\tilde{\alpha} 2 m^{*} d / \hbar^{2}$, where the characteristic length of the device $d$ was chosen as the unit length. In these units the energy range $2\left(d / a_{0}\right)^{2}\left(1-\cos \left(\pi a_{0} / d\right)\right)<E<2\left(d / a_{0}\right)^{2}\left(1-\cos \left(2 \pi a_{0} / d\right)\right)$ corresponds to one transverse mode in all contacts.

Figure 2 displays the numerical results for the direct process $\left|S_{2 \uparrow 1 \uparrow}\right|^{2}$ as a function of the electron energy and the strength of the Rashba interaction. The results are in a good agreement with those that have been obtained from the condition (35) (see Table 1).


Figure 2. The probability for the direct transmission $\left|S_{2 \uparrow 1 \uparrow}\right|^{2}$ as function of the electron energy and the parameter $R \alpha$. Red crosses indicate $(E, R \alpha)$ that correspond to $\left|S_{2 \uparrow \uparrow \uparrow}\right|^{2}=0$ for: $n=0, j=1 / 2$, $n=0, j=3 / 2, n=1, j=1 / 2$.

It is noteworthy that the approximate condition $R \alpha \approx 2$ is unique in that there is no dependence neither on the electron energy, nor on the spin of the electron state. In other words, it can be fulfilled for a set of QD's electron states even at large opening of the QD. To model this case (a resonance overlapping regime), we remove the potential barrier between the QD and the electrodes. Indeed, the direct spin transmission $\left|S_{2 \uparrow 1 \uparrow}\right|^{2}$ is suppressed strongly near $R \alpha \sim 1.6$ (see Figure 3a). In this case, the spin-flip process, averaged over energy (available at the one channel transport), becomes a dominant phenomenon, reaching about $\sim 97 \%$ of the efficiency (see Figure 3b). In other words, the thermal effects affect only slightly the spin-flip process even in the regime of the large opening of the QD.


Figure 3. Quantum dot with radius $R=2 d$ without any additional potential. The probability for the direct transmission $\left|S_{2 \uparrow 1 \uparrow}\right|^{2}$ as function of the electron energy and the parameter $R \alpha$ (a). Average effectivity of spin invertor $\int d E\left|S_{2 \downarrow 1 \uparrow}\right|^{2} / \int d E\left(\left|S_{2 \downarrow 1 \uparrow}\right|^{2}+\left|S_{2 \uparrow 1 \uparrow}\right|^{2}\right)$ over energy range $2\left(d / a_{0}\right)^{2}\left(1-\cos \left(\pi a_{0} / d\right)\right)<E<2\left(d / a_{0}\right)^{2}\left(1-\cos \left(2 \pi a_{0} / d\right)\right)(\mathbf{b})$.

Larger the dot radius lesser the spin-orbit strength is required to hold the condition $R \alpha \approx 2$. However, with the increase of the dot radius the spacing between levels becomes smaller. Note, that in principle, QD levels will be affected by the coupling as well. In fact, they will be shifted with respect to those of the closed QD, especially, in the case of a strong electron-electron interaction [46]. Therefore, the discussed effect is most probable in a narrow gap semiconductor QD with a strong confinement potential and at the weak coupling regime. In this case, the resonance states will be well separated from each to other.

However, as discussed above, the overlapping of resonances and the thermal smearing decrease the efficiency of the spin-flip phenomenon as well. To evaluate the energy scaling we transform the equation $\alpha R=2$ in dimensional units: $\tilde{R} \tilde{\alpha}=\hbar^{2} / m^{*} \approx 0.076 /\left(m^{*} / m_{e}\right) \mathrm{nm}^{2} \mathrm{eV}$. In the case of InAs $\tilde{\alpha}=40 \mathrm{meV} \mathrm{nm}$ with $m^{*}=0.023 m_{e}$ the desired QD radius should be $\tilde{R} \approx 80 \mathrm{~nm}$. For the $\mathrm{QD}^{\prime}$ radius $\tilde{R}=100 \mathrm{~nm}$ the spacing between lowest levels is of the order $\Delta E \approx 5 \hbar^{2} / 2 m^{*} \tilde{R}^{2} \approx 0.8 \mathrm{meV}$. The temperature smearing will be significant if $k T>\Delta E$. In other words, our device could operate with $100 \%$ efficiency at $T<9 K$, which is far from the typical temperature values $\sim 100 \mathrm{mK}$ for single-electron tunneling spectroscopy experiments (see, for example, the textbook [42]).

## 5. Summary

We suggest the mechanism of the $z$-component spin inversion with the aid of the circular lateral QD that symmetrically coupled to two electrodes. The effective confinement potential of the QD consists of the circular potential well. From our analysis of the ballistic electron transport through
the QD with the Rashba SOI, it follows the Kramers degeneracy of the QD levels could lead to the destructive interference of the direct $(\sigma \rightarrow \sigma)$ spin scattering process, while producing the spin-flip phenomenon. We found that the optimal conditions for the realization of the perfect spin-flip processes is subject to the condition $\tilde{\alpha} \tilde{R} \approx \hbar^{2} / m^{*}$. In fact, this condition depends quite weakly on the particular choice of the quantum level. We found that this effect is robust for the QD's states at the temperature less than 9 K .
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## Appendix A. Derivation of Effective Hamiltonian on 2D Square Lattice

The Hamiltonian of our scattering system can be presented as follows:

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{V}, \tag{A1}
\end{equation*}
$$

where the Hamiltonian $\hat{H}_{0}$ consists of three terms: two electrodes $(C=L, R$ or 1,2 ) with continuous spectra and a closed substructure with a discrete spectrum:

$$
\begin{align*}
\hat{H}_{0} & =\hat{H}_{L}+\hat{H}_{B}+\hat{H}_{R} \\
\hat{H}_{B} & =\sum_{n} E_{n}|n\rangle\langle n|  \tag{A2}\\
\hat{H}_{C} & =\int d E E|E, C\rangle\langle E, C| .
\end{align*}
$$

The corresponding eigenstates are normalized:

$$
\begin{align*}
\langle n \mid m\rangle & =\delta_{n m}  \tag{A3}\\
\left\langle E, C \mid E^{\prime}, C\right\rangle & =\delta\left(E-E^{\prime}\right) \tag{A4}
\end{align*}
$$

The $\hat{V}$ operator connects the closed substructure $\left(\hat{H}_{B}\right)$ with electrodes $\left(\hat{H}_{L, R}\right)$. The stationary Shrödinger equation for the Hamiltonian $\hat{H}_{0}$ reads as

$$
\begin{equation*}
\left(E-\hat{H}_{0}\right)|\phi\rangle=0, \tag{A5}
\end{equation*}
$$

while we are interested in the solution for the total Hamiltonian (A1)

$$
\begin{equation*}
\left(E-\hat{H}_{0}\right)|\psi\rangle=\hat{V}|\psi\rangle \tag{A6}
\end{equation*}
$$

For the energy $E$ different from the eigenvalue of the closed substructure $E_{n}$ we can define the operator $(E+\mathrm{i} \varepsilon-\hat{H})^{-1}$. Consequently, if the outgoing wave boundary condition is adopted, we can transform Equation (A6) to the Lippmann-Schwinger equation

$$
\begin{equation*}
|\psi\rangle=|\phi\rangle+\frac{1}{\left(E-\hat{H}_{0}\right)} \hat{V}|\psi\rangle . \tag{A7}
\end{equation*}
$$

The formal solution of this equation reads as

$$
\begin{equation*}
\hat{F}(E)|\psi\rangle=\left(1-\frac{1}{\left(E-\hat{H}_{0}\right)} \hat{V}\right)|\psi\rangle=|\phi\rangle . \tag{A8}
\end{equation*}
$$

Following Refs. [36,37], with the aid of the basis states (A3) we construct projector operators for each term in the Hamiltonian (A2):

$$
\begin{align*}
\hat{P}_{B} & =\sum_{n}|n\rangle\langle n|  \tag{A9}\\
\hat{P}_{C} & =\int d E|E, C\rangle\langle E, C| \tag{A10}
\end{align*}
$$

with the properties

$$
\begin{align*}
\hat{P}_{s} \hat{P}_{s^{\prime}} & =\delta_{s s^{\prime}} \hat{P}_{s}  \tag{A11}\\
\hat{P}_{s} \hat{H} \hat{P}_{s^{\prime}} & =\delta_{s s^{\prime}} \hat{H}_{s}  \tag{A12}\\
\sum_{s=L, B, R} \hat{P}_{s} & =1 \tag{A13}
\end{align*}
$$

By means of the projection operators the Lippmann-Schwinger Equation (A8) transforms to the following form

$$
\begin{align*}
\left(\left(\sum_{s=L, B, R} \hat{P}_{s}\right) \hat{F}(E)\left(\sum_{s^{\prime}=L, B, R} \hat{P}_{s^{\prime}}\right)\right)\left(\sum_{s=L, B, R} \hat{P}_{s}\right)|\psi\rangle & =\left(\sum_{s^{\prime \prime}=L, B, R} \hat{P}_{S^{\prime \prime}}\right)|\phi\rangle \\
\left(\begin{array}{lll}
\hat{P}_{L} \hat{F} \hat{P}_{L} & \hat{P}_{L} \hat{F} \hat{P}_{B} & \hat{P}_{L} \hat{F} \hat{P}_{R} \\
\hat{P}_{B} \hat{F} \hat{P}_{L} & \hat{P}_{B} \hat{F} \hat{P}_{B} & \hat{P}_{B} \hat{F} \hat{P}_{R} \\
\hat{P}_{R} \hat{F} \hat{P}_{L} & \hat{P}_{R} \hat{F} \hat{P}_{B} & \hat{P}_{R} \hat{F} \hat{P}_{R}
\end{array}\right)\left(\begin{array}{c}
\left|\psi_{L}\right\rangle \\
\left|\psi_{B}\right\rangle \\
\left|\psi_{R}\right\rangle
\end{array}\right) & =\left(\begin{array}{c}
\left|\phi_{L}\right\rangle \\
\left|\phi_{B}\right\rangle \\
\left|\phi_{R}\right\rangle
\end{array}\right) . \tag{A14}
\end{align*}
$$

Here, each block of the matrix representation of the operator $F(E)$ (A14) has the following structure

$$
\begin{align*}
\hat{P}_{s} \hat{F} \hat{P}_{s^{\prime}} & =\hat{P}_{s}\left(1-\frac{1}{E-\hat{H}_{0}} \hat{V}\right) \hat{P}_{s^{\prime}}=\hat{P}_{s}\left(1-\frac{1}{E-\hat{H}_{0}}\left(\sum_{s^{\prime \prime}=L, B, R} \hat{P}_{s^{\prime \prime}}\right) \hat{V}\right) \hat{P}_{s^{\prime}}  \tag{A15}\\
& =\left(\delta_{s s^{\prime}}-\frac{1}{E-\hat{H}_{s}} \hat{P}_{s} \hat{V} \hat{P}_{s^{\prime}}\right)
\end{align*}
$$

Our closed substructure is subjected to the Dirichlet boundary conditions on junction with electrodes, i.e., the following condition $\hat{P}_{s} \hat{V} \hat{P}_{s}=0$ takes place. In other words, the operator $\hat{V}$ does not affect the structure of the isolated subsystem. As a result, we have

$$
\begin{equation*}
\hat{P}_{s} \hat{F} \hat{P}_{s}=1 \tag{A16}
\end{equation*}
$$

Another reasonable assumption is the absence of the direct connection between electrodes:

$$
\begin{equation*}
\hat{P}_{C} \hat{F} \hat{P}_{C^{\prime}}=\delta_{C C^{\prime}} \tag{A17}
\end{equation*}
$$

Taking into account the above arguments, we transform the Lippmann-Schwinger Equation (A14) to the form

$$
\left(\begin{array}{ccc}
1 & -\frac{1}{E-\hat{H}_{L}} \hat{P}_{L} \hat{V} \hat{P}_{B} & 0  \tag{A18}\\
-\frac{1}{E-\hat{H}_{B}} \hat{P}_{B} \hat{V} \hat{P}_{L} & 1 & -\frac{1}{E-\hat{H}_{B}} \hat{P}_{B} \hat{V} \hat{P}_{R} \\
0 & -\frac{1}{E-\hat{H}_{R}} \hat{P}_{R} \hat{V} \hat{P}_{B} & 1
\end{array}\right)\left(\begin{array}{c}
\left|\psi_{L}\right\rangle \\
\left|\psi_{B}\right\rangle \\
\left|\psi_{R}\right\rangle
\end{array}\right)=\left(\begin{array}{c}
\left|\phi_{L}\right\rangle \\
\left|\phi_{B}\right\rangle \\
\left|\phi_{R}\right\rangle
\end{array}\right)
$$

Considering the initial state $|\phi\rangle$ in the form

$$
\left(\begin{array}{c}
\left|\phi_{L}\right\rangle  \tag{A19}\\
\left|\phi_{B}\right\rangle \\
\left|\phi_{R}\right\rangle
\end{array}\right)=\left(\begin{array}{c}
\alpha_{L}|E, L\rangle \\
0 \\
\alpha_{R}|E, R\rangle
\end{array}\right)
$$

we present the scattering state $|\psi\rangle$ as

$$
\left(\begin{array}{l}
\left|\psi_{L}\right\rangle  \tag{A20}\\
\left|\psi_{B}\right\rangle \\
\left|\psi_{R}\right\rangle
\end{array}\right)=\left(\begin{array}{c}
\left(\alpha_{L} r+\alpha_{R} t^{\prime}\right)|E, L\rangle \\
\left|\psi_{B}\right\rangle \\
\left(\alpha_{L} t+\alpha_{R} r^{\prime}\right)|E, R\rangle
\end{array}\right)
$$

defining the scattering matrix elements

$$
S=\left(\begin{array}{ll}
r & t^{\prime}  \tag{A21}\\
t & r^{\prime}
\end{array}\right)
$$

To get to the heart of the problem, let us consider, for example, the second equation from (A18), and corresponding wavefunctions $\left|\psi_{L}\right\rangle,\left|\psi_{R}\right\rangle$ from Equation (A20):

$$
\begin{equation*}
\left(1-\frac{1}{E-\hat{H}_{B}} \sum_{C=L, R} \hat{P}_{B} \hat{V} \hat{P}_{C} \frac{1}{E-\hat{H}_{C}} \hat{P}_{C} \hat{V} \hat{P}_{B}\right)\left|\psi_{B}\right\rangle=\frac{1}{E-\hat{H}_{B}} \sum_{C=L, R} \hat{P}_{B} \hat{V} \hat{P}_{C}\left|\phi_{C}\right\rangle \tag{A22}
\end{equation*}
$$

Multiplying the both sides of Equation (A22) by $E-\hat{H}_{B}$, we obtain

$$
\begin{equation*}
\left(E-\hat{H}^{E f f}\right)\left|\psi_{B}\right\rangle=\sum_{C=L, R} \hat{P}_{B} \hat{V} \hat{P}_{C}\left|\phi_{C}\right\rangle \tag{A23}
\end{equation*}
$$

with the following definition of the effective Hamiltonian

$$
\begin{equation*}
\hat{H}^{E f f}=\hat{H}_{B}+\sum_{C=L, R} \hat{P}_{B} \hat{V} \hat{P}_{C} \frac{1}{E-\hat{H}_{C}} \hat{P}_{C} \hat{V} \hat{P}_{B}=\hat{H}_{B}+\sum_{C=L, R} \hat{X}^{C} \tag{A24}
\end{equation*}
$$

The eigenstates of $H_{B}$ form the natural basis for the effective Hamiltonian. Taking into account this fact, we obtain by means of Equation (A23) the following system

$$
\begin{equation*}
\sum_{m}\left(E-\langle n| \hat{H}^{E f f}|m\rangle\right)\left\langle m \mid \psi_{B}\right\rangle=\sum_{C=L, R}\langle n| \hat{V} \int d E|E, C\rangle\left\langle E, C \mid \phi_{C}\right\rangle . \tag{A25}
\end{equation*}
$$

Here, the matrix elements $\langle n| \hat{H}^{E f f}|m\rangle$ have the following structure

$$
\begin{equation*}
\langle n| \hat{H}^{E f f}|m\rangle=\delta_{n m} E_{n}+\sum_{C=L, R}\langle n| \hat{V} \hat{P}_{C} \frac{1}{E-\hat{H}_{C}} \hat{P}_{C} \hat{V}|m\rangle=\delta_{n m} E_{n}+\sum_{C=L, R} \hat{X}_{n m}^{C} \tag{A26}
\end{equation*}
$$

where the matrix elements of $\hat{X}^{C}$ operator are

$$
\begin{equation*}
\langle n| \hat{X}^{C}|m\rangle=\langle n| \hat{V}\left(\int d E^{\prime}\left|E^{\prime}, C\right\rangle\left\langle E^{\prime}, C\right|\right) \frac{1}{E-\hat{H}_{C}}\left(\int d E^{\prime \prime}\left|E^{\prime \prime}, C\right\rangle\left\langle E^{\prime \prime}, C\right|\right) \hat{V}|m\rangle \tag{A27}
\end{equation*}
$$

Using the definition of $\hat{H}_{C}$ (A2), we can write

$$
\begin{equation*}
\hat{X}_{n m}^{C}=\int d E^{\prime}\langle n| \hat{V}\left|E^{\prime}, C\right\rangle \frac{1}{E-E^{\prime}}\left\langle E^{\prime}, C\right| \hat{V}|m\rangle \tag{A28}
\end{equation*}
$$

To obtain the matrix elements $\langle n| \hat{V}|E, C\rangle=\langle E, C| \hat{V}|n\rangle^{*}$ we make the transformation to the tight-binding representation by inserting the resolution of identity $1=\sum_{j}|j\rangle\langle j|$ into the definition:

$$
\begin{equation*}
\langle n| \hat{V}|E, C\rangle=\langle n|\left(\sum_{j}|j\rangle\langle j|\right) \hat{V}\left(\sum_{j^{\prime}}\left|j^{\prime}\right\rangle\left\langle j^{\prime}\right|\right)|E, C\rangle=\sum_{j j^{\prime}}\langle n \mid j\rangle\langle j| \hat{V}\left|j^{\prime}\right\rangle\left\langle j^{\prime} \mid E, C\right\rangle . \tag{A29}
\end{equation*}
$$

To visualize the idea of the tight-binding approach, Figure A1 displays the example of the 2D cavity connected to 1D electrodes. We can see that the matrix elements $\langle j| \hat{V}\left|j^{\prime}\right\rangle=\left\langle j^{\prime}\right| \hat{V}|j\rangle^{*}$ are nonzero only for $j=(N, 1), j^{\prime}=(N+1,1)$ at the connection to the right continuum and for $j=(0,1), j^{\prime}=(1,1)$ at the connection to the left continuum. We introduce the coefficients

$$
\begin{align*}
& W_{n C} \quad=\sum_{j \in B, j^{\prime} \in C}\langle n \mid j\rangle\langle j| \hat{V}\left|j^{\prime}\right\rangle,  \tag{A30}\\
& W_{n R}=\langle n \mid(N, 1)\rangle\langle(N, 1)| \hat{V}|(N+1,1)\rangle,  \tag{A31}\\
& W_{n L} \quad=\langle n \mid(1,1)\rangle\langle(1,1)| \hat{V}|(0,1)\rangle, \tag{A32}
\end{align*}
$$

that are independent on energy. As a result, the matrix elements (A29) can be written in the form

$$
\begin{align*}
& \langle n| \hat{V}|E, C\rangle \quad=W_{n C}\left\langle\left\langle j_{\text {in }}^{C} \mid E, C\right\rangle,\right.  \tag{A33}\\
& \langle n| \hat{V}|E, L\rangle=W_{n L}\langle(0,1) \mid E, L\rangle,  \tag{A34}\\
& \langle n| \hat{V}|E, R\rangle=W_{n R}\langle(N+1,1) \mid E, R\rangle, \tag{A35}
\end{align*}
$$

where $j_{\text {in }}^{C}$ denotes the beginning of the semi-infinite electrode $C$. Taking into account the definition Equation (A33), the expression (A28) can be written in the form

$$
\begin{equation*}
\hat{X}_{n m}^{C}=W_{n C} W_{m C}^{*} \int d E^{\prime} \frac{\left|\left\langle j_{i n}^{C} \mid E^{\prime}, C\right\rangle\right|^{2}}{E-E^{\prime}} \tag{A36}
\end{equation*}
$$
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Figure A1. Connection between bounded system $B$ and electrode $C$. The coupling operator $\langle j| \hat{V}\left|j^{\prime}\right\rangle=$ $\left\langle j^{\prime}\right| \hat{V}|j\rangle^{*}=\left\langle\left(j_{x}, j_{y}\right)\right| \hat{V}\left|\left(j_{x}^{\prime}, j_{y}^{\prime}\right)\right\rangle$ is nonzero only for $j_{x}=0, j_{y}^{\prime}=1$ and $j_{y}=j_{y}^{\prime}=1$ at the connection to the left electrode and for $j_{x}=N, j_{y}^{\prime}=N+1$ and $j_{y}=j_{y}^{\prime}=1$ at the connection to the right electrode.

In the tight-binding representation the electron wave function $\left\langle j_{i n}^{C} \mid E^{\prime}, C\right\rangle$ in the electrode $C$ is (see Equation (A50))

$$
\begin{equation*}
\left\langle j_{\text {in }}^{C} \mid E, C\right\rangle=\frac{\sin (|k|)}{\sqrt{\pi|\sin (k)|}}=\frac{\left(1-(E / 2)^{2}\right)^{1 / 4}}{\sqrt{\pi}}, \tag{A37}
\end{equation*}
$$

where for the 1D tight-binding model the dispersion $E=-2 \cos (k)$ is used. The integration in Equation (A36) over zone from $E=-2$ to $E=2$ yields [see Equation (A52)] the expression for matrix elements of the operator $\hat{X}^{C}$

$$
\begin{equation*}
\langle n| \hat{X}^{C}|m\rangle=\frac{W_{n C} W_{m C}^{*}}{\pi} \int_{-2}^{2} d E^{\prime} \frac{\sqrt{1-\left(E^{\prime} / 2\right)^{2}}}{E-E^{\prime}}=-W_{n C} W_{m C}^{*} e^{i k} . \tag{A38}
\end{equation*}
$$

The scattering matrix elements $S_{C C^{\prime}}(E)$, describing the transition from a continuum $C^{\prime}$ to a continuum $C$ at the incident energy $E$, are [37]

$$
\begin{equation*}
S_{C C^{\prime}}(E)=\delta_{C C^{\prime}}-2 \pi \mathrm{i}\langle E, C| \hat{P}_{C} \hat{V} \hat{P}_{B}\left(E-\hat{H}^{e f f}(E)\right)^{-1} \hat{P}_{B} \hat{V} \hat{P}_{C}^{\prime}\left|E, C^{\prime}\right\rangle \tag{A39}
\end{equation*}
$$

Inserting the resolution of identities $1=\sum_{j}|j\rangle\langle j|, 1=\sum_{n}|n\rangle\langle n|$, by means of Equations (A19), (A23), (A30) and (A33), we obtain

$$
\begin{equation*}
S_{C C^{\prime}}(E)=\delta_{C C^{\prime}}-2 \pi \mathbf{i} \psi_{C}^{1}(E) \psi_{C^{\prime}}^{1}(E) \sum_{m n} W_{n C}^{*} \mathcal{F}_{n m}(E) W_{m C^{\prime}} \tag{A40}
\end{equation*}
$$

Here, the function $\psi_{C}^{1}=\left\langle j_{\text {in }}^{C} \mid E, C\right\rangle$ (see Figure A1) are the wave functions of the semi-infinite electrodes at the QPC.

## Appendix A.1. Normalization Constant of the Electrode Eigenfunctions

We consider the electron eigenstate in the electrode as

$$
\begin{equation*}
\langle j \mid E, C\rangle=a(k) \sin (k j) \tag{A41}
\end{equation*}
$$

with the normalization constant $a(k)$ and $-\pi<k<\pi$. These functions must satisfy the equation

$$
\begin{equation*}
\sum_{j=1}^{\infty}\langle j \mid E, C\rangle\left\langle E^{\prime}, C \mid j\right\rangle=\delta\left(E-E^{\prime}\right) \tag{A42}
\end{equation*}
$$

First, let us rewrite $\delta\left(E-E^{\prime}\right)$ using dispersion relation $E=-2 \cos (k)$ at $-\pi<k \leq \pi$ :

$$
\begin{align*}
\delta\left(E-E^{\prime}\right) & =\delta\left(-2\left(\cos (k)-\cos \left(k^{\prime}\right)\right)=\delta\left(4 \sin \left(\frac{k+k^{\prime}}{2}\right) \sin \left(\frac{k-k^{\prime}}{2}\right)\right)\right. \\
& =\frac{\delta\left(\frac{k-k^{\prime}}{2}\right)}{4 \mid \sqrt{|\sin (k)|} \sqrt{\left|\sin \left(k^{\prime}\right)\right|}}+\frac{\delta\left(\frac{k+k^{\prime}}{2}\right)}{4 \mid \sqrt{|\sin (k)|} \sqrt{\left|\sin \left(k^{\prime}\right)\right|}} \tag{A43}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& \sum_{j=1}^{\infty}\langle j \mid E, C\rangle\left\langle E^{\prime}, C \mid j\right\rangle=a(k) a^{*}\left(k^{\prime}\right) \sum_{j=1}^{\infty} \sin (k j) \sin \left(k^{\prime} j\right)  \tag{A44}\\
& =\frac{a(k) a^{*}\left(k^{\prime}\right)}{2} \sum_{j=1}^{\infty}\left(\cos \left(\left(k-k^{\prime}\right) j\right)-\cos \left(\left(k+k^{\prime}\right) j\right)\right)
\end{align*}
$$

The Lagrange's trigonometric identity

$$
\begin{equation*}
\sum_{n=1}^{N} \cos (n \theta)=-\frac{1}{2}+\frac{\sin \left((2 N+1) \frac{\theta}{2}\right)}{2 \sin \left(\frac{\theta}{2}\right)} \tag{A45}
\end{equation*}
$$

helps us to write down

$$
\begin{equation*}
\frac{1}{2}+\sum_{n=1}^{\infty} \cos (n \theta)=\lim _{N \rightarrow \infty} \frac{\sin \left((2 N+1) \frac{\theta}{2}\right)}{2 \sin \left(\frac{\theta}{2}\right)}=\frac{\theta / 2}{2 \sin \left(\frac{\theta}{2}\right)} \lim _{N \rightarrow \infty} \frac{\sin \left((2 N+1) \frac{\theta}{2}\right)}{\theta / 2}=\frac{\pi}{2} \delta\left(\frac{\theta}{2}\right) \tag{A46}
\end{equation*}
$$

Taking into account the above results, we have for Equation (A44)

$$
\begin{equation*}
\sum_{j=1}^{\infty}\langle j \mid E, C\rangle\left\langle E^{\prime}, C \mid j\right\rangle=\frac{a(k) a^{*}\left(k^{\prime}\right) \pi}{4}\left(\delta\left(\frac{k-k^{\prime}}{2}\right)-\delta\left(\frac{k+k^{\prime}}{2}\right)\right) \tag{A47}
\end{equation*}
$$

Finally, combining Equations (A43) and (A47), we have for Equation (A42)

$$
\begin{equation*}
\frac{1}{4 \mid \sqrt{|\sin (k)|} \sqrt{\left|\sin \left(k^{\prime}\right)\right|}}\left(\delta\left(\frac{k-k^{\prime}}{2}\right)+\delta\left(\frac{k+k^{\prime}}{2}\right)\right)=\frac{a(k) a^{*}\left(k^{\prime}\right) \pi}{4}\left(\delta\left(\frac{k-k^{\prime}}{2}\right)-\delta\left(\frac{k+k^{\prime}}{2}\right)\right) \tag{A48}
\end{equation*}
$$

Comparing the left and the right sides of this equation, we obtain

$$
\begin{equation*}
a(k)=\frac{\operatorname{sgn}(k)}{\sqrt{\pi|\sin (k)|}} \tag{A49}
\end{equation*}
$$

Consequently, Equation (A41) becomes

$$
\begin{equation*}
\langle j \mid E, C\rangle=\frac{\sin (|k| j)}{\sqrt{\pi|\sin (k)|}} \tag{A50}
\end{equation*}
$$

## Appendix A.2. Integral Over Zone

We recall that $E=\operatorname{Re}(E)+\mathrm{i} \epsilon$ and

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0^{+}} \int_{-a}^{a} d x \frac{f(x)}{x+\mathrm{i} \epsilon} & =\lim _{\epsilon \rightarrow 0^{+}} \int_{-a}^{a} d x \frac{x-\mathrm{i} \epsilon}{x^{2}+\epsilon^{2}} f(x)=\lim _{\epsilon \rightarrow 0^{+}} \int_{-a}^{a} d x\left(\frac{x f(x)}{x^{2}+\epsilon^{2}}-\mathrm{i} \frac{\epsilon f(x)}{x^{2}+\epsilon^{2}}\right) \\
& =P \int_{-a}^{a} d x \frac{f(x)}{x}-\mathrm{i} \pi f(0) \tag{A51}
\end{align*}
$$

As a result, we have

$$
\begin{align*}
\int_{-2}^{2} d E^{\prime} \frac{\sqrt{1-\left(E^{\prime} / 2\right)^{2}}}{E-E^{\prime}} & =P \int_{-2}^{2} d E^{\prime} \frac{\sqrt{1-\left(E^{\prime} / 2\right)^{2}}}{E-E^{\prime}}-\mathrm{i} \pi \int_{-2}^{2} d E^{\prime} \delta\left(E-E^{\prime}\right) \sqrt{1-\left(E^{\prime} / 2\right)^{2}} \\
& =\pi\left(\frac{E}{2}-\mathrm{i} \sqrt{1-(E / 2)^{2}}\right)  \tag{A52}\\
& =-\pi e^{\mathrm{i} k}
\end{align*}
$$

Here we use the dispersion relation $E=-2 \cos (k)$.
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#### Abstract

The properties of the ballistic electron transport through a corrugated graphene system are analysed from the symmetry point of view. The corrugated system is modelled by a curved surface (an arc of a circle) connected from both sides to flat sheets. The spin-orbit couplings, induced by the curvature, give rise to equivalence between the transmission (reflection) probabilities of the transmitted (reflected) electrons with the opposite spin polarisation, incoming from opposite system sides. We find two integrals of motion that explain the chiral electron transport in the considered system.
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## 1. Introduction

It appears that graphene possesses a remarkable stretchability. For example, the DFT and molecular dynamics simulations predict that it can be stretched up to about 20-30\%, without being damaged [1]. The experimental measurements demonstrate a good agreement with the theoretical estimations, while the robust engineering results indicate on sample-wide elastic strain $\sim 6 \%$ [2]. Evidently, transforming the flat surface to the curved one, one creates the strain that affects the graphene properties. This fact suggests that, by altering the stretchability, one might tune electronic and transport properties of the graphene sheet.

Recent experimental techniques enable demonstrating evidently a spatial variation of graphene and its direct consequences. For example, ripples can be formed by means of the electrostatic manipulation without any change of doping [3]. Periodically rippled graphene can be fabricated by the epitaxial technique (e.g., [4]). In this case, in contrast to free-standing graphene, a strong modification of the electronic structure of graphene is observed, which gives rise to localised phonon [5] and plasmon [6] modes. Periodic nanoripples can be created as well by means of the chemical vapour deposition [7]. It is found that ripples, acting as potential barriers, yield the localisation of charged carriers [8]. The potential surface variations could reach the figure of $20-30 \mathrm{meV}$. Similar independent prediction has been done in the study of Klein collimation by the rippled graphene superlattice [9]. In this model, the hybridisation between the $\pi$ - and $\sigma$-orbitals creates the potential barrier between the flat and curved graphene pieces. The barrier value could reach $\Delta \varepsilon \approx 24 \mathrm{meV}$ at the ripple radius $R=12 \AA$. This fact provides the confidence in the vitality and the validity of our model (outlined in Section 2) and following analyses its symmetry properties, presented in our paper.

Indeed, the lattice deformation changes the distance between ions, $p_{z}$ orbital orientation, and is leading to shift of the on-site energies of $p_{z}$ orbitals. This affects the effective Dirac equation that could simulate the low energy electron states as a result of a deformation-induced gauge field [10]. The surface curvature modulates also the hopping parameter in the tight-binding approach [10,11]. Moreover, it enhances as well the effect of the spin-orbit coupling [12], usually neglected in flat carbon-based systems.

Recently, it is predicted that rippled graphene could lead to the spin selectivity effect for the ballistic electrons $[13,14]$ in virtue of the curvature-induced spin-orbit couplings (see details in [12,13,15-17]). As a result, it is shown that at the particular energy values the ballistic electrons with the one spin polarisation can travel through periodically repeated ripples without any reflection. At the same time, electrons with the opposite spin polarisation are fully reflected. Once we change the flow direction through the considered system, the situation becomes inverse. It is noteworthy that different experiments of a spin selective electron transmission through biomolecules has been discussed recently in Ref. [18]. In this review, the authors claimed that this phenomenon implies that chirality and spin may play an important role in biology.

In mesoscopic systems, symmetries are key points that allow to illuminate essential features of finite quantum systems (e.g., $[19,20]$ ). The basic goal of this paper is to elucidate the above discussed phenomenon from point of view of the symmetry properties of the considered system.

## 2. Basic Physics of The Corrugated Graphene

In our consideration, the corrugated graphene structure consists of a rippled graphene connected to two flat graphene sheets (see Figure 1).


Figure 1. The corrugated graphene system. There are two flat surfaces: Region I, defined in the intervals $-\infty<x<-R \cos \theta_{0}$; and Region III, defined in the intervals $R \cos \theta_{0}<x<\infty$. A ripple is modelled by an arc of a circle (Region II) of radius $R$, defined as $-R \cos \theta_{0}<x<R \cos \theta_{0}$. At $\theta_{0}=0$, the ripple is a half of the nanotube, while at $\theta_{0}=\pi / 2$ the ripple does not exist. The angle $\phi=\pi-2 \theta_{0}$. Here, we have $-\infty<y<\infty$. We keep the translational invariance along the $y$-axis, which is chosen as the symmetry and the quantisation axis.

For analysis of the curved graphene surface, we recapitulate the major results [17] obtained for armchair CNTs. In this case, only the interaction between nearest neighbour atoms is considered. The analysis is done in an effective mass approximation for the point $K$, in the vicinity of the Fermi level $E=0$. A similar approach can be applied for $K^{\prime}$ point.

The Hamiltonian of the nanotube has the following form in the effective mass approximation [12]

$$
\begin{equation*}
H_{r}=\gamma\left(\tau_{x} \hat{\pi}_{x}+\tau_{y} \hat{\pi}_{y}\right) \otimes I-\lambda_{y} \tau_{y} \otimes \sigma_{x}(\vec{r})-\xi_{x} \tau_{x} \otimes \sigma_{y} \tag{1}
\end{equation*}
$$

Here, the operators $\hat{\pi}_{x}=-i \frac{\partial}{R \partial \theta}, \hat{\pi}_{y}=-i \frac{\partial}{\partial y}, \sigma_{x}(\vec{r})=\sigma_{x} \cos \theta-\sigma_{z} \sin \theta$, and $\xi_{x}=2 \delta \gamma p / R$, $\lambda_{y}=\delta \gamma^{\prime} / 4 R$. The Pauli matrices $\sigma_{x, y}$ act in the spin space. The matrices $\tau_{x, y}$ act on the sublattice degree of freedom. The Pauli matrix $\tau_{i}$ is called the "pseudospin", to distinguish it from the real electron spin.

The following notations are used: $\gamma=-\sqrt{3} V_{p p}^{\pi} a / 2=\sqrt{3} \gamma_{0} a / 2, \gamma^{\prime}=\sqrt{3}\left(V_{p p}^{\sigma}-V_{p p}^{\pi}\right) a / 2=\gamma_{1} a$, $p=1-3 \gamma^{\prime} / 8 \gamma$; where $V_{p p}^{\sigma}$ and $V_{p p}^{\pi}$ are the transfer integrals for $\sigma$ - and $\pi$-orbitals, respectively, in a flat graphene. The distance $d$ between atoms in the unit cell determines the length of the primitive translation vector $a=\sqrt{3} d \simeq 2.46 \AA$. For numerical illustration, we assume that $\gamma_{0}=-V_{p p}^{\pi} \approx 3 \mathrm{eV}$
and $\gamma_{1} \approx 8 \mathrm{eV}$ (see, e.g., [12]). The intrinsic source of the spin-orbit coupling $\delta=\Delta / 3 \epsilon_{\pi \sigma}$ is defined by means of the quantity

$$
\begin{equation*}
\Delta=i \frac{3 \hbar}{4 m^{2} c^{2}}\langle x| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}|y\rangle \tag{2}
\end{equation*}
$$

where $V$ is the atomic potential and $\epsilon_{\pi \sigma}=\epsilon_{2 p}^{\pi}-\epsilon_{2 p}^{\sigma}$. Here, the energies $\epsilon_{2 p}^{\pi}$ and $\epsilon_{2 p}^{\sigma}$ denote the energies of $\pi$ - and $\sigma$-orbitals orbitals, respectively. We recall that $\sigma$-orbitals are localised between carbon atoms, while $\pi$-orbitals are directed perpendicular to the nanotube surface.

With the aid of the method discussed in [13,17], one obtains the eigenvalues of the Hamiltonian in Equation (1)

$$
\begin{equation*}
E=\kappa E_{ \pm}, \quad \kappa= \pm 1 \tag{3}
\end{equation*}
$$

where $\kappa=+1(-1)$ is associated with the conductance (valence) band, and the energies $E_{ \pm}$are defined as

$$
\begin{equation*}
E_{ \pm}=\sqrt{t_{m}^{2}+t_{y}^{2}+\lambda_{y}^{2}+\lambda_{x}^{2} \pm 2 \sqrt{\lambda_{x}^{2}\left(t_{m}^{2}+\lambda_{y}^{2}\right)+t_{y}^{2} \lambda_{y}^{2}}} \tag{4}
\end{equation*}
$$

Here, $t_{m}=m \gamma / R, t_{y}=\gamma k_{y}, \lambda_{x}=\gamma(1 / 2+2 \delta p) / R$, and $m$ is a magnetic quantum number (see details in $[13,17]$ ). Due to the curvature-induced spin-orbit coupling spin is no anymore a good quantum number. The eigenstates of Equation (1) are characterised by a quantum number $s= \pm 1$, and have the following form

$$
\Phi_{m, k_{y}}^{s= \pm 1}(\theta, y)=e^{i m \theta} e^{i k_{y} y} N_{ \pm}\left[\begin{array}{c}
\kappa\left(\cos \theta / 2 A_{ \pm}-\sin \theta / 2 B_{ \pm}\right)  \tag{5}\\
\kappa\left(\sin \theta / 2 A_{ \pm}+\cos \theta / 2 B_{ \pm}\right) \\
\cos \theta / 2 C_{ \pm}-\sin \theta / 2 D_{ \pm} \\
\sin \theta / 2 C_{ \pm}+\cos \theta / 2 D_{ \pm}
\end{array}\right]
$$

where

$$
\begin{gather*}
D_{ \pm}=\frac{\lambda_{y} \lambda_{x} \pm \sqrt{\lambda_{x}^{2}\left(t_{m}^{2}+\lambda_{y}^{2}\right)+t_{y}^{2} \lambda_{y}^{2}}}{i t_{m} \lambda_{x}-t_{y} \lambda_{y}}  \tag{6}\\
A_{ \pm}=\frac{1}{E_{ \pm}}\left(t_{m}-i t_{y}+i\left(\lambda_{y}+\lambda_{x}\right) D_{ \pm}\right)  \tag{7}\\
B_{ \pm}=\frac{1}{E_{ \pm}}\left[\left(t_{m}-i t_{y}\right) D_{ \pm}+i\left(\lambda_{y}-\lambda_{x}\right)\right]  \tag{8}\\
C_{ \pm}=1 \tag{9}
\end{gather*}
$$

and $N_{ \pm}$is a normalisation constant

$$
\begin{equation*}
N_{ \pm}^{2}=\frac{t_{y}^{2} \lambda_{y}^{2}+t_{m}^{2} \lambda_{x}^{2}}{2\left[\left(\lambda_{y} \lambda_{x} \pm \sqrt{\lambda_{x}^{2}\left(t_{m}^{2}+\lambda_{y}^{2}\right)+t_{y}^{2} \lambda_{y}^{2}}\right)^{2}+t_{y}^{2} \lambda_{y}^{2}+t_{m}^{2} \lambda_{x}^{2}\right]} . \tag{10}
\end{equation*}
$$

Generally, the relations $\left|A_{ \pm}\right|=\left|D_{ \pm}\right|$and $\left|B_{ \pm}\right|=\left|C_{ \pm}\right|$are fulfilled.
The solution for a flat graphene is well known (e.g., [21,22]). Near the center of each valley (the point $K$ or $K^{\prime}$ ) electron dispersion is determined by the Dirac-type Hamiltonian

$$
\begin{equation*}
H_{f}=\gamma\left(\tau_{x} \hat{k}_{x}+\tau_{y} \hat{k}_{y}\right) \otimes I \tag{11}
\end{equation*}
$$

where again the Pauli matrices $\tau_{x, y}$ act on the sublattice degrees of freedom, $I$ is $2 \times 2$ unity matrix acting in the spin space, with $\hat{k}=-i\left(\partial / \partial_{x}, \partial / \partial_{y}\right)$. The eigenvalues and eigenstates of the flat graphene Hamiltonian are

$$
\begin{equation*}
E=\kappa \gamma \sqrt{k_{x}^{2}+k_{y}^{2}}, \kappa= \pm 1 \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\Psi_{k}^{\sigma}(x, y)=\frac{1}{2}\binom{\kappa e^{-i \varphi}}{1} \otimes\binom{1}{\sigma i} e^{i k \cdot r}, \quad \sigma= \pm \tag{13}
\end{equation*}
$$

where $e^{-i \varphi}=\left(k_{x}-i k_{y}\right) / \sqrt{k_{x}^{2}+k_{y}^{2}}, k=\left(k_{x}, k_{y}\right), r=(x, y)$, and $k=\sqrt{k_{x}^{2}+k_{y}^{2}}$. The spin degeneracy is taken into account. In our consideration, the states with the spin up and down are the eigenstates of the operator $\sigma_{y}$. The above describe solutions are used to calculate the electron transmission through the corrugated graphene. We recall that, in rippled graphene, the symmetries related to the spin degree of freedom and to the angular momentum are not conserved [13,17].

## 3. Symmetries

To illuminate specific symmetries of our system, we have to identify the corresponding operators that act within one valley only. Evidently, these operators should act on the $A$ an $B$ sublattices of the honeycomb lattice.

### 3.1. The Operator $\hat{S}_{t}=\tau_{y} \otimes i \sigma_{y} C$

The spin-orbit coupling implies that one of the symmetries should be related to the time-reverse symmetry operator $\mathcal{T}=i \sigma_{y} C$ with $C$ the operator of complex conjugation (see, e.g., [23,24]). However, the operator $\mathcal{T}$ does not commute neither with the Hamiltonian of the flat graphene in Equation (11) or with the Hamiltonian of the ripple in Equation (1). Taking into account the "pseudospin" degree of freedom, we observe consequently that the operator $\hat{S}_{t}=\tau_{y} \otimes \mathcal{T}$ commutes with the both Hamiltonians

$$
\begin{equation*}
\left[\hat{S}_{t}, H_{f}\right]=0, \quad\left[\hat{S}_{t}, H_{r}\right]=0 \tag{14}
\end{equation*}
$$

Let us investigate the properties of this operator with respect to the eigenfunctions of the Hamiltonian $H_{f}\left(H_{r}\right)$ described in Section 2. For the sake of convenience, we introduce the following equivalent definitions: $\Psi_{k}^{\sigma}(x, y) \equiv\langle\boldsymbol{r} \mid \sigma, \boldsymbol{k}\rangle, \sigma=(+/-) \Leftrightarrow \sigma=(\uparrow / \downarrow)$. As a result, for the wave function, associated with the flat graphene sheet, we have

$$
\left.\begin{array}{l}
\hat{S}_{t}|\uparrow \pm \boldsymbol{k}\rangle= \pm e^{i \varphi}|\downarrow \mp \boldsymbol{k}\rangle  \tag{15}\\
\hat{S}_{t}|\downarrow \pm \boldsymbol{k}\rangle=\mp e^{i \varphi}|\uparrow \mp \boldsymbol{k}\rangle
\end{array}\right\} \Rightarrow S_{t}^{2}=1
$$

i.e., the operator $\hat{S}_{t}$ has two eigenvalues +1 and -1 . Since the phase $e^{i \varphi}$ does not affect our results, hereafter, we omit it in our calculations.

Any ket $|\psi\rangle$ can be expressed as

$$
\begin{equation*}
|\psi\rangle=\frac{1}{2}\left[\left(1+\hat{S}_{t}\right)|\psi\rangle+\left(1-\hat{S}_{t}\right)|\psi\rangle\right]=\left|\psi_{+}\right\rangle+\left|\psi_{-}\right\rangle \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\psi_{+}\right\rangle=\frac{1+\hat{S}_{t}}{2}|\psi\rangle, \quad\left|\psi_{-}\right\rangle=\frac{1-\hat{S}_{t}}{2}|\psi\rangle \tag{17}
\end{equation*}
$$

with the property $\hat{S}_{t}\left|\psi_{ \pm}\right\rangle= \pm\left|\psi_{ \pm}\right\rangle$. In our particular case, we can form four types of the wave functions:

$$
\begin{align*}
& \left|\psi_{ \pm}\right\rangle=\frac{1 \pm \hat{S}_{t}}{2}|\uparrow+\boldsymbol{k}\rangle=\frac{1}{2}(|\uparrow+\boldsymbol{k}\rangle \pm|\downarrow-\boldsymbol{k}\rangle),  \tag{18}\\
& \left|\phi_{ \pm}\right\rangle=\frac{1 \pm \hat{S}_{t}}{2}|\downarrow+\boldsymbol{k}\rangle=\frac{1}{2}(|\downarrow+\boldsymbol{k}\rangle \mp|\uparrow-\boldsymbol{k}\rangle) . \tag{19}
\end{align*}
$$

Thus, for the plane graphene sheet the full set of the operator $\hat{S}_{t}$ consists of the wave functions in Equations (18) and (19). These wave functions contain the equal mixture of the spin up and down states, associated with electrons that move in opposite directions of our structure.

Since for the curved graphene we use the eigenstates of the CNT, a complete set of quantum numbers consists of the magnetic quantum number $m$ and the wave number $k_{y}$. In this case, we introduce the equivalent notations $\Phi_{m, k_{y}}^{s}(\theta) \equiv\left\langle\theta \mid s, m, k_{y}\right\rangle$. The action of the operator $\hat{S}_{t}$ on the wave function in Equation (5), associated with the nanotube, yields

$$
\left.\begin{array}{l}
\hat{S}_{t}\left|s=+, \pm m, \pm k_{y}\right\rangle=i B_{+}^{*}\left|s=+, \mp m, \mp k_{y}\right\rangle  \tag{20}\\
\hat{S}_{t}\left|s=-, \pm m, \pm k_{y}\right\rangle=i B_{-}^{*}\left|s=-, \mp m, \mp k_{y}\right\rangle
\end{array}\right\} \Rightarrow S_{t}^{2}=1
$$

since $\left|B_{ \pm}\right|^{2}=1$ [see Equation (8)]. Applying the same arguments [see Equations (16) and (17)], we obtain

$$
\begin{align*}
& \left|\chi_{ \pm}\right\rangle=\frac{1 \pm \hat{S}_{t}}{2}\left|s=+, m, k_{y}\right\rangle=\frac{1}{2}\left(\left|s=+, m, k_{y}\right\rangle \pm i B_{+}^{*}\left|s=+,-m,-k_{y}\right\rangle\right),  \tag{21}\\
& \left|\varphi_{ \pm}\right\rangle=\frac{1 \pm \hat{S}_{t}}{2}\left|s=-, m, k_{y}\right\rangle=\frac{1}{2}\left(\left|s=-, m, k_{y}\right\rangle \pm i B_{-}^{*}\left|s=-,-m,-k_{y}\right\rangle\right) . \tag{22}
\end{align*}
$$

Having the symmetry properties of the wave functions of the different elements of our structure, we are ready to elucidate the symmetry properties of the transmission and reflection probabilities. Equating the wave functions $\Psi, \Phi$ at points $x=-R \cos \theta_{0}$ (the boundary between Regions I and II), and $x=R \cos \theta_{0}$ (the boundary between Regions II and III), we define the unknown reflection and transmission amplitudes $r_{\alpha}^{\beta}, t_{\alpha}^{\beta}(\alpha, \beta=\uparrow, \downarrow)$. In these amplitudes, the upper (bottom) index denotes the spin polarisation of the incoming (outgoing) (reflected and transmitted) electron. For the sake of discussion, in our model, electrons move from the left to the right direction. As a result, at the boundary between Regions I and II for the electron, which moves from the left side with the spin up polarisation, we have:

$$
\begin{gather*}
\Psi_{k_{x}, k_{y}}^{+}(x)+r_{L}(\phi)_{\uparrow}^{\uparrow} \Psi_{-k_{x}, k_{y}}^{+}(x)+r_{L}(\phi)_{\downarrow}^{\uparrow} \Psi_{-k_{x}, k_{y}}^{-}(x)=  \tag{23}\\
a_{+} \Phi_{m_{+}, k_{y}}^{+}(\theta)+b_{+} \Phi_{-m_{+}, k_{y}}^{+}(\theta)+a_{-} \Phi_{m_{-}, k_{y}}^{-}(\theta)+b_{-} \Phi_{-m_{-}, k_{y}}^{-}(\theta) ; \quad x=-R \cos \theta_{0}, \theta=-\phi / 2
\end{gather*}
$$

The unknown coefficients $a_{(+/-)}, b_{(+/-)}$characterise transport properties of the electron transfer across the rippled region. The wave numbers $m_{+}$and $m_{-}$are determined by the equation

$$
\begin{equation*}
m_{ \pm}=\frac{R}{\gamma} \sqrt{E^{2}-t_{y}^{2}-\lambda_{y}^{2}+\lambda_{x}^{2} \mp 2 \sqrt{\lambda_{x}^{2}\left(E^{2}-t_{y}^{2}\right)+\lambda_{y}^{2} t_{y}^{2}}} \tag{24}
\end{equation*}
$$

where $E=\gamma k(E>0)$ is the electron energy. At the boundary between Regions II and III, we have the following conditions

$$
\begin{gather*}
a_{+} \Phi_{m_{+}, k_{y}}^{+}(\theta)+b_{+} \Phi_{-m_{+}, k_{y}}^{+}(\theta)+a_{-} \Phi_{m_{-}, k_{y}}^{-}(\theta)+b_{-} \Phi_{-m_{-}, k_{y}}^{-}(\theta)=  \tag{25}\\
t_{L}(\phi)_{\uparrow}^{\uparrow} \Psi_{k}^{+}(x)+t_{L}(\phi)_{\downarrow}^{\uparrow} \Psi_{k}^{-}(x) ; x=R \cos \theta_{0}, \theta=\phi / 2
\end{gather*}
$$

The system of Equations (23) and (25) determine the coefficients $r_{L}(\phi)_{\alpha}^{\beta}$ and $t_{L}(\phi)_{\alpha}^{\beta}$. Acting by the operator $\hat{S}_{t}$ on these equations, we obtain:

- at the boundary between Region I and II

$$
\begin{gather*}
\Psi_{-k_{x},-k_{y}}^{-}(x)-r_{L}(\phi)_{\uparrow}^{\uparrow *} \Psi_{k_{x},-k_{y}}^{-}(x)+r_{L}(\phi)_{\downarrow}^{\uparrow *} \Psi_{k_{x},-k_{y}}^{+}(x)= \\
i a_{+}^{*} B_{+}^{*}\left(m_{+}, k_{y}\right) \Phi_{-m_{+},-k_{y}}^{+}(\theta)+i b_{+}^{*} B_{+}^{*}\left(-m_{+}, k_{y}\right) \Phi_{m_{+},-k_{y}}^{+}(\theta)+  \tag{26}\\
+i a_{-}^{*} B_{-}^{*}\left(m_{-}, k_{y}\right) \Phi_{-m_{-},-k_{y}}^{-}(\theta)+i b_{-}^{*} B_{-}^{*}\left(-m_{-}, k_{y}\right) \Phi_{m_{-},-k_{y}}^{-}(\theta) ; \quad x=R \cos \theta_{0}, \theta=-\phi / 2 ;
\end{gather*}
$$

- at the boundary between Region II and III

$$
\begin{gather*}
i a_{+}^{*} B_{+}^{*}\left(m_{+}, k_{y}\right) \Phi_{-m_{+},-k_{y}}^{+}(\theta)+i b_{+}^{*} B_{+}^{*}\left(-m_{+}, k_{y}\right) \Phi_{m_{+},-k_{y}}^{+}(\theta)+ \\
+i a_{-}^{*} B_{-}^{*}\left(m_{-}, k_{y}\right) \Phi_{-m_{-}-k_{y}}^{-}(\theta)+i b_{-}^{*} B_{-}^{*}\left(-m_{-}, k_{y}\right) \Phi_{m_{-},-k_{y}}^{-}(\theta)=  \tag{27}\\
t_{L}(\phi)_{\uparrow}^{\uparrow *} \Psi_{-k}^{-}(x)-t_{L}(\phi)_{\downarrow}^{\uparrow *} \Psi_{-k}^{+}(x) ; \quad x=-R \cos \theta_{0}, \theta=\phi / 2 .
\end{gather*}
$$

Next, we consider the equations that determine the coefficients $r_{R}(\phi)_{\alpha}^{\beta}$ and $t_{R}(\phi)_{\alpha}^{\beta}$ for the electron that moves from the right to the left side with the down spin polarisation. Namely, we have:

- at the boundary between Regions II and III

$$
\begin{gather*}
\Psi_{-k_{x},-k_{y}}^{-}(x)+r_{R}(\phi)_{\downarrow}^{\downarrow} \Psi_{k_{x},-k_{y}}^{-}(x)+r_{R}(\phi)_{\uparrow}^{\downarrow} \Psi_{k_{x},-k_{y}}^{+}(x)= \\
\tilde{a}_{+} \Phi_{m_{+},-k_{y}}^{+}(\theta)+\tilde{b}_{+} \Phi_{-m_{+},-k_{y}}^{+}(\theta)+\tilde{a}_{-} \Phi_{m_{-},-k_{y}}^{-}(\theta)+\tilde{b}_{-} \Phi_{-m_{-},-k_{y}}^{-}(\theta) ; \quad x=R \cos \theta_{0}, \theta=\phi / 2 ; \tag{28}
\end{gather*}
$$

- at the boundary between Regions I and II

$$
\begin{gather*}
\tilde{a}_{+} \Phi_{m_{+},-k_{y}}^{+}(\theta)+\tilde{b}_{+} \Phi_{-m_{+},-k_{y}}^{+}(\theta)+\tilde{a}_{-} \Phi_{m_{-}-k_{y}}^{-}(\theta)+\tilde{b}_{-} \Phi_{-m_{-}-k_{y}}^{-}(\theta)= \\
t_{R}(\phi)_{\downarrow}^{\downarrow} \Psi_{-k_{x},-k_{y}}^{-}(x)+t_{R}(\phi)_{\uparrow}^{\downarrow} \Psi_{-k_{x},-k_{y}}^{+}(x) ; \quad x=-R \cos \theta_{0}, \quad \theta=-\phi / 2 \tag{29}
\end{gather*}
$$

From the comparison of Equations (26) and (27) with Equations (28) and (29), it follows that the coefficients $r_{R}(\phi)_{\alpha}^{\beta}$ and $t_{R}(\phi)_{\alpha}^{\beta}$ of Equations (28) and (29) can be expressed in the following form

$$
\begin{equation*}
r_{R}(\phi)_{\downarrow}^{\downarrow}=-r_{L}(-\phi)_{\uparrow}^{\uparrow *} ; \quad r_{R}(\phi)_{\uparrow}^{\downarrow}=r_{L}(-\phi)_{\downarrow}^{\uparrow *} ; \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{R}(\phi)_{\downarrow}^{\downarrow}=-t_{L}(-\phi)_{\uparrow}^{\uparrow *} ; \quad t_{R}(\phi)_{\uparrow}^{\downarrow}=-t_{L}(-\phi)_{\downarrow}^{\uparrow *} . \tag{31}
\end{equation*}
$$

As a result, we obtain for the reflection probabilities

$$
\begin{equation*}
\left|r_{R}(\phi)_{\downarrow}^{\downarrow}\right|^{2}=\left|r_{L}(-\phi)_{\uparrow}^{\uparrow}\right|^{2} ; \quad\left|r_{R}(\phi)_{\uparrow}^{\downarrow}\right|^{2}=\left|r_{L}(-\phi)_{\downarrow}^{\uparrow}\right|^{2}, \tag{32}
\end{equation*}
$$

while for the transmission probabilities we have

$$
\begin{equation*}
\left|t_{R}(\phi)_{\downarrow}^{\downarrow}\right|^{2}=\left|t_{L}(-\phi)_{\uparrow}^{\uparrow}\right|^{2} ; \quad\left|t_{R}(\phi)_{\uparrow}^{\downarrow}\right|^{2}=\left|t_{L}(-\phi)_{\downarrow}^{\uparrow}\right|^{2} . \tag{33}
\end{equation*}
$$

We have similar probabilities for the electron motion with the spin up polarisation from the right to the left side

$$
\begin{equation*}
\left|r_{R}(\phi)_{\uparrow}^{\uparrow}\right|^{2}=\left|r_{L}(-\phi)_{\downarrow}^{\downarrow}\right|^{2} ; \quad\left|r_{R}(\phi)_{\downarrow}^{\uparrow}\right|^{2}=\left|r_{L}(-\phi)_{\uparrow}^{\downarrow}\right|^{2}, \tag{34}
\end{equation*}
$$

and, consequently, for the transmission probabilities

$$
\begin{equation*}
\left|t_{R}(\phi)_{\uparrow}^{\uparrow}\right|^{2}=\left|t_{L}(-\phi)_{\downarrow}^{\downarrow}\right|^{2} ; \quad\left|t_{R}(\phi)_{\downarrow}^{\uparrow}\right|^{2}=\left|t_{L}(-\phi)_{\uparrow}^{\downarrow}\right|^{2} . \tag{35}
\end{equation*}
$$

From these results, it follows that the operator $\hat{S}_{t}$ does not involve the other valley, i.e., QED. However, it interchanges the sign of the vector $k$ and the electron spin polarisation in the flat part of the considered graphene structure. In the rippled graphene region, it changes $m_{ \pm} \rightarrow-m_{ \pm}$and the sign of the $k_{y}$ component: $k_{y} \rightarrow-k_{y}$. We conclude that the operator $S_{t}$ acts like a time-reversal operator in the single valley.

### 3.2. The Operator $\hat{S}_{c h}=\tau_{x} \otimes \sigma_{y}$

We recall that it was found in Refs. $[13,14]$ that the electron scattering in the superlattice, created by periodically repeated elements, has a curious behaviour. Note that in this way we mimic
periodically rippled graphene as a set curvatures between flat graphene areas (e.g., see Figure 1 and the corresponding discussion in Ref. [14]). One element of the superlattice gives rise to the dominance of the electron transmission with a certain spin polarisation. While this effect is small for a few ripples, it defines the perfect transmission for electrons with the one spin polarisation and the perfect reflection for electrons with the opposite spin polarisation in the case of hundreds of ripples. As a result, we find the optimal angle values for the ripple that ensures the perfect transmission at relatively large number of elements $N \gg 1$ in the superlattice. Note that the transmission depends on the ripple radius and the spin-orbit coupling strengths (see details in [14]). It is noteworthy that transmitted electrons with different spin orientation choose different channels characterised by the quantum number $s= \pm 1$ [13]. This fact implies the existence of the additional symmetry that is fundamental for this feature.

To give an insight into this symmetry, we consider the case $k_{y}=0$, when the spectrum in Equation (4) and the eigenspinors are particular simple. In this case, Equations (3) and (4) are reduced to the form

$$
\begin{equation*}
E= \pm\left(\mathcal{D} \pm \lambda_{x}\right), \tag{36}
\end{equation*}
$$

where $\mathcal{D}=\sqrt{\lambda_{y}^{2}+t_{m}^{2}}$ and $t_{m}=\frac{\gamma}{R} m$. For the rippled (arc) piece (see Figure 1), there are four eigenenergies

$$
E=\left\{\begin{array}{l}
\mathcal{E}_{1}=\lambda_{x}+\mathcal{D}  \tag{37}\\
\mathcal{E}_{2}=\lambda_{x}-\mathcal{D} \\
\mathcal{E}_{3}=-\lambda_{x}+\mathcal{D} \\
\mathcal{E}_{4}=-\lambda_{x}-\mathcal{D}
\end{array}\right.
$$

The connection between the energy and the quantum number $m$ can be formulated in the form

$$
\begin{equation*}
m \Rightarrow m_{s}= \pm \frac{R}{\gamma} \sqrt{\left(s E-\lambda_{x}\right)^{2}-\lambda_{y}^{2}}, \quad s= \pm 1 \tag{38}
\end{equation*}
$$

that determines four possible values of the quantum number $m$. Here, we introduce the additional quantum number $s$ that characterises our eigenstates. Note that in Equation (38) the sign of the quantum number $s$ depends on the sign of the energy $E$. In particular, the following relations take place

$$
E>0: \Longleftrightarrow \begin{cases}s=+1, & \mathcal{E}_{1}>0  \tag{39}\\ s=+1, & \text { if } \mathcal{E}_{2}>0 \\ s=-1, & \text { if } \mathcal{E}_{3}>0\end{cases}
$$

On the other hand, at $E<0$, the branches $\mathcal{E}_{3}$ and $\mathcal{E}_{4}$ have the quantum number $s=+1$, while the branch $\mathcal{E}_{2}$ is characterised by the quantum number $s=-1$.

At a fixed electron energy $E(E>0)$, Equations (37), (38), and (39), establish the connection between the energies $\mathcal{E}_{j}(j=1,2,3)$ and the magnetic quantum number $m$ with the quantum number $s$

$$
\begin{gather*}
\mathcal{E}_{1}, \mathcal{E}_{2} \rightarrow \pm t_{m_{+1}} \Longleftrightarrow s=+1,  \tag{40}\\
\mathcal{E}_{3} \rightarrow \pm t_{m_{-1}} \Longleftrightarrow s=-1 . \tag{41}
\end{gather*}
$$

We recall that the angular momentum is not conserved. As a result, the eigenfunction is the mixture of the eigenfunctions in Equation (5) at a given energy (see Figure 2). The energy branches in Equation (37) with the same quantum number $s$ repel each other, while there is a crossing of the branches with the different $s$ (see Figures 2 and 3). The anticrossings yield the energy gaps $=2 \lambda_{y}$ indicated by the arrows (see the insets in Figures 2 and 3). As a result, the energy gaps give rise to evanescent modes at energies $\lambda_{x}-\lambda_{y}<|E|<\lambda_{x}+\lambda_{y}$ in our system.


Figure 2. The spectrum in Equation (4) $\left(k_{y}=0\right)$ versus the magnetic quantum number $m$. The non-quantised values $\pm m_{s= \pm 1}$ at the energy $E=0.2 \mathrm{eV}$ (thin horizontal line that mimics the Fermi energy) are indicated at the crossing of the energy branches with different $s$. Symbols $E_{1}, E_{2}, E_{3}, E_{4}$ are used to guide the eyes on the formal solutions (straight lines) defined by Equation (36), irrespective of the sign of the quantum number $s$. In contrast, there is anticrossing of the energy branches with the same quantum number $s=+1$ for the pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ at $E>0$. Similar anticrossing occurs at $E<0$, when the pair $\left(\mathcal{E}_{3}, \mathcal{E}_{4}\right)$ has the same quantum number $s=+1$. These anticrossings are caused by the term $\lambda_{y}$ in the Hamiltonian in Equation (1), which creates the energy gaps $2 \lambda_{y}$ near the energy $E= \pm \lambda_{x}$ (see [13,17]). The following parameters are used: $R=10 \AA, \delta=0.01, p=0.1, \gamma=(4.5 \cdot 1.42) \mathrm{eV} \cdot \AA, \gamma^{\prime}=\frac{8}{3} \gamma$. These parameters define the values of the spin-orbit coupling strengths: $\lambda_{y}=\delta \gamma^{\prime} / 4 R=0.0043 \mathrm{eV}$, $\lambda_{x}=\gamma(1 / 2+2 \delta p) / R=0.32 \mathrm{eV}$ (see Section 2).


Figure 3. The same as in Figure 2. Solid lines are associated with the positive energy states ( $E>0$ ), while the negative energies are denoted by dashed lines (see text). Once the energy changes the sign, it affects the sign of the corresponding quantum number $s$. There are anticrossing of the energy branches with the same quantum number $s=+1$ for the pair $\left(\mathcal{E}_{1}, \mathcal{E}_{2}\right)$ at $E>0$ and for the pair $\left(\mathcal{E}_{3}, \mathcal{E}_{4}\right)$ at $E<0$.

At $k_{y}=0$, the eigenvectors in Equation (5) of the Hamiltonian in Equation (1) transform to the following form (see details in $[13,17]$ ):

$$
\begin{equation*}
\Phi_{j, m}(\theta)=\left(I \otimes e^{-i \frac{\sigma_{y}}{2} \theta}\right) \vec{v}_{j}(m) e^{i m \theta}, j=1, . .4 \tag{42}
\end{equation*}
$$

Here

$$
\vec{v}_{1}=\left(\begin{array}{c}
-i t_{m}  \tag{43}\\
-A_{-} \\
-i A_{-} \\
-t_{m}
\end{array}\right), \vec{v}_{2}=\left(\begin{array}{c}
-i t_{m} \\
A_{+} \\
i A_{+} \\
-t_{m}
\end{array}\right), \vec{v}_{3}=\left(\begin{array}{c}
-i t_{m} \\
A_{+} \\
-i A_{+} \\
t_{m}
\end{array}\right), \vec{v}_{4}=\left(\begin{array}{c}
-i t_{m} \\
-A_{-} \\
i A_{-} \\
t_{m}
\end{array}\right)
$$

where

$$
\begin{equation*}
A_{ \pm}= \pm \lambda_{y}+\sqrt{t_{m}^{2}+\lambda_{y}^{2}} \tag{44}
\end{equation*}
$$

The choice of the components of the wave function in Equation (42) depends on the energy interval in Equation (37), available for electrons. For example (see Figure 2), for $E>\lambda_{x} \Rightarrow E=\mathcal{E}_{1} \vee$ $E=\mathcal{E}_{3}$, the base eigenfunctions are: $\sim \exp \left( \pm \mathrm{i} m_{+1} \theta\right) \vec{\nu}_{1}\left( \pm t_{m_{+1}}\right) ; \sim \exp \left( \pm \mathrm{i} m_{-1} \theta\right) \vec{v}_{3}\left( \pm t_{m_{-1}}\right)$, respectively. As discussed above, the quantum number $s$, characterising the components of the wave function in Equation (42), is associated with the specific energy (see Equations (40) and (41)). The wave function in Equation (13) of the flat graphene at $k_{y}=0$ is convenient to present in the form:

$$
\begin{equation*}
\Psi_{k}^{\sigma}(x)=\frac{1}{2}\binom{\tau \frac{k}{|k|}}{1} \otimes\binom{1}{\sigma i} e^{i k x}, \quad \sigma= \pm \tag{45}
\end{equation*}
$$

As above, we use the following definitions: $\Psi_{k}^{\sigma}(x) \equiv\langle x \mid \sigma, k\rangle, \sigma=(+/-) \Leftrightarrow \sigma=(\uparrow / \downarrow)$. The symbol $\tau=-(+)$ is ascribed to the valence (conduction) band. We study the case $E \geq 0$; the opposite case can be analysed with the same method. As above, the positive value of the wave number $k \equiv k_{x}$ corresponds to the direction of the electron motion from the left to the right side of the considered system.

In the case $k_{y}=0$, there is one more operator $\hat{S}_{c h}=\tau_{x} \otimes \sigma_{y}$ that commutes with both Hamiltonians in Equations (1) and (11), describing the flat and the rippled pieces of our system, respectively:

$$
\begin{equation*}
\left[\hat{S}_{c h}, H_{f}\right]=0, \quad\left[\hat{S}_{c h}, H_{r}\right]=0 \tag{46}
\end{equation*}
$$

For the wave function, associated with the flat graphene sheet, we have

$$
\left.\begin{array}{l}
\hat{S}_{c h}|\uparrow \pm k\rangle= \pm|\uparrow \pm k\rangle  \tag{47}\\
\hat{S}_{c h}|\downarrow \pm k\rangle=\mp|\downarrow \pm k\rangle
\end{array}\right\} \Rightarrow \alpha= \pm 1
$$

Thus, the operator $\hat{S}_{c h}$ has the eigenvalue $\alpha=+1(-1)$, acting on the wave function of the electron, traveling from the left side of our structure with spin up (down) polarisation. The eigenvalues are equal in value but opposite in sign if the operator $\hat{S}_{c h}$ acts on the wave function of the electron, traveling from the right side of our structure with spin up (down) polarisation. On the other hand, the action of the operator $\hat{S}_{c h}$ on the electron wave functions, associated with the rippled piece of our system, is as follows:

$$
\begin{align*}
& \hat{S}_{c h} \Phi_{1, m}(\theta)=-\Phi_{1, m}(\theta),  \tag{48}\\
& \hat{S}_{c h} \Phi_{2, m}(\theta)=-\Phi_{2, m}(\theta),  \tag{49}\\
& \hat{S}_{c h} \Phi_{3, m}(\theta)=+\Phi_{3, m}(\theta),  \tag{50}\\
& \hat{S}_{c h} \Phi_{4, m}(\theta)=+\Phi_{4, m}(\theta) . \tag{51}
\end{align*}
$$

In this case, the operator $\hat{S}_{c h}$ has the eigenvalue $\alpha=+1(-1)$ as well, providing us the connection between the eigenstates of the flat and rippled pieces of the considered system.

Now, we are ready to discuss the list of eigenfunctions, responsible for the transport properties in different energy range.

- $E>\lambda_{x}$.

1. Quantum numbers: $\alpha=+1, s=-1$. These quantum numbers determine the available set of the wave functions: $\Psi_{k}^{+}(x), \Psi_{-k}^{-}(x), \Phi_{3, m}(\theta)$. If the corresponding symmetries are responsible for the transport properties, there are only the following options.
(a) The electron is moving from the left side of our structure (flat graphene sheet) with the spin up polarisation $\left[\Psi_{k}^{+}(x) \equiv|\uparrow+k\rangle\right.$ ]. In this case, in the rippled graphene region (see Figure 2), there is one open channel, defined by the wave function $\Phi_{3, m}$. The wave function $\Psi_{-k}^{-}(x) \equiv|\downarrow-k\rangle$ describes the reflection with the electron spin-flip.
(b) The electron is moving from the right side (flat graphene sheet) with the spin down polarisation $\left[\Psi_{-k}^{-}(x) \equiv|\downarrow-k\rangle\right]$. In this case, in the rippled graphene region, there is only the transmission channel, defined by the wave function $\Phi_{3, m}$. The wave function $\Psi_{k}^{+}(x) \equiv|\uparrow+k\rangle$ describes the reflection with the electron spin-flip.
As a result, we expect the equivalence between the left/right transmission probabilities with the opposite spin polarisations. Indeed, this expectation is consistent with Equation (33), obtained from the different arguments at $k_{y}=0$.
2. Quantum numbers: $\alpha=-1, s=+1$. The available set of the wave functions: $\Psi_{k}^{-}(x), \Psi_{-k}^{+}(x)$, $\Phi_{1, m}(\theta)$. In this case, the symmetries dictate the following options.
(a) The electron is moving from the left side (flat graphene sheet) with the spin down polarisation $\left[\Psi_{k}^{-}(x) \equiv|\downarrow+k\rangle\right.$ ]. In this case, in the rippled graphene region (see Figure 2), there is one open channel, defined by the wave function $\Phi_{1, m}(\theta)$. The wave function $\Psi_{-k}^{+}(x) \equiv|\uparrow-k\rangle$ describes the reflections with the electron spin-flip.
(b) The electron is moving from the right side (flat graphene sheet) with the spin up polarisation $\left[\Psi_{-k}^{+}(x) \equiv|\uparrow-k\rangle\right]$. In this case, in the rippled graphene region for this electron there is only the transmission channel, defined by the wave function $\Phi_{1, m}(\theta)$. The wave function $\Psi_{k}^{-}(x) \equiv|\downarrow+k\rangle$ describes the reflections with the electron spin-flip.
Again, we expect the equivalence between the left/right transmission probabilities with the opposite spin polarisations. Indeed, this expectation is consistent with Equation (35), obtained from different arguments at $k_{y}=0$.

- $E<\lambda_{x}$.

1. Quantum numbers: $\alpha=-1, s=+1$. In this case, the available set includes the following wave functions: $\Psi_{-k}^{+}(x), \Psi_{k}^{-}(x), \Phi_{2, m}(\theta)$. The symmetries dictate the following options.
(a) The electron is moving from the left side (flat graphene sheet) with the spin down polarisation $\left[\Psi_{k}^{-}(x) \equiv|\downarrow+k\rangle\right.$ ]. In the rippled graphene region, there is only the transmission channel, defined by the wave function $\Phi_{2, m}(\theta)$. The wave function $\Psi_{-k}^{+}(x) \equiv|\uparrow-k\rangle$ describes the reflections with the electron spin-flip.
(b) The electron is moving from the right side (flat graphene sheet) with the spin up polarisation $\left[\Psi_{-k}^{+}(x) \equiv|\uparrow-k\rangle\right.$ ]. In the rippled graphene region, there is only the transmission channel, defined by the wave function $\Phi_{2, m}(\theta)$. The wave function $\Psi_{k}^{-}(x) \equiv|\downarrow+k\rangle$ describes the reflections with the electron spin-flip.

Again, the expected equivalence between the left/right transmission probabilities with the opposite spin polarisations is consistent with Equation (35), obtained from different arguments at $k_{y}=0$.
2. Quantum numbers: $\alpha=+1, s=-1$. In this case, the available set includes the following wave functions: $\Psi_{k}^{+}(x), \Psi_{-k}^{-}(x), \Phi_{3, m}(\theta)$. This situation is completely equivalent to the case discussed at $E>\lambda_{x}$, Point 1 .

Thus, at $k_{y}=0$, the symmetry, associated with the operator $\hat{S}_{c h}$, determines the following transport properties through the rippled graphene piece: (i) at the transmission, it preserves the electron spin polarisation, while forbids the spin-flip; and (ii) the reflection occurs only with the spin-flip.

For $k_{y} \neq 0$, the operator $\hat{S}_{c h}$ does not commute with the Hamiltonians. In this case, the discussed symmetry is broken. It results in constraint release on the reflections and transmissions mechanisms in our system (i.e., [25]).

### 3.3. The Relation Between the Operators $\hat{S}_{t}$ and $\hat{S}_{c h}$

Note that these two symmetry operator commute if $k_{y}=0$. Evidently, they have the common basis, while having different eigenvalues. Let us analyse this situation in details. One can readily see that the eigenfunctions in Equations (18) and (19), associated with the flat graphene piece, are common eigenstates for the both operators:

$$
\begin{gather*}
\hat{S}_{t}\left|\psi_{ \pm}\right\rangle= \pm\left|\psi_{ \pm}\right\rangle, \quad \hat{S}_{t}\left|\phi_{ \pm}\right\rangle= \pm\left|\phi_{ \pm}\right\rangle  \tag{52}\\
\hat{S}_{c h}\left|\psi_{ \pm}\right\rangle=+\left|\psi_{ \pm}\right\rangle, \quad \hat{S}_{c h}\left|\phi_{ \pm}\right\rangle=-\left|\phi_{ \pm}\right\rangle \tag{53}
\end{gather*}
$$

For the rippled graphene piece, we have to consider only the case $k_{y}=0$. In this case, it is convenient to construct the common basis from the set in Equation (42). Taking into account the properties in Equations (48)-(51), we introduce the following superpositions

$$
\begin{equation*}
\Phi_{j}=\frac{1}{2}\left[\Phi_{j, m}(\theta)+\Phi_{j,-m}(\theta)\right], \quad j=1, . ., 4 \tag{54}
\end{equation*}
$$

As a result, we obtain

$$
\begin{align*}
\hat{S}_{t} \Phi_{1,2} & =\Phi_{1,2}, \quad \hat{S}_{t} \Phi_{3,4}=-\Phi_{3,4}  \tag{55}\\
\hat{S}_{c h} \Phi_{1,2} & =-\Phi_{1,2}, \quad \hat{S}_{c h} \Phi_{3,4}=\Phi_{3,4} \tag{56}
\end{align*}
$$

Thus, the eigenfuctions in Equation (54) form the complete set for the both symmetry operators in the case of the rippled graphene piece.

## 4. Summary

Evidently, symmetries play an essential role in our understanding different phenomena in mesoscopic physics. In graphene physics, they become especially apparent in the transport properties of the corrugated systems. We find two symmetry operators that explain the chiral behaviour of the ballistic electron transport through the rippled graphene. This unusual behaviour has emerged due to the curvature-induced spin-orbit coupling. In particular, the symmetry operator $\hat{S}_{t}$ (see Section 3.1) elucidates the equivalence between the transport characteristics of the ballistic electrons travelling from opposite sides of our system that have different type of polarisations. This operator acts as a time-reversal operator in the single valley system, considered in our paper. The other symmetry operator $\hat{S}_{c h}$ (see Section 3.2) enables us to explain the selection of open energy channels for the ballistic electrons travelling through the rippled graphene subsystem at the direct incident of the electron flow $\left(k_{y}=0\right)$. This symmetry explains the dominance of different electron spin polarisations that depend on the direction of the electron flow. This selection becomes increasingly important at multiple periodic
repetition of the corrugated graphene structure, considered in our paper (see also [14]). From our preliminary analysis, it follows that similar symmetry preserves if we consider the down side of the CNT. This problem is, however, beyond the scope of the present studies and will be discussed in detail in forthcoming paper.
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#### Abstract

Deterministic nano-fractal structures have recently emerged, displaying huge potential for the fabrication of complex materials with predefined physical properties and functionalities. Exploiting the structural properties of fractals, such as symmetry and self-similarity, could greatly extend the applicability of such materials. Analyses of small-angle scattering (SAS) curves from deterministic fractal models with a single scaling factor have allowed the obtaining of valuable fractal properties but they are insufficient to describe non-uniform structures with rich scaling properties such as fractals with multiple scaling factors. To extract additional information about this class of fractal structures we performed an analysis of multifractal spectra and SAS intensity of a representative fractal model with two scaling factors-termed Vicsek-like fractal. We observed that the box-counting fractal dimension in multifractal spectra coincide with the scattering exponent of SAS curves in mass-fractal regions. Our analyses further revealed transitions from heterogeneous to homogeneous structures accompanied by changes from short to long-range mass-fractal regions. These transitions are explained in terms of the relative values of the scaling factors.
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## 1. Introduction

Recent progress in materials science and nanotechnology has opened new possibilities in the production of new types of nano- and micro-structured materials with improved functions and properties [1-7], thus providing links to both deterministic classical mechanics and chaotic quantum mechanics $[8,9]$. Since the physical characteristics greatly depend on their structure, one of the main challenges in the field of materials science is to understand the correlation between them on a broad spectrum of length scales, starting from atomic level. In particular, for many nanoscale structures, quantum-like properties are frequently observable, thus displaying many interesting nano-effects [10-12]. However, for some materials, such as electrospun nanofibers, it has been shown that these effects depend strongly upon their fractal structure [9].

Therefore, ongoing research is carried out to obtain structures with exact self-similar (ESS) properties [13-19], where an intrinsic pattern repeats itself exactly under scaling. This procedure usually leads to highly symmetric fractal structures, such as Cantor dust, Sierpinski carpet or Menger sponge [20]. In the field of chaotic deterministic systems they are known as strange attractors, since they
may represent a set of infinite unconnected points (Cantor dust), a pathological curve (Weierstrass function) which is continuous everywhere but differentiable nowhere, or generally any geometric shape that cannot be easily described with a simple set operations of basic geometric objects.

ESS nano- and micro-materials attract a lot of attention due to their improved physical characteristics as compared with classical ones, and which arise mainly due to their symmetry and self-similar properties [21]. For example, the mechanical performance of 3D printed biomimetic Koch fractals interlocking can be effectively increased via fractal design [22], while the radiative heat flux can be kept at a short range (as compared to non-fractal structures) in ESS-based materials [23]. However, one of the main challenges in building such fractal materials is finding the suitable mixing composition between the embedding matrix and the fractal's material. To date, only a few materials have been successfully used to create such ESS structures, including dicarbonitrile [24] and bys-terpyridine molecules [13], single/poly crystalline silicone [14,15] or alkyletene dimers [25].

The structural properties of this new generation of nano- and micro-scale materials can effectively be determined using the small-angle scattering (SAS) of X-rays (SAXS) or neutrons (SANS) [26,27]. This widely used material-morphology investigation method has the advantage of sampling a statistically significant macroscopic volume. For ESS structures, the main advantage of SAS relies on its ability to distinguish between mass and surface fractals through the value of the scattering exponent $\tau$ in the fractal region [28-31]. More recently, it has been shown that SAS can also differentiate between ESS and statistically self-similar (SSS) structures [32] as well as between regular and fat fractals, that is, those with positive Lebesgue measure [33].

However, the behavior of the SAS intensity curves obtained from multifractals, that is, structures obtained by intermixing fractals with several scaling factors, are not yet completely understood. This is mainly due to the fact that the vast majority of physical materials are heterogeneous at nano- and micro-scales, thus requiring models with at least two scaling factors. Although a first step in this direction was done by obtaining the SAS spectrum from a multifractal structure generated using the chaos game algorithm [34], an expression for the scattering intensity was derived only recently [32]. Moreover, in Reference [34] it has been shown that, for the investigated structure, the oscillations in the fractal region are not very pronounced leading to difficulties in recovering the scaling factors from experimental data. This is an intrinsic consequence of the model's construction procedure, which involves a random variable in generating the positions of the fractal scattering units, as well as the presence of multiple scaling factors.

The purpose of this work is to provide a description of how to extract the scaling factor(s) from SAS data and how to relate them to the degree of fractal's heterogeneity. To this aim, in Section 2.1 we briefly describe the multifractals together with the moment method used to calculate the dimension spectra. Section 2.2 presents the main concepts of SAS with a focus on the form factor, pair distance distribution function (pddf) and their properties. In Section 3.1 we describe the construction process of the Vicsek-like multifractal model with two variable scaling factors [35,36] and show how one can obtain analytically the box-counting fractal dimension. In Section 3.2 we calculate numerically the corresponding dimension spectra and compare them with the theoretical results. In Section 3.3 we obtain the coefficients of the pddf. Finally, Section 3.4 presents an analytical expression of the form factor together with the influence of the polydispersity. Here, we also relate the behavior of the form factor with information from dimension spectra from Section 3.2.

## 2. Theoretical Background

### 2.1. Multifractals

Multifractals are non-uniform structures with rich scaling and self-similar properties that can change at every point $[37,38]$. A common procedure used to investigate their properties is to calculate their dimension spectrum. For this purpose several methods can be used, such as moment method [39], multifractal detrended fluctuation analysis [40] or wavelet transform modulus maxima [41]. Here, we make use of the moment method due to its simplicity of implementation in
a computer code as well as for its general applicability. An advantage of this method is that it is particularly well suited for analysis of images acquired by various methods including atomic force microscopy, scanning electron microscopy, computed tomography etc.

For this purpose, let us consider first an object $S$ covered by a grid of boxes $B_{i}(l)$ of size $l$ and a measure $\mu(B)$ determined by the probability of hitting the object in the box $B_{i}$. The corresponding partition function $Z_{S}$ is defined by [41]:

$$
\begin{equation*}
Z_{s}(l)=\sum_{i=1}^{N} p_{i}^{s}(l) \tag{1}
\end{equation*}
$$

where $N \propto 1 / l^{2}$ is the number of boxes, $i$ indexes each individual box, and $p_{i}=\mu(B)$ represent probabilities with $r_{i}$ fragmentation ratios, such that $\sum_{i=1}^{N} p_{i}=1$.

In terms of the partition function, the generalized dimension spectrum $D_{s}$ can be written as [41]:

$$
\begin{equation*}
D_{s} \equiv \frac{1}{1-s} \lim _{l \rightarrow 0} \frac{\ln Z_{s}(l)}{-\ln l} \tag{2}
\end{equation*}
$$

where we take into account that $Z_{s}$ has a power-law behavior in the limit $l \rightarrow 0$ and $N \rightarrow \infty$, so that $Z_{S} \propto l^{D_{s}(s-1)}$. Therefore:

$$
\begin{equation*}
D_{s}=\lim _{l \rightarrow 0} \frac{1}{1-s} \frac{\ln \sum_{i=1}^{N} p_{i}^{s}(l)}{-\ln l} \tag{3}
\end{equation*}
$$

with $p_{i} \equiv N_{i}(l) / N$ being the relative weight of the $i$-th box. In practice, dimension spectra can be obtained from images acquired using various techniques, such as atomic force microscopy, scanning electron microscopy, computed tomography and so on. Thus the quantity $N_{i}$ in defining the probabilities $p_{i}$, is given by the number of non-white pixels in the $i$-th box, while $N$ is the total number of pixels in the image.

The function $D_{s}$ is a monotonically decreasing one, with the horizontal asymptotes $\alpha_{\max }=$ $\lim _{s \rightarrow-\infty} D_{s}$ and $\alpha_{\min }=\lim _{s \rightarrow \infty} D_{s}$. The quantities $\alpha_{\max }$ and $\alpha_{\min }$ describe the scaling properties of the most rarefied, and respectively of the most dense regions in the fractal. Thus, the object is homogeneous if $\alpha_{\max }=\alpha_{\min }$, so that it becomes a single scale fractal, and the corresponding $D_{s}$ spectrum is a line. In particular, at $s=0$ one recover the well-known box-counting dimension, since it gives:

$$
\begin{equation*}
D_{0}=\lim _{l \rightarrow 0} \frac{\log N(l)}{-\log l} \tag{4}
\end{equation*}
$$

with $s \equiv D_{0}$ and $l=\delta$. Here, $N(l)$ is the number of boxes in the minimal cover. At $s=1, D_{1}$ gives a description of how the morphology increases as $l \rightarrow 0$, and thus is called the information dimension. After applying L'Hopital's rule, $D_{1}$ can be written as:

$$
\begin{equation*}
D_{1}=\lim _{l \rightarrow 0} \frac{\sum_{i=1}^{N} p_{i} \log p_{i}}{-\log l} \tag{5}
\end{equation*}
$$

which is related to Shannon's entropy and measures how the information scales with $1 / l$. The higher the values of fractal dimension $D_{1}$, the more uniform the density. At $s=2$, Equation (3) gives $D_{2}$, which is called the two-point correlation dimension and is a measure of the correlation between pairs of points in each box. It describes how the data are scattered, with higher values of $D_{2}$ corresponding to higher compactness.

### 2.2. Small-Angle Scattering

SAS technique is based on the interaction of an incident beam with the electrons in the sample (for SAXS), respectively with the atomic nuclei (for SANS). Since neutrons interact with the magnetic moments, they also provide important information about the sample material's magnetic properties. Therefore, SAS describes spatial density-density correlations in materials through a Fourier
transform, leading to the determination of the differential elastic cross section $\mathrm{d} \sigma / \mathrm{d} \Omega$. When this quantity is normalized with regard to the irradiated volume $V^{\prime}$, it gives the scattering intensity [26] $I(q)=\left(1 / V^{\prime}\right) \mathrm{d} \sigma / \mathrm{d} \Omega$ as a function of the momentum transfer $q=4 \pi \lambda^{-1} \sin \theta$, where $\lambda$ is the incident beam's wavelength and $2 \theta$ the scattering angle. Although in this low-resolution technique the phase information is lost, a more detailed structural description can be obtained when it is complemented by data obtained from other methods, such as protein crystallography [42], nuclear magnetic resonance [43], or when numerical procedures are used to recover the phase, as in coherent SAXS [44]. Let us consider a volume $V^{\prime}$ irradiated by a beam of light, X-ray, or neutrons, which contains the matrix, with a scattering length density (SLD) $\rho_{\mathrm{p}}$, together with a large number of randomly oriented, non-interacting multifractals, with uncorrelated positions. Denoting by $\rho_{\mathrm{m}}$ the SLD of the fractals, after subtracting the matrix density, we can consider a system of scattering units "frozen" in vacuum. It has a scattering density of $\Delta \rho=\rho_{\mathrm{m}}-\rho_{\mathrm{p}}$, called the scattering contrast. Thus, denoting by $n$ the concentration of the fractals, the scattering intensity is given by [26]:

$$
\begin{equation*}
\left.I(q)=\left.n|\Delta \rho|^{2} V^{2}\langle | F(\boldsymbol{q})\right|^{2}\right\rangle \tag{6}
\end{equation*}
$$

where $V$ is each fractal's volume, $F(\boldsymbol{q})$ is the form factor:

$$
\begin{equation*}
F(\boldsymbol{q}) \equiv \frac{1}{V} \int_{V} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d} \boldsymbol{r} \tag{7}
\end{equation*}
$$

obeying the boundary condition $F(0)=1$. The symbol $\langle\cdots\rangle$ stands for ensemble averaging over all orientations of the fractal, which, for an arbitrary two-dimensional function $f$, is defined as:

$$
\begin{equation*}
\left\langle f\left(q_{x}, q_{y}\right)\right\rangle=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(q, \phi) \mathrm{d} \phi \tag{8}
\end{equation*}
$$

For a mass fractal with fractal dimension $D_{\mathrm{m}}$, total length $L$, composed of $p$ basic units, each of size $l$, separated by the distance $d$, so that $l \lesssim d \lesssim L$, the normalized form factor in Equation (7) can be written as:

$$
\left.\left.\langle | F^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle \simeq\left\{\begin{array}{l}
1, \quad q \lesssim 2 \pi / L  \tag{9}\\
(q L / 2 \pi)^{-D_{\mathrm{m}}}, \quad 2 \pi / L \lesssim q \lesssim 2 \pi / h \\
1 / p, \quad 2 \pi / h \lesssim q \lesssim 2 \pi / l, \\
(1 / p)(q L / 2 \pi)^{-4}, 2 \pi / l \lesssim q
\end{array}\right.
$$

where $p$ is of the order of $(L / h)^{D_{\mathrm{m}}}$. The four intervals in the definition of this piecewise function delimit the main structural regions on a double logarithmic scale: the plateau at low $q$ is the Guinier region, the simple power-law decay is the fractal region, a second plateau, and finally the Porod region represented by a power-law decay with scattering exponent -4 , or respectively -3 for 2 D structures. Because we are dealing with a model for which the distances between the objects is of the same order of magnitude as their size, so that $d / l \simeq 1$, the second plateau from Equation (9) will not be observed. This shall be of no concern to us, since we are extracting structural information from the fractal region.

In calculating the SAS curves one makes use of the following properties of the form factor defined in Equation (7):

- $F(\boldsymbol{q}) \rightarrow F(\beta \boldsymbol{q})$ if the particle's length is scaled as $L \rightarrow \beta L$,
- $F(\boldsymbol{q}) \rightarrow F(\boldsymbol{q}) e^{-i \boldsymbol{q} \cdot \boldsymbol{a}}$ if the particle is translated by the vector $\boldsymbol{r} \rightarrow \boldsymbol{r}+\boldsymbol{a}$,
- $F(\boldsymbol{q})=\left[V_{I} F_{I}(\boldsymbol{q})+V_{I I} F_{I I}(\boldsymbol{q})\right] /\left(V_{I}+V_{I I}\right)$, if the particle can be decomposed as a union of two non-overlapping subsets $I$ and $I I$.

It is known that for a single-scale mass fractal consisting of $k$ units (here disks will be used) at the $m$-th iteration, each with a form factor $F_{0}$, the scattering intensity can be written as [30]:

$$
\begin{equation*}
\left.I(q)=\left.I(0) S(q)\langle | F_{0}(\boldsymbol{q})\right|^{2}\right\rangle / k^{m} \tag{10}
\end{equation*}
$$

where $S(q)$ is the structure factor, defined by:

$$
\begin{equation*}
S(q) \equiv\left\langle\rho_{q} \rho_{-q}\right\rangle / k^{m} \tag{11}
\end{equation*}
$$

and is related to the pddf $p(r)$ through:

$$
\begin{equation*}
S(q)=1+\left(k^{m}-1\right) \int_{0}^{+\infty} \mathrm{d} r p(r) \frac{\sin q r}{q r} \tag{12}
\end{equation*}
$$

For single scale mass-fractals, the function $p(r)$ appearing in Equation (12) is the probability density of finding the distance $r$ between the centers of two arbitrarily taken disks inside the fractal, and is defined by the following expression [30]:

$$
\begin{equation*}
p(r)=\frac{2}{k^{m}\left(k^{m}-1\right)} \sum_{r_{p}} C_{p} \delta\left(r-r_{p}\right) \tag{13}
\end{equation*}
$$

where the symbol $\delta$ is the Dirac's delta function, $r_{j k} \equiv\left|r_{j}-r_{k}\right|$ is the relative distance between the centers of disk $j$ and $k$, and $C_{p}$ are the number of distances separated by $r_{p}$.

In a physical system, the scatterers have almost always a certain degree of polydispersity. Thus, in order to take into account this effect we consider that their size obey a distribution function $D_{\mathrm{N}}(l)$, defined in such a way that $D_{\mathrm{N}}(l) \mathrm{d} l$ gives the probability of the size of the fractal to be found in the interval $(l, l+\mathrm{d} l)$. In particular, we consider a log-normal distribution of the type:

$$
\begin{equation*}
D_{\mathrm{N}}(l)=\frac{1}{\sigma l(2 \pi)^{1 / 2}} e^{-\frac{\left(\log (l / \mu)+\sigma^{2} / 2\right)^{2}}{2 \sigma^{2}}}, \tag{14}
\end{equation*}
$$

with relative variance $\sigma_{\mathrm{r}}=\left(\left\langle l^{2}\right\rangle_{D}-\mu^{2}\right)^{1 / 2} / \mu$, mean value $\mu=\langle l\rangle_{D}$, and variance $\sigma=\left(\log \left(1+\sigma_{\mathrm{r}}^{2}\right)\right)^{1 / 2}$. Therefore, by using Equations (6) and (14) one obtains the polydisperse form factor averaged over the distribution function [26]:

$$
\begin{equation*}
\left.I(q) / I(0)=\left.\int_{0}^{\infty}\langle | F(\boldsymbol{q})\right|^{2}\right\rangle A_{m}^{2}(l) D_{\mathrm{N}}(l) \mathrm{d} l, \tag{15}
\end{equation*}
$$

where $A_{m}$ is the corresponding area at $m$ th iteration.
Thus, the scattering intensity given by Equation (15) leads to a simple power-law decay $I(q) \propto q^{-\tau}$, where $\tau=D_{\mathrm{m}}$ for mass fractals, and $\tau=2 d-D_{\mathrm{s}}$ for surface fractals. Recall that for mass fractals embedded in a $d$-dimensional Euclidean space we have $D_{\mathrm{s}}=D_{\mathrm{m}}<d$ and $D_{\mathrm{p}}=d$, while for surface fractals $D_{\mathrm{m}}=D_{\mathrm{p}}=d$ and $d-1<D_{\mathrm{s}}<d$. Here, $D_{\mathrm{s}}$ is the fractal dimension of the set's boundary, $D_{\mathrm{m}}$ is the set's "mass" fractal dimension, and $D_{\mathrm{p}}$ is the "pore" dimension of the surrounding matrix phase. Therefore, an object is classified as a mass fractal with $D_{\mathrm{m}}=\tau$ when the experimentally determined value of $\tau$ is smaller than $d$, while for $d-1<\tau<d$, it is a surface fractal with dimension $D_{\mathrm{s}}=2 d-\tau[45,46]$.

## 3. Results and Discussions

### 3.1. Construction of the Multifractal Model

In constructing the Vicsek-like [35] multifractal model one starts with a square of edge size $l_{0}$ in which we inscribe a disk of radius $r_{0}$, with $0<r_{0}<l_{0} / 2$ such as that their centers coincide (Figure 1). This is called the zero-order iteration (i.e., $m=0$ ), or the initiator. We choose a Cartesian system of
coordinates with the origin coinciding with the center of the square and disk, and axes parallel with the edges of the square. By replacing the initial disk with $k_{1}=4$ smaller disks of radii $r_{1}=\beta_{\mathrm{s} 1} r_{0}$ situated in the corners of the square, and with $k_{2}=1$ disk of radius $r_{2}=\beta_{\mathrm{s} 2} r_{0}$ situated in the center, we obtain the first iteration or generator $(m=1)$. Here, $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$ are the scaling factors. The positions of the four corner disks are chosen in such a way that their centers are given by:

$$
\begin{equation*}
\boldsymbol{a}_{j}=\frac{1-\beta_{\mathrm{s} 1}}{2}\left\{ \pm l_{0}, \pm l_{0}\right\} \tag{16}
\end{equation*}
$$

with all combinations of the signs and with $j=1, \cdots, 4$. The second fractal iteration $(m=2)$ is obtained by performing a similar operation on each of the $k_{1}+k_{2}$ disks. For arbitrarily iterations $m$, the total number of disks is:

$$
\begin{equation*}
N_{m}=\left(k_{1}+k_{2}\right)^{m} \tag{17}
\end{equation*}
$$

In the high $m$ iteration number limit one obtains the multifractal, whose fractal dimension is given by [35]:

$$
\begin{equation*}
\sum_{i=1}^{2} k_{i} \beta_{\mathrm{s} i}^{D}=1 \tag{18}
\end{equation*}
$$

Note that the fractal dimension for the well-known Vicsek fractal is recovered for $\beta_{\mathrm{s} 1}=\beta_{\mathrm{s} 2}=1 / 3$.
Figure 1 shows the first three iterations of the multifractal at various values of the scaling factors $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$. The different colors in Figure 1 represent the disks which arise at a given iteration number $m$. Black color denotes the disks arising at $m=1$, orange those at $m=2$, while green is used for the third iteration. The upper row from Figure 1 shows that for $\beta_{\mathrm{s} 1}=0.1$ and $\beta_{\mathrm{s} 2}=0.8$, denoted here model M1, a more heterogeneous structure is obtained when compared with the model M2 from the middle-row (i.e., for $\beta_{\mathrm{s} 1}=0.2$ and $\beta_{\mathrm{s} 2}=0.6$ ) or with the model M3 in the lower-raw, constructed using $\beta_{\mathrm{s} 1}=0.3$ and $\beta_{\mathrm{s} 2}=0.4$. It can also be noted that for model M3 the structure consists of very closely sized disks, and it resembles the single scale Vicsek fractal, as pointed out before.


Figure 1. Cont.


Figure 1. (Color online) First three iterations of the two-scale multifractal models. Upper row: $\beta_{\mathrm{s}_{1}}=0.1$ and $\beta_{\mathrm{s}_{2}}=0.8$ (Model M1). Note that for $m=3$ the disks of radii $l_{0} \beta_{\mathrm{s}_{1}}^{3} / 2=0.0005 l_{0}$ are too small to be seen in the figure (at the given size). Middle row: $\beta_{\mathrm{s}_{1}}=0.2$ and $\beta_{\mathrm{s}_{2}}=0.6$ (Model M2). Lower row: $\beta_{\mathrm{s}_{1}}=0.3$ and $\beta_{\mathrm{s}_{2}}=0.4$ (Model M3). Black, orange and green colors denote the disks generated at iterations $m=1, m=2$, and respectively at $m=3$.

### 3.2. Dimension Spectra

The corresponding dimension spectra $D_{s}$ for the three models M1, M2 and M3 are plotted using Equation (2) and can be seen in Figure 2 for $-10<s<10$. The spectrum for model M1 (black curve) clearly shows that $D_{s}$ covers a broad range of values, with $0.15 \lesssim D_{s} \lesssim 1.85$. This can be explained by a high degree of heterogeneity, with the densest regions having the fractal dimension $\simeq 1.85$, while the most rarefied ones have dimension $\simeq 0.2$. The spectrum for model M2 (red curve) covers the much tighter range between $0.81 \lesssim D_{s} \lesssim 1.55$. But still, pronounced differences between regions with high and low densities are easily observed. The spectrum of model M3 (green curve) is almost a horizontal line, as expected, since the two scaling factors have close values, thus leading to an almost homogeneous fractal structure, with a fractal dimension of $D_{\mathrm{s}} \simeq 1.42$. The vertical blue dotted line indicates the $s=0$ axis. The box-counting dimensions of the three models can be determined using the intersection of the fractal dimension spectrum with this axis, so that: $D_{0} \simeq 1.22$ (for model M1), $D_{0} \simeq 1.31$ (for model M2) and $D_{0} \simeq 1.42$ (for model M3).


Figure 2. (Color online) Dimension spectra $D_{\mathrm{s}}$ for the three multifractal models: M1 (black), M2 (red), M3 (green). The intersection of the vertical line with each horizontal (dashed) line gives the box-counting dimension $D_{0}$.

### 3.3. Pair Distance Distribution Function

Figure 3 shows the real space characteristics for the same models M1, M2 and M3, at fractal iteration number $m=4$ using the pddf function defined in Equation (13). The coefficients $C_{p}$ are calculated numerically using simple combinatorial analysis. The general feature is the presence of distance-groups on a double logarithmic scale.

For $\beta_{\mathrm{s} 1}=0.1$ and $\beta_{\mathrm{s} 2}=0.8$ the periodicity is clearly visible (Figure 3a), the main groups being separated by gaps at $r / l_{0} \simeq 4.5 \times 10^{-3}, 4.5 \times 10^{-2}$ and respectively at $4.5 \times 10^{-1}$, indicating the absence of the corresponding distances inside the fractal. The position of these groups is well described as having the periodicity $\log _{10}\left(1 / \beta_{\mathrm{s} 1}\right)$, and thus, they are related to the scaling factor $\beta_{\mathrm{s} 1}$. Inside each main group, other less pronounced smaller gaps can be noticed, which can be described as having a periodicity related to $\beta_{\mathrm{s} 1}$.

For models M2 and M3, when the scaling factors are relatively closer to each other, the gaps between main groups are less pronounced but still some periodicity can be seen (Figure 3b,c). However, the gaps within a single group are significantly smeared out (especially for model M3) and thus determining the scaling factor $\beta_{\mathrm{s} 2}$ in these cases cannot be done with sufficient accuracy. This can be explained by the fact that when the scaling factors have close values, the position of the gaps corresponding to a scaling factor start to "interfere" with the positions of those corresponding to the other one. This leads to a more homogeneous structure, also reflected by the almost constant line in the dimension spectra of model M3 (the green curve from Figure 2).

### 3.4. Small-Angle Scattering Form Factor

In the proposed model, the positions of the four disks with scaling factor $\beta_{\mathrm{s} 1}$ can be described by: $G_{1}(\boldsymbol{q})=\cos \left(q_{x} l_{0}\left(1-\beta_{\mathrm{s} 1} / 2\right)\right) \cos \left(q_{y} l_{0}\left(1-\beta_{\mathrm{s} 1} / 2\right)\right)$ while the position of the disk with scaling factor $\beta_{\mathrm{s} 2}$ is given by $G_{2}(\boldsymbol{q})=1$. The total number of particles at $m$-th iteration is given by Equation (17), with $k_{1}=4$ and $k_{2}=1$, while the total surface area is $\left(k_{1} \beta_{\mathrm{s} 1}^{2}+k_{2} \beta_{\mathrm{s} 2}\right)^{m}$. Thus, at $m=1$, the fractal consists of $k_{1}$ disks of radius $r_{1}=\beta_{\mathrm{s} 1} r_{0}$ and one disk of radius $r_{2}=\beta_{\mathrm{s} 2} r_{0}$, with $r_{0}=l_{0} / 2$. Therefore, the form factor is given by:

$$
\begin{equation*}
F_{1}(\boldsymbol{q})=\frac{k_{1} \beta_{\mathrm{s} 1}^{2} G_{1}(\boldsymbol{q}) F_{0}\left(\beta_{\mathrm{s} 1} \boldsymbol{q}\right)+k_{2} \beta_{\mathrm{s} 2} G_{2}(\boldsymbol{q}) F_{0}\left(\beta_{\mathrm{s} 2}^{2} \boldsymbol{q}\right)}{k_{1} \beta_{\mathrm{s} 1}^{2}+k_{2} \beta_{\mathrm{s} 2}^{2}} \tag{19}
\end{equation*}
$$

where $F_{0}(q)=2 J_{1}(q) / q$ is the form factor of the disk, and $J_{1}(q)$ is the Bessel function of the first kind.
At $m=2$, while repeating the same procedure for each disk, one obtains $k_{2}$ disks of radius $\beta_{\mathrm{s} 2}^{2} r_{0}$, $k_{1}$ disks of radii $\beta_{\mathrm{s} 1} \beta_{\mathrm{s} 2} r_{0}, k_{1}^{2}$ disks of radii $\beta_{\mathrm{s} 2}^{1} r_{0}, k_{1}$ and so on. Thus, at an arbitrarily iteration $m$, we can write the corresponding form factor in terms of a recurrence relation of the form [32]:

$$
\begin{equation*}
F_{m}(\boldsymbol{q})=\frac{k_{1} \beta_{\mathrm{s} 1}^{2} G_{1}(\boldsymbol{q}) F_{m-1}\left(\beta_{\mathrm{s} 1} \boldsymbol{q}\right)+k_{2} \beta_{\mathrm{s} 2} G_{2}(\boldsymbol{q}) F_{m-1}\left(\beta_{\mathrm{s} 2}^{2} \boldsymbol{q}\right)}{k_{1} \beta_{\mathrm{s} 1}^{2}+k_{2} \beta_{\mathrm{s} 2}^{2}} \tag{20}
\end{equation*}
$$

Thus, at arbitrary $m$, the scattering intensity (Equation (10)) can be written as:

$$
\begin{equation*}
\left.I_{m}(q) / I_{m}(0)=\left.\langle | F_{m}(\boldsymbol{q})\right|^{2}\right\rangle \tag{21}
\end{equation*}
$$

Figure 4 shows the corresponding monodisperse (black curves) and polydisperse (red curves) scattering intensity for the multifractal models M1, M2 and M3. For calculating the polydispersity we used the log-normal distribution function given by Equation (14) with the relative variance $\sigma_{\mathrm{r}}=0.2$. One observes the presence of three main regions in each case. At $q l_{0} \simeq \pi$ we have a Guinier region with $I(q) \propto q^{0}$. At $\pi \lesssim q l_{0} \lesssim 2 \pi / \beta_{\mathrm{s} 2}^{m}$ we have a mass fractal region with $I(q) \propto q^{-D_{0}}$, where $D_{0}$ is the box counting dimension of the multifractal, whose value coincides with that obtained from the dimension spectra (see Figure 2) and from Equation (18). At $2 \pi / \beta_{\mathrm{s} 2}^{m} \gtrsim q l_{0}$ we are beyond the mass-fractal region, reaching the Porod regime with $I(q) \propto q^{-3}$. Here, the main region of interest is the
mass fractal one, since the exponent of the scattering intensity can be related to the multifractal spectra given in Figure 2.


Figure 3. (Color online) The coefficients $C_{p}$ (orange dots) in Equation (13) for the pair distribution function of the considered multifractal models at $m=4$. (a) Model M1; (b) Model M2; (c) Model M3. For a better visualization of pddf grouping the vertical line (blue) for each distance is shown.


Figure 4. (Color online) Scattering form factor (Equation (21)) for monodisperse (black) and polydisperse (red) multifractal models at $m=4$. (a) Model M1; (b) Model M2; (c) Model M3. Vertical lines indicate the lower and upper edges of mass fractal region.

These results show that, for the suggested model, the length of mass-fractal regions depends on the scaling factor $\beta_{\mathrm{s} 2}$, since $\beta_{\mathrm{s} 2}>\beta_{\mathrm{s} 1}$. The scattering from the three models M1, M2 and M3 illustrate three important cases. First, for the case of model M1, since $\beta_{\mathrm{s} 2}=0.8$ is much larger than $\beta_{\mathrm{s} 1}=0.1$, and they are related through $\beta_{\mathrm{s} 1} \equiv\left(1-\beta_{\mathrm{s} 2}\right) / 2$, the upper edge of the mass fractal region is very close to its lower edge, so that no oscillations can be observed in this region (Figure 4a). However, when $\beta_{\mathrm{s} 2}$ is of comparable size with $\beta_{\mathrm{s} 1}$, the length of the mass fractal region is enough large, so that a $\log$-periodicity with the period $\log \left(1 / \beta_{\mathrm{s} 1}\right)$ can be observed (Figure 4a,b). In order to provide a better view of the log-periodicity, we show in Figure 5 the quantity $I(q) q^{D_{0}}$ vs. $q$. This also clearly shows the increasing complexity of the scattering curves in the fractal region, which arise due to mixing of structures of various sizes, corresponding to repeated subdivisions of the fractal with scaling factors $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$. In addition, for models M1 and M2 one can see that the number of most pronounced minima in the fractal region coincide with the fractal iteration number.

Note that in all cases, the corresponding polydisperse form factor smears the monodisperse curve. The degree to which the polydisperse curve is smeared-out depends on the value of the relative variance $\sigma_{\mathrm{r}}$ in the size distribution (Equation (14)): the higher the value of $\sigma_{\mathrm{r}}$ the more smooth the scattering curve. Therefore, as Figures 4 and 5 show, the periodicity and the number of fractal iteration can be recovered when the values of the relative variance are not very high.

For models M2 and M3, the relationships between the log-periodicity and the scaling factors are not so obvious as for model M1, due to superposition of maxima and minima arising from the 'mixing' of various structures of comparable sizes and of distances between them. This behavior is similar to the one observed in pddf, where separation of distance-groups is clearly visible only for model M1. Note that for 3D structures, the number of distances of a given value, is much higher than for the 2D model developed here, and thus, more pronounced minima and maxima shall be observed the SAS intensity for both the M2 and M3 models, along with more pronounced gaps in pddf.


Figure 5. (Color online) The quantity $I(q) q^{D_{0}}$, where $D_{0}$ is the box-counting fractal dimension for monodisperse (black) and polydisperse (red) multifractal models at $m=4$. (a) Model M1; (b) Model M2; (c) Model M3. Vertical lines indicate the lower and upper edges of the mass fractal region.

Therefore, a combined structural investigation involving SAXS/SANS experimental data, as well as an image analysis of multifractals, can be used to exploit the advantages provided by both reciprocal and real space. While for real space analysis the phase is not lost and thus the structure can be directly obtained, in the case of a reciprocal space analysis, the information is obtained from a macroscopic, statistically significant volume.

## 4. Conclusions

We developed a multifractal model that generalizes the well-known two-dimensional Vicsek fractal, with disks as basic units. The model is characterized by the presence of two-scaling factors $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$ controlling the multifractal spectra and implicitly the box counting dimension $D_{0}$, in the range from 0 to 2.

Changes in the fractal heterogeneity are assessed using pddf and SAS intensity for several representative values of the scaling factors. The relative degree of heterogeneity is confirmed using the dimension spectra. However, depending on the relative values of the scaling factors, the changes can be more clearly visible in a particular space, that is, reciprocal or real. Thus, in order to extract additional structural information we identify three major situations, each one with its particular approach:

- If $\beta_{\mathrm{s} 1} \ll \beta_{\mathrm{s} 2}$, the system is highly heterogeneous and structural parameters are more clearly visible in pddf (see Figure 3a), since the mass fractal region of the scattering intensity is very short Figure 4a). The scaling factor $\beta_{\mathrm{s} 1}$ is extracted from the periodicity of large groups of distances, while $\beta_{\mathrm{s} 2}$ can be extracted in a relatively good approximation, from the periodicity of smaller groups found inside larger ones. The number of fractal iterations coincide with the number of large distinct groups in pddf.
- If $\beta_{\mathrm{s} 1} \lesssim \beta_{\mathrm{s} 2}$, separation of pddf in distinct groups of distance is not very clear since the values of distances arising from each of the scaling factors begin to mix with each other (see Figure 3b,c), and thus extracting exact values of the scaling factors can become a very difficult task. However, in the reciprocal space, the corresponding mass fractal region of scattering intensity is characterized by a succession of maxima and minima on a power-law decay (generalized power-law decay) and the value of the largest scaling factor can be clearly estimated from the periodicity of minima. In addition, the fractal dimension can be obtained from the scattering exponent of this power-law decay while the fractal iteration number can be obtained from the number of the minima.
- If $\beta_{\mathrm{s} 1}=\beta_{\mathrm{s} 2}$, the system reduces to a single scale fractal. Structural properties of such systems have been studied elsewhere (see Reference [30]).

Since multifractal spectra can be obtained by analyzing the images captured using various techniques, such as atomic force microscopy, scanning/transmission electron microscopy, computed tomography etc., a combined analysis of multifractal spectra together with SAS data can provide a route towards a more detailed structural analysis of multifractal structures at nano/micro-scales by exploiting the advantages provided by both real and reciprocal space analysis.
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#### Abstract

Small-angle scattering (SAS; X-rays, neutrons, light) is being increasingly used to better understand the structure of fractal-based materials and to describe their interaction at nano- and micro-scales. To this aim, several minimalist yet specific theoretical models which exploit the fractal symmetry have been developed to extract additional information from SAS data. Although this problem can be solved exactly for many particular fractal structures, due to the intrinsic limitations of the SAS method, the inverse scattering problem, i.e., determination of the fractal structure from the intensity curve, is ill-posed. However, fractals can be divided into various classes, not necessarily disjointed, with the most common being random, deterministic, mass, surface, pore, fat and multifractals. Each class has its own imprint on the scattering intensity, and although one cannot uniquely identify the structure of a fractal based solely on SAS data, one can differentiate between various classes to which they belong. This has important practical applications in correlating their structural properties with physical ones. The article reviews SAS from several fractal models with an emphasis on describing which information can be extracted from each class, and how this can be performed experimentally. To illustrate this procedure and to validate the theoretical models, numerical simulations based on Monte Carlo methods are performed.
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## 1. Introduction

Small-angle scattering (SAS; X-rays, neutrons, light) is a widely used innovative technique for an efficient characterization of the structure of disordered materials at nano- and micro-scales [1,2]. With the recent advances of its derivative techniques, i.e., grazing-incidence [3], anomalous [4], scanning [5] or magnetic [6] SAS, the range of applications has been greatly extended. This includes now a much larger class of hierarchical materials, i.e., materials in which the structural elements themselves have a structure, such as biological macromolecules [1,7-9], polymers [10-13], composites [14-17] or cellular solids [18-20].

It is well-known that in fractal-based materials, the structural hierarchy and the geometric symmetry within a single structure play an important role in determining their bulk and surface properties. Common applications of such materials include enhancing: the lithium storage performance of CuO nanomaterials with surface fractal characteristics [21], the rheological behavior of fractal-like aggregates in polymer nanocomposites [22], the compatibility and interfacial reactivity of high-performance layered silicate/epoxy nanocomposites [23], the tensile modulus and strength in carbon nanotube fibers with mesoporous crystalline structure [24] or the electrocatalytic activity, durability and stability in Sierpinski gasket-like Pt-Ag octahedral alloy nanocrystals [25]. In addition, the fractal structure [26], also gives rise to quantum effects in various materials such as in plasmonic structures with sub-nanometer gaps [27] or in organometal halide perovskite nanoplatelets [28]. This dependence of the quantum
effects and bulk properties on the fractal structure, can be attributed to the interplay between regular and chaotic dynamics of particles, confined in fractal-like regions. This interplay in classical and quantum systems leads to the emergence of dynamical symmetries, and are related to the existence of conserved quantities of the dynamics and integrability under certain conditions [29].

Therefore, understanding the influence of the fractal structure on physical properties and their evolution, can guide the preparation of advanced materials tailored for specific applications. Within this context, development of theoretical models for SAS data analysis and interpretation form the first steps in elucidating the structure-bulk properties relationship. However, the evolution of their properties, is usually determined by complex quantum mechanical models.

In SAS analysis, one of the key issues is the development of models that allow extracting the most important structural parameters from a given set of SAS measurements. Due to technological limitations, until several years ago almost all measurements were performed on random fractals, i.e., on structures where only statistical properties remain invariant at various magnifications, such as clusters generated by diffusion-limited aggregation (DLA). Thus, parameter-extraction procedures concerned obtaining only the fractal dimensions $D_{\mathrm{s}}, D_{\mathrm{m}}$ or $D_{\mathrm{p}}$ (see below), and the inner and outer fractal cutoffs $l$, and respectively $\xi[30-36]$. While the fractal dimension is related to the self-similarity property under scale transformations [26], the two cutoffs set the range in which this self-similarity can be observed. For physical samples, the inner cutoff is defined by the size of the building blocks that make up the fractal (typically atoms or molecules). The outer cutoff is defined by the largest distance separating two points inside the fractal.

The fractal dimension is captured in the modeling process by writing the scattering intensity, such as [37]:

$$
\begin{equation*}
I(q) \propto q^{D_{\mathrm{s}}-2\left(D_{\mathrm{m}}+D_{\mathrm{p}}\right)+2 d} \tag{1}
\end{equation*}
$$

This is a simple power-law decay on a double logarithmic scale within a given $q$-range limited by reciprocal fractal outer and inner cutoffs $q_{\mathrm{oc}}$, and respectively $q_{\mathrm{ic}}$, i.e., when $q_{\mathrm{oc}}<q<q_{\mathrm{ic}}$. It is also known in the literature as the fractal region. Here, $q$ is the module of the scattering vector, $D_{\mathrm{s}}, D_{\mathrm{m}}$ and $D_{\mathrm{p}}$ are the surface, mass and respectively the pore fractal dimensions, and $d$ is the Euclidean dimension of the space in which the fractal is embedded. In the case of surface fractals $d-1<D_{\mathrm{s}}<d$, $D_{\mathrm{m}}=D_{\mathrm{p}}=d$ and the scattering intensity reduces to $I(q) \propto q^{D_{\mathrm{s}}-2 d}$ [38]. For mass fractals $0<D_{\mathrm{m}}<d$, $D_{\mathrm{m}}=D_{\mathrm{s}}$ and $D_{\mathrm{p}}=d$, and $I(q) \propto q^{-D_{\mathrm{m}}}$ [39], while for pore fractals $D_{\mathrm{p}}=D_{\mathrm{s}}$ and $D_{\mathrm{m}}=d$, and thus $I(q) \propto q^{-D_{\mathrm{p}}}$ [40]. Therefore, by using Equation (1) one can obtain the fractal dimension from the slope $(\tau)$ of the experimental scattering curve. Moreover, one can differentiate between mass and surface fractals, i.e., if the measured slope is $\tau<d$ then the sample is a mass fractal, while if $d<\tau<d+1$, the sample is a surface fractal.

To obtain the outer fractal cutoff $\xi$, Equation (1) is extended by adding a properly weighted exponential term which gives rise to a region (also known as Guinier region) where $I(q) \propto q^{0}$ at $q<q_{\text {oc }}$. Then, the position of the transition point $q_{\text {oc }}$ gives an estimation of fractal radius of gyration, which in turn is a measure of its outer cutoff [41,42]. The inner fractal cutoff $l$ is obtained by addition of a second exponential term and of a power-law decay at $q>q_{\mathrm{ic}}$. Then, the position of $q_{\text {ic }}$ is related to the radius of gyration of the smallest building block composing the fractal [41,42]. Moreover, by considering a succession of power-law decays interleaved with Guinier regions, one can describe hierarchically structured systems. This succession forms the basis of Beaucage [43,44] and Guinier-Porod [45] models, which are widely used as empirical models to analyze SAS data from random fractal and particulate systems, such as those occurring in some amphiphilic triblock polyelectrolytes [46], rocks [47], fertilizers encapsulated by starch-based superabsorbent polymers [48], silica-filled silicone rubber [49], aerosol nanoparticles [50] or micro/nano-sized TATB crystallites [51].

However, recent advances in materials science and nanotechnology allows fabrication of deterministic fractal materials with predefined structures, i.e., structures where an intrinsic pattern repeats itself exactly under scaling, such as: Sierpinski triangular [52-54], supramolecular [25,55], octahedral [56] or Cantor fractals [57]. In addition, theoretical developments in SAS from deterministic fractals
have shown that the corresponding intensity curves are characterized by a much more complex behavior, as compared to scattering from random fractals. The main difference is that in the former case, the simple power-law decay is replaced by a generalized power-law decay, where maxima and minima superimposed on a monotonically decreasing curve [58-60]. Also, the complexity of the patterns formed by these maxima and minima increases with the magnitude of the scattering vector $q$. Generally, both features arise as an effect of two competing symmetries present in a deterministic fractal. First, there is dilation invariance symmetry, which is responsible for the power-law decay. Second, there is geometric symmetry, which is the source of maxima splitting as $q$ increases. These two symmetry-effects are the defining characteristics of SAS from deterministic fractals, and are generally used to differentiate them from random fractals [58].

Although separating these effects from SAS intensity is not an easy task, some general guidelines for extracting additional structural parameters have been provided for various types of deterministic fractals. In the case of SAS from deterministic mass fractals one can extract [58]:

- The fractal dimension $D_{\mathrm{m}}$, from the generalized power-law decay:
- The fractal scaling factor $\beta_{\mathrm{s}}$, from the period of the scattering curve on a double logarithmic scale,
- The number of fractal iterations $m$, equal to the number of the main minima,
- The inner and outer fractal cutoffs from the beginning and the end of periodicity region, i.e., from fractal regime,
- The total number of basic objects $k_{m}$ composing the fractal, from the relation $k_{m}=\left(1 / \beta_{\mathrm{s}}\right)^{m D_{\mathrm{m}}}$.

For mass fractals, the log-periodicity of the scattering curve arises from the self-similarity of distances between the basic objects composing the fractal. In the case of deterministic surface fractals one can extract basically the same information [60]. However, the nature of log-periodicity in the fractal region is different, and arises from the self-similarity of sizes of the basic objects. In the case of deterministic fat fractals, i.e., fractals in which the scaling factor is not constant, but it increases after a given number of iterations, it was shown that one can obtain the fractal dimensions and scaling factors at each scale [59,61]. In the case of deterministic multifractals with two scaling factors, i.e., fractals with various scaling factors at the same scale, it was shown that under certain conditions, one can also obtain both scaling factors from SAS curves [62].

In this survey are presented and discussed the latest theoretical advances useful for differentiating between random, deterministic mass, surface, fat and multifractals, from SAS data. Detailed "receipts" are provided that show how to extract the structural parameters about each fractal type. They are subsequently applied to numerical data generated from Monte Carlo methods. To this aim, the pairdistance distribution function (pddf), the form and structure factors are calculated. The importance of preparing samples with a high degree of monodispersity for a clear and unambiguous description of experimental SAS data, is highlighted by studying the influence on the scattering curve of a log-normal distribution of the fractal size.

The paper is structured as follows. Section 2 presents the theoretical background required for a proper understanding of the results discussed thereafter. Here, the main properties of fractals, of SAS technique and Monte Carlo simulations relevant to SAS from fractals are described. In Section 3 are introduced the main types of fractals together with representative models. Analytic expressions of the form and structure factors are derived and compared with results from Monte Carlo simulations. The main conclusions and prospects for future theoretical developments are summarized in Section 4.

## 2. Theoretical Background

### 2.1. Fractals

Mathematically, characterization of fractals requires a rigorous definition of the fractal (Hausdorff) dimension [63]. This which involves abstract concepts from measures theory [64]. For this purpose, let us consider $S$ a subset of the $n$-dimensional Euclidean space, and that the set $\left\{C_{i}\right\}$ is a cover of $S$
with $c_{i}=\operatorname{diam}\left(C_{i}\right) \leq s$, with $s \in S$. The Hausdorff measure $m^{\alpha}(S)$ of the set $S$ is defined by taking the infimum over all possible coverings, i.e.:

$$
\begin{equation*}
m^{\alpha}(\mathrm{S})=\lim _{s \rightarrow 0} \inf _{\left\{\mathrm{C}_{i}\right\}} \sum_{i} c_{i}^{\alpha}, \quad \text { with } \quad \alpha \in \mathbb{R}^{+} \tag{2}
\end{equation*}
$$

Then, the fractal dimension $D$ of the set $S$ is defined by:

$$
\begin{equation*}
D \equiv \inf \left\{\alpha: m^{\alpha}(S)=0\right\}=\sup \left\{\alpha: m^{\alpha}(S)=+\infty\right\} \tag{3}
\end{equation*}
$$

This corresponds to the value of $\alpha$ for which the Hausdorff measure changes from zero to infinity. When $\alpha=D, m^{\alpha}(S)$ can take arbitrarily values within this range.

However, in practice is very difficult to apply Equation (3) for determination of the fractal dimension, and therefore one must resort to other methods. A common approach is to determine the variation of the fractal measure $M$, such as mass, area, volume, or any scalar quantity attached to the fractal support, within a sphere of dimension $n$ and radius $r$ centered on the fractal. For this purpose, we can write [65]:

$$
\begin{equation*}
M(r)=A(r) r^{D} \tag{4}
\end{equation*}
$$

where $\lim _{r \rightarrow \infty} \log A(r) / \log r \rightarrow 0$. This is known in the literature as the mass-radius relation [65].
Let us consider a fractal of size $L$ composed of balls of size $a$. Then, the number of balls enclosed by the imaginary sphere of radius $r$ with a ball in the center, is given by [65]:

$$
\begin{equation*}
N(r) \propto(r / a)^{D} \propto r^{D} \tag{5}
\end{equation*}
$$

with $l \lesssim r \lesssim L$. If the fractal is a line then $D=1$, if it is a smooth surface, $D=2$, while if the fractal is a regular Euclidean three-dimensional object, then $D=3$. For $D<1$, the structure reduces to a set of disconnected points.

In the case of fractals with a scaling factor $\beta_{\mathrm{s}}$, one can use the property that at first iteration the fractal consists of $k$ copies of itself, each of size $\beta_{\mathrm{s}} L$, and write that [65]:

$$
\begin{equation*}
M(L)=k M\left(\beta_{\mathrm{s}} L\right) \tag{6}
\end{equation*}
$$

Then, by using Equation (4), one obtains:

$$
\begin{equation*}
k \beta_{\mathrm{s}}^{D_{\mathrm{m}}}=1 \tag{7}
\end{equation*}
$$

which can be used to obtain the fractal dimension $D$. In the case of fractals with multiple scaling factors $\beta_{\mathrm{s} i}$ and $k_{i}$ copies with $i=1, \cdots, n$, the above equation can be extended to [65]:

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i} \beta_{\mathrm{s} i}^{D_{\mathrm{m}}}=1 \tag{8}
\end{equation*}
$$

For surface fractals one can write a similar relationship as in Equation (5), and write as [66]:

$$
\begin{equation*}
S(r)=S_{0} r^{2-D_{\mathrm{s}}}, \tag{9}
\end{equation*}
$$

where $S(r)$ represents the area between the boundary of the (rough) surface and the envelope of all spheres of radius $r$ centered on the boundary. Here, $S_{0}$ is a constant, which is the surface area itself for a smooth surface, i.e., when $D_{s}=2$. Analogous relations as those given by Equation (7) can be written for surface fractals also. For three-dimensional fractals, when $D \rightarrow 3$ the surface is so folded that it almost fulfills all the available space, while when $D \rightarrow 2$, the surface is almost completely smooth.

The fractal dimensions obtained above are equivalent with the box-counting dimension described in Ref. [26]. This is the single dimension which characterize fractals with a single scaling factor. However,
for fractals with multiple scaling factors, a more detailed description of their structure requires determination of additional fractal dimensions. This is achieved by making use of the multifractal formalism $[67,68]$, and in particular of the moment method [69]. Although other methods have been developed for determination of the dimension spectra, the moment method is widely used for its general applicability, including image analysis.

Within this method, one considers an object $S$ covered by a grid of boxes $B_{i}(l)$ of size $l$. Let us suppose that the measure determined by the probability of hitting the object in the box $B_{i}$ is $\mu(B)$. Therefore, the number of covered boxes $N$ at resolution $l$ is $N \propto 1 / l^{2}$, and the corresponding "partition function" $Z_{q}$ can be written as [70]:

$$
\begin{equation*}
Z_{q}(l)=\sum_{i=1}^{N} p_{i}^{q}(l) \tag{10}
\end{equation*}
$$

Here, $i$ denotes each individual box, and $p_{i}=\mu(B)$ with $\sum_{i=1}^{N} p_{i}=1$, are the hitting probabilities. Then, the generalized dimension spectrum is given by [70]:

$$
\begin{equation*}
D_{q} \equiv \frac{1}{1-s} \lim _{l \rightarrow 0} \frac{\ln Z_{q}(l)}{-\ln l} \tag{11}
\end{equation*}
$$

The function $Z_{q}$ has a power-law behavior when $l \rightarrow 0$ and $N \rightarrow \infty$, so that $Z_{q} \propto l^{D_{q}(q-1)}$. Thus:

$$
\begin{equation*}
D_{q}=\lim _{l \rightarrow 0} \frac{1}{1-q} \frac{\ln \sum_{i=1}^{N} p_{i}^{q}(l)}{-\ln l} \tag{12}
\end{equation*}
$$

where the ratio $p_{i} \equiv N_{i}(l) / N$ gives the relative weight of the $i$-th box.
One of the main property of $D_{q}$ is that is a monotonically decreasing function, with horizontal asymptotes at $\alpha_{\max }=\lim _{q \rightarrow-\infty} D_{q}$ and $\alpha_{\min }=\lim _{q \rightarrow \infty} D_{q}$. Therefore, one can describe the scaling properties of the most rarefied, and respectively of the most dense regions in the fractal in terms of $\alpha_{\max }$ and $\alpha_{\min }$, i.e., the object is heterogeneous (multifractal) if $\alpha_{\max } \neq \alpha_{\min }$, and homogeneous (simple fractal) otherwise. Also, the box-counting dimension is recovered, at $q=0$, and is given by [65]:

$$
\begin{equation*}
D_{0}=\lim _{l \rightarrow 0} \frac{\log N(l)}{-\log l} \tag{13}
\end{equation*}
$$

where $N(l)$ is the number of boxes in the minimal cover. At $q=1$, one obtains $D_{1}$ which is called the information, i.e.:

$$
\begin{equation*}
D_{1}=\lim _{l \rightarrow 0} \frac{\sum_{i=1}^{N} p_{i} \log p_{i}}{-\log l} \tag{14}
\end{equation*}
$$

and describes how the morphology increases as $l \rightarrow 0$, i.e., the lower the values of $D_{1}$, the less uniform the density. For $q=2$, Equation (12) gives the two-point correlation dimension $D_{2}$, and measures the correlation between pairs of points in each box. The higher the values of $D_{2}$ the more compact the fractal. As we shall see later, we can extract only the dimension $D_{0}$ from SAS data.

### 2.2. Small-Angle Scattering

In SAS, a beam of particles (usually X-ray or neutrons) hit a sample, after which they are scattered elastically at various angles $\theta$, as shown in Figure 1 [71]. While X-rays are scattered by the electron cloud, neutrons are scattered by nuclei or by the magnetic moments associated with unpaired electron spins in magnetic materials. The structure of the sample is to be determined from the distribution of scattered beam around the beam-stop.

### 2.2.1. General Background

Basically, one can describe a SAS process by considering that the beam propagates with the wave vector $k=(2 \pi / \lambda) \hat{k}$ along an axis which coincides with the axis of the collimator with beam opening $\Delta r$. Here, $\lambda$ is the wavelength. The role of the collimator is to select a monochromatic and well collimated beam, such that it provides a sharp energy spectrum, concentrated at a unique eigenvalue. A detector, placed at a large distance from the sample, records the number of particles passing through a small opening $d \Omega$ (Figure 1). Let us consider that its position is given by the vector $\boldsymbol{r}=(x, y, z)$, which is oriented along the direction $\hat{r}$, and at an angle $(\theta, \phi)$ with respect to the direction of the incident beam. As such, the structure of the scattering particles can be described in terms of the wave vector $\boldsymbol{k}^{\prime}$. To this aim, one introduces the scattering vector $\boldsymbol{q}$ defined by [71]:

$$
\begin{equation*}
q=k^{\prime}-k \tag{15}
\end{equation*}
$$

where $\left|\boldsymbol{k}^{\prime}\right|=|\boldsymbol{k}|=\mathrm{k}$. Thus, the magnitude of the scattering vector is given by:

$$
\begin{equation*}
q=\sqrt{k^{2}+k^{\prime 2}-2 k k^{\prime} \cos \theta}=\sqrt{2 k^{2}(1-\cos \theta)} \tag{16}
\end{equation*}
$$

Since $\cos \theta=1-2 \sin ^{2} \theta / 2$, and $k=2 \pi / \lambda$, the previous equation becomes:

$$
\begin{equation*}
q=\frac{4 \pi}{\lambda} \sin \frac{\theta}{2} \tag{17}
\end{equation*}
$$



Figure 1. Overall configuration of a SAS experiment. First, a beam of particles is emitted from a radiation source, and a small fraction pass through the collimator. Then, they hit the sample, and the scattered particles around the beam-stop are recorded. The quantities $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ denote the incident and, respectively the scattered wave vectors, $\Omega$ is the solid angle, and $\hat{r}$ is the unit vector along the beam scattered at angles $\phi$ and $\theta$ [72].

Let us consider that an incident beam of neutrons or X-rays is scattered by a sample of volume $V^{\prime}$ containing a macroscopic number of objects with scattering lengths $b_{j}$. After such an event, the scattering amplitude can be written as [71]:

$$
\begin{equation*}
A(\boldsymbol{q}) \equiv \int_{V^{\prime}} \rho_{s}(\boldsymbol{r}) e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d}^{3} r \tag{18}
\end{equation*}
$$

where $\rho_{s}(\boldsymbol{r})=\sum_{j} b_{j} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)$ is the scattering length density (SLD), $\boldsymbol{r}_{j}$ are the microscopic objects positions and $\delta$ is the Dirac's $\delta$ function. In SAS, multiple scattering is neglected, and the scattering intensity $I(q)$, i.e., the differential scattering cross section per unit volume, is expressed as the product between the scattering amplitude and its complex conjugate, i.e. [71]:

$$
\begin{equation*}
I(q) \equiv \frac{1}{V^{\prime}} \frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=\frac{1}{V^{\prime}}|A(\boldsymbol{q})|^{2} \tag{19}
\end{equation*}
$$

Since the positions $r_{j}$, and thus SLD, are fixed in time, Equation (19) can be written as [73]:

$$
\begin{equation*}
I(q)=\frac{1}{V^{\prime}} \int_{V^{\prime}} \Gamma_{\eta}(\boldsymbol{r}) e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d}^{3} r \tag{20}
\end{equation*}
$$

where $\Gamma_{\eta}(\boldsymbol{r})$ is given by:

$$
\begin{equation*}
\Gamma_{\eta}(\boldsymbol{r})=\int_{V^{\prime}} \eta\left(\boldsymbol{r}^{\prime}\right) \eta\left(\boldsymbol{r}^{\prime}+\boldsymbol{r}\right) \mathrm{d}^{3} \mathrm{r}^{\prime} \tag{21}
\end{equation*}
$$

and represents the autocorrelation function of the deviations $\eta(\boldsymbol{r})$ of $\operatorname{SLD} \rho_{\mathrm{s}}(\boldsymbol{r})$ from its mean value $\left\langle\rho_{\mathrm{s}}\right\rangle$, i.e., $\eta(\boldsymbol{r})=\rho_{\mathrm{s}}(\boldsymbol{r})-\left\langle\rho_{\mathrm{s}}\right\rangle$. Then, the normalized correlation function $\gamma(\boldsymbol{r})$ is defined as [74]:

$$
\begin{equation*}
\gamma(\boldsymbol{r}) \equiv \frac{\Gamma_{\eta}(\boldsymbol{r})}{\Gamma_{\eta}(0)}, \quad \text { with } \quad \gamma(0)=1 \tag{22}
\end{equation*}
$$

and where the normalization constant $\Gamma_{\eta}(0)$ is given by:

$$
\begin{equation*}
\Gamma_{\eta}(0) \equiv \int_{V^{\prime}} \eta\left(\boldsymbol{r}^{\prime}\right) \eta\left(0+\boldsymbol{r}^{\prime}\right) \mathrm{d}^{3} \mathrm{r}^{\prime}=V^{\prime}\left\langle\eta^{2}\right\rangle \tag{23}
\end{equation*}
$$

Here, $\left\langle\eta^{2}\right\rangle$ is the mean square fluctuation of the density fluctuations about its mean value throughout the sample. Therefore, Equation (20) takes the form:

$$
\begin{equation*}
I(q)=\left\langle\eta^{2}\right\rangle \int_{V^{\prime}} \gamma(\boldsymbol{r}) e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d}^{3} r . \tag{24}
\end{equation*}
$$

The function $\gamma(r) \rightarrow 0$ as $r$ increases, there are no correlations between fluctuations of $\eta\left(r^{\prime}\right)$ and $\eta\left(r^{\prime}+r\right)$ at large $r$, and the integration over the volume $V^{\prime}$ can be replaced by an integration over an infinite region. Also, $\gamma(\boldsymbol{r}) \neq 0$ only for small values of $\boldsymbol{r}$, and the properties of $\gamma(\boldsymbol{r})$ depend only on the magnitude of $r$. Therefore, the intensity in Equation (24) becomes:

$$
\begin{equation*}
I(q)=4 \pi\left\langle\eta^{2}\right\rangle \int_{0}^{\infty} r^{2} \gamma(r) \frac{\sin q r}{q r} \mathrm{~d} r \tag{25}
\end{equation*}
$$

where the property $\left\langle e^{-i \boldsymbol{q} \cdot \boldsymbol{r}}\right\rangle=\sin (q r) /(q r)$ has been used (see also Equation (29) below). The function $\gamma(r)$ depends also on the system's geometry and gives the probability to find a volume element $v_{i}$ within the system, at a distance $r$ from another volume element $v_{j}$.

### 2.2.2. Two-Phase Fractal Systems

We consider here mainly two-phase system, in which particles, i.e., fractals with scattering length density (SLD) $\rho_{m}$ are "frozen" in an embedding matrix with "pore" SLD $\rho_{m}$. Therefore, by subtracting the "pore" density we can consider the system as if the fractals were "frozen" in a vacuum and had the density $\Delta \rho=\rho_{m}-\rho_{p}$. This procedure can be performed since a constant shift of $\Delta \rho$ is important only when $q \rightarrow 0$, and which is beyond the instrumental $q$-range. Then, for practical applications the total
scattering amplitude is represented as a sum amplitude of rigid fractals. Thus, the scattering intensity can be written in a general form as [71]:

$$
\begin{equation*}
I(q)=n|\Delta \rho|^{2} V^{2} P(q) S(q) \tag{26}
\end{equation*}
$$

where $n$ is the particle concentration and $V$ is the volume of each fractal. The quantity $P(q)$ describes the spatial distribution of the scattering lengths of fractal's atoms, and is defined by [71]:

$$
\begin{equation*}
\left.\left.\left.P(q) \equiv\langle | F(\boldsymbol{q})\right|^{2}\right\rangle=\left.\langle | \frac{1}{V} \int_{V} e^{-i \boldsymbol{q} r} \mathrm{~d} \boldsymbol{r}\right|^{2}\right\rangle \tag{27}
\end{equation*}
$$

where $F(\boldsymbol{q})$ is the fractal form factor (see next subsection). The structure factor can be written as [71]:

$$
\begin{equation*}
S(q)=1+4 \pi n \int_{0}^{\infty}[g(r)-1] r^{2} \frac{\sin (q r)}{q r} \mathrm{~d} r \tag{28}
\end{equation*}
$$

and contains information about the spatial arrangements of the fractals.
The quantity $\langle\cdots\rangle$ in Equation (27) denotes an ensemble averaging over all possible orientations of the fractals. Thus, if the probability of any orientation is the same, in 3D it can be calculated according to [71]:

$$
\begin{equation*}
\left\langle f\left(q_{x}, q_{y}, q_{z}\right)\right\rangle=\frac{1}{4 \pi} \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \int_{0}^{2 \pi} \mathrm{~d} \phi f(q, \theta, \phi) \tag{29}
\end{equation*}
$$

where $q_{x}=q \cos \phi \sin \theta, q_{y}=q \sin \phi \sin \theta$ and $q_{z}=q \cos \theta$, and $f$ is an arbitrarily function. In 2D we can write a similar expression:

$$
\begin{equation*}
\left\langle f\left(q_{x}, q_{y}\right)\right\rangle=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(q, \phi) \mathrm{d} \phi \tag{30}
\end{equation*}
$$

where $q_{x}=q \cos \phi$ and $q_{y}=q \sin \phi$.

### 2.2.3. Form Factor

By following a similar procedure as the one used in obtaining Equation (25), one can write the average of the squared form factor in terms of the pair-distance distribution function $p(r)=r^{2} \gamma(r)$ [71], as:

$$
\begin{equation*}
P(q)=4 \pi \int_{0}^{\infty} p(r) \frac{\sin q r}{q r} \mathrm{~d} r . \tag{31}
\end{equation*}
$$

Here, $\gamma(r)$ represents the correlation function of the fractal. Then, the function $p(r)$ is related to the number of lines with lengths between $r$ and $r+d r$ joining distinct volume elements inside the fractal. It has the properties that $p(r)=0$ at $r=0$ and when $r>D$, where $D$ is the maximum distance in the particle. Therefore, for homogeneous fractals as discussed here, $p(r)$ represents a histogram of distances. However, due to the averaging, it does not contain any information about the orientations of these lines. The sine term in the last equation can be approximated by a Taylor series expansion:

$$
\begin{equation*}
\sin (q r) \simeq \sin a+\frac{\cos a}{1!}(q r-a)-\frac{\sin a}{2!}(q r-a)^{2}-\frac{\cos a}{3!}(q r-a)^{3}+\cdots \tag{32}
\end{equation*}
$$

Since SAS data are recorded near the beam-stop, i.e., close to the zero angle, we can set $a=0$ in Equation (32). Therefore, we have:

$$
\begin{equation*}
\sin (q r) \simeq q r-\frac{1}{3!}(q r)^{3}-\frac{1}{5!}(q r)^{5}+\cdots \tag{33}
\end{equation*}
$$

Also, since $q$ is very small, in a good approximation we can keep only the first two terms in the last equation, and thus Equation (31) becomes [71]:

$$
\begin{align*}
P(q) & \simeq 4 \pi \int_{0}^{\infty} p(r) \frac{1}{q r}\left(q r-\frac{1}{3!}(q r)^{3}-\cdots\right) \mathrm{d} r \\
& \simeq 4 \pi \int_{0}^{\infty} p(r) \mathrm{d} r-4 \pi \frac{1}{3!} \int_{0}^{\infty} p(r)(q r)^{2} \mathrm{~d} r+\cdots \\
& \simeq 4 \pi \int_{0}^{\infty} p(r) \mathrm{d} r-4 \pi \frac{q^{2}}{3!} \frac{\int_{0}^{\infty} p(r) \mathrm{d} r}{\int_{0}^{\infty} p(r) \mathrm{d} r} \int_{0}^{\infty} p(r) r^{2} \mathrm{~d} r+\cdots \\
& \simeq 4 \pi \int_{0}^{\infty} p(r) \mathrm{d} r\left(1-\frac{q^{2}}{3} \frac{1}{2} \frac{\int_{0}^{\infty} p(r) r^{2} \mathrm{~d} r}{\int_{0}^{\infty} p(r) \mathrm{d} r}+\cdots\right) \\
& \simeq P(0)\left(1-q^{2} \frac{R_{g}^{2}}{3}+\cdots\right) \tag{34}
\end{align*}
$$

where we have the intensity at zero angle given by:

$$
\begin{equation*}
P(0)=4 \pi \int_{0}^{\infty} p(r) \mathrm{d} r, \tag{35}
\end{equation*}
$$

and the radius of gyration:

$$
\begin{equation*}
R_{g}^{2}=\frac{\int_{0}^{\infty} p(r) r^{2} \mathrm{~d} r}{2 \int_{0}^{\infty} p(r) \mathrm{d} r} \tag{36}
\end{equation*}
$$

As it will be seen further, some properties are discussed in terms of the scattering curve while others in terms of pddf. Generally, the symmetry of a particle is better represented in the reciprocal space, while the shape and structure are better understood in real space.

### 2.2.4. Structure Factor

Experimentally, the form factor appearing in Equation (27) can be measured for samples with very small concentrations of scattering particles, i.e., when the distance between them is much larger than their sizes. This is because the interference between fractals can be neglected, and the measured data contains information only about the shape and size of particles. However, at high fractal concentrations (typically above 5\%), the interference effects can no longer be ignored, and they are described by a structure factor (Equation (28)). Since we deal here only with systems in which the particles are "frozen" in a matrix, the structure factor $S(q)$ is completely defined by their positions.

Please note that throughout the paper one considers a system of randomly oriented fractals whose positions are uncorrelated. This implies small concentrations, and thus the correlations between fractals are ignored. However, within a single fractal, the correlations between the basic objects cannot be ignored, and thus the structure factor $S(q)$ is used to describe correlations inside a fractal. Therefore, we shall be concerned mainly with the relative positions of the objects forming the fractal, since they are intimately connected with the fractal properties observed in the SAS intensity. Figure 2 illustrates graphically the above observations and explains the basic terms used to study the scattering properties from fractal-based samples. Please note that more generally, $S(q)$ may depend also on the interaction potential between particles, and thus it can deliver information about thermodynamic properties such as the osmotic pressure and compressibility.


Figure 2. (Color online) Schematic representation of the sample's structure investigated in this work. The irradiated macroscopic volume $V^{\prime}$ (gray region) consists from a matrix with SLD $\rho_{p}$ in which are dispersed fractals with SLD $\rho_{m}$, overall size $\xi$, and size of the basic objects $2 r_{0}$. The orientations and positions of the fractals are uncorrelated. Their number is enough large such that an observable signal is recorded at detector, and enough small such that the distances between fractals are larger than their overall size $\xi$.

### 2.2.5. Polydispersity

In physical systems, the fractals usually have different sizes. We consider here that all fractals have the same shape while their size are distributed according to a distribution function $D_{\mathrm{N}}(l)$ defined such that $D_{\mathrm{N}}(l) d l$ gives the probability of finding an object whose size falls within $(l, l+\mathrm{d} l)$. Without losing generality, throughout this paper it will be used the log-normal distribution function:

$$
\begin{equation*}
D_{\mathrm{N}}(l)=\frac{1}{\sigma l(2 \pi)^{1 / 2}} e^{-\frac{\left(\ln \left(l / l_{0}\right)+\sigma^{2} / 2\right)^{2}}{2 \sigma^{2}}}, \tag{37}
\end{equation*}
$$

where $\sigma=\left(\ln \left(1+\sigma_{\mathrm{r}}^{2}\right)\right)^{2}$ is the variance and $l_{0}=\langle l\rangle_{D}$ is the mean value of the length, $\sigma_{\mathrm{r}} \equiv$ $\left(\left\langle l^{2}\right\rangle_{D}-l_{0}^{2}\right)^{1 / 2} / l_{0}$ is the relative variance, and $\langle\cdots\rangle_{D}=\int_{0}^{\infty} \cdots D_{\mathrm{N}}(l) d l$. Therefore, by averaging Equation (27) over the distribution function (37), one obtains [71]:

$$
\begin{equation*}
\left.P(q)=\left.n|\Delta \rho|^{2} \int_{0}^{\infty}\langle | F(\boldsymbol{q})\right|^{2}\right\rangle V^{2}(l) D_{\mathrm{N}}(l) \mathrm{d} l, \tag{38}
\end{equation*}
$$

where $V(l)$ is the fractal volume. Analytic expressions for the form factor of each type of deterministic fractals shall be provided thereafter in their corresponding section. In the limit of strong polydispersity, i.e., when $\sigma_{\mathrm{r}} \gg 1$, the maxima and minima present in the scattering intensity of a deterministic fractal are completely smoothed and thus the intensities form random fractals can be modeled by using deterministic fractals with a high degree of size polydispersity.

Other important properties which will be used in calculating the SAS intensity are:

- $\quad F(\boldsymbol{q}) \rightarrow F\left(\beta_{\mathrm{s}} \boldsymbol{q}\right)$ when the length is scaled as $L \rightarrow \beta_{\mathrm{s}} L$,
- $\quad F(\boldsymbol{q}) \rightarrow F(\boldsymbol{q}) e^{-i \boldsymbol{q} \cdot \boldsymbol{a}}$ when the particle is translated $\boldsymbol{r} \rightarrow \boldsymbol{r}+\boldsymbol{a}$,
- $\quad F(\boldsymbol{q})=\left[V_{I} F_{I}(\boldsymbol{q})+V_{I I} F_{I I}(\boldsymbol{q})\right] /\left(V_{I}+V_{I I}\right)$, when the particle consists of two non-overlapping subsets $I$ and $I I$.

Certainly, for 2D models, all the volumes shall be replaced by the corresponding areas.

### 2.3. Monte Carlo Simulations

A Monte Carlo-based algorithm similar to the one described in Ref. [75] is used to generate the pddf $p(r)$. To this aim, the area occupied by a given fractal is filled with a large number of randomly generated
points pairs $(i, j)$, and all the distances $\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|$ between them are collected into a histogram with about $\mathrm{M}=250$ boxes. Such a histogram gives directly the function pddf: $p(r)=C^{-1} \sum_{(i, j)}\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right| \xi^{-1} M$. Here, the coefficient $C$ ensures that the form factor is normalized such that $P(0)=1$. Then, for arbitrarily values of the scattering vector $q$, the form factor is calculated by performing numerically the Fourier transform in Equation (31). The simulated scattering curves are used to validate the analytic expressions for the form factors.

Figure 3 illustrates the results of the above steps for a simple example of a disk of radius $a$. At the first step, the square which circumscribe the disk is approximated by a set of random points (upper left part). Those found inside the disk are kept (blue points) and the others (gray points) are eliminated. The upper-right part of the same figure shows the corresponding pddf, while the lower part shows the corresponding scattering intensity obtained from Equation (31) (red curve). For comparison, the same figure shows the analytic curve (black) of an infinite thin circular disk of the same size, and with a known expression of the form factor given by [76]:

$$
\begin{equation*}
F_{\text {disk }}(q a)=\frac{2 J_{1}(q a)}{q a} \tag{39}
\end{equation*}
$$

where $J_{1}(\cdot)$ is the Bessel function of the first kind and the first order.
The results show an excellent agreement between the two curves in almost the whole $q$-range. However, small deviations begin to arise at large values of $q(\gtrsim 40)$ and are due to the intrinsic property of Monte Carlo method to approximate the disk by a finite collection of random points. The approximation can be improved by increasing the number of scattering points.


Figure 3. (Color online) Upper left: Approximating a disk of radius $a$ with a set of randomly distributed points (blue). Upper-right: the corresponding pddf $p(r)$. Lower part: A comparison between the analytic expression (black curve) and Monte Carlo simulations (red curve) of SAS intensities.

## 3. Small-Angle Scattering from Fractals

In this section, analytic forms of scattering intensity shall be derived for various types of fractals, by providing and deriving explicit expressions for the form, and respectively the structure factor appearing in Equation (26). For simplicity, the fractals considered here consist either from disks or from balls, but any other geometric form can be used. While in the former case the form factor is given by Equation (39), in the later one, the form factor of a ball of radius $a$ can be written as [71]:

$$
\begin{equation*}
F_{\text {ball }}(q a)=\frac{3(\sin q a-q a \cos q a)}{(q a)^{3}} \tag{40}
\end{equation*}
$$

### 3.1. Random Mass Fractals

To derive the scattering structure factor of a mass fractal, let us choose first an imaginary sphere centered on the fractal and consider a spherical layer of radius $r$ and width $\mathrm{d} r$. Then, the number of balls (particles) within the spherical layer is:

$$
\begin{equation*}
\mathrm{d} N(r)=n g(r) \mathrm{d} V, \tag{41}
\end{equation*}
$$

where $\mathrm{d} V=4 \pi r^{2} \mathrm{~d} r$ is the layer volume. Thus, the total number of particles within the sphere is given by: $N(r)=n \int_{0}^{r} g(r) 4 \pi r^{2} \mathrm{~d} r$ [39]. By differentiating Equation (5) and comparing with Equation (41), one obtains [39]:

$$
\begin{equation*}
n g(r)=\frac{D_{\mathrm{m}}}{4 \pi a^{D_{\mathrm{m}}}} r^{D_{\mathrm{m}}-3}, \tag{42}
\end{equation*}
$$

where $a=r_{0}$ (see Figure 2).
This expression shows that $g(r) \rightarrow 0$ for large values of $r$, since the fractal dimension is $D_{\mathrm{m}}<3$. However, any sample is characterized by a macroscopic density at large scale. Thus, in order to describe the large-scale behavior of $g(r)$, an exponential term of the form $e^{-(r / \xi)^{\beta}}$, known as the cutoff function is introduced [77]. Here, $\xi$ is the fractal outer cutoff, and it gives the distance above which the mass distribution is no longer described by the mass fractal law, and thus it coincides with the fractal size, as pointed out in Section 1. This cutoff function is faster than any power law, and it is clear that the larger the value of $\beta$, the sharper the cutoff. In the reciprocal space, an increase of $\beta$ leads to the formation of a distinct jump just beyond the Guinier regime [77]. After this hump, the power-law decay $q^{-D_{\mathrm{m}}}$ (see Equation (47)) is still visible but at different levels, depending on the values of $\beta$, and "ripples" occur for $\beta \gtrsim 5$ [77]. One of the most common cutoff functions, which provides a reasonable assumption for describing the behavior of $g(r)$ at large distances, corresponds to $\beta=1$, and this value will be used in the following. With the introduction of the exponential cutoff, a uniform density shall be subtracted, to avoid the divergence of the structure factor, and therefore we have [39]:

$$
\begin{equation*}
n(g(r)-1)=\frac{D_{\mathrm{m}}}{4 \pi a^{D_{\mathrm{m}}}} r^{D_{\mathrm{m}}-3} e^{-r / \zeta} \tag{43}
\end{equation*}
$$

By introducing Equation (43) into Equation (28), one can write:

$$
\begin{align*}
S(q) & =1+\frac{D_{\mathrm{m}}}{a^{D_{\mathrm{m}}}} \int_{0}^{\infty} r^{D_{\mathrm{m}-1}} e^{-r / \xi} \frac{\sin q r}{q r} \mathrm{~d} r  \tag{44}\\
& =1+\frac{1}{(q a)^{D_{\mathrm{m}}}} \frac{D_{\mathrm{m}} \Gamma\left(D_{m}-1\right)}{\left(1+q^{-2} \xi^{-2}\right)^{\left(D_{\mathrm{m}}-1\right) / 2}} \tag{45}
\end{align*}
$$

where $\Gamma(\cdot)$ is the gamma function. Depending on the values of the scattering vector $q$, we distinguish several main regions in the scattering intensity in Equation (31), with the structure factor given by Equation (45) and form factor by Equation (40):

- When $q \rightarrow 0$,

$$
\begin{equation*}
S(q) \simeq 1+\Gamma\left(D_{\mathrm{m}}+1\right)(\xi / a)^{D_{\mathrm{m}}}\left(1-q^{2} \xi^{2} D_{\mathrm{m}}\left(D_{\mathrm{m}}+1\right) / 6\right) \tag{46}
\end{equation*}
$$

and therefore the scattering intensity is dominated by $S(q)$. By comparing this with Equation (34) one can see that the outer cutoff $\xi$ is related to the mass fractal radius of gyration $R_{g}$ by [39]: $R_{g}^{2}=D_{\mathrm{m}}\left(D_{\mathrm{m}}+1\right) \xi^{2} / 2$.

- When $\xi^{-1} \lesssim q \lesssim a^{-1}$,

$$
\begin{equation*}
S(q) \propto q^{-D_{\mathrm{m}}} \tag{47}
\end{equation*}
$$

and therefore $S(q)$ still dominates in Equation (34) since yet $P(q) \simeq 1$. The last equation shows that the scattering intensity of a mass fractal is a straight line on a double logarithmic scale. Therefore, deviations from this line at low and values of the scattering vector $q$ provide information about the fractal overall size $\xi$, and respectively about the radius $a$ of fractal basic unit.

- When $q \rightarrow \infty$,

$$
\begin{equation*}
S(q) \simeq 1+\frac{D_{\mathrm{m}} \Gamma\left(D_{\mathrm{m}}-1\right) \sin \left(\left(D_{\mathrm{m}}-1\right) \pi / 2\right)}{q^{D_{\mathrm{m}}} a^{D_{\mathrm{m}}}} \tag{48}
\end{equation*}
$$

and thus, for $q a \gg 1, S(q) \rightarrow 1$, while $P(q)$ dominates in the scattering intensity [73]. Therefore, scattering at large $q$ values provides information about the fractal basic particles.

As an application of the above results, let us consider a two-dimensional (2D) DLA cluster, as a representative example of random mass fractals. The DLA is generated by particles undergoing a random walk due to Brownian motion, and which cluster into aggregates [78]. It is widely used to describe structures in which diffusion is the main means of transport, and it occurs often in dielectric breakdown, electrodeposition or Hele-Shaw flow.

The overall size of the generated DLA is $\xi \simeq 234 \mathrm{~nm}$ and consists from particles of radius $a \simeq 1 \mathrm{~nm}$ (Figure 4-upper row). The numerical values were chosen such that they fit into a typical range covered by SAS measurements. The corresponding pddf is shown in Figure 4-lower row (left; black points). For comparison, the pddf of an equivalent disk, i.e., a disk centered on the cluster and with radius $\xi / 2$ is also shown (red points). The total number of distances used in calculating each pddf is about $32.7 \times 10^{5}$. When the positions of the disks forming the DLA and their shape are known, the calculations can be greatly simplified if one uses only the mass-center coordinates, since the number of points used in calculating the pddf is much lower. The corresponding Fourier transform will give the structure factor describing the relative positions of the disk inside the aggregate. By multiplying it with the disk form factor, the scattering intensity (Equation (31)) is recovered.

The results show that in the case of DLA, although the pddf has an overall similar behavior as for the disk, it is characterized by the presence of local minima and maxima, with the main maxima (at $r \simeq 75 \mathrm{~nm}$ ) shifted to the left. These reflects deviations of the DLA from the circular symmetry of the disk. Also, the height of the maxima increases, and indicates the number of most common distances within DLA. This peak is followed by a second one, slightly shifted to the left (at $r \simeq 110 \mathrm{~nm}$ ), and less pronounced, and which partially follows the disk's pddf for $100 \mathrm{~nm} \lesssim r \lesssim 140 \mathrm{~nm}$. This indicates that within this range the number of distances within DLA and the disk coincide. Finally, for $140 \mathrm{~nm} \lesssim r \lesssim 234 \mathrm{~nm}$ the number of distances within DLA decreases faster, and both reach the same maximum value at $\xi \simeq 234 \mathrm{~nm}$. Please note that at $r \simeq 225 \mathrm{~nm}$ the DLA's pddf is quite flat in this region, and may pose difficulties in an accurate determination of overall size $\xi$ from SAS data, due to experimental errors [79].

Figure 4 lower row right shows the SAS intensity (red curve) from DLA obtained by Fourier transform (Equation (31)) of the corresponding pddf. The analytic expression (Equation (47)) is also shown in the fractal region (black curve). The results show a very good agreement between the two curves. The scattering exponent is 1.66 and coincides with the analytic value from mean-field theory for diffusion-limited cluster formation $\left(d^{2}+1\right) /(d+1)$ with $d=2$ [80] and with other computer simulations of Witten-Sander aggregates [81].


Figure 4. (Color online) Upper row: Left-2D DLA cluster of overall size $\xi \simeq 234 \mathrm{~nm}$ consisting from about 500 particles of radius $a \simeq 1 \mathrm{~nm}$, Right-the corresponding approximation with a set of randomly distributed points (blue). Lower row: Left-pddf of the 2D DLA (black points) and of an equivalent disk (red; see text for additional explanations), Right-A comparison between the analytic expression of SAS intensity (black curve) with Monte Carlo simulations (red curve).

### 3.2. Random Surface Fractals

To derive the scattering law for surface fractals, one considers a system consisting from a random distribution of material with constant SLD $\rho$. By denoting with $c$ the fraction of the volume occupied by the material, then $1-c$ denotes the fraction of unoccupied volume, and the average density of the sample can be expressed as $\rho c$. Therefore, the density fluctuations can be expressed as:

$$
\eta(\boldsymbol{r})= \begin{cases}\rho(1-c), & \boldsymbol{r} \in \text { occupied volume }  \tag{49}\\ -\rho c & r \notin \text { occupied volume }\end{cases}
$$

and the mean square volume is:

$$
\begin{equation*}
\left\langle\eta^{2}\right\rangle=\rho^{2} c(1-c) \tag{50}
\end{equation*}
$$

Thus, Equation (25) becomes:

$$
\begin{equation*}
P(q)=4 \pi \rho^{2} c(1-c) \int_{0}^{\infty} r^{2} \gamma(r) \frac{\sin q r}{q r} \mathrm{~d} r \tag{51}
\end{equation*}
$$

where the correlation function is defined by [38]:

$$
\begin{equation*}
\gamma(r)=\frac{Z(r)-c}{1-c} \tag{52}
\end{equation*}
$$

The function $Z(r)$ represents the probability that if a point is in the occupied volume, then a second point situated at a distance $r$ apart from the second point, belongs also to the occupied volume. Thus, from definition, $Z(r)=1$ excepting those points found at distance $r$ apart from the pore boundary. In the latter case, the volume of the layer with occupied regions is $V_{\mathrm{b}} \equiv S_{0} r^{3-D_{\mathrm{s}}}$, while in the former case, the volume is $c V^{\prime}-V_{\mathrm{b}}$. Also, it is known that in the limit $r \rightarrow 0$, the function $\mathrm{Z}(r)$ is given by [38]:

$$
\begin{equation*}
Z(r) \simeq 1-\frac{S_{0}}{4 c V^{\prime}} r^{3-D_{\mathrm{s}}} \tag{53}
\end{equation*}
$$

and therefore, by using Equation (52), the correlation function becomes [38]:

$$
\begin{equation*}
\gamma(r)=1-\frac{S_{0}}{4 c(1-c) V^{\prime}} r^{3-D_{\mathrm{s}}} \tag{54}
\end{equation*}
$$

Performing two integration by parts in Equation (51) and taking into account that both $\gamma(r)$ and its derivative tend to zero at large $r$, the scattering intensity can be rewritten as [38]:

$$
\begin{equation*}
P(q)=-4 \pi \delta^{2} c(1-c) q^{-3} \int_{0}^{\infty}\left[r g \gamma^{\prime \prime}(r)+2 \gamma^{\prime}(r) \sin q r\right] \mathrm{d} r \tag{55}
\end{equation*}
$$

Then, according to Erdélyi's theorem for asymptotic expansion of Fourier integrals, in the limit of large values of the scattering vector $q$, the intensity becomes:

$$
\begin{equation*}
P(q)=-\frac{4 \pi \rho^{2}}{q^{6-D_{\mathrm{s}}}} c(1-c) \Gamma\left(3-D_{\mathrm{s}}\right) \sin \left[\pi\left(D_{\mathrm{s}}-1\right) / 2\right] \lim _{r \rightarrow 0}\left\{r^{D_{\mathrm{s}}-2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} r^{2}}[r g(r)]\right\} \tag{56}
\end{equation*}
$$

Finally, by using the correlation function given by Equation (54), the scattering intensity can be rewritten as:

$$
\begin{equation*}
P(q) \simeq \pi S_{0} \rho^{2} \Gamma\left(5-D_{\mathrm{s}}\right) \sin \left[\pi\left(D_{\mathrm{s}}-1\right) / 2\right] q^{6-D_{\mathrm{s}}} \tag{57}
\end{equation*}
$$

which shows that for a surface fractal [38]:

$$
\begin{equation*}
P(q) \propto q^{-\left(6-D_{\mathrm{s}}\right)} \tag{58}
\end{equation*}
$$

A similar procedure can be used to show that for $d=2, P(q) \propto q^{-\left(4-D_{s}\right)}$. Therefore the scaling law $P(q) \propto q^{-(2 d-D s)}$ is recovered, and taking into account that $S(q)=1$ for surface fractals discussed here, the scattering intensity in Equation (1) is recovered. Please note that when $D_{s}=2$, Equation (57) reduces to Porod law, where $P(q) \simeq 2 \pi \rho^{2} S_{0} q^{-4}$, and the density profile varies sharply over distances smaller than $q^{-1}$.

Since $S(q)=1$, the function $Z(r)$ in Equation (53) gives the probability that a point at distance $r$ in an arbitrarily direction from a given point inside the fractal will itself be in the fractal. This holds true since there is only a small probability of finding an occupied point outside a particular fractal in which the origin is chosen. As such, $c$ is negligible and thus $1-c \simeq 1$, Therefore, $Z(r)=\gamma(r)$, where $\gamma(r)$ represents now the correlation function of the fractal, and not of the whole sample, as in Equation (25). Therefore, Equation (51) gives:

$$
\begin{equation*}
P(q)=4 \pi \int_{0}^{\infty} r^{2} \gamma(r) \frac{\sin q r}{q r} \mathrm{~d} r \tag{59}
\end{equation*}
$$

with the SLD factor $\rho^{2}$ included in Equation (26). Thus, by using the property that $p(r)=r^{2} \gamma(r)$, Equation (31) is recovered.

To illustrate the above results, we consider in the following a random surface fractal model which consists from disks whose radii follow a power-law distribution. The model is shown in Figure 5 upper left row, where disks with identical radii have the same color. Specifically, one considers that the radius of the largest disk (blue), also known as the zero-th fractal iteration $(m=0)$ is $r_{0}$, and the scaling factor $\beta_{\mathrm{s}}=1 / 2$. Then, the radius of the disks forming the first fractal iteration (green disks) is $r_{1}=\beta_{\mathrm{s}} r_{0}$, the radius of the disks forming the second fractal iteration (black disks) is $r_{2}=\beta_{\mathrm{s}}^{2} r_{0}$, and so on. From the construction one can see that each disk is tangent to at least another disk and they form an aggregate, of overall size $\xi \simeq 234 \mathrm{~nm}$. Since the number of disks at a given iteration increases by a factor of 3 , then the fractal dimension of the model is $D_{s} \equiv \log 3 / \log 2 \simeq 1.58$, and therefore in the fractal region the corresponding form factor is given by (see discussion below Equation (58)):

$$
\begin{equation*}
P(q) \propto q^{-(4-1.58)}=q^{-2.42} \tag{60}
\end{equation*}
$$

Figure 5 upper-right row shows the discretized version of the surface fractal model used for computing the pddf in Figure 5 lower-left row (black). For comparison, the pddf of a disk of equivalent radius is also shown in red. The total number of distances used in both cases is about $1.54 \times 10^{8}$. The results show that the pddf of the random surface fractal has a similar behavior as of the pddf of DLA (see Figure 4 lower-left row) in the sense that the main maximum is shifted to the left with respect to the disk's maxima, while its height increases. Thus, this reflects the asymmetry of the model as compared to the circular one. However, as opposed to the pddf of DLA, for surface fractals the maxima are much less pronounced, and generally the curve is smoother. This indicates a more uniform structure of the surface fractal, which arise from the existence of disks of different sizes.

For surface fractals, it has been recently shown that the scattering intensity can be obtained by neglecting the spatial correlations between disks, and therefore one can use the approximation of independent units, i.e. [60]:

$$
\begin{equation*}
P(q) \simeq \sum_{n=0}^{m} \beta_{\mathrm{s}}^{n\left(4-D_{\mathrm{s}}\right)} P_{0}\left(\beta_{\mathrm{s}} q\right), \tag{61}
\end{equation*}
$$

where $\left.\left.P_{0}(q) \equiv\langle | F_{\text {disk }}(q)\right|^{2}\right\rangle$, and $F_{\text {disk }}$ is given by Equation (39). The corresponding intensity is shown in Figure 5 lower-right row (black), where one can see that the scattering exponent is in excellent agreement with the analytic value obtained above. The Monte Carlo simulations (red curve) are also in very good agreement with the theoretical results. This is to be expected, since there is an excellent agreement between theoretical and Monte Carlo-based curves of a disk (see Figure 3 lower row), while Equation (61) is just a sum of SAS intensities of disks of various radii. The edges of the fractal region are marked in Figure 5 lower row right by dotted vertical lines, and they provide information about the overall fractal size, and about the size of the smallest disk composing the fractal.
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Figure 5. (Color online) Upper row: Left—random surface fractal of overall size $\xi \simeq 234 \mathrm{~nm}$ consisting from disks of different radii, Right-the corresponding approximation with a set of randomly distributed points (blue). Lower row: Left-pddf of the random surface fractal (black points) and of an equivalent disk (red), Right-A comparison between the analytic expression (black curve) of SAS intensity (Equation (34)) and Monte Carlo simulations (red curve).

### 3.3. Deterministic Mass Factals

In the following, the scattering properties from deterministic mass fractals are illustrated on fractals similar to the well-known Cantor fractal. For this purpose, one considers first a square with edge $l_{0}$ which circumscribes a disk of radius $r_{0}=l_{0} / 2$ such that their centers coincide. One also considers a Cartesian system of coordinates whose origin lies in the square center, and with axes parallel to the square edges. At first iteration, the disk of radius $r_{0}$ is replaced by 5 smaller disks of radius $r_{1}=\beta_{\mathrm{s}} r_{0}$, with $\beta_{\mathrm{s}}=1 / 3$. One disk is situated in the origin, while the centers of the other disks are shifted from the origin by:

$$
\begin{equation*}
\boldsymbol{a}_{j}=\left\{0, \pm \beta_{\mathrm{t}} \mathrm{l}_{0}\right\} \text { and } \boldsymbol{b}_{j}=\left\{ \pm \beta_{\mathrm{t}} \mathrm{l}_{0}, 0\right\} \tag{62}
\end{equation*}
$$

with all combinations of the signs, and $\beta_{\mathrm{t}}=\left(1-\beta_{\mathrm{s}}\right) / 2$. The second iteration is obtained by performing a similar operation on each of the 5 disks of radius $r_{1}$, and so on. The "cross" mass fractal is obtained in the limit of infinite number of iterations. Figure 6 upper row shows the construction at iterations $m=1,2$ and 3 , while in the middle row is shown the discretized version, for the same iterations. The total number of disks at $m$-th iteration is $k_{m}=5^{m}$, and the radius of each disk is $r_{m}=\beta_{\mathrm{s}} r_{0}$. Therefore, in accordance with Equation (5), the fractal dimension is given by:

$$
\begin{equation*}
D_{\mathrm{m}}=\lim _{m \rightarrow \infty} \frac{\log k_{m}}{\log l_{0} / r_{m}}=\frac{\log 5}{\log 3} \simeq 1.46 \tag{63}
\end{equation*}
$$

and the total area of the fractal at $m$-th iteration is $A_{m}=k_{m} A_{0}$, where $A_{0}=\pi r_{0}^{2}$ is the surface area of the disk at $m=0$.

The position of the disk centers inside the fractal can be written as:

$$
\begin{equation*}
G_{m}(\boldsymbol{q})=\frac{1}{5}\left(1+2 \cos q_{x} u_{m}+2 \cos q_{y} u_{m}\right) \tag{64}
\end{equation*}
$$

where $u_{m}=l_{0} \beta_{\mathrm{t}} \beta_{\mathrm{s}}^{m-1}$, and $G_{0}(\boldsymbol{q}) \equiv 1$. Then, for arbitrarily iteration number $m=0,1,2, \cdots$, the fractal form factor is given by:

$$
\begin{equation*}
F_{m}(\boldsymbol{q})=F_{0}\left(r_{m} q\right) \prod_{i=0}^{m} G_{i}(\boldsymbol{q}) \tag{65}
\end{equation*}
$$





Figure 6. (Color online) Upper row: Iterations $m=1,2$ and 3 of the deterministic "Cross" mass fractal of overall size $\xi \simeq 125 \mathrm{~nm}$. Middle row: the corresponding approximation with a set of randomly distributed points (blue). Lower row: Left—pddf of the "Cross" mass fractal (black points) and of an equivalent disk (red points), Right-A comparison between the mono- and polydisperse analytic expression (black, and respectively blue curve) of SAS intensity given by Equation (26) with the form factor given by Equation (65), and Monte Carlo simulations (red curve). The polydisperse curve is calculated with Equation (38), and the relative variance used is $\sigma_{\mathrm{r}}=0.5$.

The pddf of the cross-mass fractal at iteration $m=3$, overall dimension $\xi \simeq 125 \mathrm{~nm}$, is shown in Figure 6 lower row left (black). For comparison, the pddf of the equivalent disk is shown also (red). The main feature of fractal's pddf is the presence of a succession of local maxima and minima on a parabola-like function similar to that of the disk, but with the maximum shifted to smaller values of $r$. These features reflect both the deviations from the circular symmetry of the fractal, as well as its particular feature, in which a periodic structure arise in its construction. Please note that at $r \gtrsim 110 \mathrm{~nm}$ the fractal's pddf is almost flat, thus making it difficult to estimate its overall dimension from SAS data.

The fractal form factor at $m=3$ obtained from the Fourier transform of the pddf is shown in Figure 6 lower row right in black, while the scattering curve obtained from Monte Carlo simulations is shown in red. The analytic curve is characterized by the presence of the three main regions: Guinier, at $q \lesssim 2 \pi / \xi$, fractal, at $2 \pi / \xi \lesssim q \lesssim 2 \pi / r_{3}$, where $r_{3}$ is the radius of the disk at iteration $m=3$, and Porod, at $q \gtrsim 2 \pi / r_{3}$. In the fractal region, the scattering curve consists from a superposition of maxima and minima on a power-law decay. This is known in the literature as a generalized power-law decays (see also Introduction section). The exponent of the power-law decay is approximately 1.46, which is agreement with the analytic value given by Equation (63). The number of main minima in the fractal region is equal to 3 , and it coincides with the fractal iteration number. The periodicity of these minima on a double logarithmic scale is $\log _{10}\left(1 / \beta_{\mathrm{s}}\right)$, and it can be used to extract information about the fractal scaling factor. By knowing the fractal dimension $D_{\mathrm{m}}$, iteration number $m$ and the scaling factor $\beta_{\mathrm{s}}$, the number of disks composing the mass fractal can be determined from the relation $k_{m}=\left(1 / \beta_{\mathrm{s}}\right)^{m D_{\mathrm{m}}}$ [58]. When measurements are performed on an absolute scale, the Porod region can be used to extract the ratio $P_{m} / A_{m}$, where $P_{m}$ is the total perimeter of the fractal at $m$-th iteration, and $A_{m}$ is the total surface area (see above). For 3D fractals this would give the specific surface $A_{m} / V_{m}$, where $V_{m}$ is the fractal volume at $m$-th iteration.

The corresponding polydisperse curve (blue) is calculated by using Equation (37), where the relative variance is $\sigma_{\mathrm{r}}=0.5$. In this case, the simple power-law decay, specific to scattering from random mass fractals (see Figure 4) is recovered, and the scattering exponent is preserved. Please note that generally, the oscillations in the fractal region are still visible up to $\sigma_{\mathrm{r}} \lesssim 0.4$, and thus the polydisperse curve can be used to extract the fractal iteration number and scaling factor, as discussed before for the monodisperse case. This is important from an experimental point of view, since in practice it is very hard to prepare samples containing perfectly monodisperse fractals.

The Monte Carlo simulations (red) show a good agreement with the polydisperse curve, excepting the presence, in the former case, of a local bump at $q \simeq 6 \times 10^{-1} \mathrm{~nm}^{-1}$, and of slight deviations at $q$ close to the end of the fractal region. This agreement is to be expected, since the behavior of SAS intensity in the fractal region is dominated by the relative positions of the disks inside the fractal, as described by the generative function given by Equation (64). This implies that one can calculate the intensity based only on the center-of-mass positions of each disk [58]. Then, each of the most pronounced maxima and minima in the fractal region corresponds to the interference cluster amplitude, where each cluster represents a fractal iteration. The positions and amplitudes of these maxima and minima are related to the most common distances between the center-of-masses [58]. However, when the scattering intensity is calculated by using randomly generated points, we use only an approximation of the fractal shape and not the distances between center-of-masses. As such, the number of possible distances used is much higher, and thus the maxima and minima are significantly smeared out. As described above, the polydispersity also leads to smearing the maxima and minima. Thus, although the effects on the scattering curve are similar, their nature is different.

Please note that in building the cross-mass fractal, a single scaling factor has been used at each iteration, while the ratio between the size of the disks to the distances between them is about unity. By releasing these constraints, additional fractal classes, each one with its own "signature" on the scattering curve, can be investigated. In particular, by increasing the value of the scaling factor after a predefined number of iterations (every second, every third, etc.), one obtains a fractal with positive Lebesgue measure (also known as fat fractals). It has been recently shown that for fat fractals, the scattering curve consists from a succession of power-law decays with increasing values of the scattering exponents [59]. Such models can be used to describe the properties of hierarchically structured materials in which the fractal dimension varies with the scale (iterations with constant scaling factor). However, within each scale, the scattering behavior of regular (thin) fractals is recovered (Figure 4). Also, allowing the distances between disks to be much bigger than the disk's size, induces the appearance of a constant region (also known as a plateau or asymptotic) between the fractal and

Porod regions [60]. Therefore, the beginning and the end of this plateau can be used to estimate the length of the minimal distances between disks, and respectively their size.

### 3.4. Deterministic Surface Fractals

The construction process of the deterministic surface is similar to that of the cross-mass fractal, where an initial disk is repeatedly divided into a set of smaller structures, according to the same rule for each iteration. If we denote by $r_{0}$ the radius of the disk at $m=0$ (initiator), then at the first iteration ( $m=1$; generator), there are also four disks of radius $\beta_{\mathrm{s}} r_{0}$ whose centers are situated on the positive and negative coordinate axes, at a distance $\left(1+\beta_{\mathrm{s}}\right) r_{0}$ from the origin. At the $m$-th approximation, the surface fractal is built from the $(m-1)$-th approximation by adding disks of radii $\beta_{\mathrm{s}}^{m} r_{0}$ placed at a distance $\left(1+\beta_{\mathrm{s}}\right) r_{0}$ from the centers of the disks of radii $\beta_{\mathrm{s}}^{m-1} r_{0}$, in all directions of the coordinate axes and on the positions that are already not occupied by other disks (Figure (7) upper row).

At $m$-th iteration, the obtained Cross-surface fractal is built as a sum of mass fractals at iterations $n$ from 0 to $m$. In Figure (7) upper row, each mass fractal is colored differently, and thus at $m=3$ the surface fractal consists from mass fractals at iterations $n=0,1,2,3$. By construction, one can see that at $m$-th iteration, the overall size $\xi$ of the surface fractal is very well approximated by the overall size of the mass fractal at iteration $n=m$. Please note that from the point of view of scattering properties, the main difference between cross-mass and surface fractals is that the former ones consist from disks of the same size, while the later ones consist from disks of different sizes, following a power-law distribution. Their number is given by:

$$
\begin{equation*}
k_{m}=2 \times 3^{m}-1 \tag{66}
\end{equation*}
$$

and their radii are distributed in the following way: one disk of radius $r_{0}$ (blue), 4 disks of radius $r_{1}=\beta_{\mathrm{s}} r_{0}$ (green), 12 disks of radius $r_{2}=\beta_{\mathrm{s}}^{2} r_{0}$ (black), and so on. Since at $m$-th iteration the radius is $r_{m}=\beta_{\mathrm{s}}^{m} r_{0}$, then the surface fractal dimension is:

$$
\begin{equation*}
D_{\mathrm{s}}=\lim _{m \rightarrow \infty} \frac{\log k_{m}}{\log \left(r_{0} / r_{m}\right)}=1 \tag{67}
\end{equation*}
$$

The discrete version of the surface fractal is shown in Figure 7 middle row, and the corresponding pddf at $m=3$ is shown in Figure 7 lower-low left (black). For comparison, the pddf of the equivalent disk is also shown (red). The figure clearly shows that the pddf of the surface fractal is much smoother than the pddf of the cross-mass fractal (Figure 6 lower row left). This is due to the presence of disks of various sizes in th former case. However, the overall behavior is similar to the one of mass fractal where the main maximum is shifted to the left of disk's maximum, while at large $r$, the pddf is almost completely flat. These features reflect the deviations from the circular symmetry, and which are specific to the surface fractal model.

Since the cross-surface fractal consists from a superposition of mass fractals at various iterations, by adding their amplitudes and normalizing the result to unity at $q=0$, one can write [60]:

$$
\begin{equation*}
\left.\left.\left.\langle | F_{m}^{(\mathrm{sf})}(\boldsymbol{q})\right|^{2}\right\rangle=\left.\frac{1-h \beta_{\mathrm{s}}^{2}}{1-\left(h \beta_{\mathrm{s}}^{2}\right)^{m+1}} \sum_{n=0}^{m}\left(h \beta_{\mathrm{s}}^{2}\right)^{2 n}\langle | F_{n}^{(\mathrm{mf})}(\boldsymbol{q})\right|^{2}\right\rangle \tag{68}
\end{equation*}
$$

with $h=3$, and where $F_{n}^{(\mathrm{mf})}(\cdot)$ is the mass fractal form factor at $n$-th iteration. Therefore, the surface fractal form factor can be written as:

$$
\begin{equation*}
\left.P(q)=\left.P(0)\langle | F_{m}^{(\mathrm{sf})}(\boldsymbol{q})\right|^{2}\right\rangle \tag{69}
\end{equation*}
$$

where $P(0)=n|\Delta \rho|^{2} A_{m}^{2}$, and $A_{m}$ is the total surface area of the fractal at $m$-th iteration.


Figure 7. (Color online) Upper row: Iterations $m=1,2$ and 3 of the deterministic "Cross" surface fractal of overall size $\xi \simeq 195 \mathrm{~nm}$ (at $m=3$ ). Middle row: the corresponding approximation with a set of randomly distributed points (blue). Lower row: Left-pddf of the random surface fractal (black points) and of an equivalent disk (red points), Right-A comparison between the approximation of independent units (black curve) of SAS intensity (Equation (61)) and Monte Carlo simulations (red curve).

Please note that in some cases it is very difficult to derive an analytic expression for the mass fractal form factor in Equation (69). However, if we are not interested in the intricate behavior of the scattering curve, one can use the approximation of independent units (AIU) in Equation (61) to calculate the scattering intensity of surface fractals. Here, this approach is used, and the results are shown in Figure 7 lower row right (black). It is clear that in the fractal region i.e., for $2 \pi / \xi \lesssim q \lesssim \pi /\left(2 r_{3}\right)$, the scattering intensity decays proportional to $q^{-(4-1)}=q^{-3}$. Thus, the fractal dimension of the surface fractal is $D_{\mathrm{s}}=1$, as predicted by Equation (67). Despite using the AIU, in the fractal range one can observe the presence of three pronounced minima at $q \simeq 3.5 \times 10^{-2}, 3.5 \times 10^{-2}$ and $3.5 \times 10^{-1} \mathrm{~nm}^{-1}$. This shows that the surface fractal consists from three iterations of mass fractals. The minima positions also show an approximate $\log$-periodicity with the scale factor $1 / \beta_{\mathrm{s}}$. The results are similar to those of scattering
from deterministic cross-mass fractals, but the nature of the log-periodicity is different. While in the case of scattering from mass fractals, the periodicity arises from the self-similarity of distances between disks, for surface fractals, it arises from the self-similarity of disk sizes.

Monte Carlo simulations are presented in the same figure (red), and show that the scattering exponent in the fractal region of the scattering curve is recovered, but without following in detail the small oscillations present in the analytic curve. This effect is similar to the one seen in Figure 6 lower row right for mass fractals, and arise due to the discretization of the surface fractal with randomly positioned points.

### 3.5. Deterministic Multifractals

Single-scale fractal presented so far, lead to homogeneous structures and are the simplest cases of fractal systems. An exception is the fat fractal discussed in Section 3.3, which although have different scaling factors, they occur at different scales. However, real fractal may have far more reach scaling and self-similar properties that change from point to point. They are known as multifractals, and to model their scattering properties, one should consider structures in which various scaling factors occurs at the same scale.

For simplicity, we consider in the following a multifractal built from two scaling factors $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$. The initiator $(m=0)$ is a single disk, while the first iteration $(m=1)$ consists from four disks found on the coordinate axes, as in the case of deterministic cross-mass and surface fractals (see Figures 6 and 7 upper rows), each one with the scaling factor $\beta_{\mathrm{s} 1}$, and one disk in the center, with the scaling factor $\beta_{\mathrm{s} 2}$. The second iteration is obtained by repeating the same procedure for each of the five disks at $m=1$, and so on. It is clear that when $\beta_{\mathrm{s} 1}=\beta_{\mathrm{s} 2}$, one recovers the single-scale deterministic cross-mass fractal shown in Figure 6 upper row.

Figure 8 upper row shows the cross multifractal models at iteration $m=2$ for $\beta_{\mathrm{s} 1}=0.15$ and $\beta_{\mathrm{s} 2}=0.7$ (model MI, left), $\beta_{\mathrm{s} 1}=0.20$ and $\beta_{\mathrm{s} 2}=0.6$ (model MII, middle) and $\beta_{\mathrm{s} 1}=0.33$ and $\beta_{\mathrm{s} 2}=0.34$ (model MIII, right). In this figure, the disks with the same radius have the same color. Note that although for model MIII, the scaling factors are different, they are very close to each other, thus leading to disks of similar radii. Consequently, they all have the same color. The fractal dimension of each model is calculated according to Equation (8), with $k_{1}=4$ and $k_{2}=1$. Therefore, one obtains $D_{\mathrm{m}} \simeq 1.26$ for model MI, $D_{\mathrm{m}} \simeq 1.31$ for model MII and $D_{\mathrm{m}} \simeq 1.46$ for model MIII. The total number of particles at $m$-th iteration is $\left(k_{1}+k_{2}\right)^{2}$, and the total surface area is $\left(k_{1} \beta_{\mathrm{s} 1}^{2}+k_{2} \beta_{\mathrm{s} 2}^{2}\right)^{m} A_{0}$, where $A_{0}$ is the surface area of the single disk at $m=0$.

Therefore, the multifractal form factor can be expressed through a recurrence relation between subsequent iterations. For an arbitrarily two-scale multifractal, one can write [62,82]:

$$
\begin{equation*}
F_{m}(\boldsymbol{q})=\frac{k_{1} \beta_{\mathrm{s} 1}^{2} G_{1}(\boldsymbol{q}) F_{m-1}\left(\beta_{\mathrm{s} 1} \boldsymbol{q}\right)+k_{2} \beta_{\mathrm{s} 2}^{2} G_{2}(\boldsymbol{q}) F_{m-1}\left(\beta_{\mathrm{s} 2} \boldsymbol{q}\right)}{k_{1} \beta_{\mathrm{s} 1}^{2}+k_{2} \beta_{\mathrm{s} 2}^{2}} \tag{70}
\end{equation*}
$$

where the generative function $G_{1}(\boldsymbol{q})$ is given by Equation (64), $G_{2}(\boldsymbol{q})=1$, and the form factor at $m=0$ is given by Equation (39). Please note that the choice of the generative functions, of the initial shape, of the number of disks and their positions is arbitrarily. Thus, Equation (70) gives the form factor of a two-scale multifractal at an arbitrarily iteration $m$.

Figure 8 middle row shows the discretized version of the cross multifractals used to calculate the pddf (Figure 8 lower row left) of models MI (black), model MII (green) and model MIII (blue) with the overall size $\xi \simeq 100 \mathrm{~nm}$. For comparison, the pddf of the equivalent disk is also shown (red). The most pronounced differences, as compared to the disk's pddf occur in model MI, where the maxima is the left-most shifted and has the highest values. This shows that the structure corresponding to model MI is the most heterogeneous. This can be clearly seen also from their construction: while the model MI consists from disks with the highest difference in the values of their radii, for model MIII (i.e., for a single-scale fractal), the structure consists from disks of similar radii, and is more homogeneous.

In addition, the local maxima and minima present in the pddf reflect the relative values of various distances within the fractal. In particular, the main maximum at $r \simeq 25 \mathrm{~nm}$ (model MI), $r \simeq 30 \mathrm{~nm}$ (model MII), and $r \simeq 47 \mathrm{~nm}$ (model MIII) give the most common distances inside the multifractal.


Figure 8. (Color online) Upper row: The second iteration ( $m=2$ ) of the deterministic "Cross" multifractal of overall size $\xi=100 \mathrm{~nm}$ at various scaling factors: Left-Model MI ( $\beta_{\mathrm{s} 1}=0.15$ and $\beta_{\mathrm{s} 2}=0.70$ ), Middle-Model MII ( $\beta_{\mathrm{s} 1}=0.20$ and $\beta_{\mathrm{s} 2}=0.60$ ), Right-Model MIII ( $\beta_{\mathrm{s} 1}=0.33$ and $\beta_{\mathrm{s} 2}=0.34$ ). For each fractal, the disks of the same radius have the same color. Middle row: the corresponding approximation with a set of randomly distributed points (blue). Lower row: Left—pddf of the multifractal models and of an equivalent disk (red points), Right-A comparison between the analytic expression (black curve) of SAS intensity (Equation (70)) and Monte Carlo simulations (red curve). The curves for models MII and MIII are shifted vertically by a factor of $10^{3}$, and respectively of $10^{6}$, for clarity.

Figure 8 lower row right shows the SAS curves of the three models at iteration $m=4$, calculated using Equation (70). The main feature of the curve is the presence of the three main regions: Guinier, fractal and Porod (not shown here) as in the case of deterministic mass and surface fractals, and which allows extraction of the main structural information. However, a specific feature of scattering from multifractals is the appearance of an additional surface fractal region between the mass fractal and Porod
regions. In the mass fractal region, the scattering exponent coincides with the mass fractal dimension $D_{\mathrm{m}}$, while in the surface fractal region, the exponent is $4-D_{\mathrm{s}}$. This shows that the multifractal model consists from mass fractals in which the basic units are not simply Euclidean objects, but they are themselves complex structures, in particular surface fractals, which in their turn have disks as basic units. Please note that while the overall length of the two mass and surface fractal regions is defined by the overall fractal size, and respectively by the two scaling factors, i.e., $\pi \lesssim q \lesssim \pi /\left(\beta_{\mathrm{s} 1} \beta_{\mathrm{s} 2}\right)^{m}$, the length of each individual region depends on the value of $\beta_{\mathrm{s} 1}$, i.e., the higher the value of $\beta_{\mathrm{s} 1}$ the longer the mass fractal region and the shorter the surface fractal region.

Monte Carlo simulations performed on all three models at $m=4$ are also presented in Figure 8 lower row right (red). The results confirm the values of the scattering exponents in both regions. However, the fine structure of the scattering curve is lost in the simulated curves, for the same reason as in the case of deterministic mass and surface fractals. Therefore, experimental SAS data showing a succession of mass-to-surface fractal regions, can be attributed to multifractal (i.e., heterogeneous) structures. Thus, the procedure of extracting structural information about multifractals involves a separate analysis of both the mass, and respectively the surface fractal regions (Sections 3.3 and 3.4).

## 4. Conclusions

The latest advances in preparation of complex materials allow the synthesis of various types of nanomaterials based on deterministic fractals. These materials have improved physical properties such as optical, electronic, mechanical thermal ones, with important applications in surface engineering, heterogeneous catalysis, manufacturing of cloaking devices etc. It is already known that generally, the main reason for the improved properties is the exact self-similar structure of the fractal. Therefore, one of the fundamental challenges is to establish the correlations between their physical and chemical properties from one side, and the structural properties from another one. While the evolution of their properties can be assessed by complex quantum mechanical models, the nanoscale structure is generally addressed by using the SAS technique. In the latter case, one of the main reasons for using SAS is that it provides statistically significant quantities averaged over a macroscopic volume, it allows for sample deuteration (when neutrons are used) and eliminates the requirement of sample preparation, specific to other structural methods.

Here, the main structural properties of deterministic fractals are determined based on information provided by SAS technique. The focus is on differentiating between various classes of fractal, by using information from the corresponding scattering curves. For this purpose, several new theoretical models are introduced, and their scattering properties are validated against data based on Monte Carlo simulations. Table 1 summarizes the structural parameters which can be obtained from SAS curves for the main classes of fractals. Please note that in Table 1 are listed only those properties specific to each class of fractals. Besides them, by using SAS one can obtain also additional properties that are not necessarily related to a specific fractal, such as the: overall size, specific surface, molecular weight, size of the basic unit, correlation/persistence length, or the mass per unit length.

Figure 9 shows schematically the scattering curves corresponding to the fractals listed in Table 1. Each of them is compared to the curve of random mass fractals (taken as a reference due to its widespread occurrence in experimental data). In this figure, the random mass fractals have been labeled differently, depending on the context, and in accordance with the most common terminology in the literature. As such, mass fractals, random fractals, monofractals and thin fractals, all represent a single-scale random mass fractal. A representative example is given by DLA, shown in Figure 4 upper row. The results in Figure 9 show that each class of fractals has its own imprint on the scattering curve, and thus, the SAS technique can differentiate between:

- Mass and surface fractals (Figure 9 upper row, left). The differentiation is made through the value of the scattering exponent $\tau$ in the fractal region that is $\tau=D_{\mathrm{m}}$ for random mass fractals, and $\tau=d-D_{\mathrm{s}}$ for surface fractals. Here, $d$ is the Euclidean dimension of the space in which the fractal is embedded.
- Random and deterministic fractals (Figure 9 upper row, right). The differentiation is made based on the type of power-law decay, i.e., a simple power-law decay for random fractals, and a generalized power-law decay (a complex superposition of minima and maxima on a simple power-law decay) for deterministic fractals.
- Mono and multifractals (Figure 9 middle row, left). The differentiation is made through the presence of one or more power-decays, either simple or generalized. For monofractals, there is a single power-law decay, while for two-scale multifractals, there is a succession of a mass fractal followed by a surface fractal. When the two scaling factors have similar values, the length of the surface fractal region is very short, and vice-versa.
- Thin and fat fractals (Figure 9 middle row, right). The differentiation is made in a similar way as in the previous case. However, the main difference is that the surface fractal region is replaced by another mass fractal region with the exponent smaller than the one of the first mass fractal region.
- $\quad r \simeq 1$ and $r \ll 1$ fractals (Figure 9 lower row). The differentiation is made through the presence of an additional region of constant intensity between the fractal and Porod regions. For fractal in which the ratio of the size of basic units to the minimal characteristic distances between them is about unity, the length of this constant region is very short. However, for fractals with $r \ll 1$, the length of the constant region is much bigger.

Most of the above results illustrated here, are validated by Monte Carlo simulations. Although they represent important advances in structural analysis of fractal structures, there are still important open question which need to be addressed.

Experimentally, the main issues arise from the loss of information about phases, the influence of instrumental limitations, polydispersity and of incoherent scattering at high $q$, which may hinder the extraction of structural parameters from a SAS curve. The loss of phase information is an intrinsic drawback of the SAS method, since it gives the absolute value of the Fourier transform of the density. In the case of randomly oriented fractals, the square of the Fourier transform is also averaged over all possible orientations of vector $\boldsymbol{q}$. This operation leads to an ill-posed problem in recovering the density from SAS data. Such issue can be handled by measuring the scattering of an ensemble of aligned fractals from different angles with a position sensitive detector. The instrumental limitations arise from the finite resolution of the collimation and detection systems, as well as from the wavelength spread. For samples based on deterministic fractals, these lead to either partial or a total smearing of the scattering curves, and the fine structure of the intensity is lost. In the former case, the main maxima and minima are still visible, and all the structural parameters presented in Table 1 can be recovered. However, in the latter case, all the maxima and minima are completely smeared out. This leads to the impossibility of extracting the scaling factor(s) and the iteration number. The effect of polydispersity is similar to the one of finite instrumental resolution, i.e., the higher the polydispersity, the more smeared the SAS curve. Finally, the q-independent background of SAS curve, determined by the scattering density of irradiated nuclei with nonzero spins such as ${ }^{1} \mathrm{H}$ or ${ }^{7} \mathrm{Li}$ isotopes, may hinder the structural features arising at high $q$. In this case, one can use deuteration to increase the contrast and reduce the background.

Theoretically, since a given fractal dimension may represent virtually an infinite number of structures, then how one can differentiate between them? Second, multifractals are characterized by a whole spectrum of dimensions given by Equations (11) or (12). Can SAS, eventually in combination with other methods, provide other dimensions, besides $D_{0}$ (see Equation (13))? And if the multifractal consists from more than two scaling factors, which is probably one of the most common situations in physical samples, can we recover all the scaling factor from SAS curves?

From a practical point of view, partial answers to these questions begin to emerge. The progress in SAS instrumentation could eliminate the disadvantage of finite instrumental resolution, to a sufficiently high degree, without sacrificing the complex morphology of deterministic fractals and without increasing the measurement time. Similarly, recent advances in nanotechnology, materials science and chemistry allows preparation of highly monodisperse samples. Of particular importance
is the use of ptychographic methods for phase recovery in coherent SAS by numerical procedures. Also, a combined use of SAXS with tensor tomography, also known as 3D scanning SAXS, allows determination of 3D orientation of nanofractals in a bulk specimen, and thus symmetries within the sample can be exploited to extract additional structural information about fractals.

Table 1. Fractal specific parameters which can be obtained from a SAS experiment. Here $D_{\mathrm{m}}$ and $D_{\mathrm{s}}$ are the mass, and respectively the surface fractal dimension, $\beta_{\mathrm{s}}$ is the mass and surface fractals scaling factor, $m$ is the mass fractal iteration number, $\beta_{\mathrm{s}}^{(i)}, k_{m}^{(i)}, m^{(i)}$ and $D_{\mathrm{m}}^{(i)}$ are the scaling factors, the number of basic units, iteration number and respectively the fractal dimensions at $i$-th structural level $(i=1,2, \cdots)$ in a fat fractal, $\beta_{\mathrm{s} 1}$ and $\beta_{\mathrm{s} 2}$, with $\beta_{\mathrm{s} 1}<\beta_{\mathrm{s} 2}$ are the multifractal scaling factors, $k_{m}$ is the number of basic units in a mass fractal, $h$ is the characteristic minimal distance between basic units in a mass fractal, and $r \equiv l / h$, with $l$ the size of basic units composing the mass fractal. The exponents of the scaling factors and number of units occurring for fat fractals denote an index (over the structural levels) and not a power.

| Fractal Type | Parameters | Source | Fractal Power-Law Decays |
| :---: | :---: | :---: | :---: |
| Random mass fractals | $D_{\text {m }}$ | Exponent of power-law decay | A single simple power-law decay with exponent $D_{\mathrm{m}}$. |
| Random surface fractals | $D_{\text {s }}$ | Exponent of power-law decay | A single simple power-law decay with exponent $d-D_{s}$. |
| Deterministic mass fractals | $D_{\mathrm{m}}$ | Exponent of power-law decay | A single generalized power-law decay with exponent $D_{\mathrm{m}}$. |
|  | $\beta_{\mathrm{s}}$ | Period on the logarithmic scale |  |
|  | $m$ | Number of periods in logarithmic scale |  |
|  | $k_{m}$ | $k_{m}=\left(1 / \beta_{\mathrm{s}}\right)^{m D_{\mathrm{m}}}$ |  |
| Deterministic surface fractals | $D_{\text {s }}$ | Exponent of power-law decay | A single generalized power-law decay with exponent $D_{\mathrm{s}}$. |
|  | $\beta_{\text {s }}$ | Period on the logarithmic scale |  |
|  | $m$ | Number of periods in logarithmic scale |  |
| Deterministic fat fractals | $D_{\mathrm{m}}^{(i)}, D_{\mathrm{m}}^{(i)}, \cdots$ | Exponents of power-law decays at each structural level | A succession of generalized power-law decay with exponents $D_{\mathrm{m} 1}<D_{\mathrm{m} 2}<\cdots$. |
|  | $\beta_{\mathrm{s}}^{(i)}, \ldots$ | Periods on the logarithmic scale at each structural level |  |
|  | $m^{(i)}$ | Number of periods in logarithmic scale at each structural level |  |
|  | $k_{m}^{(i)}$ | As for deterministic mass fractals, but at each structural level |  |
| Deterministic multifractals with two scaling factors | $D_{\mathrm{m}}, D_{\mathrm{s}}$ | Exponents of power-law decays in each fractal region | A succession of mass-to-surface fractal generalized power-law decays, with exponents $D_{\mathrm{m}}$, and respectively $D_{\mathrm{s}}$. |
|  | $\beta_{\mathrm{s} 1}, \beta_{\mathrm{s} 2}$ | Periods on the logarithmic scale from mass, and surface fractal regions |  |
|  | $m$ | Number of periods in logarithmic scale from mass or surface fractal regions |  |
|  | $k_{m 1}$ | $k_{m 1}=\left(1 / \beta_{\mathrm{s} 1}\right)^{m 1 D_{\mathrm{m} 1}}$ |  |
| Deterministic mass fractals with $r \gg 1$ | $D_{\mathrm{m}}$ | Exponents of the power-law decay | A region with constant intensity occurs after the fractal region. |
|  | $\beta_{\text {s }}$ | Periods on the logarithmic scale from mass fractal region |  |
|  | $m$ | Number of periods in logarithmic scale from mass fractal regions |  |
|  | $h$ | End of the constant region |  |
|  | $k_{m}$ | As for deterministic mass fractals |  |



Figure 9. (Color online) Schematic representation of SAS from different classes of 2D fractals Upper row: Left-mass and surface fractals, Right-random and deterministic fractals. Middle row: Left-mono and multifractals, Right-Thin and fat fractals. Lower row: $r \ll 1$ and $r \simeq 1$ fractals (see below). Here $\xi$ is the overall size of mass fractals, and respectively the size of the largest disk in a surface fractal, $D_{m}$ (including $D_{\mathrm{m} 1}$ and $D_{\mathrm{m} 2}$ ) and $D_{\mathrm{s}}$ are the mass and, respectively the surface fractal dimensions, $l$ is the size of disks in a mass fractal, and respectively the size of smallest disk in a surface fractal, $m$ (including $m_{1}$ and $m_{2}$ ) are the fractal iteration numbers, $\beta_{\mathrm{s}}$ (including $\beta_{\mathrm{s}} 1$ and $\beta_{\mathrm{s}} 2$ ) are the scaling factors, $h$ is the minimal distance between the disks, and $r=l / h$.
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#### Abstract

We use a random gap model to describe a metal-insulator transition in three-dimensional semiconductors due to doping, and find a conventional phase transition, where the effective scattering rate is the order parameter. Spontaneous symmetry breaking results in metallic behavior, whereas the insulating regime is characterized by the absence of spontaneous symmetry breaking. The transition is continuous for the average conductivity with critical exponent equal to 1 . Away from the critical point, the exponent is roughly 0.6 , which may explain experimental observations of a crossover of the exponent from 1 to 0.5 by going away from the critical point.
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## 1. Introduction

The particle-hole symmetry plays a crucial role in solid state physics. In particular in semi- as well as in superconductor physics [1], this symmetry appears due to the existence of two separate bands. Recent theoretical studies of three-dimensional Weyl materials has renewed interest in the disordered driven metal-insulator transition [2-26]. It was shown recently that Anderson localization can be prevented even in the strong disorder regime when particle-hole symmetry is present [27,28]. This can be understood by the simple picture that particle-hole pairs can be created by an infinitesimal excitation energy.

Undoped semiconductors have a small gap between the valence and the conduction band, typically of the order of $0.2, \ldots, 1.2 \mathrm{eV}$ [1]. This gap is strongly affected by doping, which allows us to engineer a variety of useful technological applications. In particular, sufficiently strong doping closes the gap such that a metallic phase appears. A classical example for this type of metal-insulator transition is doped silicon, where typical dopants are phosphorus ( $\mathrm{Si}: \mathrm{P}$ ) or boron ( $\mathrm{Si}: \mathrm{B}$ ) [29-33]. Disorder plays a crucial role in these materials due to the inhomogeneous distribution of the dopants. This suggested that Anderson localization must play a crucial role in these systems, where the quantum states would undergo a transition from extended to localized states for increasing disorder. This transition should be reflected in the transport properties, where extended states lead to a metal and localized states to an insulator at vanishing temperatures.

Measurements of the conductivity $\sigma(N)$ as a function of doping concentration $N$ in $\mathrm{Si}: \mathrm{P}$ at low temperatures has indeed revealed a critical behavior. Above a critical concentration $N_{c}$ a power law was found

$$
\sigma(N) \sim \sigma_{0}\left(N / N_{c}-1\right)^{\mu} \quad\left(N \geq N_{c}\right)
$$

and a vanishing conductivity for $N \leq N_{c}$. The exponent $\mu$ was determined as $\mu \approx 0.5$ for some experiments [29-32], whereas a crossover from $\mu \approx 0.5$ at some distance from the critical point to $\mu \approx 1$ in a vicinity very close to $N_{c}$ was observed in other experiments [32,33].

Although the picture of an Anderson transition is quite appealing, an alternative description can be provided by a random gap model. The idea is that the dopants create energy levels inside the semiconductor gap. These levels are associated with states that can overlap with the states in the
semiconductor bands and eventually fill the semiconductor gap by forming extended states. The effect can be described by a random distribution of local gaps. Then the locally filled gaps can be distributed over the entire system and form eventually, after sufficient doping, a conducting "network". This is associated with a second-order phase transition which will be described in this article. The transition is distinguished from the Anderson transition by the fact that the metallic phase appears at strong disorder (i.e., high dopant concentration) and the insulating phase at weak disorder. This does not rule out an Anderson transition if we increase the disorder inside the metallic regime. However, in realistic systems it is more likely to see the transition caused by the random gap than the more sophisticated Anderson transition for $N \gg N_{c}$.

In the following, we will discuss and analyze the insulator-metal transition due to random gap closing in a three-dimensional system. This will be based on a two-band model with particle-hole symmetry. The latter is essential for the existence of metallic states in the presence of strong disorder.

## 2. Model and Symmetries

We consider a two-band model with a symmetric Hamiltonian. This can be expressed in terms of Pauli matrices $\sigma_{j}(j=0, \ldots, 3)$. A simple case is

$$
\begin{equation*}
H=h_{1} \sigma_{1}+h_{3} \sigma_{3} \tag{1}
\end{equation*}
$$

with symmetric matrices $h_{1}, h_{3}$ in three-dimensional (real) space. To be more specific, we can choose the Fourier components $h_{1}=k / \sqrt{2 m}$ with $k \equiv \sqrt{k_{1}^{2}+k_{2}^{2}+k_{3}^{2}}$. For a uniform gap $\Delta$ implies $h_{3}=\Delta / 2$ we obtain two bands with the dispersion $E_{\mathbf{k}}= \pm \sqrt{k^{2} / 2 m+\Delta^{2} / 4}$. Subsequently we will consider a random gap $h_{3}$ with mean values $\Delta / 2$ to describe the effect of an inhomogeneous distribution of dopants and rescale $k / \sqrt{2 m} \rightarrow k$.

The one-particle Hamiltonian $H$ is invariant under an Abelian chiral transformation:

$$
\begin{equation*}
e^{\alpha \sigma_{2}} H e^{\alpha \sigma_{2}}=H \tag{2}
\end{equation*}
$$

In order to reveal the relevant symmetry for transport in this system, we construct the two-body Hamiltonian

$$
\hat{H}=\left(\begin{array}{cc}
H & 0  \tag{3}\\
0 & H
\end{array}\right)
$$

where the upper block $H$ acts on bosons and the lower block $H$ on fermions. The reason for introducing this two-body Hamiltonian is that we can transform the distribution of the random Hamiltonian $H$ into a distribution of the Green's function $\hat{G}(z)=(\hat{H}-z)^{-1}[34,35]$, which is often called a supersymmetric representation of the Green's function.

Next we introduce the transformation matrix

$$
\hat{U}=\left(\begin{array}{cc}
0 & \varphi \sigma_{2}  \tag{4}\\
\varphi^{\prime} \sigma_{2} & 0
\end{array}\right)
$$

and obtain the anti-commutator relation

$$
\begin{equation*}
\{\hat{H}, \hat{U}\}_{+}=0 \tag{5}
\end{equation*}
$$

This implies the non-Abelian chiral symmetry

$$
\begin{equation*}
e^{\hat{U}} \hat{H} e^{\hat{U}}=\hat{H} \tag{6}
\end{equation*}
$$

which is an extension of the Abelian symmetry (2). The Green's function $\hat{G}(z)$ does not obey this symmetry for $z \neq 0$. Therefore, $z$ plays here the role of a symmetry-breaking field. An interesting limit is $z \rightarrow 0$, which we will study in the next section.

Now we consider the case of a random gap with mean $\left\langle h_{3, \mathbf{r}}\right\rangle=\Delta / 2$ and variance $\left\langle h_{3, \mathbf{r}} h_{3, \mathbf{r}^{\prime}}\right\rangle-$ $\Delta^{2} / 4=g \delta_{r, r^{\prime}}$ and its effect on the average conductivity at frequency $\omega$. The conductivity is obtained from the Kubo formula as $[35,36$ ]

$$
\begin{equation*}
\sigma_{k k}=-\frac{e^{2}}{2 h} \omega^{2} \lim _{\epsilon \rightarrow 0} \operatorname{Re}\left\{\sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(\omega / 2+i \epsilon) G_{\mathbf{r} 0}(-\omega / 2-i \epsilon)\right\rangle\right]\right\}, \quad G(z)=(H-z)^{-1} \tag{7}
\end{equation*}
$$

In particular, we are interested in the $\mathrm{DC} \operatorname{limit} \omega \rightarrow 0$. This limit restores the chiral symmetry of $\hat{H}$ in (6) for the Green's functions. However, the symmetry can be spontaneously broken now. Since it is a continuous symmetry, this creates a massless mode, which represents fluctuations on arbitrarily large length scales.

Here it should be noticed that $\sigma_{2}(H+z)^{-1} \sigma_{2}=-(H-z)^{-1}$. This has the consequence that the product in (7) reads $G_{0 \mathbf{r}}(z) G_{\mathbf{r} 0}(-z)=(H-z)_{0 \mathbf{r}}^{-1}(H+z)_{\mathbf{r} 0}^{-1}=-(H-z)_{0 \mathbf{r}}^{-1} \sigma_{2}(H-z)_{\mathbf{r} 0}^{-1} \sigma_{2}$ such that elements of $\hat{G}(\omega / 2+i \epsilon)$ are sufficient to express the conductivity.

A common approximation for the average two-particle Greens function is the factorization of the average

$$
\begin{equation*}
\left\langle G_{0 \mathbf{r}}(\omega / 2+i \epsilon) G_{\mathbf{r} 0}(-\omega / 2-i \epsilon)\right\rangle \approx\left\langle G_{0 \mathbf{r}}(\omega / 2+i \epsilon)\right\rangle\left\langle G_{\mathbf{r} 0}(-\omega / 2-i \epsilon)\right\rangle \tag{8}
\end{equation*}
$$

and a subsequent self-consistent Born approximation for the two factors. There are corrections though, which might be divergent [35,36]. The reason is that the expression on the left-hand side decays like a power law with distance $r$ while the expression on the right-hand side decays exponentially. The power law is a consequence of the massless mode associated with the spontaneously broken non-Abelian symmetry. This problem will be discussed and solved in Section 4.

## 3. Self-Consistent Approximation

We start with the self-consistent Born approximation of the average one-particle Green's function

$$
\begin{equation*}
\langle G(z)\rangle \approx G_{0}(z+i \eta), \quad G_{0}(z)=(\langle H\rangle-z)^{-1} \tag{9}
\end{equation*}
$$

where the self-energy $\eta$ is a scattering rate, which is determined by the self-consistent equation $i \eta=G_{0,0}(z+i \eta)$ [37]. This reads in our case with momentum cut-off $\lambda$

$$
i \eta=\gamma(z+i \eta)\left[\lambda-\frac{\alpha}{2} \log \left(\frac{\alpha+\lambda}{\alpha-\lambda}\right)\right] \quad\left(\gamma=g / 2 \pi^{2}, \alpha=\sqrt{(z+i \eta)^{2}-\Delta^{2} / 4}\right)
$$

and for $z=0$ this simplifies to the relation $\eta=\eta I$ with

$$
I=\gamma[\lambda-\beta \arctan (\lambda / \beta)], \quad \beta=\sqrt{\eta^{2}+\Delta^{2} / 4}
$$

In this case there are two solutions of the self-consistent equation, namely $\eta=0$ and $\eta \neq 0$ with

$$
\begin{equation*}
\gamma=\frac{1}{\lambda-\beta \arctan (\lambda / \beta)} \tag{10}
\end{equation*}
$$

A nonzero $\eta$ reflects spontaneous symmetry breaking with respect to (6). Such a solution exists for (10) only at sufficiently large $\gamma$. Moreover, $\eta$ vanishes continuously as we reduce $\gamma$. Then there is a phase boundary which separates the symmetric and the symmetry-broken regime:

$$
\begin{equation*}
\gamma(\Delta)=\frac{2}{2 \lambda-\Delta \arctan (2 \lambda / \Delta)} \tag{11}
\end{equation*}
$$

which is plotted in Figure 1. The average density of states then reads

$$
\begin{align*}
& \rho(E)=\frac{1}{2 \pi} \lim _{\epsilon \rightarrow 0} \operatorname{Im}\left\{\operatorname{Tr}_{2}\left[\left\langle G_{\mathbf{r r}}(E+i \epsilon)\right\rangle\right]\right\} \approx \frac{1}{2 \pi} \lim _{\epsilon \rightarrow 0} \operatorname{Im}\left\{\operatorname{Tr}_{2} G_{0,0}(E+i \epsilon+i \eta)\right\} \\
& \left.\quad=\frac{1}{\pi} \operatorname{Im}\left\{(E+i \eta)\left[\lambda-\frac{\alpha}{2} \log \left(\frac{\alpha+\lambda}{\alpha-\lambda}\right)\right]\right\}, \quad \alpha=\sqrt{(E+i \eta)^{2}-\Delta^{2} / 4}\right) \tag{12}
\end{align*}
$$

As a qualitative picture the average density of states is plotted for a fixed $\eta$ in Figure 2.


Figure 1. Phase diagram of the metal-insulator transition of the three-dimensional random gap model from Equation (11), where disorder is the parameter $\gamma$ and the average gap is $\Delta$.


Figure 2. Average density of states of the three-dimensional random gap model for fixed $\eta=0.04$ and average gap $\Delta=0.4$ (full curve) and $\Delta=0.8$ (dashed curve).

## 4. Scaling Relation of the Average Two-Particle Green's Function

Using the factorization of the averaged product of Green's functions in Equation (8), the conductivity in Equation (7) is approximated as [36]

$$
\begin{equation*}
\omega^{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(y) G_{\mathbf{r} 0}(-y)\right\rangle\right] \approx \omega^{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(y)\right\rangle\left\langle G_{\mathbf{r} 0}(-y)\right\rangle\right] \quad(y=\omega / 2+i \boldsymbol{\epsilon}) \tag{13}
\end{equation*}
$$

where the constant prefactor $e^{2} / 2 h$ has been omitted here. This can be combined with the self-consistent Born approximation in Equation (9) to obtain

$$
\begin{equation*}
\omega^{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(y)\right\rangle\left\langle G_{\mathbf{r} 0}(-y)\right\rangle\right] \approx \omega^{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[G_{0, \mathbf{r}}(y+i \eta) G_{0,-\mathbf{r}}(-y-i \eta)\right] \tag{14}
\end{equation*}
$$

For the expression (7) this approximation leads to the Boltzmann (or Drude) conductivity, which reads in our specific case

$$
\begin{equation*}
\sigma_{k k} \approx \frac{e^{2}}{2 h} \frac{\omega^{2}}{\pi^{2}} \int_{0}^{\lambda} \frac{\Delta^{2} / 4-z^{2}}{\left(\Delta^{2} / 4-z^{2}+k^{2}\right)^{3}} k^{2} d k \quad(z=\omega / 2+i \eta) . \tag{15}
\end{equation*}
$$

Thus the conductivity vanishes in the DC limit $\omega \rightarrow 0$ for $\eta>0$. The reason is that the self-consistent Born approximation creates the Green's function $G_{0, \mathbf{r}}(y+i \eta)$, which decays exponentially on the scale $1 / \eta$. Consequently, the sum over the real space coordinates on the right-hand side of Equation (14) is finite.

A more careful inspection indicates that the averaged product of Green's function on the left-hand side of Equation (13) decays according to a power law as a consequence of the massless fluctuations around the spontaneous symmetry breaking solution $\eta \neq 0$ [34]. We can perform the integration with respect to these fluctuations and obtain the diffusion propagator [35]

$$
\begin{equation*}
\operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(y) G_{\mathbf{r} 0}(-y)\right\rangle\right] \approx \frac{\eta-i y}{4} \int \frac{e^{i \mathbf{q} \cdot \mathbf{r}}}{-i y+D q^{2}} d^{3} q \tag{16}
\end{equation*}
$$

with diffusion coefficient

$$
\begin{equation*}
D=\frac{\eta-i y}{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[G_{0, \mathbf{r}}(y+i \eta) G_{0,-\mathbf{r}}(-y-i \eta)\right] \tag{17}
\end{equation*}
$$

After summing over the real space coordinates we obtain the expression

$$
\begin{equation*}
\omega^{2} \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[\left\langle G_{0 \mathbf{r}}(y) G_{\mathbf{r} 0}(-y)\right\rangle\right]=\omega^{2} f(\eta / y) \sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[G_{0, \mathbf{r}}(y+i \eta) G_{0,-\mathbf{r}}(-y-i \eta)\right] \tag{18}
\end{equation*}
$$

where the coefficient on the right-hand side is a result of the strong massless fluctuations, which didn't exist in the approximation given by Equation (14). It depends on the ratio of the order parameter of spontaneous symmetry breaking $\eta$ and the symmetry-breaking field $y$ :

$$
\begin{equation*}
f(\eta / y)=(1+i \eta / y)^{2} \tag{19}
\end{equation*}
$$

This coefficient indicates that the correlations of the Green's function fluctuations are negligible only for $f(\eta / y) \approx 1$. This is the case in the absence of symmetry breaking, where $\eta=0$ and $f(0)=1$. This justifies the approximation by Equation (14) in the insulating regime. On the other hand, in the presence of spontaneous symmetry breaking (i.e., for $\eta>0$ ) the coefficient diverges for $\omega \rightarrow 0$ and gives $\omega^{2} f(\eta / y) \rightarrow-1$ in the limits $\epsilon \rightarrow 0$ and then $\omega \rightarrow 0$.

The diffusion coefficient in Equation (17) is easy to calculate and reads

$$
\begin{equation*}
\sum_{\mathbf{r}} r_{k}^{2} \operatorname{Tr}_{2}\left[G_{0, \mathbf{r}}(y+i \eta) G_{0,-\mathbf{r}}(-y-i \eta)\right]=\frac{1}{4 \pi} \frac{1}{\sqrt{\Delta^{2} / 4+(\eta-i y)^{2}}} \tag{20}
\end{equation*}
$$

which together with the scaling relation (18) gives for the conductivity of Equation (7) in the DC limit $\omega \rightarrow 0$

$$
\begin{equation*}
\sigma_{k k}=\frac{e^{2}}{4 \pi h} \frac{\eta^{2}}{\sqrt{\Delta^{2} / 4+\eta^{2}}} \tag{21}
\end{equation*}
$$

The solution $\eta$ of the self-consistent Equation (10) is inserted into $\sigma_{k k}$ and the conductivity is plotted as a function of disorder strength $\gamma$ in Figure 3. The conductivity vanishes linearly with decreasing disorder strength (i.e., with decreasing doping concentration). To illustrate the crossover to a power law with exponent 0.6 , the calculated conductivity and the power-law fit are plotted together in Figure 4.


Figure 3. Conductivity as a function of disorder for an average gap $\Delta=0.004$ (red curve), $\Delta=0.04$ (green curve) and $\Delta=0.4$ (blue curve). There is a metal-insulator transition at $\gamma \approx 1$, at $\gamma \approx 1.03$ and at $\gamma \approx 1.37$, respectively.


Figure 4. This plot demonstrates the crossover in the critical regime of the conductivity (green curve) through the fitting (red) curve $0.47\left(\gamma-\gamma_{c}\right)^{0.6}$. The latter fits the conductivity very well away from the critical point $\gamma_{c}$ for $\Delta=0.01$.

## 5. Discussion and Conclusions

Our result for the DC conductivity in Equation (21), together with the solution of the order parameter $\eta$ in Equation (10), provides a simple description of a metal-insulator transition in doped three-dimensional semiconductors. The metal-insulator transition is characterized by the scattering rate $\eta$ that vanishes in the insulating regime. Such a behavior is not an Anderson transition, since the latter would have a scattering rate $\eta \neq 0$ on both sides of the transition [38]. Even more important is the change of the coefficient $f(\eta / y)$ : It is always 1 in the insulating regime and infinite in the metallic regime. This quantity describes the correlations of the Green's function fluctuations in the relation (18).

There is a linear behavior near the metal-insulator transition and a crossover to a non-critical power law, as depicted in Figure 4. For the linear part the slope of the conductivity is quite robust with respect to the average gap $\Delta$ (cf. Figure 3). Away from the transition point a negative curvature appears though, which can be fitted by a power law with exponent $\mu \approx 0.6$ (cf. Figure 4 ). The change of exponents can be related to the discussion in References [33,39] about a crossover of exponents in Si:P from $\mu \approx 1$ very close to the critical point $N_{c}$ to $\mu \approx 0.5$ further away from $N_{c}$. Rosenbaum et al. have found that the conductivity close to the critical point varies from sample to sample [32]. This indicates strong conductivity fluctuations, which may also exist in our random gap model, as indicated by the strong fluctuations of the Green's functions due to the large values of $f(\eta / y)$.

As mentioned in the Introduction, a related metal-insulator transition in three-dimensional Weyl fermionic systems has attracted considerable attention recently [2-26]. Formally, this transition is very similar, although the underlying Hamiltonian is that of Weyl fermions rather than our simple semi-conductor Hamiltonian in Equation (1). This difference leads to the creation of two distinct insulating phases, characterized by the Hall conductivity $\sigma_{x y}=\mp e^{2} / 2 h$ in the lower part of the phase diagram in Figure 1 for Weyl fermions. But the role of the particle-hole symmetry, the existence of a massless mode due to spontaneous breaking of this symmetry and the role of diffusion in the metallic phase are the same in both types of models [26-28]. This indicates that metal-insulator transitions in systems with particle-hole symmetry are based on the same type of mechanism.
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#### Abstract

Symmetries play paramount roles in dynamics of physical systems. All theories of quantum physics and microworld including the fundamental Standard Model are constructed on the basis of symmetry principles. In classical physics, the importance and weight of these principles are the same as in quantum physics: dynamics of complex nonlinear statistical systems is straightforwardly dictated by their symmetry or its breaking, as we demonstrate on the example of developed (magneto)hydrodynamic turbulence and the related theoretical models. To simplify the problem, unbounded models are commonly used. However, turbulence is a mesoscopic phenomenon and the size of the system must be taken into account. It turns out that influence of outer length of turbulence is significant and can lead to intermittency. More precisely, we analyze the connection of phenomena such as behavior of statistical correlations of observable quantities, anomalous scaling, and generation of magnetic field by hydrodynamic fluctuations with symmetries such as Galilean symmetry, isotropy, spatial parity and their violation and finite size of the system.
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## 1. Introduction

The success of physics is to a large extent dictated by its enormous predictive power describing many natural phenomena. Ranging from microscopic distances probed at colliders facilities up to macroscopic scales observed through sophisticated astronomical devices, physics develops theories and models that describe reality to a very high precision. Once one understands basic principles, one could not stop wonder about the incredible efficiency with which fundamental physical laws are constructed. To a large extent, guiding principles in physics are based on a correct recognition of underlying symmetries.

From a historical point of view, the first nontrivial symmetry found was Galilei's discovery of equivalence of inertial frames whose direct consequence is momentum conservation. A further development in theoretical physics, most notably utilized by E. Noether in her work, uncovers the fundamental role in classical physics played by symmetries. Later on, it was realized that many physical theories can be based on a proper identification of symmetries. The prototypical and most successful example is how the Lorentz covariance of particle physics, underlying principles of quantum mechanics and local gauge symmetry, restrict the permissible form of theory to such an extent that every such attempt results in a kind of quantum field theory [1]. From a modern perspective, this is related to the observation that most quantum field theory models should be interpreted as kind of effective field models that describe physics sufficiently up to a certain energy scale. An input from
experiments is still needed to impose restrictions on theory, for example, in mirror symmetry, time reversal and charge conjugation play a fundamental role in the formulation of the standard model [2]. Indications of whether a given interaction is accompanied by some symmetry are inferred by the experiment and not from theoretical reasoning alone.

Symmetry considerations are not restricted to particle physics only. They are important in other research areas as well. In particular, our aim in this article is to describe them in the context of classical physics related mainly to applications in fluid mechanics. To set the context and provide the basic framework for theoretical considerations and relations with other branches of physics, we discuss the underlying ideas more broadly.

The problems considered in this paper belong to statistical physics, which forms a cornerstone of the modern science. Since its foundation as a scientific discipline in the works of Gibbs and Boltzmann, it has evolved to a great depth both in scope and rigorousness. At present, methods primarily devoted to the study of physical systems are applied in such diverse scientific fields as chemistry, biology, economics, sociology and computer science. Such a success might be explained by the generality of the fundamental laws of statistical physics and genuine appearance of systems with great resemblance to the models studied in physics. In general, they could be characterized by a large number of entities (atoms, spins and so on) that interact with each other. It is important to realize how large this number is. For instance, merely one mole of ordinary matter under normal circumstances contains as many as $10^{23}$ atoms or molecules. This is an incredibly large value beyond human ability to imagine. The rigorous treatment of such a system in terms of particle dynamics (via classical Euler-Lagrange equations or Schrödinger equation in the quantum case) is apparently meaningless. Nonetheless, it is an experimental fact that under stationary boundary conditions all closed macroscopic systems tend to evolve to the equilibrium state that is characterized by a constant value of its macroscopic (coarse-grained) characteristics, e.g., temperature, volume, magnetization, etc. At mesoscopic scales of space and time, this tendency remains true, but the thermodynamic parameters are slowly varying functions of position and time. In a more precise sense, this property of nature is formulated in the second law of thermodynamics. In an isolated system, it also identifies an equilibrium with the most disordered (equivalent to the most probable) state under given external conditions.

In many instances encountered in equilibrium physics, it is possible to use an approximation in which interactions or fluctuations between microscopic constituents of the model can be neglected or treated as a small perturbation to the ideal situation of noninteracting particles. The ideal gas and van der Waals model are famous examples. Note that in the latter case attractive interaction between gas molecules are effectively taken into account by the corresponding virial term [3].

When matter is more dense, interactions between neighboring particles cannot be neglected. The fundamental property of additivity of energy and entropy [3] in the equilibrium is maintained by the assumption that the system may be considered comprising of noninteracting subsystems ("mesoscopic" elements of matter). It should be noted that, for the very possibility of considering noninteracting particles or subsystems as the ideal situation, particles are assumed to have short-range interactions. At the microscopic level, this corresponds to electrically neutral molecules or clusters of molecules. Problems related to formation and structure of these quantities [4] are beyond the scope of this article.

However, there also exist situations, in which neglecting fluctuations is not appropriate at all. The theory of critical phenomena [5,6], which deals with the second-order phase transitions in macroscopic systems, is a well-known representative. It is observed, e.g., in liquid-vapor transition, $\lambda$-transition in superfluid helium or various magnetic transitions between paramagnetic and ferromagnetic phases. A characteristic feature of these transitions is the appearance of strong fluctuations and correlations between underlying constituents (atoms or spins, subsystems comprising thereof). A parameter used for a quantitative description of correlations is the correlation length. Broadly speaking, it represents the average distance to which atoms or clusters "feel" each other or behave cooperatively. In equilibrium situations, it is of atomic order, which explains why a dilute atomic system usually can be considered consisting of effectively non-interacting atoms. In dense matter, this is rephrased to clusters of atoms.

The first attempt to tackle the problem of phase transitions was based on the use of mean field theory. Loosely speaking, it presumes that correlations between mesoscopic stochastic variables can be treated perturbatively. Thus, in the sense of the central limit theorem, deviations from the ideal Gaussian behavior of fluctuations can be constructed (in quantum field theory, this procedure is also known as the Wick theorem). In most cases, some equation of state for macroscopic quantities can be directly obtained. In situations when the system is far from the critical region, the correlation length is very small and can be effectively neglected. There is no obvious discrepancy with the experimental data. However, it turns out that this approach exhibits large quantitative differences between the theory and the experiment in the vicinity of a critical point. The problem is that here the correlations are very large. In fact, directly at the transition point, the correlation length is divergent. Therefore, perturbation theory is no longer applicable (the coupling constant is very large and by no means can be treated as a small quantity). However, the divergent correlation length reveals another important effect in the physical picture: scale invariance. In contrast to the aforementioned symmetries, this is a case of a dynamically generated (emergent) symmetry. Mathematically, it is an invariance with respect to the special class of transformations that account for a change in the scale at which a physical system is studied. A divergent correlation length means that there is no special scale and the system looks and behaves at every scale in the same way.

A well-known observation in physics is that symmetry might have enormous influence on the properties of the physical system. In terms of scale invariance, the experimentally observed power laws for the functional dependence of various thermodynamic functions can be explained and also the various relations between critical exponents can be quantitatively estimated. Another important property of the second order phase transition is universality. In a simple formulation, it says that the behavior of the system near its critical point is fully determined by universal quantities-dimension of space, and number of components of order parameter, symmetry constraints-that are not characteristic of one system only, but a whole class of systems and also states that universal quantities do not depend on the model-dependent parameters-coupling constants, etc. Thus, in microscopic details very different physical systems such as strongly anisotropic magnetic material (the Ising model) and liquid might have the same critical properties. One only has to know a few very general pieces of information to classify a given physical system according to its critical behavior into some universality class, wherein all the systems behave in the same way.

It is interesting to realize that there is a great intrinsic similarity between quantum models in particle physics and statistical models. A profound relation between quantum field theory and statistical mechanics is revealed through the language of path integrals [5,6]. A classical random field in this framework is completely analogous to a fluctuating quantum field. Field models are often amenable to perturbation methods. Using Feynman diagrammatic technique, terms in perturbative expansion are expressed via Feynman diagrams that are a graphical representation of certain integrals. As a rule, they contain divergences in the range of large and small scales (wavevectors). In particle physics, there are no natural restrictions on scales, therefore it is necessary to find an effective procedure to eliminate these divergences step by step in each order of a concrete perturbation scheme. In perturbation expansions of classical field theories, natural scales usually exist: at small scales, the continuum description breaks down at atomic scales (nanophysics) and there is no reason to go below this lower limit. On the other hand, real quantities of matter are of finite size. In the theoretical description, however, it is convenient and customary to extrapolate results obtained for a finite quantity of homogeneous matter to the whole space when modeling real systems. Below, we demonstrate renormalization methods in the framework of the stochastic model of developed turbulence and related applications.

The method of renormalization group (RG) was proposed in the framework of the quantum field theory in the 1950s [1,7-11]. From the practical point of view, the RG method represents an effective way to determine non-trivial asymptotic behavior of Green functions (correlation functions) in the range of large (ultraviolet) or small (infrared) wavevectors (scales). The asymptotic behavior is non-trivial if, in a given order of a perturbative calculation, the divergences in a certain range of wavevectors
appear (e.g., so-called large logarithms), which compensate for the smallness of the coupling constant $g$. In such case, summation of all terms of a perturbation series is needed. This summation can be carried out by means of the RG approach. Technically, one obtains linear partial differential RG equations for the Green functions. The coefficient functions (RG-functions) in the differential operator (see below) are calculated at a given order of the perturbation scheme. However, the solution of the RG equation represents the sum of an infinite series. For example, if the RG-functions are calculated at the lowest non-trivial order of the perturbation theory and the corresponding RG-equation is solved, the obtained result is a sum of leading logarithms of the whole perturbation series. Moreover, if the RG-functions are calculated with an improved precision, the solution of the RG equation includes corrections to the leading logarithms.

Notwithstanding the similarity of theoretical description of quantum field theory and classical statistical models, it has to be borne in mind that there is an essential difference in the interpretation and use of the RG in statistical physics on the one hand and in particle physics on the other hand. In particle physics, we are interested in an analysis of scaling in ultraviolet (UV) regime corresponding to large momenta. On the other hand, in statistical physics, asymptotic behavior in the opposite infrared (IR) limit of small momenta is usually studied. In both statistical mechanics and hydrodynamic transport problems, the interest in the IR behavior of statistical models is determined by the property of the basic field-theoretic tool-perturbation theory-to reproduce the observed singular behavior of certain physical quantities only in the limit of an infinite (flat) space. However, this infrared limit is usually rather sensitive to the large-scale structure of the model and care has to exercised when passing to the limit. In the case of equilibrium systems, the analysis is based on the Gibbs distribution, but, in the case of steady-state stochastic systems, there is no generic tool to this end which emphasizes the role of symmetry arguments.

The final aim of the theory (either in stochastic dynamics or developed turbulence) is to find the time-space dependence of statistical correlations-mainly those that can be experimentally measured. It turns out that use of quantum field theory methods (RG included) allows deriving a linear differential equation, which contains stable solutions in the asymptotic region of large macroscopic scales.

Solutions take a form of a product of a power-like term with a nontrivial exponent and scaling function of dimensionless variables (the scaling function is not determined by the RG method). To compute critical exponents in the form of asymptotic series, one has to resort to a certain scheme (we often employ variants of dimensional renormalization). Asymptotic properties of the scaling functions are analyzed by the operator product expansion, which is another theoretical tool developed mainly by Wilson, Wegner and Kadanoff [12-14]. In the stochastic theory of fully developed turbulence, scaling functions may be singular functions of dimensionless arguments and this can drastically change the critical exponents. The results demonstrate intermittent (multifractal) behavior of statistical correlations of the random fields of concentration of advected particles. Intermittency is a typical mesoscopic phenomenon, which is quantitatively revealed in singular behavior of correlation functions of velocity fluctuations with respect to an external turbulent spatial scale $L$.

The RG method not only leads to a quantitative description of the behavior near critical points, it also provides a new framework in which the aforementioned scale invariance and universality are naturally explained. At present, the use of the RG method in equilibrium statistical physics is well established and represents an important theoretical tool.

Contrary to the equilibrium physics, there are only few rigorous results in the case of non-equilibrium systems. Some of their properties are reminiscent of the equilibrium systems and thus it seems natural to apply the RG method to them. However, there exist also fundamental differences between them. Non-equilibrium systems might be divided [15] into two broad classes

- Systems with a Hermitian Hamiltonian, whose stationary states are described by Gibbs-Boltzmann distribution. Note that at the beginning they happen to be in a state far from the stationary (equilibrium) state. The dynamic description of such systems is obtained directly from static formulations. Examples include the Landau-Ginzburg equation for time evolution of local
magnetization, kinetic Ising model, and models A-H for various models of critical dynamics [16]. All these equations are specific realizations of a rather general Langevin equation [5].
- Systems without Hermitian Hamiltonian or without Hamiltonian description at all, which in general do not need to have a stationary state. The detailed balance condition is not satisfied for them, which implies that Einstein relation between thermal fluctuations and friction forces cannot be stated. Typical examples of such systems cover: fluid in turbulent state, irreversible chemical processes, surface growing models, etc. Other approaches to such systems have to be used via quite general stochastic differential equation, which can be considered as an extension of a Langevin equation or using a master equation [17]. The former equation is suggested for some macroscopic quantity. Neglect of microscopic degrees of freedom is replaced by an introduction of random force. Then, according to underlying physical observations, properties of random force have to be specified. The latter approach is probably more fundamental, but also more difficult to handle.

In what follows, our main interest concerns specific problems of the second type related to hydrodynamics. In hydrodynamics, dissipation of mechanical energy to heat is an essential part of the physics. Since a Hamiltonian description is not possible in this case, we are dealing with steady states of the latter class.

As we know from everyday experience, fluids can exhibit very different behaviors from very simple, e.g., laminar flow, which is very predictable, to very chaotic, as is realized in turbulent motions. Turbulence is important in the analysis of phenomena in a wide range of scales from particle collisions in accelerators [18] and circulation of human blood [19] to the flow of air and water in the atmosphere and oceans, solar wind [20] and clusters of galaxies [21]. Let us stress that all studied systems belong to open systems that need a continuous input of energy in order to maintain steady state.

Theoretical analysis of turbulence is based on the statistical analysis of solutions of the NavierStokes problem. Symmetry and similarity arguments have allowed infering important conclusions about the scaling behavior of velocity correlation functions in the case of very large Reynolds numbers (the famous Kolmogorov theory in the first place) [22,23]. However, a more detailed statistical description of this fully developed turbulence as well as the onset of turbulence in a laminar flow are still lacking. Notwithstanding the rapid development of experimental methods [24], one of the major problems in the study of turbulence is the deficit of high-resolution experimental data. Therefore, numerical methods have become important tools in the investigation of turbulence [24] and provide solid benchmarks for testing of analytic results.

It is well-known that weather forecasting can be done for no more than a few days. This is caused by the intrinsic instability of Navier-Stokes (NS) equations, which are believed to describe motion of viscous (non-relativistic) fluids [22]. The formidable task of finding its solution remains one of the last unsolved classical problems [23]. For classification of various fluid states, the Reynolds number Re has been introduced. It is defined as $\operatorname{Re}=V L / \nu$, where $V$ is typical average flow velocity, $L$ is an external scale (e.g., a dimension of an obstacle, which causes perturbation to the regular flow) and $v$ is kinematic viscosity of the medium. It thus expresses the ratio between inertial and friction (dissipation) forces in a given fluid. In the case of low values, $\operatorname{Re} \ll 1$, regular (laminar) flow is observed. With an increasing value of Re, very different phenomena occur ranging from the periodical ones as Kármán vortices to very chaotic irregular motion for the limit of very high values of $R e>1$ (in practice value $R e \geq 10^{6}$ is large enough) [23,25]. This state of fluid is known as fully developed turbulence.

At first sight, a very complicated problem turns out to be theoretically tractable because of appearance of new symmetries (again kind of emergent symmetry)—statistical symmetries. Kolmogorov postulated hypotheses $[23,26]$ that could explain turbulence and also predict statistical and scaling properties of various correlation and structure functions. The Kolmogorov theory can be considered a kind of theory for "ideal" turbulence in the sense that it assumes the infinite value for the Reynolds number. These hypotheses are still not proved from the first principles-in this case from the NavierStokes equations. It should also be borne in mind that Kolmogorov's hypotheses are stated for the case
of homogeneous isotropic flat space but without any specific indication how this limit is approached when the Reynolds number grows without limit.

In contrast to mathematics, the physicist's approach to turbulence follows a different path. Instead of considering a difficult mathematical problem related to boundary and initial conditions, their effect is replaced by properly chosen random force. The Navier-Stokes equation is amended by an additive random variable, which also mimics continuous input of mechanical energy into the system. The choice of the structure and statistics of the random force is the most essential point in modeling of the large-scale effects on the scale-invariant behavior predicted by the Kolmogorov theory. To this end, random forces concentrated at large spatial scales are used. In the basic setup of the stochastic problem, rotational symmetry of force correlations is assumed, but variation of the symmetry properties of force correlations (e.g., anisotropy and reflection asymmetry) may be used to probe the effect of large-scale properties on the scaling behavior of velocity correlations. The modeled large-scale induced effects include the appearance of a set of anomalous scaling dimensions in corrections to Kolmogorov scaling (multifractality) and magnetohydrodynamic dynamo. On the other hand, the Galilei invariance and small-scale anisotropy have been shown to be stable against large-scale perturbations.

In 1977, D. Forster, D. R. Nelson and M. J. Stephen applied the RG method to calculate the correlations of velocity field [27] governed by the stochastic Navier-Stokes equation with external random forcing. This work was motivated by Wilson's momentum shell approach to RG, in which tracing out of fast degrees of freedom is supplemented with scale transformation [12,15]. Later, it was shown by C. De Dominicis and P. C. Martin [28] that in the range of small wave numbers the correlations of the velocity field manifest a scaling behavior with the celebrated Kolmogorov exponents. The stochastic NS equation was proposed to justify the Kolmogorov theory and has to be distinguished from the usual NS equations.

The essential idea of applying RG in the theory of developed turbulence consists in elimination of the direct influence of the modes with high wave numbers on observed quantities. Their influence is included in some effective variables, e.g., to the turbulent viscosity. Such an approach based on momentum shell approach was later developed further $[29,30]$. Let us note that in this paper we consider a different field-theoretic renormalization group technique [23,26,31,32], whose main advantage is more transparent and easier calculations.

Another interesting problem related to turbulence is the advection of some quantity $[33,34]$ (temperature field, concentration field or tracer) by the turbulent field. In addition to the practical importance of such a problem, it is also very interesting from the theoretical point of view. It is still not clear to what extent turbulence is intermittent [23], i.e., what its fractal nature is. On the other hand, advection of a passive scalar quantity by simpler models (e.g., Kraichnan model that is described in detail below) than turbulence exhibits very strong intermittent behavior.

Naively, basic assumptions of Kraichnan-like models can be considered too crude. A typical approach to stochastic dynamics starts from an analysis of ideal systems-homogeneous in space and time, isotropic, incompressible (in the case of fluids), possessing mirror symmetry, etc. In the present review, the corresponding results for fully developed turbulence are summarized. However, real systems almost always exhibit some form of anisotropy, compressibility or violated mirror symmetry. The effect of such deviations from the ideal system on fluctuating random fields has been an object of intensive research activity, whose arguments and conclusions are described. The results have led to the general conclusion that such effects play a very important role. They can drastically change the large-scale behavior predicted by models of ideal systems.

In the original formulation of the Kraichnan model, the velocity field is assumed to be Gaussian, isotropic, incompressible and uncorrelated in time (white noise). More sophisticated models aim to incorporate effects of anisotropy, compressibility and finite correlation time [35]. Recent studies have pointed out some crucial differences between problems with vanishing and finite correlation time $[33,36]$ and between the compressible and incompressible flows [37,38]. We employ the Kraichnan rapid-change ensemble to model the turbulent mixing [39]. Thus, we assume that velocity field is
given by time-decorrelated Gaussian variable with the pair velocity function of the following form $\langle v v\rangle \propto \delta\left(t-t^{\prime}\right) k^{-d-\varepsilon}$, where $k=|\boldsymbol{k}|$ is the wave number and $0<\varepsilon<2$ is a free parameter of the theory. The physically most interesting value $\varepsilon=\frac{4}{3}$ corresponds to the realistic ("Kolmogorov") scaling behavior. This model gained popularity in the past mainly because of the insight it provides into the explanation of intermittency and anomalous scaling in turbulent flows. In the context of our study, it is worth mentioning that the Kraichnan ensemble allows a straightforward incorporation of compressibility, which appears complicated if the velocity is modeled by dynamical equations. The Kraichnan ensemble has been generalized further to the case of finite correlation time (see, e.g., $[34,36,40]$ for the passive scalar and [41] for the passive vector fields). However, such synthetic models with non-vanishing correlation time are plagued by the lack of Galilean symmetry.

In Section 2, a short introduction to field-theoretic approach to stochastic dynamic is given and we briefly discuss the choice of the functional representation of the perturbation expansion for the solution of the Langevin equation. Section 3 is reserved for discussion of stochastic Navier-Stokes equation and basics of Kraichnan model. Section 4 is devoted to basic information of renormalization group approach and the related Section 5 to operator product expansion that is a specific method of the RG technique. In Section 6, Ward identities are used to obtain information about energy and momentum transfer in turbulent media. Section 7 is devoted to use of Ward identities in the RG analysis. Section 8 describes a dynamic restoration of initially broken Galilean symmetry. Section 9 is dedicated to a mechanism of spontaneous symmetry breaking in magnetohydrodynamic problem which is responsible for creation of magnetic dynamo. In Section 10, we discuss the effect of anisotropy and Section 11 is reserved for final remarks and comments.

## 2. Field-Theoretic Formulation

It is a well-known fact [5] that the failure of Landau theory of the second-order phase transition lies in the assumption of analyticity of the energy functional $F=F(\varphi)$, where $\varphi(x)$ is an order parameter configuration. The equilibrium physics of the phase transition is described by the order parameter at the minimum of the energy functional. The fluctuation theory of phase transitions takes as the fundamental quantity the random field $\varphi(x)$, whose probability density function is defined by the energy functional as the effective Hamilton function of the Gibbs distribution. The difference of the fluctuation theory from the mean field theory of the microcanonical ensemble is to take the Landau functional as the fundamental Hamiltonian of the canonical ensemble instead that of an exact microscopic model. To calculate physical quantities, one has to average over all configurations of $\varphi(x)$. Although a complete mathematical proof of the equivalence between microscopic and fluctuation model is missing, the latter approach has a very important and useful property. In contrast to the microscopic model, it is possible to use the RG method in order to analyze its behavior and to obtain quantitative predictions for critical exponents.

According to rather general arguments, many dynamic phenomena in nature exhibit a clear separation of time scales. For instance, typical time and space scales in (classical) critical systems diverge and this allows describing relevant physical quantities in terms of continuous fields. In fact, the latter corresponds simply to slow modes stemming from conservation laws or broken symmetries. On the other hand, fast degrees of freedom enter theoretical description through random noise fields. Similar reasoning applies to other systems that do not exhibit criticality. Famous examples encompass turbulence, reaction-diffusion problems, driven systems. A general class that covers such dynamical systems is known in the literature as stochastic dynamics. From the theoretical point of view, it is important that large scale properties can be properly taken into account through a formalism of Langevin-like equations.

The Langevin approach can be briefly summarized as follows. The aim is to study a slowly varying field or a set of fields $\varphi$. Employing physical insight and symmetry reasoning, it is possible to postulate a stochastic differential equation of the form

$$
\begin{equation*}
\partial_{t} \varphi=V(\varphi)+f, \tag{1}
\end{equation*}
$$

where the functional $V=V(\varphi)$ is local in the time variable, i.e., $V$ depends only on the field $\varphi$ and its spatial derivatives at a given time instant. In rare cases, $V$ can be obtained from a microscopic model through a controlled coarse-grained procedure, but mostly its construction requires nontrivial knowledge about physical properties of a given stochastic system [42]. The random force $f$ mimics the neglected rapid degrees of freedom and it is often modeled by means of Gaussian random variables. A nonzero mean value of $f$ can be easily absorbed in the functional $V$. Thus, the complete statistical information about $f$ is captured by specification of the first two moments

$$
\begin{equation*}
\langle f(x)\rangle=0, \quad\left\langle f(x) f\left(x^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) D\left(x, x^{\prime}\right) \tag{2}
\end{equation*}
$$

where for brevity we have introduced the following notation $x=(t, x)$, where $x$ is a $d$-dimensional vector. Let us note that, when necessary, we write the space dimension $d$ explicitly. This permits a straightforward check of complicated expressions and also plays an important role in perturbative RG techniques such as dimensional regularization.

The crucial difference between critical and genuine non-equilibrium systems lies in the correlation function $D\left(x, x^{\prime}\right)$ in Equation (2). In critical dynamics, we know to what the system should relax. It should end up in the thermal equilibrium described by the Gibbs probability distribution $\mathrm{e}^{-\mathcal{H} / \mathrm{k}_{\boldsymbol{B}} T}$, which greatly restricts the form of $D$. On the other hand, in non-equilibrium systems, such a relation is broken and steady states (obtained in the limit of large time) are of much more complicated dynamical nature.

There exist many theoretical approaches, which can be undertaken for an investigation of the stochastic problem in Equations (1) and (2). Remarkable equivalence of stochastic problems with certain quantum field theory models offers a plethora of possibilities to use. Due to work of H.-K. Janssen [43] and C. De Dominicis [44], a given stochastic model can be cast into a path integral formulation, which is amenable to many theoretical methods such as Feynman diagrammatic technique, the RG method, and others. To provide background for later use of functional methods and sake of notation, we recall now the De Dominicis-OJanssen statement in a succinct manner [5]. First, let us rewrite potential term $V(\varphi)$ as the sum $L \varphi+n(\varphi)$, where $L \varphi$ represents the linear part in the field $\varphi$ and $n(\varphi)$ contains non-linearities. Then, stochastic problem in Equation (1) is tantamount to the quantum-field-theory model with double set of fields $\phi \equiv\left\{\varphi, \varphi^{\prime}\right\}$ and action functional of form [32]

$$
\begin{equation*}
\mathcal{S}[\phi]=\frac{1}{2} \varphi^{\prime} D \varphi^{\prime}+\varphi^{\prime}\left[-\partial_{t} \varphi+L \varphi+n(\varphi)\right] . \tag{3}
\end{equation*}
$$

The auxiliary prime fields $\varphi^{\prime}$ were put forward in [45] and are known as Martin-Siggia-Rose response fields. Hereinafter, we have employed a condensed notation, in which integrals over space-time and summations over repeated internal indices are implied. For instance, the second term in the action functional in Equation (3) is a shorthand for the expression

$$
\begin{equation*}
\varphi^{\prime} \partial_{t} \varphi=\sum \int \mathrm{d} t \int \mathrm{~d}^{d} x \varphi^{\prime}(t, x) \partial_{t} \varphi(t, x) \equiv \int \mathrm{d} x \varphi_{i}^{\prime}(x) \partial_{t} \varphi_{i}(x) \tag{4}
\end{equation*}
$$

where the index $i$ numbers different field components. In this work, we are mainly interested in stochastic models concerning the velocity field $v$, which is a vector quantity and thus the appropriate summation over the vector (internal) index must be taken into account as well. In particular, an analogous expression to Equation (4) for the velocity field would be written as

$$
\begin{equation*}
v^{\prime} \partial_{t} v=\int \mathrm{d} t \int \mathrm{~d}^{d} x v_{i}^{\prime}(t, x) \partial_{t} v_{i}(t, x) \equiv \int \mathrm{d} x v_{i}^{\prime}(x) \partial_{t} v_{i}(x) \tag{5}
\end{equation*}
$$

The main goal of any statistical theory is to predict behavior of various correlation and response functions. Borrowing terminology from quantum field theory we refer to them as Green functions.

These are defined as functional averages over the fields $\phi$ with the weight $\exp \mathcal{S}[\phi]$, where $\mathcal{S}$ is action functional in Equation (3). Statistical averaging with the weight $\mathrm{e}^{\mathcal{S}}$ are denoted as follows

$$
\begin{equation*}
\langle\ldots\rangle=\int \mathcal{D} \phi \ldots \mathrm{e}^{\mathcal{S}[\phi]} \tag{6}
\end{equation*}
$$

All Green functions are effectively encoded into generating functional $\mathcal{G}$, which takes the form of the functional integral

$$
\begin{equation*}
\mathcal{G}[A]=\int \mathcal{D} \phi \exp [\mathcal{S}[\phi]+A \phi] \tag{7}
\end{equation*}
$$

where $A \equiv\left(A_{\varphi}, A_{\varphi^{\prime}}\right)$ is the formal source and

$$
\begin{equation*}
A \phi \equiv \int d x\left[A_{\varphi}(x) \varphi(x)+A_{\varphi^{\prime}}(x) \varphi^{\prime}(x)\right] \tag{8}
\end{equation*}
$$

Further, $\mathcal{D} \phi$ in Equation (7) denotes the functional measure, i.e. $\mathcal{D} \phi \equiv \mathcal{D} \varphi \mathcal{D} \varphi^{\prime}$, and the expression $\int \mathcal{D} \phi \ldots$ corresponds to a functional integral over the infinite dimensional space of all possible field configurations. Taking sufficiently many derivatives of $\mathcal{G}$ with respect to the formal sources at $A=0$ yields any permissible Green function of the theory. For example, the response function $\left\langle\varphi \varphi^{\prime}\right\rangle$ can be represented by the following functional integral

$$
\begin{equation*}
\left\langle\varphi(x) \varphi^{\prime}\left(x^{\prime}\right)\right\rangle=\left.\frac{\delta^{2} \mathcal{G}[A]}{\delta A_{\varphi}(x) \delta A_{\varphi^{\prime}}\left(x^{\prime}\right)}\right|_{A=0}=\int \mathcal{D} \phi \varphi(x) \varphi^{\prime}\left(x^{\prime}\right) \mathrm{e}^{\mathcal{S}[\phi]} \tag{9}
\end{equation*}
$$

The normalization factor, which ensures the equality $\mathcal{G}(0)=1$, has been included into the functional measure $\mathcal{D} \phi$. The generating functional $\mathcal{G}$ for field-theoretic models might be interpreted as an analog of the partition function in equilibrium statistical physics [6]. The formal Taylor expansion of $\mathcal{G}$ reads

$$
\begin{equation*}
\mathcal{G}[A]=\sum_{n=0}^{\infty} \frac{1}{n!} \int \mathrm{d} x_{1} \cdots \int \mathrm{~d} x_{n} G_{n}\left(x_{1}, \ldots, x_{n}\right) A\left(x_{1}\right) \cdots A\left(x_{n}\right) \tag{10}
\end{equation*}
$$

where $A$ on the left hand side stands for either $A_{\varphi}$ or $A_{\varphi^{\prime}}$ source field, and coefficient functions correspond to full Green functions

$$
\begin{equation*}
G_{n}\left(x_{1}, \ldots, x_{n}\right)=\left\langle\varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right)\right\rangle=\left.\frac{\delta^{n} \mathcal{G}[A]}{\delta A\left(x_{1}\right) \cdots \delta A\left(x_{n}\right)}\right|_{A=0} \tag{11}
\end{equation*}
$$

The formulation in Equation (3) of the stochastic problem is advantageous for the use of the powerful machinery of field-theoretic methods such as Feynman diagrammatic technique, RG method, and operator product expansion. The starting point of perturbative techniques is a separation of action $\mathcal{S}$ into a free part $\mathcal{S}_{0}$ and part containing nonlinearities $\mathcal{S}_{\mathrm{int}}=\varphi^{\prime} n(\varphi)$. This division is not unique, but the necessary condition is the ability to solve the free part exactly. The free part $\mathcal{S}_{0}$ from Equation (3) can be symmetrized in the following way

$$
\mathcal{S}_{0}[\phi] \equiv-\frac{1}{2} \phi K \phi \equiv-\frac{1}{2}\binom{\varphi}{\varphi^{\prime}}\left(\begin{array}{cc}
0 & \left(\partial_{t}-L\right)^{T}  \tag{12}\\
\partial_{t}-L & -D
\end{array}\right)\binom{\varphi}{\varphi^{\prime}}
$$

with the symmetric matrix $K$. Here, $T$ denotes transposing, i.e., $K^{T}\left(x, x^{\prime}\right)=K\left(x^{\prime}, x\right)$. The inverse matrix $\Delta=K^{-1}$ defines the set of bare propagators $\Delta_{i k}\left(x, x^{\prime}\right)=\left\langle\phi_{i}(x) \phi_{k}\left(x^{\prime}\right)\right\rangle_{0}$, which we number as follows

$$
\begin{equation*}
\Delta_{12}=\Delta_{21}^{T}=\left(\partial_{t}-L\right)^{-1}, \quad \Delta_{11}=\Delta_{12} D \Delta_{21}, \quad \Delta_{22}=0 \tag{13}
\end{equation*}
$$

where $\phi_{1} \equiv \varphi, \phi_{2} \equiv \varphi^{\prime}$. Generalization to a multicomponent field $\varphi$ is obvious. The propagator $\Delta_{12}$ is retarded, therefore $\Delta_{21}=\Delta_{12}^{T}$ is advanced. The symmetric propagator $\Delta_{11}=\Delta_{11}^{T}$ contains both
(retarded and advanced) contributions. The interaction part generates vertices with one field $\varphi^{\prime}$ and two or more fields $\varphi$, which are determined by the concrete form of the nonlinear terms in the action of the model. The aforementioned functional representation in Equation (3) permits construction of standard Feynman graphs for Green functions $[5,6,46]$ by means of Wick's theorem. The lines (propagators) are derived from the quadratic (free) part $\mathcal{S}_{0}$, whereas the interaction part $S_{\text {int }}$ gives rise to vertices. Wick's theorem (see, e.g., [5,47] for details) for the functional in Equation (7) may be compactly written in the exponential form

$$
\begin{equation*}
\mathcal{G}[A]=\left.\exp \left(\frac{1}{2} \frac{\delta}{\delta \phi} \Delta \frac{\delta}{\delta \phi}\right) \exp \left(\mathcal{S}_{\mathrm{int}}[\phi]+A \phi\right)\right|_{\phi=0} \tag{14}
\end{equation*}
$$

where $\Delta$ is the matrix of propagators in Equation (13) and

$$
\begin{equation*}
\frac{\delta}{\delta \phi} \Delta \frac{\delta}{\delta \phi} \equiv \int \mathrm{d} x \int \mathrm{~d} x^{\prime} \frac{\delta}{\delta \phi_{i}(x)} \Delta_{i k}\left(x, x^{\prime}\right) \frac{\delta}{\delta \phi_{k}\left(x^{\prime}\right)} \tag{15}
\end{equation*}
$$

is a shorthand notation for the universal differential operation and the indices $i, k$ enumerate all fields (response field included) in the model. Expansion of both exponents in Equation (14) leads to the celebrated Feynman diagrammatic technique, which allows perturbative calculation of all Green functions of the theory.

## 3. Stochastic Approach to Turbulence

The stochastic approach to the Navier-Stokes (NS) equation is analogous to fluctuation theory for critical phenomena mentioned in Section 1. It can be regarded as a microscopic approach to fully developed turbulence. The crucial difference from critical phenomena is that for turbulence there is no counterpart of Hamiltonian (free-energy) functional. The stochastic NS equation neglects such physical effects as influence of the boundaries or the precise form of system's geometry (e.g., information about the way turbulence is produced), which are in the experiments responsible for creating turbulent instabilities. In a phenomenological sense, the input of energy is modeled by the proper choice of the stochastic force. The main goal of this theory is to justify Kolmogorov hypotheses [23,25]. A general proof of the equivalence between Kolmogorov hypotheses and the stochastic NS equations is still missing; nevertheless, as various studies show, it provides a nontrivial input to scaling behavior observed in turbulent flows $[31,33]$.

The stochastic Navier-Stokes equation, which governs the dynamics of the velocity fluctuations $v_{i}=v_{i}(x), i=1, \ldots, d$, assumes the following form

$$
\begin{equation*}
\partial_{t} v+(v \cdot \nabla) v-v_{0} \nabla^{2} v+\nabla p=f \tag{16}
\end{equation*}
$$

where $v_{0}$ is the molecular kinematic viscosity, $p=p(x)$ stands for pressure fluctuations, $\boldsymbol{\nabla}$ is gradient, $\nabla^{2}=\Delta=\partial^{2} / \partial x_{i} \partial x_{i}=\partial_{i} \partial_{i}$ is Laplace operator, and $f=f(x)$ represents an external random force per unit mass. For simplicity, we consider incompressible fluid with the solenoidal velocity $\boldsymbol{\nabla} \cdot \boldsymbol{v}=0$ and unit density of fluid $(\rho=1)$. The incompressibility condition permits elimination of the pressure field from the stochastic Navier-Stokes equation (Equation (16)) and we can consider only its transverse components

$$
\begin{equation*}
\partial_{t} v+P(v \cdot \nabla) v-v_{0} \nabla^{2} v=f \tag{17}
\end{equation*}
$$

where all fields are transverse, and $P$ denotes the transverse projection operator, which in the momentum representation takes the form

$$
\begin{equation*}
P_{i j}(\boldsymbol{k})=\delta_{i j}-k_{i} k_{j} / k^{2} \tag{18}
\end{equation*}
$$

with $k=|\boldsymbol{k}|$ being the magnitude of the wavevector $\boldsymbol{k}$. In view of universality, it is assumed that the large-scale random force $f$ obeys the Gaussian distribution law. Hence, only the mean value and the second moment have to be postulated. The former takes zero value $\left(\left\langle f_{i}\right\rangle=0\right)$ and pair correlation function is chosen in a general form

$$
\begin{equation*}
\left\langle f_{i}\left(t_{1}, x_{1}\right) f_{j}\left(t_{2}, x_{2}\right)\right\rangle \equiv D_{i j}\left(x_{1}, x_{2}\right) \tag{19}
\end{equation*}
$$

It is convenient to specify the kernel function $D_{i j}$ in frequency-momentum representation

$$
\begin{equation*}
D_{i j}\left(x_{1}, x_{2}\right) \equiv \delta\left(t_{1}-t_{2}\right) d_{i j}\left(x_{1}, x_{2}\right)=\delta\left(t_{1}-t_{2}\right) \int \frac{\mathrm{d}^{d} k}{(2 \pi)^{d}} P_{i j}(\boldsymbol{k}) d_{f}(k) \mathrm{e}^{i \boldsymbol{k} \cdot\left(x_{1}-x_{2}\right)} \tag{20}
\end{equation*}
$$

where $d$ is a dimension of space. To employ the RG technique [28,31], the energy injection $d_{f}(k)$ is usually chosen in the power-law form

$$
\begin{equation*}
d_{f}(k)=D_{0} k^{4-d-2 \varepsilon} F(k L) \tag{21}
\end{equation*}
$$

where $L$ denotes outer integral scale, $D_{0}$ is the amplitude, and the scaling function $F(k L)$ possesses the unit asymptotic behavior in the range of large wave numbers $k L \gg 1$. For our purposes, it is sufficient to consider the "massless" theory for which Equation (21) becomes simply

$$
\begin{equation*}
d_{f}(k)=g_{0} v_{0}^{3} k^{4-d-2 \varepsilon} \tag{22}
\end{equation*}
$$

with the additional feature that the corresponding integral in Equation (20) is IR regularized at $m \sim L^{-1}$. The parameter $D_{0}$ in Equation (22) is rewritten as $g_{0} v_{0}^{3}$ for dimensional and calculational reasons. The parameter $g_{0}$ plays the role of the coupling constant, $\varepsilon \geq 0$ is a free parameter of the theory. For completeness, let us note that Equation (19) takes in frequency-momentum representation the following form

$$
\begin{equation*}
\left\langle f_{i}(\omega, \boldsymbol{k}) f_{j}\left(\omega^{\prime}, \boldsymbol{k}^{\prime}\right)\right\rangle=(2 \pi)^{d+1} \delta\left(\omega+\omega^{\prime}\right) \delta\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}\right) P_{i j}(\boldsymbol{k}) d_{f}(k) \tag{23}
\end{equation*}
$$

From the mathematical point of view, Equation (16) represents a stochastic partial differential equation, first order in time variable. This allows us to employ the machinery of Section 2. Let us explain how these formal rules are applied to the theory of developed turbulence. According to the aforementioned De Dominicis-Janssen approach, the stochastic model described by Equation (17) is tantamount to the field-theoretic model with the action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{NS}}\left[v, v^{\prime}\right]=\frac{1}{2} v^{\prime}{ }_{i} D_{i j} v^{\prime}{ }_{j}+v^{\prime} \cdot\left[-\partial_{t} v+v_{0} \nabla^{2} v-(v \cdot \nabla) v\right], \tag{24}
\end{equation*}
$$

where $D_{i j}$ is introduced into Equation (19), the auxiliary response vector field $\boldsymbol{v}^{\prime}$ is solenoidal $\left(\boldsymbol{\nabla} \cdot \boldsymbol{v}^{\prime}=0\right)$ as well as the velocity field $v$, and $v_{0}$ is the bare (molecular) viscosity coefficient. To distinguish it from the renormalized (turbulent) viscosity $v$, which is generated in the process of the renormalization, we denote it and other similar (bare) parameters by the subscript " 0 ". We stress that this notation is used in the whole work.

Feynman rules for the perturbation theory are constructed by means of the general operation in Equation (14)). The explicit form of the propagators is determined by the quadratic part of the action in Equation (24) and in the frequency-momentum representation they are

$$
\begin{equation*}
\Delta_{i j}^{v v}\left(\omega_{k}, \boldsymbol{k}\right)=\frac{P_{i j}(\boldsymbol{k}) d_{f}(k)}{\omega_{k}^{2}+v_{0}^{2} k^{4}}, \quad \Delta_{i j}^{v v^{\prime}}\left(\omega_{k}, \boldsymbol{k}\right)=\left(\Delta_{i j}^{v^{\prime} v}\left(\omega_{k}, \boldsymbol{k}\right)\right)^{*}=\frac{P_{i j}(\boldsymbol{k})}{-i \omega_{k}+v_{0} k^{2}}, \quad \Delta_{i j}^{v^{\prime} v^{\prime}}\left(\omega_{k}, \boldsymbol{k}\right)=0, \tag{25}
\end{equation*}
$$

where $*$ denotes complex conjugation and the transverse projector appears due to incompressibility condition. In the time-momentum representation, the corresponding expressions are

$$
\begin{align*}
\Delta_{i j}^{v v}\left(\boldsymbol{k}, t^{\prime}-t\right) & =\frac{P_{i j}(\boldsymbol{k}) d_{f}(k)}{2 v_{0} k^{2}} \mathrm{e}^{-v_{0} k^{2}\left|t^{\prime}-t\right|},  \tag{26}\\
\Delta_{i j}^{v v^{\prime}}\left(\boldsymbol{k}, t^{\prime}-t\right) & =\theta\left(t^{\prime}-t\right) P_{i j}(\boldsymbol{k}) \mathrm{e}^{-v_{0} k^{2}\left(t^{\prime}-t\right)}  \tag{27}\\
\Delta_{i j}^{v^{\prime} v}\left(\boldsymbol{k}, t^{\prime}-t\right) & =\theta\left(t-t^{\prime}\right) P_{i j}(\boldsymbol{k}) \mathrm{e}^{-v_{0} k^{2}\left(t^{\prime}-t\right)},  \tag{28}\\
\Delta_{i j}^{v^{\prime} v}\left(\boldsymbol{k}, t^{\prime}-t\right) & =0 . \tag{29}
\end{align*}
$$

Here, the step function $\theta(t)$ displays an important physical feature of the propagator $\Delta^{v v^{\prime}}$ —its retardation. In fact, $\Delta^{v v^{\prime}}$ is the leading order contribution to the response function $\left\langle v v^{\prime}\right\rangle$ of the original model in Equations (16)-(21). The propagator $\Delta^{v v}$ represents the leading contribution to the pair correlation function of the velocity field $W_{i j}=\left\langle v_{i} v_{j}\right\rangle$. With coinciding time arguments, the latter is proportional to the kinetic energy spectrum $E(k)$ in the wavevector representation. This function enters the equation of energy balance describing the transfer of the kinetic energy from the largest spatial scales to the smallest ones, where it dissipates to heat [23]. The vertex factor

$$
\begin{equation*}
V_{m}\left(x_{1}, x_{2}, \ldots, x_{m} ; \phi\right)=\frac{\delta^{m} V[\phi]}{\delta \phi\left(x_{1}\right) \delta \phi\left(x_{2}\right) \ldots \delta \phi\left(x_{m}\right)} \tag{30}
\end{equation*}
$$

is associated to each interaction vertex of a Feynman graph. In Equation (30), the dummy field $\phi$ is one from the set of all fields $\left\{\boldsymbol{v}^{\prime}, \boldsymbol{v}\right\}$. The interaction vertex in Equation (24) is cast in a more convenient form

$$
\begin{equation*}
-\int \mathrm{d} t \int \mathrm{~d}^{d} x v^{\prime}(v \cdot \nabla) v=-\int \mathrm{d} t \int \mathrm{~d}^{d} x v_{i}^{\prime} v_{k} \partial_{k} v_{i}=\left(\partial_{k} v_{i}^{\prime}\right) v_{k} v_{i} \tag{31}
\end{equation*}
$$

where the incompressibility condition $\partial_{i} v_{i}=0$ and integration by parts have been used. The latter step requires the standard assumption of rapid enough vanishing of velocity in the limit $|x| \rightarrow \infty$. Furthermore, the last expression in Equation (31) corresponds to the shorthand of Equation (4). Rewriting functional in Equation (31) in the symmetric form $v_{i} V_{i j l} v_{j} v_{l} / 2$, we derive the explicit form for the corresponding vertex factor in the Fourier representation

$$
\begin{equation*}
V_{i j l}=i\left(k_{j} \delta_{i l}+k_{l} \delta_{i j}\right) \tag{32}
\end{equation*}
$$

Here, the wavevector $\boldsymbol{k}$ is flowing in the vertex through the field $v^{\prime}$ and is denoted by slash in Figure 2. The propagators (lines) $\Delta$ and vertices $V$ are graphically depicted in Figures 1 and 2.


Figure 1. Nontrivial propagators for the model in Equation (24).


Figure 2. Interaction vertex responsible for the nonlinear interactions between velocity fluctuations in the model in Equation (24). Momentum $k$ on the right hand side corresponds to the inflowing momentum of the auxiliary field $v^{\prime}$.

The theoretical description of the fluid turbulence on the basis of "first principles", i.e., starting from the stochastic Navier-Stokes (NS) equation [25] remains an open problem. However, considerable
progress has been made in understanding simplified model systems sharing certain essential properties with the real problem: stochastic Burgers equation [48], shell models [49] and advection by random "synthetic" velocity fields [33].

A paradigmatic model of a scalar quantity advected passively by a Gaussian random velocity field, uncorrelated in time and self-similar in space, the so-called Kraichnan's rapid-change model [39], is a famous example. The standard notation for advection problem using the Kraichnan model slightly differs from the one using stochastic Navier-Stokes ensemble. Therefore, in what follows, we give a brief overview of basic physical ideas behind the Kraichnan model and introduce the corresponding notation.

The governing equation for diffusion-advection for field $\theta$ is

$$
\begin{equation*}
\partial_{t} \theta+(v \cdot \nabla) \theta-D_{0} \nabla^{2} \theta=f^{\theta} \tag{33}
\end{equation*}
$$

where $D_{0}$ is the coefficient of molecular diffusivity and $f^{\theta} \equiv f^{\theta}(x)$ is a zero-mean Gaussian random noise with the correlation function

$$
\begin{equation*}
\left\langle f^{\theta}(x) f^{\theta}\left(x^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) C(\boldsymbol{r} / L), \quad r=x-x^{\prime} \tag{34}
\end{equation*}
$$

The noise $f^{\theta}$ in Equation (33) maintains the steady-state of the system. The particular form of the correlator is not relevant, however. The sole condition which must be satisfied by the function $C(r / L)$ is that it must fall off rapidly at $r \equiv|r| \gg L$. Here, $L$ is an integral scale related to the stirring.

In accordance with the generalized Kraichnan model [34,50] with finite correlation time taken into account, we assume velocity field generated by a simple linear stochastic equation

$$
\begin{equation*}
\partial_{t} v_{i}+R v_{i}=f_{i}^{v} \tag{35}
\end{equation*}
$$

where $R \equiv R(x)$ is a linear operation to be specified below and $f_{i}^{v} \equiv f_{i}^{v}(x)$ is a zero-mean random stirring force with the correlator

$$
\begin{equation*}
\left\langle f_{i}^{v}(x) f_{j}^{v}\left(x^{\prime}\right)\right\rangle \equiv D_{i j}^{f}\left(x ; x^{\prime}\right)=\frac{1}{(2 \pi)^{d+1}} \int \mathrm{~d} \omega \int \mathrm{~d}^{d} k P_{i j}(\boldsymbol{k}) D^{f}\left(\omega_{k}, \boldsymbol{k}\right) \mathrm{e}^{-i\left(t-t^{\prime}\right)+i \boldsymbol{k} \cdot\left(x-x^{\prime}\right)} \tag{36}
\end{equation*}
$$

It should be noted that, in the SDE in Equation (33), the multiplicative noise due to random velocity is not a white noise in time as in the original Kraichnan model. Therefore, there is no need to specify the interpretation of the SDE. However, in the analysis, the white-noise limit is considered and it should recalled that in this limit the results correspond to the Stratonovich interpretation of the SDE in Equation (33).

The correlator $D^{f}$ is chosen [34-36] in the following form

$$
\begin{equation*}
D^{f}\left(\omega_{k}, \boldsymbol{k}\right)=g_{0} v_{0}^{3}\left(k^{2}+m^{2}\right)^{2-d / 2-\varepsilon / 2-\eta / 2} \tag{37}
\end{equation*}
$$

with the wavenumber representation of the function $R(x)$ :

$$
\begin{equation*}
R(\boldsymbol{k})=u_{0} v_{0}\left(k^{2}+m^{2}\right)^{1-\eta / 2} . \tag{38}
\end{equation*}
$$

The positive amplitude factors $g_{0}$ and $u_{0}$ are the coupling constants of the model. Furthermore, $g_{0}$ can be regarded as a formally small parameter of the perturbation theory. The positive exponents $\varepsilon$ and $\eta(\varepsilon=\mathcal{O}(\eta))$ are RG expansion parameters. They are analogous to expansion parameter $\varepsilon=4-d$ in the $\varphi^{4}$ - theory. Now, the expansion is carried out in the $(\varepsilon, \eta)$-plane around the origin $\varepsilon=\eta=0$.

Note the presence of two scales in the problem-integral scale $L$ introduced in Equation (34) and momentum scale $m$, which has appeared in Equation (38). Clearly, they have different physical origins. However, these two scales can be related to each other and for technical purposes [35] it is reasonable to choose $L=1 / \mathrm{m}$. When not explicitly stated, this relation is always assumed.

In the limit $k \gg m$ the functions in Equations (37) and (38) take on a simple powerlike form

$$
\begin{equation*}
D^{f}\left(\omega_{k}, \boldsymbol{k}\right)=g_{0} v_{0}^{3} k^{4-d-\varepsilon-\eta}, \quad R(k)=u_{0} v_{0} k^{2-\eta} \tag{39}
\end{equation*}
$$

which is convenient for actual calculations. The needed IR regularization will be given by restrictions on the region of integrations.

From Equations (35), (36), and (39), the statistics of the velocity field $v$ can be determined. It obeys Gaussian distribution with zero mean and correlator

$$
\begin{equation*}
\left\langle v_{i}(t, x) v_{j}(0,0)\right\rangle=\int \frac{\mathrm{d} \omega_{k}}{2 \pi} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} D_{v}\left(\omega_{k}, \boldsymbol{k}\right) \mathrm{e}^{-i \omega_{k} t+i \boldsymbol{k} \cdot x} \tag{40}
\end{equation*}
$$

where the kernel function $D_{v}\left(\omega_{k}, \boldsymbol{k}\right)$ is assumed in the form

$$
\begin{equation*}
D_{v}\left(\omega_{k}, \boldsymbol{k}\right)=P_{i j}(\boldsymbol{k}) \frac{g_{10} u_{10} D_{0}^{3} k^{4-d-\varepsilon-\eta}}{\omega_{k}^{2}+u_{10}^{2} D_{0}^{2}\left(k^{2-\eta}\right)^{2}} \tag{41}
\end{equation*}
$$

The correlator in Equation (41) is directly connected to the energy spectrum via the frequency integral [34,51-55]

$$
\begin{equation*}
E(k) \simeq k^{d-1} \int \mathrm{~d} \omega D^{v}\left(\omega_{k}, k\right) \simeq \frac{g_{0} v_{0}^{2}}{u_{0}} k^{1-\varepsilon} \tag{42}
\end{equation*}
$$

Hence, the coupling constant $g_{0}$ and the exponent $\varepsilon$ characterize the equal-time velocity correlator or, similarly, energy spectrum. Further, the parameter $u_{0}$ and the exponent $\eta$ are related to the frequency $\omega_{k} \simeq u_{0} v_{0} k^{2-\eta}$ (or to the function $R(k)$, the reciprocal of the correlation time at the wave number $k$ ) which describes the mode with wave number $k[34,51-57]$. Let us note that in the chosen notation the value $\varepsilon=8 / 3$ corresponds to the well-known Kolmogorov "five-thirds law" for the spatial scaling behavior of the velocity field, and the value $\eta=4 / 3$ corresponds to the Kolmogorov frequency. A straightforward dimensional analysis reveals that the parameters (charges) $g_{0}$ and $u_{0}$ are connected to the ultraviolet (UV) momentum scale $\Lambda$ (of the same order of magnitude as the inverse Kolmogorov length) by the relations

$$
\begin{equation*}
g_{0} \simeq \Lambda^{\varepsilon+\eta}, \quad u_{0} \simeq \Lambda^{\eta} \tag{43}
\end{equation*}
$$

In Ref. [50], it was demonstrated that the linear model in Equation (35) (and consequently the Gaussian model in Equation (40) as well) is not invariant under Galilean transformation and, therefore, it effectively neglects important effect of the self-advection of turbulent eddies. As a result of these so-called "sweeping effects" the different time correlations of the velocity are not self-similar and exhibit strong dependence on the integral scale [58,58-60]. However, the results presented in Ref. [50] lead to the conclusion that the Gaussian model describe the passive advection reasonably well in the appropriate frame of reference, in which the mean velocity field vanishes. An additional argument to support the model in Equation (40) is that we are mainly interested in the equal-time, Galilean invariant quantities (e.g., structure functions), which are not affected by the sweeping. Therefore, their absence in the Gaussian model in Equation (40) is not relevant [34,36,40].

The kernel function in Equation (41) is written in a very general form and allows studying various special limits, in which the numerical analysis of the resulting equations is simplified and which provide a deeper physical insight. Possible limiting cases are

- The rapid-change model corresponding to the limit $u_{10} \rightarrow \infty, g_{10}^{\prime} \equiv g_{10} / u_{10}=$ const. Then, the kernel function becomes

$$
\begin{equation*}
D_{v}\left(\omega_{k}, \boldsymbol{k}\right) \propto g_{10}^{\prime} D_{0} k^{-d-\varepsilon+\eta} \tag{44}
\end{equation*}
$$

The velocity correlator is obviously $\delta$-correlated in the time variable.

- The frozen velocity field arising in the limit $u_{10} \rightarrow 0$, in which the kernel function corresponds to

$$
\begin{equation*}
D_{v}\left(\omega_{k}, \boldsymbol{k}\right) \propto g_{0} D_{0}^{2} \pi \delta\left(\omega_{k}\right) k^{2-d-\varepsilon} \tag{45}
\end{equation*}
$$

- The purely potential velocity field obtained in the limit $\alpha \rightarrow \infty$ with $\alpha g_{10}=$ constant. This case is similar to the model of random walks in a random environment with long-range correlations [61,62].
- The turbulent advection, for which $\varepsilon=2 \eta=8 / 3$. This choice mimics properties of the fully developed turbulence and yields well-known Kolmogorov scaling [23].

Using Equation (3), the stochastic problem in Equations (33)-(36) can be recast into the equivalent field theoretic model of the doubled set of fields $\phi \equiv\left\{\theta, \theta^{\prime}, \boldsymbol{v}, \boldsymbol{v}^{\prime}\right\}$ with the action functional

$$
\begin{equation*}
\mathcal{S}[\phi]=\frac{1}{2} v^{\prime} D^{f} v^{\prime}+\theta^{\prime}\left[-\partial_{t} \theta-(v \cdot \nabla) \theta+v_{0} \nabla^{2} \theta\right]+v^{\prime} \cdot\left[-\partial_{t} v-R v\right], \tag{46}
\end{equation*}
$$

where $D_{i j}^{f}$ is defined in Equation (36), and as usual $\theta^{\prime}$ and $v^{\prime}$ are auxiliary response fields.
Generating functional of full Green functions $\mathcal{G}[A]$ is defined by Equation (7), where now a linear form $A \varphi$ is defined as

$$
\begin{equation*}
A \phi=A_{\theta} \theta+A_{\theta^{\prime}} \theta^{\prime}+A v_{i} v_{i}+A v_{i}^{\prime} v_{i}^{\prime} \tag{47}
\end{equation*}
$$

Following the argument in [34], we set $A_{i}^{v^{\prime}}=0$ in Equation (47) and carry out the explicit Gaussian integration over the auxiliary vector field, $v^{\prime}$ because we are not interested in the Green functions containing the auxiliary field $v^{\prime}$. After the integration, we are left with the field-theoretic model with the action functional

$$
\begin{equation*}
\mathcal{S}[\phi]=-\frac{1}{2} v\left(D^{v}\right)^{-1} v+\theta^{\prime}\left[-\partial_{t} \theta-(v \cdot \nabla) \theta+v_{0} \nabla^{2} \theta\right] \tag{48}
\end{equation*}
$$

where the second term represents the De Dominicis-Janssen action for the stochastic problem in Equation (33) at fixed velocity field $v$. The first term describes the Gaussian averaging over $v$ specified by the correlator $D^{v}$. The latter explicitly reads

$$
\begin{equation*}
\mathcal{S}_{\text {vel }}[\boldsymbol{v}]=\frac{1}{2} \int \mathrm{~d} x_{1} \int \mathrm{~d} x_{2} \boldsymbol{v}_{i}\left(x_{1}\right) D_{i j}^{-1}\left(x_{1}-x_{2}\right) \boldsymbol{v}_{j}\left(x_{2}\right) \tag{49}
\end{equation*}
$$

The action in Equation (48) is written in a form that is suitable for a straightforward application of the field-theoretic perturbative analysis with the use of the standard Feynman diagrammatic technique. From the quadratic part of the action, we derive the matrix of bare propagators. The wavenumber frequency representations of relevant propagators are: (a) the bare propagator $\left\langle\theta \theta^{\prime}\right\rangle_{0}$ defined as follows

$$
\begin{equation*}
\left\langle\theta \theta^{\prime}\right\rangle_{0}=\left\langle\theta^{\prime} \theta\right\rangle_{0}^{*}=\frac{1}{-i \omega+v_{0} k^{2}} \tag{50}
\end{equation*}
$$

and (b) the bare propagator for the velocity field $\langle v v\rangle_{0}$ that reads

$$
\begin{equation*}
\left\langle v_{i} v_{j}\right\rangle_{0}=P_{i j}(\boldsymbol{k}) D_{v}(\omega, \boldsymbol{k}) \tag{51}
\end{equation*}
$$

The triple (interaction) vertex $-\theta^{\prime} v_{j} \partial_{j}$ can be rewritten in $\theta=\theta^{\prime} v_{j} V_{j} \theta$, where momentum $k$ is flowing into the vertex via the response field $\theta^{\prime}$. A graphical representation of the perturbation elements for a Kraichnan-like model is schematically depicted in Figure 3.


Figure 3. Feynman rules for the model in Equation (48).
Taking as a example the Kraichnan model, let us briefly describe what kind of quantities might be studied by functional techniques. From experimental and theoretical point of view, the main focus is in the behavior of the equal-time structure functions

$$
\begin{equation*}
S_{N}(r) \equiv\left\langle[\theta(t, \boldsymbol{x}+\boldsymbol{r})-\theta(t, \boldsymbol{x})]^{N}\right\rangle \tag{52}
\end{equation*}
$$

in the inertial range, specified by the inequalities $l \sim 1 / \Lambda \ll r \equiv|r| \ll L=1 / m$ ( $l$ is an internal length). Brackets $\langle\cdots\rangle$ denote the functional average over fields $\phi=\left\{\theta, \theta^{\prime}, v\right\}$ with the weight functional $\exp \mathcal{S}[\Phi]$ from Equation (48). In the isotropic case, the odd functions $S_{2 N+1}$ vanish identically, while for even functions $S_{2 N}$ a simple dimensional argument dictates the following form

$$
\begin{equation*}
S_{2 N}(r)=v_{0}^{-N} r^{2 N} R_{2 N}\left(r / l, r / L, g_{0}, u_{0}\right) \tag{53}
\end{equation*}
$$

where $R_{2 N}$ are scaling functions of purely dimensionless variables. In principle, functions $R_{2 N}$ can be calculated by means of the usual perturbation theory (i.e., as series in $g_{0}$ ). However, this is not a reasonable way to study the inertial-range behavior: the reason is that the coefficients are singular in the limits $r / l \rightarrow \infty$ and/or $r / L \rightarrow 0$ and compensate for the smallness of $g_{0}$. To obtain correct IR behavior the entire series have to be summed. Such a summation procedure can be effectively done by the use of the field theoretic RG and OPE (see Sections 4 and 5).

The RG analysis can be divided into two stages. During the first stage, the multiplicative renormalizability of the model is proved and the differential RG equations for its correlation (structure) functions are derived. The asymptotic behavior of functions similar to the one in Equation (52) for $r / l \gg 1$ and any fixed $r / L$ is governed by IR stable fixed points (see next section) of the RG equations and assumes the form

$$
\begin{equation*}
S_{2 N}(r)=v_{0}^{-N} r^{2 n}(r / l)^{-\gamma_{N}} R_{2 N}(r / L), \quad r / l \gg 1 \tag{54}
\end{equation*}
$$

with so far unknown scaling functions $R_{2 N}(r / L)$. Whenever $\gamma_{N}$ is a nonlinear function of $N$, we refer to such case as anomalous scaling or multiscaling.

Let us remind that the quantity $\Delta\left[S_{2 N}\right] \equiv-2 N+\gamma_{N}$ is called the critical dimension. The exponent $\gamma_{N}$, the difference between the critical dimension $\Delta\left[S_{2 N}\right]$ and the canonical dimension $-2 N$, is known as the anomalous dimension. In the present case, the latter takes a simple form: $\gamma_{N}=n \epsilon$. For any function $R_{N}(r / L)$, the representation in Equation (54) implies scaling behavior in the IR region $(r / l \gg$ $1, r / L$ fixed) with definite critical dimensions of all IR relevant parameters, $\Delta\left[S_{2 N}\right]=-2 N+N \epsilon$, $\Delta_{r}=-1, \Delta_{L^{-1}}=1$ and fixed irrelevant parameters $v_{0}$ and $l$.

In the second stage, the small $r / L$ behavior of the functions $R_{2 N}(r / L)$ is analyzed in the general representation in Equation (54) employing the OPE technique (Section 5). It predicts that, in the limit $r / L \rightarrow 0$, the functions $R_{2 N}(r / L)$ have the asymptotic forms

$$
\begin{equation*}
R_{2 N}(r / L)=\sum_{F} C_{F}(r / L)(r / L)^{\Delta_{N}} \tag{55}
\end{equation*}
$$

where $C_{F}$ are coefficients regular in the variable $r / L$. In general, the summation is performed over specific renormalized composite operators $F$ with critical dimensions $\Delta_{n}$. Kraichnan model exhibits
nontrivial scaling behavior as some of anomalous exponents $\Delta_{N}$ are negative and singular behavior on $L$ is present. Such situation never occurs in critical phenomena [5,6] where corresponding exponents are positive and lead only to subleading corrections.

More elaborated discussion on anomalous scaling can be found in Section 10, which is devoted to generalization of Kraichnan model. Namely, assumption of isotropy is abandoned and effect of anisotropy is taken into account.

## 4. Renormalization Group Analysis

Let us briefly summarize main ideas of the quantum-field theory of renormalization and RG technique; a detailed account can be found in monographs [5,6,15,46].

Feynman graphs of Green functions are a convenient graphical representation of perturbation theory. Quantum field theory models are well-known for appearance of UV divergences in loop diagrams. This results from an integration at large momenta. Therefore, it is necessary to find an effective procedure to eliminate these divergences step by step in a controlled manner. Finite diagrams (free of UV divergences) are brought by an iterative renormalization procedure. The inherent ambiguity of this removal of divergences may be used to establish connection between values of Green functions at different scales without having explicit solutions for them. This is the idea of the method of renormalization group (RG) proposed in the framework of high energy physics long time ago [1,7-11].

In statistical physics, RG allows one to extract relevant information about large-scale behavior from the mutual correlation between IR behavior of Green functions and UV divergences at critical dimension [5,15]. Thus, in statistical theories, the RG method can be understood as an effective way to determine non-trivial asymptotic behavior of Green functions in the range of small (infrared) wavevectors (scales).

There is simple criterion how to determine the true asymptotic range in the framework of the RG. One of the RG-functions is the $\beta$-function, which is the coefficient of the operation $\partial_{g}$ in the RG equation. The $\beta$-function is calculated perturbatively as infinite series of powers of the coupling constant $g$. Non-trivial asymptotic behavior is governed by $R G$ fixed points $g^{*}$, which are roots of the $\beta$ function (solutions of equation $\beta(g)=0$ ). A fixed point can be IR or UV stable depending on the behavior of the $\beta$-function in the vicinity of $g^{*}$. Of course, physical theories contain usually many charges and these considerations have to be properly generalized [5,46].

The field theoretic RG is based on non-trivial techniques of UV renormalization. The basic procedure lies in a perturbative calculation of the RG-functions in the framework of a prescribed scheme of regularization [5,6]. To find and analyze UV divergences in a specific field-theoretic model counting of canonical scaling dimensions of fields and parameters of the model is used. The essence of such a power counting is closely connected with the existence of a scale invariance in the model.

For models considered in this paper, it is advantageous to calculate Feynman diagrams in a formal scheme [5] without UV-cut-off $\Lambda$. Then, UV-divergences manifest themselves as poles in a dimensionless parameter $\varepsilon$ that measures deviation from a logarithmic theory, i.e., a theory in which all coupling constants become dimensionless. The procedure of multiplicative renormalization removing UV-divergences (in the present case, poles in a parameter $\varepsilon$ ) is the following: the original action $\mathcal{S}\left[\phi, e_{0}\right]$ is declared to be unrenormalized; its parameters $e_{0}$ (the letter $e_{0}$ stands for the whole set of parameters; for instance, coupling constants, deviation from criticality, viscosity, etc.) are the bare parameters, and they are assumed to be functions of the new renormalized parameters $e$. The new renormalized action is the functional $\mathcal{S}_{R}[\phi]=\mathcal{S}\left[\phi Z_{\phi}, e Z_{e}\right]$ with certain (to be determined perturbatively such that the Green functions generated by the renormalized action are UV finite, i.e., regular in $\varepsilon$ ) renormalization constants of fields $Z_{\phi}$ (one per each independent component of the field) and parameters $Z_{e}$. In unrenormalized full Green functions $G_{N}=\langle\phi \ldots \phi\rangle$, the functional averaging $\langle\ldots\rangle$ is performed with the weight functional $\exp \mathcal{S}[\phi]$, whereas, in renormalized functions $G_{N}^{R}$, with the renormalized weight functional $\exp \mathcal{S}_{R}[\phi]$. The relation between the functionals $\mathcal{S}[\phi]$ and $\mathcal{S}_{R}[\phi]$ leads to the relation between the corresponding Green functions $G_{N}^{R}=Z_{\phi}^{-N} G_{N}$, where by definition
$G_{N}=G_{N}\left(e_{0}, \varepsilon \ldots\right)$ (ellipsis denotes other arguments such as coordinates or wavenumbers), and, by convention, the quantities $G_{N}^{R}$ and $Z_{\phi}$ are expressed in terms of the parameters $e$. The correspondence $e_{0} \leftrightarrow e$ within perturbation theory is assumed to be one-to-one, therefore either of the sets $e_{0}, e$ can be taken as the independent variables.

For translationally invariant theories, it is much more convenient to deal not with the full Green functions $G_{N}$, but with their connected parts $W_{N}$. Their generating functional being through the relation

$$
\begin{equation*}
\mathcal{W}[A] \equiv \ln \mathcal{G}[A] . \tag{56}
\end{equation*}
$$

A further simplification is possible through 1-irreducible functions $\Gamma_{N}$ (also called one particle irreducible functions or vertex functions). The generating functional for the latter is defined by the functional Legendre transform [47]

$$
\begin{equation*}
\Gamma[\alpha] \equiv \mathcal{W}[A]-A \alpha \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
A \alpha=\int \mathrm{d} x\left(A_{\varphi}(x) \alpha_{\varphi}(x)+A_{\varphi^{\prime}}(x) \alpha_{\varphi^{\prime}}(x)\right), \quad \alpha_{\varphi}=\frac{\delta \mathcal{W}[A]}{\delta A_{\varphi}(x)}, \quad \alpha_{\varphi^{\prime}}=\frac{\delta \mathcal{W}[A]}{\delta A_{\varphi^{\prime}}(x)} \tag{58}
\end{equation*}
$$

To simplify notation in practical calculations, it is convenient to relabel $\alpha$-variables back to the original fields $\phi$. This allows us to rewrite the first relation in Equation (57) compactly as

$$
\begin{equation*}
\Gamma[\phi]=\mathcal{S}[\phi]+\tilde{\Gamma}[\phi] \tag{59}
\end{equation*}
$$

where $\tilde{\Gamma}[\phi]$ is the sum of all one particle irreducible (1PI) loop diagrams [5].
Statements of RG theory are readily summarized at the level of corresponding Green functions. For connected and 1PI Green functions, they read

$$
\begin{align*}
W_{N}^{R}(e, \varepsilon, \ldots) & =Z_{\phi}^{-N}(e, \varepsilon) W_{N}\left(e_{0}(e, \varepsilon), \varepsilon, \ldots\right),  \tag{60}\\
\Gamma_{N}^{R}(e, \varepsilon, \ldots) & =Z_{\phi}^{N}(e, \varepsilon) \Gamma_{N}\left(e_{0}(e, \varepsilon), \varepsilon, \ldots\right), \tag{61}
\end{align*}
$$

where the functions $e_{0}(e, \varepsilon), Z_{\phi}^{N}(e, \varepsilon)$ can be chosen arbitrarily, which implies an arbitrary choice of normalization of the fields and parameters $e$ at given $e_{0}$. In the present text, we also interchangeably use the following notation for the connected Green functions

$$
\begin{equation*}
W_{\phi_{1} \ldots \phi_{N}} \equiv\left\langle\phi_{1} \ldots \phi_{N}\right\rangle_{\mathrm{conn} .} \tag{62}
\end{equation*}
$$

and for the 1PI Green functions according to the aforementioned relabeling $\alpha \rightarrow \phi$

$$
\begin{equation*}
\Gamma_{\phi_{1} \ldots \phi_{N}} \equiv\left\langle\phi_{1} \ldots \phi_{N}\right\rangle_{1-\mathrm{ir}} \tag{63}
\end{equation*}
$$

The crucial statement of the theory of renormalization is that for the multiplicatively renormalizable models these functions can be chosen to provide UV finiteness of Green functions as $\varepsilon \rightarrow 0$. With this choice, all UV divergences (poles in $\varepsilon$ ) contained in the functions $e_{0}(e, \varepsilon), Z_{\phi}^{N}(e, \varepsilon)$ are absent in renormalized Green functions $W_{N}^{R}(e, \varepsilon)$. We note that the UV finiteness in this sense of any one set of Green functions (full, connected, and 1-irreducible) automatically leads to the UV-finiteness of any other. The RG equations are written for the renormalized functions $W_{N}^{R}$ which differ from the original unrenormalized functions $W_{N}$ only by normalization, and, therefore, can be used equally well to analyze the critical scaling. Let us recall an elementary derivation of the RG equations [5,46]. The requirement of elimination of divergences does not uniquely determine the functions $e_{0}(e, \varepsilon)$ and $Z_{\phi}(e, \varepsilon)$. An arbitrariness remains which allows introducing an additional dimensional parameter scale setting parameter (renormalization mass) $\mu$ in these functions (and via them also into $W_{N}^{R}$ )

$$
\begin{equation*}
W_{N}^{R}(e, \mu, \varepsilon, \ldots)=Z_{\phi}^{-N}(e, \mu, \varepsilon) W_{N}\left(e_{0}(e, \mu, \varepsilon), \varepsilon, \ldots\right) . \tag{64}
\end{equation*}
$$

A change of $\mu$ at fixed $e_{0}$ leads to a change of $e, Z_{\phi}$ and $W_{R}$ for unchanged $W_{N}\left(e_{0}, \varepsilon, \ldots\right)$. We denote by $\tilde{\mathcal{D}}_{\mu}$ the differential operator $\mu \partial_{\mu}$ for fixed $e_{0}$ and apply it to both sides of the equation $Z_{\phi} W_{N}^{R}=W_{N}$ with it. This yields the basic RG differential equation

$$
\begin{equation*}
\left[\mu \partial_{\mu}+\sum_{e} \tilde{\mathcal{D}}_{\mu} e \partial_{e}+N \gamma_{\phi}\right] W_{N}^{R}(e, \mu, \varepsilon, \ldots)=0, \gamma_{\phi} \equiv \tilde{\mathcal{D}}_{\mu} \ln Z_{\phi} \tag{65}
\end{equation*}
$$

where the operator $\tilde{\mathcal{D}}_{\mu}$ is expressed in the variables $\mu, e$. The coefficients $\tilde{\mathcal{D}}_{\mu} e$ and $\gamma_{\phi}$ are called the RG functions and are calculated in terms of various renormalization constants Z . Coupling constants (charges) $g$ are those parameters $e$, on which the renormalization constants $Z=Z(g)$ depend. Logarithmic derivatives of charges in Equation (65) are $\beta$ functions

$$
\begin{equation*}
\beta_{g}=\tilde{\mathcal{D}}_{\mu} g \tag{66}
\end{equation*}
$$

All the RG-functions are UV-finite, i.e., have no poles in $\varepsilon$, which is a consequence of the functions $W_{N}^{R}$ being UV-finite in Equation (65).

For models considered in the present work, the analysis of divergences should be augmented by the following considerations:

- For any dynamic model in Equation (1), all 1PI Green functions containing only the original fields $\phi$ are proportional to the closed loops of step functions, hence they vanish, and thus do not generate counterterms.
- If for some reason several external momenta or frequencies occur as an overall factor in all the Feynman diagrams of a particular Green function, the real degree of divergence $\delta^{\prime}$ is less than $\delta \equiv d_{\Gamma}(\varepsilon=0)$ by the corresponding number of units.
- Sometimes the divergences formally allowed by dimensionality are absent due to symmetry restrictions, for instance, the Galilean invariance of the fully developed turbulence [31] restricts the form of possible counterterms.
- Nonlocal terms of the model are not renormalized.

In principle, these general considerations permit determining all superficially divergent functions and to explicitly obtain the corresponding counter-terms for any dynamic model.

The most convenient scheme for analytic calculations is the scheme of minimal subtractions (MS) proposed in [63], in which all the renormalization constants $Z$ in the perturbation theory are of the form

$$
\begin{equation*}
\mathrm{Z}^{\mathrm{MS}}(g, \varepsilon)=1+\sum_{n=1}^{\infty} g^{n} \sum_{k=1}^{n} \varepsilon^{-k} c_{n, k} \tag{67}
\end{equation*}
$$

In the dimensional renormalization the contribution to the coefficient of $g^{n}$ in Equation (67) may be expressed as a Laurent series in $\varepsilon$. In the MS scheme, only the singular part of the Laurent expansion of each coefficient is retained. In any other renormalization scheme, the renormalization constant is of the form

$$
\begin{equation*}
Z(g, \varepsilon)=1+\sum_{n=1}^{\infty} g^{n} \sum_{k=-n}^{\infty} \varepsilon^{k} c_{n,-k} \tag{68}
\end{equation*}
$$

where the regular part of each coefficient $\sum_{k=0}^{\infty} \varepsilon^{k} c_{n,-k}$ is, by and large, an arbitrary regular function of $\varepsilon$ at the origin.

## 5. Composite Operators and Operator Product Expansion

In this section, we recall the basic information about renormalization and critical exponents (dimensions) of composite operators, i.e., local products of the basic fields of the model and their derivatives. In the models we are interested in, they are constructed from the velocity field $v$, scalar
field $\theta$ or magnetic field $\boldsymbol{b}$ at the single space-time point $x \equiv(t, \boldsymbol{x})$. Examples are $\boldsymbol{v}^{n}, \boldsymbol{b}^{n}, \theta^{n}, \partial_{t} \boldsymbol{v}^{n}, \boldsymbol{v} \Delta v$, $(\boldsymbol{\nabla} \theta \cdot \boldsymbol{\nabla} \theta)^{n}$ and so on.

A theoretical analysis of composite operators and their renormalization is important at least for two reasons. First, their critical dimensions and correlation functions can be measured experimentally and for some operators such data are available [64,65]. For instance, in the fully developed turbulence, the mean of the energy dissipation is proportional to the statistical average of the composite operator $v \Delta v$. This quantity enters the equation of energy balance and contributes to the redistribution of the energy of the turbulent motion and its dissipation. Moreover, strong statistical fluctuations of the operator of energy dissipation seem to account for deviations from Kolmogorov's exponents and lead to the intermittency (multifractality) of the turbulent processes [23]. Second, the general solution of the RG equation (Equation (65)) contains an unknown scaling function depending on dimensionless effective variables (coupling constants, viscosity, etc.). This function can be calculated in the framework of usual perturbation scheme in an expansion parameter but, as mentioned above, in certain asymptotic ranges of scales, this calculation fails. Both experimental and theoretical reasons in theory of turbulence motivate us to study behavior of correlation functions with respect to outer (integral) scale L. Let us elucidate this issue in some detail. As an example we consider pair correlation function for velocity fluctuations $W_{2}=\langle v v\rangle$ for field-theoretic model in Equation (24). There is no field renormalization in this model [32], therefore the Green function $W_{2 R}$ coincide with the unrenormalized function $W_{2}$. The only difference lies in a choice of variable and perturbation theory (expansion either in charge $g$ or $g_{0}$, respectively). In renormalized variable correlation, function $W_{2}$ depends on $k, g, v, \mu$ and $L$. From a dimensional consideration, we directly see that $W_{2}$ can be represented in the form

$$
\begin{equation*}
W_{2}=v^{2} k^{2-d} R(s, g, u), \quad s=k / \mu, u=k L \tag{69}
\end{equation*}
$$

where $R$ is a function of dimensionless parameters and for brevity we have not explicitly written the transverse projection operator. The correlation function $W_{2}$ satisfies a general RG equation with $\gamma_{\phi}=0$, which is a direct consequence of absence of renormalization of velocity field $v$, and reads

$$
\begin{equation*}
D_{R G} W_{2}=0, \quad D_{R G}=\mu \partial_{\mu}+\beta(g) \partial_{g}-\gamma_{v}(g) v \partial_{v} \tag{70}
\end{equation*}
$$

The solution of this equation can be found using the method of characteristics and presented in the form

$$
\begin{equation*}
W_{2}=\bar{v}^{2} k^{2-d} R(1, \bar{g}, \bar{u}), \quad \bar{u}=u \tag{71}
\end{equation*}
$$

where $\bar{g}, \bar{v}$ are invariant variables, i.e., the first integrals of Equation (70). Using standard RG considerations, the invariant viscosity [31] takes the following form

$$
\begin{equation*}
\bar{v}=v \exp \left[\int_{\bar{g}}^{g} \mathrm{~d} x \frac{\gamma_{v}(x)}{\beta(x)}\right]=\left(\frac{g v^{3}}{\bar{g} s^{2 \varepsilon}}\right)^{1 / 3}=\left(\frac{D_{0}}{\bar{g} k^{2 \varepsilon}}\right)^{1 / 3} \tag{72}
\end{equation*}
$$

As the parameter $s$ approaches zero, invariant charge $\bar{g}$ approaches IR fixed point $g_{*}$ and $\bar{v} \rightarrow v_{*}=$ $\left(D_{0} / g_{*}\right)^{1 / 3} k^{-2 \varepsilon / 3}$. Hence, at fixed point $g_{*}$ (far from dissipation scales $k \ll \mu \sim l^{-1}$ ), the single-time correlation function of velocity field takes the scaling form

$$
\begin{equation*}
W_{2}=\left(D_{0} / g_{*}\right)^{2 / 3} k^{2-d-4 \varepsilon / 3} R\left(1, g_{*}, k L\right) \tag{73}
\end{equation*}
$$

Setting $\varepsilon=2$ gives kinetic energy spectrum $E(k)=W_{2} k^{d-1}$ that behaves as a power-law function of wavevector $k$. This coincides with Kolmogorov's prediction $-5 / 3$ for the exponent. The remaining scaling function $R$ is not determined yet and in general it is possible to employ perturbation theory and obtain infinite series in parameter $\varepsilon$. In particular, in the theory of turbulence, the main interest is in the scaling function $R\left(1, g^{*}, k L\right)$ in the inertial interval $k L \gg 1$. In the theory of critical phenomena, the asymptotic form of scaling functions for $k L \gg 1$ (formally, $L \rightarrow \infty$ ) is studied using Wilson's
operator product expansion (OPE) (see, e.g., [6,66]). The analog of $L$ in turbulence is played by the correlation length $r_{c}$ in critical phenomena. It turns out that this technique can be used also in the theory of turbulence and in simplified (toy) models associated with the genuine turbulence (see, e.g., [5,31,33,67,68]).

The generating functional of the correlation functions of the field $\phi$ with one insertion of the composite operator $F(\phi)$ has the form (compare with the generating functional in Equation (7) for the usual correlation functions of $\phi$ )

$$
\begin{equation*}
\mathcal{G}[A, F]=\int \mathcal{D} \varphi F(\varphi) \exp [\mathcal{S}[\phi]+A \phi] \tag{74}
\end{equation*}
$$

Since the arguments of the fields in the operator $F$ coincide (giving rise to new closed loops in the Feynman diagrams), correlation functions with these operators contain new UV divergences, which have to removed by an additional renormalization procedure (see, e.g., [5,6,66]). The standard RG equations yield the IR scaling of the renormalized correlation functions with definite critical dimensions $\Delta_{F} \equiv \Delta[F]$ of a set of basis operators $F$. Due to the renormalization, $\Delta[F]$ is not the sum of critical dimensions of the fields and derivatives in $F$. A detailed analysis of the renormalization procedure of composite operators for the stochastic NS problem can be found in the review [67], and below we restrict ourselves to the necessary information only.

As a rule, composite operators are mixed during the renormalization procedure, i.e., an UV finite renormalized operator $F^{R}$ (correlation functions with one insertion of $F_{R}$ do not possess UV divergences) takes the form $F^{R}=F+$ counterterms, in which "counterterms" stands for a linear combination of the operator $F$ itself and other unrenormalized operators mixing the the operator $F$. Let $F \equiv\left\{F_{\alpha}\right\}$ denote a closed set of operators mixing only with each other under renormalization. For this set, the matrix of renormalization constants $Z_{F} \equiv\left\{Z_{\alpha \beta}\right\}$ and the matrix of anomalous dimensions $\gamma_{F} \equiv\left\{\gamma_{\alpha \beta}\right\}$ are defined by

$$
\begin{equation*}
F_{\alpha}=\sum_{\beta} Z_{\alpha \beta} F_{\beta}^{R}, \quad \gamma_{F}=Z_{F}^{-1} \tilde{\mathcal{D}}_{\mu} Z_{F} \tag{75}
\end{equation*}
$$

The subsequent matrix of critical dimensions $\Delta_{F} \equiv\left\{\Delta_{\alpha \beta}\right\}$ reads

$$
\begin{equation*}
\Delta[F] \equiv \Delta_{F}=d_{F}^{k}+\Delta_{\omega} d_{F}^{\omega}+\gamma_{F}^{*} \tag{76}
\end{equation*}
$$

in which $d_{F}^{k}, d_{F}^{\omega}$, and $d_{F}$ denote diagonal matrices of canonical dimensions of the operators of the closed set (the diagonal element corresponding to a particular operator $F$ is equal to the sum of canonical dimensions of all fields, their derivatives and renormalized parameters in $F$ ) and $\gamma_{F}^{*} \equiv \gamma_{F}\left(g^{*}\right)$ is the matrix in Equation (75) at the fixed point.

Critical dimensions of the set $F \equiv\left\{F_{\alpha}\right\}$ correspond to the eigenvalues of the matrix $\Delta_{F}$. The basis operators possessing definite critical dimensions are linear combinations of the renormalized operators

$$
\begin{equation*}
\bar{F}_{\alpha}^{R}=\sum_{\beta} U_{\alpha \beta} F_{\beta}^{R} \tag{77}
\end{equation*}
$$

where the matrix $U_{F}=\left\{U_{\alpha \beta}\right\}$ is such that the matrix $\Delta_{F}^{\prime}=U_{F} \Delta_{F} U_{F}^{-1}$ is diagonal.
Counterterms generated by a given operator $F$ are determined by all possible 1PI Green functions with one insertion of operator $F$ and an arbitrary number of primary fields $\phi$,

$$
\begin{equation*}
\Gamma_{N ; F}=\left\langle F(t, x) \phi\left(t, x_{1}\right) \ldots \phi\left(t, x_{N}\right)\right\rangle . \tag{78}
\end{equation*}
$$

The total canonical dimension (the formal degree of divergence) for these functions is given by

$$
\begin{equation*}
d_{\Gamma}=d_{F}-N_{\Phi} d_{\Phi}, \tag{79}
\end{equation*}
$$

where the sum is taken over all types of field arguments. For $d_{\Gamma}$ is a nonnegative integer.
According to the OPE, the single-time product $F_{1}\left(t, x_{1}\right) F_{2}\left(t, x_{2}\right)$ of two renormalized operators at $x \equiv\left(x_{1}+x_{2}\right) / 2=$ const., and $r \equiv x_{1}-x_{2} \rightarrow 0$ can be represented as follows

$$
\begin{equation*}
F_{1}\left(t, x_{1}\right) F_{2}\left(t, x_{2}\right)=\sum_{\alpha} A_{\alpha}(\boldsymbol{r}) \bar{F}_{\alpha}^{R}(t, \boldsymbol{x}) \tag{80}
\end{equation*}
$$

Here, the functions $A_{\alpha}$ are the Wilson coefficients regular in $L$, whereas $\bar{F}_{\alpha}^{R}$ are all possible renormalized local composite operators of the type in Equation (77) allowed by symmetry arguments, with specific critical dimensions $\Delta_{\bar{F}_{\alpha}^{R}}$.

The renormalized correlator $\left\langle F_{1}\left(t, x_{1}\right) F_{2}\left(t, x_{2}\right)\right\rangle$ is obtained by averaging Equation (80) with the weight $\exp S_{R}$, quantities $\left\langle\bar{F}_{\alpha}^{R}\right\rangle \propto L^{-d_{\alpha}} f_{\alpha}(g, L \mu)$ involving dimensionless (scaling) functions $f_{\alpha}(g, L \mu)$ appear on the right hand side. Their asymptotic behavior for $L \mu \rightarrow 0$ is found from the corresponding RG equations (see [34] for the case of Kraichnan model) and has the form

$$
\begin{equation*}
\left\langle\bar{F}_{\alpha}^{R}\right\rangle \propto L^{\Delta_{\bar{F}_{\alpha}^{R}}} \tag{81}
\end{equation*}
$$

From the operator product expansion in Equation (80), we therefore get

$$
\begin{equation*}
\left\langle F_{1}\left(t, x_{1}\right) F_{2}\left(t, x_{2}\right)\right\rangle=\sum_{\bar{F}^{R}} C_{\bar{F}^{R}}(r / L)^{\Delta_{\bar{F}} R}, \quad r / L \rightarrow 0, \tag{82}
\end{equation*}
$$

where the quantities $C_{\bar{F}^{R}}$ generated by the Wilson coefficients $A_{\alpha}$ in Equation (80) are regular in $L$, the summation is carried out over all possible composite renormalized basis operators $\bar{F}^{R}$ allowed by the symmetry of the left side, and $\Delta_{\bar{F} R}$ are their critical dimensions. The leading contributions for $r / L \rightarrow 0$ are those with the least dimension $\Delta_{\bar{F} R}$. In the theory of critical phenomena, it is observed that all the nontrivial composite operators have positive critical dimensions $\Delta_{\bar{F} R}>0$ for small $\varepsilon$ and the most important term in Equation (82) corresponds to the simplest operator $\bar{F}^{R}=1$ with $\Delta_{\bar{F}^{R}}=0$, i.e., the function $R(r / L)$ is finite as $L \equiv r_{c} \rightarrow 0$ (see [6]). However, as has been noted in [68] in the model of developed turbulence composite operators with negative critical dimensions exist and are responsible for possible singular behavior of the scaling functions such as $N$-point correlation functions $W_{N}=\langle\varphi \ldots \varphi\rangle$ as $r / L \rightarrow 0$. We call operators with $\Delta_{\bar{F}^{R}}<0$-if they exist—dangerous [67]. This is motivated by the fact that they correspond to contributions to Equation (82) which diverge for $r / L \rightarrow 0$. The scaling functions in Equation (82) decomposed in dangerous operators exhibit anomalous scaling behavior which is a manifestation of a nontrivial multifractal (intermittent) nature of the statistical fluctuations of the random fields under consideration and globally all the physical system.

Dangerous composite operators in the stochastic model of turbulence occur only for finite values of the RG expansion parameter $\varepsilon$. Let us note that within the $\varepsilon$ expansion it is not possible to determine whether or not a given operator is dangerous, if only its critical dimension is not found exactly employing the Schwinger equations, etc. or the Galilean symmetry (see [67,69]). Furthermore, dangerous operators appear in the operator product expansion in the form of infinite families with the spectrum of critical dimensions unbounded from below. Therefore, for a proper analysis of the large $L$ behavior, a summation of their contributions is called for.

## 6. Schwinger Equations and Conservation Laws

Useful information about composite operators can be gained even without an actual calculation of Feynman diagrams. Exploiting invariance properties of functional integrals provides nontrivial relations known as Schwinger equations [47]. One of the simplest symmetries is the translation invariance of action in Equation (3). It is invariance with respect to a shift $\phi \rightarrow \phi+\omega$, where $\omega=\omega(x)$ is a suitably chosen function that vanishes sufficiently fast, i.e., $\omega(\infty)=0$. Such translations do not change the integration measure and as a result the quantity $\int \mathcal{D} \varphi F[\phi+\omega]$ does not depend on $\omega$ for any functional $F[\phi]$. We then easily derive that the first variation with respect to $\omega$ yields a formal relation

$$
\begin{equation*}
\int \mathcal{D} \phi \frac{\delta F[\phi]}{\delta \phi}=0 \tag{83}
\end{equation*}
$$

written in the notation of Equation (7). The following relation is of particular importance

$$
\begin{equation*}
\int \mathcal{D} \phi \frac{\delta}{\delta \phi} \exp [\mathcal{S}[\phi]+A \phi]=0 \tag{84}
\end{equation*}
$$

Performing variational derivatives gives us

$$
\begin{equation*}
\int \mathcal{D} \phi\left[\frac{\delta \mathcal{S}[\phi]}{\delta \phi}+A(x)\right] \mathrm{e}^{\mathcal{S}[\phi]+A \phi}=0 \tag{85}
\end{equation*}
$$

Multiplication by field $\phi_{\alpha}$ inside the functional integral is tantamount to a differentiation with respect to the corresponding source field $A$. This observation allows us to rewrite Equation (85)

$$
\begin{equation*}
\left[\left.\frac{\delta S[\phi]}{\delta \phi}\right|_{\phi \rightarrow \delta / \delta A}+A(x)\right] \mathcal{G}(A)=0 \tag{86}
\end{equation*}
$$

Substituting $\mathcal{G}=\mathrm{e}^{\mathcal{W}}$, we obtain the corresponding Schwinger equation for $\mathcal{W}[A]$ where from we can derive the equation for $\Gamma[\alpha]$. All these equations are of finite order (for polynomial action) in functional derivatives, and each of them is tantamount to an infinite chain of connected equations for the Green functions-the expansion coefficients of the corresponding functionals [47].

In the following discussion, we need one additional relation that corresponds to the Schwinger equation

$$
\begin{equation*}
\int \mathcal{D} \phi \frac{\delta}{\delta \varphi^{\prime}}(\varphi(x) \exp [\mathcal{S}[\phi]+A \phi])=0 \tag{87}
\end{equation*}
$$

where $\phi$ stands for either the fluctuating field or the corresponding response field.
As discussed in Section 5, composite operators are related to experimentally measurable physical quantities. We illustrate this claim on an example of stochastic hydrodynamics summarized in the field-theoretic action in Equation (24). Our aim is to elucidate transfer of energy in a stationary of turbulent state. The latter condition ensures that time derivatives of averaged quantities are identically zero.

Let us derive equations describing energy and momentum transfer in turbulent flows. To obtain an equation expressing momentum conservation, we employ the first equation in Equation (87), where $\phi$ consists of altogether two $d$-dimensional vector fields $\left\{v, v^{\prime}\right\}$. First, for $\phi$, we choose a response field $v^{\prime}$, and we get

$$
\begin{equation*}
\int \mathcal{D} \phi \frac{\delta}{\delta v_{i}^{\prime}(x)} \exp \left[\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi\right]=\int \mathcal{D} \phi\left[\frac{\delta \mathcal{S}_{\mathrm{NS}}[\phi]}{\delta v_{i}^{\prime}(x)}+A_{v_{i}^{\prime}}\right] \exp \left[\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi\right]=0 \tag{88}
\end{equation*}
$$

Performing indicated derivative, we obtain differential equation

$$
\begin{equation*}
\left\langle A_{v_{i}^{\prime}}+D_{i j} v_{j}^{\prime}-\partial_{t} v_{i}+v_{0} \Delta v_{i}-(v \cdot \nabla) v_{i}-\partial_{i} p\right\rangle=0 \tag{89}
\end{equation*}
$$

Due to transversality of response field $v^{\prime}$, a nonlocal term has appeared, which corresponds to the pressure fluctuations

$$
\begin{equation*}
p=-\frac{\partial_{l} \partial_{s}}{\Delta}\left(v_{l} v_{s}\right) \tag{90}
\end{equation*}
$$

To derive an equation describing energy transfer, we utilize the second Schwinger equation (Equation (87)). In particular, letting $\varphi^{\prime} \rightarrow v^{\prime}$ and $\varphi \rightarrow v$ in Equation (87) yields

$$
\begin{equation*}
\int \mathcal{D} \phi \frac{\delta}{\delta v_{i}^{\prime}(x)}\left(v_{i}(x) \mathrm{e}^{\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi}\right)=0 \tag{91}
\end{equation*}
$$

In an analogous manner to Equation (89), we get

$$
\begin{equation*}
\left\langle v_{i} A_{v_{i}^{\prime}}+v_{i} D_{i j} v_{j}^{\prime}-v_{i} \partial_{t} v_{i}+v_{0} v_{i} \nabla^{2} v_{i}-v_{i}\left(v_{j} \partial_{j}\right) v_{i}-\left(v_{j} \partial_{j}\right) p\right\rangle=0 \tag{92}
\end{equation*}
$$

written in a component notation. Note that all quantities have been normalized to unit mass, i.e., density has been set to unity ( $\rho=1$ ). Equations (89) and (92) represent conservation laws for momentum and energy. They can be further rewritten into a physically more transparent form

$$
\begin{align*}
\left\langle\partial_{t} v_{i}+\partial_{j} \Pi_{i j}\right\rangle & =\left\langle D_{i j} v_{j}^{\prime}\right\rangle+A_{v_{i}^{\prime}}  \tag{93}\\
\left\langle\partial_{t} E+\partial_{i} S_{i}\right\rangle & =\left\langle-\mathcal{E}+v_{i} D_{i j} v_{j}^{\prime}+v_{i} A_{v_{i}^{\prime}}\right\rangle \tag{94}
\end{align*}
$$

where $v_{i}$ might be interpreted as momentum density, $E \equiv v^{2} / 2$ is energy density, $\Pi_{i k}$ is tensor of momentum transfer, $S_{i}$ is vector of energy flow, and $\mathcal{E}$ is a rate of energy dissipation. Direct comparison of Equations (89) and (92) with Equations (93) and (94) yields explicit expressions

$$
\begin{align*}
\Pi_{i j} & =p \delta_{i j}+v_{i} v_{j}-v_{0}\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right)  \tag{95}\\
S_{i} & =p v_{i}-v_{0} v_{j}\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right)+\frac{1}{2} v_{i} v^{2}  \tag{96}\\
\mathcal{E} & =\frac{1}{2} v_{0}\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right)^{2} . \tag{97}
\end{align*}
$$

We recognize Equation (93) as a stochastic Navier-Stokes equation stirred by random force $D_{i j} v_{j}^{\prime}$ and regular force $A_{v_{i}^{\prime}}$.

Functional averaging of Equations (93) and (94) according to the prescription in Equation (6) with weigh functional $\exp \mathcal{S}_{\mathrm{NS}}[\phi]$ leads to the balance equation for energy and momentum. Assuming vanishing external force $A_{v_{i}^{\prime}}$, we obtain the following equation for time derivative of energy

$$
\begin{equation*}
\partial_{t}\langle E\rangle=-\langle\mathcal{E}\rangle-\partial_{i}\left\langle S_{i}\right\rangle+\left\langle v_{i} D_{i j} v_{j}^{\prime}\right\rangle \tag{98}
\end{equation*}
$$

It is clear that for homogeneous and isotropic flows at zero external force the mean value $\langle F(x)\rangle$ of an arbitrary composite operator $F(x)=F(t, x)$ could not depend on the position $x$. Hence, it is constant and consequently all spatial derivatives are identically zero. From Equation (98), we then get for steady state

$$
\begin{equation*}
\overline{\mathcal{E}}=\int \mathrm{d} x D_{i j}\left(x, x^{\prime}\right)\left\langle v_{i}(x) v_{j}^{\prime}\left(x^{\prime}\right)\right\rangle \tag{99}
\end{equation*}
$$

where we have introduced the following abbreviation for mean energy dissipation

$$
\begin{equation*}
\overline{\mathcal{E}} \equiv\langle\mathcal{E}\rangle \tag{100}
\end{equation*}
$$

Let us recall (see Equation (19)) that pair correlation for random force can be written as $D_{i j}\left(x, x^{\prime}\right)=$ $\delta\left(t-t^{\prime}\right) d_{i j}\left(x, x^{\prime}\right)$. Insertion of this relation into Equation (100) and integrating over time variable $t$ yields

$$
\begin{equation*}
\overline{\mathcal{E}}=\left.\int \mathrm{d}^{d} x d_{i j}\left(x, x^{\prime}\right)\left\langle v_{i}(t, x) v_{j}^{\prime}\left(t, x^{\prime}\right)\right\rangle\right|_{t=t^{\prime}} \tag{101}
\end{equation*}
$$

To the lowest order in perturbation theory, the retarded response function $\left\langle v_{i}(t, x) v_{j}^{\prime}\left(t, x^{\prime}\right)\right\rangle_{0}$ is $\delta$-correlated in spatial variable. This property holds also for the full response function $\left\langle v_{i}(x) v_{j}^{\prime}\left(x^{\prime}\right)\right\rangle$ (what follows from a straightforward analysis of Feynman graphs) and therefore

$$
\begin{equation*}
\left.\left\langle v_{i}(x) v_{j}^{\prime}\left(x^{\prime}\right)\right\rangle\right|_{t=t^{\prime}}=\frac{1}{2} \delta\left(x-x^{\prime}\right)\left(\delta_{i j}-\frac{\partial_{i} \partial_{j}}{\Delta}\right) \tag{102}
\end{equation*}
$$

Insertion of this relation into Equation (101), recalling Equation (20) and integrating through spatial variable $x^{\prime}$, we derive

$$
\begin{equation*}
\overline{\mathcal{E}}=\frac{1}{2} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} d_{f}(k) P_{i j}(\boldsymbol{k}) P_{i j}(\boldsymbol{k}) \tag{103}
\end{equation*}
$$

Summation over internal indices $i$ and $j$ corresponds to a calculation for a trace of transverse projection operator $P_{i i}(\boldsymbol{k})$, which equals $d-1$. Thus, we finally arrive at the expression

$$
\begin{equation*}
\overline{\mathcal{E}}=\frac{d-1}{2(2 \pi)^{d}} \int \mathrm{~d}^{d} k d_{f}(k) \tag{104}
\end{equation*}
$$

This relation reflects an important property of stationary homogeneous turbulence. It expresses the expected fact that, to achieve a stationary state, it is necessary to inject energy into a system in a continuous fashion. In the stochastic approach, this is done through a random force, which compensates energetic losses due to friction processes. These losses are expressed through mean energy dissipation $\overline{\mathcal{E}}$.

## 7. Ward Identities and Galilean Invariance

We say that a given theory possesses a symmetry, if the corresponding action functional of the theory is zero under the action generating this symmetry. Ward-Takahashi identities mathematically express inherent symmetry of a given field-theoretic action. In stochastic models of turbulence, they correspond to the well-known Galilean invariance. As a rule, these identities provide nontrivial relations between various Green functions of theory and consequently between renormalization constants. Moreover, they are also relevant for an analysis of composite operators.

As pointed out in Section 4, certain divergences present in Feynman diagrams of the perturbative expansion of a Green function might cancel each other, so that the given Green function is in fact UV finite. This compensation might be caused by the inherent fact that the underlying stochastic model describing developed turbulence is invariant with respect to the Galilean transformations. Of course, such and similar mechanisms are quite general in physics. As a further example, we can mention absence of potential UV divergences in quantum electrodynamics, or even quantum chromodynamics describing strong interactions between quarks and gluons. The underlying symmetry in these cases is gauge symmetry.

Now, we show that Galilean invariance in the model in Equation (24) ensures that UV divergences in triple 1PI function

$$
\begin{equation*}
\left\langle v_{i}^{\prime}\left(x_{1}\right) v_{j}\left(x_{2}\right) v_{k}\left(x_{3}\right)\right\rangle_{1 \mathrm{PI}} \equiv \Gamma_{i, j k}\left(x_{1} ; x_{2}, x_{3}\right) \tag{105}
\end{equation*}
$$

are actually absent. The essential idea consists in a derivation of certain Ward identity, which takes form of an differential equation relating the triple 1PI Green function $\Gamma_{i ; s l}$ with the pair 1PI Green function $\Gamma_{i, j}$, which is an abbreviation for

$$
\begin{equation*}
\left\langle v_{i}^{\prime}\left(x_{1}\right) v_{j}\left(x_{2}\right)\right\rangle_{1 \mathrm{PI}} \equiv \Gamma_{i, j}\left(x_{1} ; x_{2}\right) \tag{106}
\end{equation*}
$$

These relations stem from invariance property of generating functional with respect to the Galilean transformations. Then, an absence of certain types of UV divergences in $\Gamma_{i, j}$ leads to absence of divergences in $\Gamma_{i, j k}$.

Let us consider a generalized Galilean transformation of fields $\phi \equiv\left\{\boldsymbol{v}^{\prime}, \boldsymbol{v}\right\}$ defined as follows

$$
\begin{equation*}
\phi \rightarrow \phi_{w}: v_{w}(x)=v\left(x_{w}\right)-w(t), \quad v_{w}^{\prime}(x)=v^{\prime}\left(x_{w}\right), \tag{107}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{x}_{w} \equiv \boldsymbol{x}+\boldsymbol{u}(t) ; \quad t=t^{\prime} ; \quad \boldsymbol{u}=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \boldsymbol{w}\left(t^{\prime}\right)=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right) \boldsymbol{w}\left(t^{\prime}\right) \tag{108}
\end{equation*}
$$

Here, $\boldsymbol{w}(t)$ is some velocity vector describing the Galilean transformation. The spatial vector $\boldsymbol{u}(t)$ is responsible for a shift of spatial coordinate $\boldsymbol{x}$. The transformations in Equation (107) are a generalization of the standard Galilean transformations [70], in which velocity $w$ is constant in time variable. This is brought about by functional integration in which functional space has to be restricted by appropriate conditions. Here, it is required that velocity and response fields $v$ and $v^{\prime}$ vanish sufficiently quickly in the limit $|t| \rightarrow \infty$. Of course, arbitrary symmetry transformation of the model must comply with this property.

Insertion of Equation (107) into the action in Equation (24) yields the following relation for the transformed action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{NS}}\left[\phi_{w}\right]=\mathcal{S}_{\mathrm{NS}}[\phi]+v^{\prime} \cdot \partial_{t} w=\mathcal{S}_{\mathrm{NS}}[\phi]-\left(\partial_{t} v^{\prime}\right) \cdot w, \tag{109}
\end{equation*}
$$

where in the last equation we have transformed time derivative using partial integration. In this derivation, the following relations for variational derivatives have been utilized

$$
\begin{align*}
\delta_{w} \boldsymbol{v}(x) & =(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{v}(x)-\boldsymbol{w}  \tag{110}\\
\delta_{w} \boldsymbol{v}^{\prime}(x) & =(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{v}^{\prime}(x)  \tag{111}\\
\delta_{w} \partial_{t} \boldsymbol{v}(x) & =(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \partial_{t} \boldsymbol{v}(x)+(w \cdot \nabla) \boldsymbol{v}(x)-\partial_{t} w \tag{112}
\end{align*}
$$

which can be directly obtained from Equation (107). In infinitesimal form, Equation (109) takes form

$$
\begin{equation*}
\delta_{w} \mathcal{S}_{\mathrm{NS}}[\phi]=-\left(\partial_{t} v^{\prime}\right) \cdot w, \tag{113}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{w} \mathcal{S}_{\mathrm{NS}}[\phi] \equiv \mathcal{S}_{\mathrm{NS}}\left[\phi_{w}\right]-\mathcal{S}_{\mathrm{NS}}[\phi]=\left.w \cdot \frac{\delta \mathcal{S}_{\mathrm{NS}}\left[\phi_{w}\right]}{\delta w}\right|_{w=0} \tag{114}
\end{equation*}
$$

The implicit assumption in derivation of Equation (113) is smallness of velocity $\boldsymbol{w}$.
In a compact form, the requirement of Galilean invariance for the model in Equation (24) is equivalent to the condition

$$
\begin{equation*}
\mathcal{G}[A]=\mathcal{G}\left[A_{w}\right] \tag{115}
\end{equation*}
$$

or in an infinitesimal form

$$
\begin{equation*}
\delta_{w} \mathcal{G}[A]=0,\left.\quad w \cdot \frac{\delta \mathcal{G}\left[A_{w}\right]}{\delta \boldsymbol{w}}\right|_{w=0}=0 \tag{116}
\end{equation*}
$$

The Ward identities are useful not only for Green functions of basic fields $v, v^{\prime}$, but for composite operators as well (see Section 5). This motivates an introduction of generalized generating functional that includes composite operators $F$. It can be presented in the following form

$$
\begin{equation*}
\mathcal{G}[A, a]=\int \mathcal{D} \phi \exp \left[\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi+a F(\phi)\right] \tag{117}
\end{equation*}
$$

where $a F(\phi)$ stands for $a F(\phi) \equiv \sum_{i}^{N} \int \mathrm{~d} x a_{i}(x) F_{i}(\phi, x)$. Sources $a_{i}(x)$ correspond to $N$ composite operators $F_{i}(\phi, x)$. In principle, the functional in Equation (117) generates not only all possible Green functions of basic fields, but also full Green functions consisting of arbitrary inclusion of composite operators and fields. In this regard, it is useful to compare this generating functional in Equation (117) with the functional in Equation (74) that generates Green functions containing one inclusion of composite operator $F$.

The functional measure is obviously translationally invariant. Hence, equality $\mathcal{D} \phi=\mathcal{D} \phi_{v}$ is satisfied and Equation (116) can be rewritten in the following way

$$
\begin{equation*}
\int \mathcal{D} \phi \delta_{w} \mathrm{e}^{\mathcal{S}_{\mathrm{NS}}\left(\phi_{w}\right)+A \phi_{w}+a F_{w}}=0 \tag{118}
\end{equation*}
$$

or

$$
\begin{equation*}
\int \mathcal{D} \phi\left\{\delta_{w} \mathcal{S}_{\mathrm{NS}}[\phi]+A \delta_{w} \phi+a \delta_{w} F\right\} \mathrm{e}^{\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi+a F}=0 \tag{119}
\end{equation*}
$$

As source fields $A$ and $a$ are independent, the choice $a=0$ yields Ward identities for Green functions of basic fields, whereas $a \neq 0$ leads to additional Ward identities for Green functions containing contributions from composite operators. Further, we concentrate on derivation of Ward identity for Green function containing solely basic fields $\phi=\left\{v, v^{\prime}\right\}$, which we derive from Equation (119) inserting $a=0$. We have

$$
\begin{equation*}
\left\langle\left\langle-w \cdot \partial_{t} v^{\prime}+A \delta_{w} \phi\right\rangle\right\rangle=0, \tag{120}
\end{equation*}
$$

where double brackets $\langle\langle\cdots\rangle\rangle$ correspond to the functional averaging with respect to the weight functional $\exp [\mathcal{S}[\phi]+A \phi]$

$$
\begin{equation*}
\langle\langle\cdots\rangle\rangle=\frac{\int \mathcal{D} \phi \ldots \exp \left[\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi\right]}{\int \mathcal{D} \phi \exp \left[\mathcal{S}_{\mathrm{NS}}[\phi]+A \phi\right]} . \tag{121}
\end{equation*}
$$

Using the relations in Equations (108)-(111), we rewrite Equation (120) in the component notation

$$
\begin{equation*}
\int \mathrm{d} x w_{i}(t)\left\langle\left\langle-\partial_{t} v_{i}^{\prime}(x)+\int_{-\infty}^{t} \mathrm{~d} t^{\prime}\left[A_{j}\left(x^{\prime}\right) \partial_{i} v_{j}\left(x^{\prime}\right)+A_{j}^{\prime}\left(x^{\prime}\right) \partial_{i} v_{j}^{\prime}\left(x^{\prime}\right)\right]-A_{i}(x)\right\rangle\right\rangle=0 \tag{122}
\end{equation*}
$$

where for brevity we have denoted $x^{\prime} \equiv\left(t^{\prime}, x\right), \partial_{i}=\partial / \partial x_{i}, A_{j}(x) \equiv A_{v_{j}}(x)$ and $A_{j}^{\prime}(x) \equiv A_{v_{j}^{\prime}}(x)$. As Galilean velocity $w$ is arbitrary, Equation (122) can be further simplified to

$$
\begin{equation*}
\int \mathrm{d}^{d} x\left\langle\left\langle-\partial_{t} v_{i}^{\prime}(x)+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right)\left[A_{j}\left(x^{\prime}\right) \partial_{i} v_{j}\left(x^{\prime}\right)+A_{j}^{\prime}\left(x^{\prime}\right) \partial_{i} v_{j}^{\prime}\left(x^{\prime}\right)\right]-A_{i}(x)\right\rangle\right\rangle=0 \tag{123}
\end{equation*}
$$

Every term in Equation (123) containing fields $\phi$ might be obtained by taking an appropriate number of derivatives of $\exp [A \phi]$ with respect to source $A$. This means that field $\phi$ can be effectively replaced by variational derivative $\delta / \delta A$

$$
\begin{equation*}
\phi \quad \text { in } \quad\langle\langle\ldots\rangle\rangle \Leftrightarrow \frac{\delta}{\delta A} . \tag{124}
\end{equation*}
$$

Hence, we get

$$
\begin{equation*}
\int \mathrm{d}^{d} x\left\langle\left\langle-\partial_{t} \frac{\delta}{\delta A_{i}^{\prime}(x)}+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right)\left[A_{j}\left(x^{\prime}\right) \frac{\partial}{\partial x_{i}} \frac{\delta}{\delta A_{j}\left(x^{\prime}\right)}+A_{j}^{\prime}\left(x^{\prime}\right) \frac{\partial}{\partial x_{i}} \frac{\delta}{\delta A_{j}^{\prime}\left(x^{\prime}\right)}\right]-A_{i}(x)\right\rangle\right\rangle=0 . \tag{125}
\end{equation*}
$$

In this formulation, the whole expression in brackets does not depend on integration over fields $\phi$ and the equation can be further rewritten in terms of generating functional

$$
\begin{equation*}
\int \mathrm{d}^{d} x\left\{-\partial_{t} \frac{\delta}{\delta A_{i}^{\prime}(x)}+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right)\left[A_{j}\left(x^{\prime}\right) \frac{\partial}{\partial x_{i}} \frac{\delta}{\delta A_{j}\left(x^{\prime}\right)}+A_{j}^{\prime}\left(x^{\prime}\right) \frac{\partial}{\partial x_{i}} \frac{\delta}{\delta A_{j}^{\prime}\left(x^{\prime}\right)}\right]-A_{i}(x)\right\} \mathcal{G}(A)=0 \tag{126}
\end{equation*}
$$

Substituting $\mathcal{G}=\mathrm{e}^{\mathcal{W}}$, we rewrite Equation (126) into equation for generating functional $\mathcal{W}$ for connected Green functions

$$
\begin{equation*}
\int \mathrm{d}^{d} x\left\{-\partial_{t} \frac{\delta \mathcal{W}}{\delta A_{i}^{\prime}(x)}+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right)\left[A_{j}\left(x^{\prime}\right) \frac{\partial x}{\partial x_{i}} \frac{\delta \mathcal{W}}{\delta A_{j}\left(x^{\prime}\right)}+A_{j}^{\prime}\left(x^{\prime}\right) \frac{\partial}{\partial x_{i}} \frac{\delta \mathcal{W}}{\delta A_{j}^{\prime}\left(x^{\prime}\right)}\right]-A_{i}(x)\right\}=0 . \tag{127}
\end{equation*}
$$

Finally, by means of the functional Legendre transformations in Equation (57), we rewrite Equation (127) in terms of generating functional for 1PI (vertex) functions $\Gamma$

$$
\begin{equation*}
\int \mathrm{d}^{d} x\left\{-\partial_{t} \alpha_{i}^{\prime}(x)+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \theta\left(t-t^{\prime}\right)\left[\frac{\delta \Gamma(\alpha)}{\delta \alpha_{j}\left(x^{\prime}\right)} \frac{\partial \alpha_{v_{j}}\left(x^{\prime}\right)}{\partial x_{i}}+\frac{\delta \Gamma(\alpha)}{\delta \alpha_{j}^{\prime}\left(x^{\prime}\right)} \frac{\partial \alpha_{v_{j}^{\prime}}\left(x^{\prime}\right)}{\partial x_{i}}\right]-\frac{\delta \Gamma(\alpha)}{\delta \alpha_{i}(x)}\right\}=0, \tag{128}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i} \equiv \alpha_{v_{i}}, \quad \alpha_{i}^{\prime} \equiv \alpha_{v_{i}^{\prime}} . \tag{129}
\end{equation*}
$$

Generating functional $\Gamma$ can be represented in form of formal Taylor series with respect to sources $\alpha$, in which coefficients by powers $\alpha^{n}(n=0,1,2, \ldots, \infty)$ are 1PI Green functions. The first few terms are

$$
\begin{equation*}
\Gamma(\alpha)=\alpha_{v^{\prime}} \Gamma_{v^{\prime} v} \alpha_{v}+\frac{1}{2} \alpha_{v^{\prime}} \Gamma_{v^{\prime} v v} \alpha_{v}^{2}+\cdots \tag{130}
\end{equation*}
$$

where, for instance, the second term actually stands for an expression

$$
\begin{equation*}
\alpha_{v^{\prime}} \Gamma_{v^{\prime} v v} \alpha_{v}^{2} \equiv \int \mathrm{~d} x_{1} \int \mathrm{~d} x_{2} \int \mathrm{~d} x_{3} \alpha_{v_{i}^{\prime}}\left(x_{1}\right) \Gamma_{i, j k}\left(x_{1} ; x_{2}, x_{3}\right) \alpha_{v_{j}}\left(x_{2}\right) \alpha_{v_{k}}\left(x_{3}\right) \tag{131}
\end{equation*}
$$

Insertion of this expansion into Equation (128), we get an infinite system of the Ward identities that relates various 1PI Green functions. For the present discussion, the most relevant is the Ward identity between pair (two-point) and triple (three-point) Green functions. The substitution of the expansion in Equation (130) into Equation (128) yields a formal polynomial in variables $\alpha_{i}$ and $\alpha_{j}^{\prime}$. A comparison of terms proportional to term $\alpha_{i} \alpha_{j}^{\prime}$ gives the following relation

$$
\begin{equation*}
\int \mathrm{d}^{d} x \Gamma_{i, j k}\left(x_{1} ; x_{2}, x\right)+\left[\theta\left(t-t_{1}\right) \frac{\partial}{\partial x_{1 k}}+\theta\left(t-t_{2}\right) \frac{\partial}{\partial x_{2 k}}\right] \Gamma_{i, s}\left(x_{1} ; x_{2}\right)=0 . \tag{132}
\end{equation*}
$$

Due to translation, invariance, $\Gamma_{i, j}\left(x_{1} ; x_{2}\right)=\Gamma_{i, j}\left(x_{1}-x_{2} ; 0\right)$, therefore

$$
\begin{equation*}
\frac{\partial}{\partial x_{2 k}}=-\frac{\partial}{\partial x_{1 k}}, \quad k=1, \ldots, d . \tag{133}
\end{equation*}
$$

Using this relation and integrating over time, the variable $t$ (132) yields

$$
\begin{equation*}
\iint \mathrm{d}^{d} x \mathrm{~d} t \Gamma_{i, j k}\left(x_{1} ; x_{2}, x\right)+\int \mathrm{d} t\left[\theta\left(t-t_{1}\right)-\theta\left(t-t_{2}\right)\right] \frac{\partial}{\partial x_{1 k}} \Gamma_{i, j}\left(x_{1} ; x_{2}\right)=0 . \tag{134}
\end{equation*}
$$

Let us integrate the second term in this equation over time $t\left(\Gamma_{i, j}\left(x_{1} ; x_{2}\right)\right.$ does not depend on time variable $t$, only on $t_{1}$ and $t_{2}$ ). It is straightforward to show that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} t\left[\theta\left(t-t_{1}\right)-\theta\left(t-t_{2}\right)\right]=\int_{t_{1}}^{\infty} \mathrm{d} t-\int_{t_{2}}^{\infty} \mathrm{d} t=\int_{t_{1}}^{t_{2}} \mathrm{~d} t=t_{2}-t_{1} \tag{135}
\end{equation*}
$$

Employing this relation in Equation (134), we finally obtain the required Ward identity in the coordinate representation

$$
\begin{equation*}
\int \mathrm{d} x \Gamma_{i, j k}\left(x_{1} ; x_{2}, x\right)+\left(t_{2}-t_{1}\right) \frac{\partial \Gamma_{i, j}\left(x_{1} ; x_{2}\right)}{\partial x_{1 k}}=0 \tag{136}
\end{equation*}
$$

For an analysis of UV divergences, it is useful to rewrite the Ward identity into a frequencymomentum (Fourier) representation. Let us determine Fourier transforms of pair and triple Green functions. They read

$$
\begin{equation*}
\Gamma_{i, j}\left(x_{1} ; x_{2}\right)=\frac{1}{(2 \pi)^{2 d+2}} \int \mathrm{~d} p_{1} \int \mathrm{~d} p_{2} \Gamma_{i, j}\left(p_{1} ; p_{2}\right) \mathrm{e}^{i\left(\boldsymbol{p}_{1} \cdot x_{1}+\boldsymbol{p}_{2} \cdot x_{2}\right)-i\left(\omega_{1} t_{1}+\omega_{2} t_{2}\right)} \tag{137}
\end{equation*}
$$

where $p_{i}=\left(\omega_{i}, \boldsymbol{p}_{i}\right)$. Translation invariance in time and space variables dictates

$$
\begin{equation*}
\Gamma_{i, j}\left(p_{1}, p_{2}\right)=(2 \pi)^{d+1} \delta\left(\omega_{1}+\omega_{2}\right) \delta^{(d)}\left(\boldsymbol{p}_{1}+\boldsymbol{p}_{2}\right) \Gamma_{i, j}\left(p_{1}\right) \tag{138}
\end{equation*}
$$

This allows us to simplify Equation (137) into

$$
\begin{equation*}
\Gamma_{i, j}\left(x_{1} ; x_{2}\right)=\frac{1}{(2 \pi)^{d+1}} \int \mathrm{~d} p \Gamma_{i ; j}(p) \mathrm{e}^{i p \cdot\left(x_{1}-p_{2} \cdot x_{2}\right)-i \omega_{p}\left(t_{1}-t_{2}\right)} \tag{139}
\end{equation*}
$$

A similar consideration applies also for the triple Green function $\Gamma_{i, j k}$ and leads to the Fourier representation

$$
\begin{equation*}
\Gamma_{i, j k}\left(x_{1} ; x_{2}, x_{3}\right)=\iiint \frac{\mathrm{d} p_{1} \mathrm{~d} p_{2} \mathrm{~d} p_{3}}{(2 \pi)^{2(d+1)}} \delta\left(\sum_{i} \omega_{i}\right) \delta^{(d)}\left(\sum_{i} p_{i}\right) \Gamma_{i, j k}\left(p_{1} ; p_{2}, p_{3}\right) \mathrm{e}^{i \sum_{i=1}^{3}\left(p_{i} x_{i}-\omega_{i} t_{i}\right)} \tag{140}
\end{equation*}
$$

Hence, we derive

$$
\begin{equation*}
\int \mathrm{d} x \Gamma_{i, j k}\left(x_{1} ; x_{2}, x\right)=\frac{1}{(2 \pi)^{d+1}} \int \mathrm{~d} p \Gamma_{i, j k}(p ;-p, 0) \mathrm{e}^{i \boldsymbol{p}\left(x_{1}-x_{2}\right)-i \omega_{p}\left(t_{1}-t_{2}\right)} \tag{141}
\end{equation*}
$$

Insertion of the relations in Equations (139) and (141) into Equation (136) leads to the Ward identity in form

$$
\begin{equation*}
\Gamma_{i, j k}(p ;-p, 0)=p_{l} \frac{\partial}{\partial \omega_{p}} \Gamma_{i, j}(p) \tag{142}
\end{equation*}
$$

This relation can be conveniently represented in a graphical form as follows


From the Ward identity, it directly follows that there are no UV divergences in triple Green functions. In fact, on the right hand side of Equation (143), we have the Green function $\Gamma_{i, j}$, which contains only divergent structures that are proportional to $p^{2}$ (divergences proportional to frequency $\omega_{p}$ ). Therefore, taking derivative with respect to frequency $\omega_{p}$ ensures that the divergent part on right hand side of Equation (143) vanishes. Hence, the right hand side of Equation (143) is UV finite and therefore also the left hand side of the given equation is UV finite. This concludes the proof of UV finiteness of the triple one-time 1PI Green function $\Gamma_{i, j k}$.

## 8. Symmetry Restoration

In the previous Section 7, we show that the Galilean symmetry in Equations (107)-(108) restricts appearances of UV divergences in the perturbation theory. In this regard, a natural question arises: What can violation of the Galilean symmetry lead to? We address this issue in the context of the stochastic Navier-Stokes model in Equation (24). Let us note that the following exposition closely follows that in [71], where all necessary technical details can be found. Violation can be achieved by various means. In particular, it can be achieved by modification of time behavior of the force correlator in Equation (20). Let us imagine that there exists microscopic finite correlation time behaving according to Ornstein-Uhlenbeck process [17,72].

Without loss of generality, let us consider a generalization of Equation (23) as

$$
\begin{equation*}
\left\langle f_{i}(\omega, \boldsymbol{k}) f_{j}\left(\omega^{\prime}, \boldsymbol{k}^{\prime}\right)\right\rangle=(2 \pi)^{d+1} \delta\left(\omega+\omega^{\prime}\right) \delta\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}\right) P_{i j}(\boldsymbol{k}) d_{f}(\omega, \boldsymbol{k}) \tag{144}
\end{equation*}
$$

where the kernel function $d_{f}$ now assumes the following form

$$
\begin{equation*}
d_{f}\left(\omega_{k}, \boldsymbol{k}\right)=D_{0} P_{i j}(\boldsymbol{k}) \frac{k^{8-d-(y+2 \eta)}}{\omega_{k}^{2}+v_{0}^{2} u_{0}^{2} k^{4-2 \eta}} \tag{145}
\end{equation*}
$$

Exponent $\eta$ is related to the dispersion law $\omega_{k} \propto k^{-2+\eta}$. From dimensional considerations, parameter $D_{0}$ can be represented as

$$
\begin{equation*}
D_{0}=g_{0} v_{0}^{5} u_{0}^{2} \tag{146}
\end{equation*}
$$

which can be interpreted as a defining relation for charge $g_{0}$. Quite general form of Equation (145) allows studying two special cases: the limit $u_{0} \rightarrow 0$ fully corresponds to the time-independent correlation of random force. On the other hand, the limit $u_{0} \rightarrow \infty$ yields the previously analyzed Galilean model in Equation (20).

The propagator in the frequency-momentum representation takes the form

$$
\begin{equation*}
\left\langle v_{i} v_{j}\right\rangle_{0}=D_{0} \frac{k^{8-d-(y+2 \eta)}}{\omega^{2}+v_{0}^{2} u_{0}^{2} k^{4-2 \eta}} \frac{P_{i j}(\boldsymbol{k})}{\omega^{2}+v_{0}^{2} k^{4}} \tag{147}
\end{equation*}
$$

According to the theoretical consideration discussed in Sections 2 and 4, it can be shown [71] that the model corresponding to Equation (24) with Equation (145) is multiplicatively renormalizable in which two renormalization constants $Z_{1}$ and $Z_{2}$ have to be added. The renormalized action functional is

$$
\begin{equation*}
\mathcal{S}_{\mathrm{NS}}[\phi]=\frac{1}{2} v_{i}^{\prime} D_{i k} v_{k}^{\prime}+v_{k}^{\prime}\left[-\partial_{t}-Z_{1}\left(v_{i} \partial_{i}\right)+Z_{2} v \partial^{2}\right] v_{k} \tag{148}
\end{equation*}
$$

where $g, v$, and $u$ are the renormalized counterparts of the bare (original) parameters; the correlation function $D_{v}$ is written in terms of the renormalized parameters with the use of the relation $g_{0} \nu_{0}^{5} u_{0}^{2}=$ $g \mu^{y+2 \eta} \nu^{5} u^{2}$; and the reference scale $\mu$ is a new free parameter of the renormalized model. The action of the renormalized model in Equation (148) can be constructed from the original action in Equation (24) by renormalization of fields $v \rightarrow Z_{v} v, v^{\prime} \rightarrow Z_{v^{\prime}} v^{\prime}$ and parameters

$$
\begin{equation*}
g_{0}=g \mu^{y} Z_{g}, \quad u_{0}=u \mu^{\eta} Z_{u}, \quad v_{0}=v Z_{v} \tag{149}
\end{equation*}
$$

The renormalization constants in Equations (148) and (149) are related as follows

$$
\begin{equation*}
Z_{v}=Z_{2}, \quad Z_{u}=Z_{2}^{-1}, \quad Z_{g}=Z_{1}^{2} Z_{2}^{-3}, \quad Z_{v}=Z_{v^{\prime}}^{-1}=Z_{1} \tag{150}
\end{equation*}
$$

The leading one-loop calculation [71] of Feynman diagrams is relatively straightforward and ensuing anomalous dimensions are

$$
\begin{equation*}
\gamma_{1}=g \frac{1}{d(d+2)} \frac{u}{(u+1)^{3}}, \quad \gamma_{2}=g \frac{1}{d(d+2)} \frac{u^{3} d(d-1)+3 u^{2} d(d-1)+2 u\left(d^{2}-d+2\right)}{4(u+1)^{3}} \tag{151}
\end{equation*}
$$

where for brevity the following redefinition of the charge $g$

$$
\begin{equation*}
g \frac{S_{d}}{(2 \pi)^{d}} \equiv g \overline{S_{d}} \rightarrow g . \tag{152}
\end{equation*}
$$

has been used. Further, from the relations in Equation (150), we get $\beta$-functions

$$
\begin{equation*}
\beta_{g}=g\left(-y-2 \gamma_{1}+3 \gamma_{2}\right), \quad \beta_{u}=u\left(-\eta+\gamma_{2}\right) \tag{153}
\end{equation*}
$$

A straightforward analysis of the $\beta$ functions reveals three IR fixed points: the trivial fixed point (zero values of charges' coordinates) and two nontrivial fixed points. The trivial (Gaussian) fixed point, at which all nonlinearities are IR irrelevant, is

$$
\begin{equation*}
g^{*}=0, \quad u^{*}=0 \tag{154}
\end{equation*}
$$

and is $\operatorname{IR}$ attractive when both $y$ and $\eta$ are negative.
A further fixed point $\left\{g^{*}, u^{*}\right\}$ with the coordinates

$$
\begin{equation*}
u^{*}=\frac{-3+\sqrt{1-\frac{16(\alpha-1)}{d(d-1)(3 \alpha-1)}}}{2}, \quad g^{*}=d(d+2) \frac{\left(u^{*}+1\right)^{3}}{u^{*}} \frac{3 \alpha-1}{2} y, \tag{155}
\end{equation*}
$$

is actually of a saddle-point type for, which one eigenvalue of the matrix $\Omega$ is positive and the other negative.

The most interesting fixed point is actually obtained in the limit $u^{*} \rightarrow \infty$, from Equations (145) and (147). This case corresponds to an earlier studied model with random force uncorrelated in time [32]. Therefore, we might expect to find the known fixed point of this model. Introducing a new variable $x=1 / u$, one obtains a new $\beta$ function of the following form

$$
\begin{equation*}
\beta_{x}=\widetilde{\mathcal{D}}_{\mu} x=-\frac{1}{u^{2}} \beta_{u}=x\left[\eta-g \frac{d-1}{4(d+2)}\right] \tag{156}
\end{equation*}
$$

Actual calculations reveal the existence of the fixed point with the coordinates

$$
\begin{equation*}
x^{*}=0, \quad g^{*}=\frac{4(d+2)}{3(d-1)} y \tag{157}
\end{equation*}
$$

which coincides with that in Ref. [32] and is IR attractive in the region restricted by inequalities $y>0$ and $\eta>y / 3$.

The main conclusion from these considerations is that at the only nontrivial IR attractive fixed point correlation time vanishes. In other words, the Galilean symmetry, broken by the colored random force in Equation (145), is reestablished in the IR limit.

## 9. Parity Breaking in Magnetohydrodynamic Turbulence

In addition to the passive scalar problems introduced in Section 3, there exists a broad class of problems related to vector admixtures [23,35]. Due to the presence of more degrees of freedom, it is natural to expect that observed behavior can be richer than in scalar case. Among many, much attraction has been gained by a model of magnetohydrodynamics (MHD) [73-76]. The interplay between the velocity field and the magnetic field is crucial in explaining many phenomena-magnetic dynamo, convective processes, galaxy formation, etc. [77-81]-therefore it is clear that it has to be taken into account properly.

The full stochastic MHD problem is rather complicated, therefore for many purposes for a theoretical description it has been proposed to use a simplified model-the kinematic KazantsevKraichnan model [35]. Its basic assumption is that the vector field of magnetic induction $\boldsymbol{B}$ (hereinafter, referred to as vector) is passively advected by the turbulent flow, but reaction on the velocity field by the magnetic field is neglected. The most notable point of criticism to the Kazantsev-Kraichnan model is the assumption about the velocity field using a simple Gaussian statistical ensemble. From a more fundamental point of view, the velocity field would be generated dynamically. Therefore, we assume here that the velocity field is brought about by the stochastic Navier-Stokes equation expounded in Section 3.

The introduction of magnetic field in the Kazantsev-Kraichnan model comes from a physical approximation called magnetohydrodynamic limit [74,75]. It is assumed that the matter is electrically
neutral at large scales and that the mean free path is much shorter than the corresponding Debye length. This assures that the electric displacement field accounting for the overall motion of charged particles can be entirely neglected. The system is then completely described in terms of the variables of density, pressure, and mean velocity field. From the RG point of view the displacement field is IR irrelevant. Hence, there is no need to retain it. Faraday's law $\partial_{t} \boldsymbol{B}=-\boldsymbol{\nabla} \times \boldsymbol{E}$ together with the generalized Ohm's law $\boldsymbol{J}=\sigma(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B})$ give rise to the advection-diffusion equation $\partial_{t} \boldsymbol{B}-\boldsymbol{\nabla} \times(\boldsymbol{v} \times \boldsymbol{B})=\kappa_{0} \boldsymbol{\nabla}^{2} \boldsymbol{B}$. According to the functional formulation from Section 2, the corresponding stochastic problem assumes the form

$$
\begin{equation*}
\partial_{t} b_{i}+\partial_{k}\left(v_{k} b_{i}-v_{i} b_{k}\right)=\kappa_{0} \partial^{2} b_{i}+f_{i}^{\theta} \tag{158}
\end{equation*}
$$

where $b_{i}$ is just the fluctuating component of the magnetic induction, $\kappa_{0}$ is the magnetic diffusion coefficient, and a stochastic source term $f_{i}^{\theta}$ has been added to the right side. This term is the random part of the curl of the current and stems from the intrinsic randomness of the magnetic field [31]. A detailed account of the MHD problem can be found in [73-75].

The random source $f_{i}^{\theta}$ in Equation (158) is assumed to be zero-mean Gaussian with the correlation function

$$
\begin{equation*}
\left\langle f_{i}^{b}(t, x) f_{j}^{b}\left(t^{\prime}, x^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) C_{i j}\left(\boldsymbol{r} / L_{\theta}\right), \quad r=x-x^{\prime} \tag{159}
\end{equation*}
$$

where $C_{i j}\left(\mathbf{r} / L_{\theta}\right)$ is a function, whose exact form is irrelevant. It must have a finite limit at $\left(r / L_{\theta}\right) \rightarrow 0$ and vanish at $\left(\boldsymbol{r} / L_{\theta}\right) \rightarrow \infty$. The magnetic field $b_{i}$ is solenoidal, therefore the terms $\partial_{k}\left(v_{i} b_{k}\right)$ and $\left(b_{k} \partial_{k}\right) v_{i}$ are equal.

In realistic scenarios, the stochastic NS equation (Equation (16)) has to be amended by a Lorentz term responsible for the backward influence of the magnetic field on the velocity field. This is brought about by a familiar force term in conducting fluid of form $v \times B \sim \boldsymbol{J} \sim(\boldsymbol{\nabla} \times \boldsymbol{B}) \times \boldsymbol{B}$. The most important consequence of this argument is an important physical effect known as the turbulent dynamo: generation of magnetic field at large scales by the turbulent motion. Let us make an important remark, which should clarify the fundamental difference between equilibrium statistical models and non-equilibrium ones. The turbulent dynamo might be explained by the mechanism of spontaneous symmetry breaking most spectacularly associated with the Higgs mechanism in particle physics. Here, "the ground state" of the turbulent gyrotropic fluid with vanishing mean $\boldsymbol{b}=0$ of the magnetic field is unstable. It is stabilized by the spontaneous generation of a spatially uniform anomalous mean $\boldsymbol{b} \neq 0$. This happens in full analogy with the situation in a ferromagnetic material below $T_{c}$, in which magnetic order is stabilized by the appearance of spontaneous magnetization. The condition for total magnetization follows from an extremal condition imposed on free energy. On the other hand, for the dynamo problem, the resulting field is determined by the properties of the response function. In particular, it is required that all perturbations from a given stable state have to be damped out sufficiently quickly. Let us note that that the instability manifests itself not at the level of the action function but only at the following one-loop approximation.

Let us discuss the full MHD problem in more detail and introduce one specific generalization. From now on, we assume that the MHD problem is governed by two coupled equations [22]

$$
\begin{align*}
& \nabla_{t} \boldsymbol{v}=v_{0} \nabla^{2} \boldsymbol{v}+(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{b}-\boldsymbol{\nabla} Q+\boldsymbol{f}^{v}  \tag{160}\\
& \nabla_{t} \boldsymbol{b}=v_{0} u_{0} \boldsymbol{\nabla}^{2} \boldsymbol{b}+A(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{v}-\nabla P+\boldsymbol{f}^{b} \tag{161}
\end{align*}
$$

where $\boldsymbol{b} \equiv \boldsymbol{b}(x)$ denotes a solenoidal vector field advected by a helical turbulent flow of an incompressible velocity field $v \equiv v(x)$. Both fields $v$ and $b$ are divergenceless. In other words, they satisfy the incompressibility condition

$$
\begin{equation*}
\nabla \cdot b=\nabla \cdot v=0 \tag{162}
\end{equation*}
$$

Further, $u_{0}$ is the bare inverse Prandtl number [23,26]. Functions $P \equiv P(x)$ and $Q \equiv Q(x)$ in Equations (160) and (161) representing pressure fields are not relevant in the following analysis. In fact, due to the solenoidal property in Equation (162), functions $P$ and $Q$ can be expressed in terms of a formal

Biot-Savart law [23,26]. $A$ is a dimensionless parameter of the model. Three particular values of the parameter $A$ have been analyzed in detail [35]. First, the value $A=1$ yields the Kazantsev-Kraichnan kinematic dynamo model, where the pressure term in Equation (161) drops out. Second, the choice $A=0$ leads to the model of passively advected vector admixture. Third, the value $A=-1$ corresponds to the linearized NS equation in a background field with given statistics. It is therefore convenient to retain $A$ as a free parameter and analyze all three models together. The model in Equation (161) is often called the generic A model in the literature [35,82,83]. The complete model thus comprises two interconnected stochastic equations (Equations (160) and (161)).

Stochastic random sources $f^{v}$ and $f^{b}$ must be included in the coarse-grained setup of turbulence and MHD problems. As usual, it is assumed that the random variable $f^{b}$ is Gaussian with zero mean and correlation function

$$
\begin{equation*}
D_{i j}^{b}(x ; 0) \equiv\left\langle f_{i}^{b}(x) f_{j}^{b}(0)\right\rangle=\delta(t) C_{i j}(|x| / L) \tag{163}
\end{equation*}
$$

Here, $L$ is the integral scale of stirring of the magnetic field $b, C_{i j}$ is finite at $L \rightarrow \infty$ and at $|x| \gg L$ it should rapidly fall off. Apart from these restrictions, $C_{i j}$ needs not be specified [35]. Further, $f^{v}$ mimics the pumping of kinetic energy in the system at the largest spatial scales and is subject to the condition of real IR energy injection implemented through its specific power-like form suited to the RG approach [5]. However, the results obtained do not depend on specific forcing statistics because of the universality of fully developed turbulence. Hence, we only take advantage of the most suitable forcing in the RG analysis. Following this standard argument [5], we choose the pair correlation function of zero-mean Gaussian statistics

$$
\begin{equation*}
D_{i j}^{v}(x ; 0) \equiv\left\langle f_{i}^{v}(x) f_{j}^{v}(0)\right\rangle=\delta(t) \int \frac{\mathrm{d}^{d} k}{(2 \pi)^{d}} D_{0} k^{4-d-2 \varepsilon} R_{i j}(\boldsymbol{k}) \mathrm{e}^{i \boldsymbol{k} \cdot x} \tag{164}
\end{equation*}
$$

where $d=3$ denotes the space dimension; $\boldsymbol{k}$ is the wavevector with the magnitude $k=|\boldsymbol{k}|$; and $D_{0} \equiv g_{0} v_{0}^{3}>0$ is the positive quantity, where $g_{0}$ is a coupling constant connected to the typical UV momentum scale $\Lambda$ through $g_{0} \simeq \Lambda^{2 \varepsilon}$. The parameter $\varepsilon$ specifies the power-like behavior of the energy pumping at large scales and assumes the value of 2 in the physically relevant IR energy pumping. In the RG analysis of the fully developed turbulence, $\varepsilon$ is assumed small in calculations. Its physical value of 2 is inserted into perturbative expansions only as the last step [5]. The tensor quantity $R_{i j}$ determines the spatial parity violation in the model at hand. In symmetric isotropic incompressible turbulent fluid, such as analyzed here, the tensor $R_{i j}(k)$ corresponds to the sum of the ordinary transverse projection operator $P_{i j}(\boldsymbol{k})=\delta_{i j}-k_{i} k_{j} / k^{2}$ and a helical term $H_{i j}(\boldsymbol{k})=i \rho \varepsilon_{i j l} k_{l} / k$, i.e.

$$
\begin{equation*}
R_{i j}(\boldsymbol{k})=\delta_{i j}(\boldsymbol{k})-\frac{k_{i} k_{i}}{\boldsymbol{k}^{2}}+i \rho \varepsilon_{i j l} \frac{k_{l}}{|\boldsymbol{k}|} \tag{165}
\end{equation*}
$$

where $\varepsilon_{i j l}$ is the third-rank completely antisymmetric tensor. The real-valued helicity parameter $\rho$ obeys the inequality $|\rho| \leq 1$ dictated by the condition that the correlation function is positive definite in Equation (164). Evidently, the value $\rho=0$ corresponds to the isotropic (non-helical) case, while the value $\rho=1$ corresponds to fully broken spatial parity.

Following the De Dominicis-Janssen approach (Section 2), the stochastic problem of Equations (161) and (160) is equivalent to a field-theoretic model with the set of fields $\Phi=\left\{\boldsymbol{v}, \boldsymbol{b}, \boldsymbol{v}^{\prime}, \boldsymbol{b}^{\prime}\right\}$, where the fields with primes once more denote the response fields [5,45]. Thus, the field-theoretic model is given by the Dominicis-Janssen action

$$
\begin{equation*}
\mathcal{S}[\Phi]=\frac{1}{2}\left[v_{i}^{\prime} D_{i j}^{v} v_{j}^{\prime}+b_{i}^{\prime} D_{i j}^{b} b_{j}^{\prime}\right]+\boldsymbol{v}^{\prime}\left[-\nabla_{t} v+v_{0} \boldsymbol{\nabla}^{2} \boldsymbol{v}+(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{b}\right]+\boldsymbol{b}^{\prime}\left[-\nabla_{t} \boldsymbol{b}+v_{0} u_{0} \boldsymbol{\nabla}^{2} \boldsymbol{b}+A(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{v}\right], \tag{166}
\end{equation*}
$$

where $D_{i j}^{b}$ and $D_{i j}^{v}$ are defined in Equations (163) and (164), respectively. As usual, summations over repeated indices $i, j \in 1,2,3$ are implied. As the original fields $v$ and $\boldsymbol{b}$, the response fields are
solenoidal, i.e., $\boldsymbol{\nabla} \cdot \boldsymbol{v}^{\prime}=\boldsymbol{\nabla} \cdot \boldsymbol{b}=0$. In the frequency-momentum representation, free propagators of the model in Equation (166) are

$$
\begin{align*}
\left\langle b_{i}^{\prime} b_{j}\right\rangle_{0} & =\left\langle b_{i} b_{j}^{\prime}\right\rangle_{0}^{*}=\frac{P_{i j}(\mathbf{k})}{i \omega+v_{0} u_{0} k^{2}}, & \left\langle b_{i} b_{j}\right\rangle_{0} & =\frac{C_{i j}(\mathbf{k})}{\left|-i \omega+v_{0} u_{0} k^{2}\right|^{2}}  \tag{167}\\
\left\langle v_{i}^{\prime} v_{j}\right\rangle_{0} & =\left\langle v_{i} v_{j}^{\prime}\right\rangle_{0}^{*}=\frac{P_{i j}(\mathbf{k})}{i \omega+v_{0} k^{2}}, & \left\langle v_{i} v_{j}\right\rangle_{0} & =\frac{g_{0} v_{0}^{3} k^{4-d-2 \varepsilon} R_{i j}(\mathbf{k})}{\left|-i \omega+v_{0} k^{2}\right|^{2}} \tag{168}
\end{align*}
$$

The function $C_{i j}(k)$ is the Fourier transform of the function $C_{i j}(r / L)$ introduced in Equation (163). Moreover, the theory includes three interaction vertices

- $\mathcal{S}_{b^{\prime} b v}: b_{i}^{\prime}\left(-v_{j} \partial_{j} b_{i}+A b_{j} \partial_{j} v_{i}\right)=b_{i}^{\prime} v_{j} V_{i j l} b_{l}$,
- $\mathcal{S}_{v^{\prime} v v}:-v_{i}^{\prime} v_{j} \partial_{j} v_{i}=v_{i}^{\prime} v_{j} W_{i j l} v_{l} / 2$,
- $\mathcal{S}_{v^{\prime} b b}: v_{i}^{\prime} b_{j} \partial_{j} b_{i}=v_{i}^{\prime} v_{j} U_{i j l} v_{l} / 2$,

In the momentum-frequency representation, they are associated with the vertex factors [5]

$$
\begin{equation*}
V_{i j l}=i\left(k_{j} \delta_{i l}-A k_{l} \delta_{i j}\right), \quad W_{i j l}=i\left(k_{l} \delta_{i j}+k_{j} \delta_{i l}\right), \quad U_{i j l}=i\left(k_{l} \delta_{i j}+k_{j} \delta_{i l}\right) \tag{169}
\end{equation*}
$$

In all these vertices, momentum $k$ is flowing into through the corresponding response field, i.e., in $V_{i j l}$ it is the response field $\boldsymbol{b}^{\prime}$ and in $W_{i j l}, U_{i j l}$ the field $\boldsymbol{v}^{\prime}$. A graphical representation of interaction vertices is displayed in Figure 4.


Figure 4. Graphical representation of all interaction vertices of the model related velocity non-linearities of the action (166).

The field theoretic model defined by the action in Equation (166) is intrinsically unstable due to the fact that 1PI graphs $\left\langle v^{\prime} v\right\rangle_{1-\mathrm{IR}}$ and $\left\langle b^{\prime} b\right\rangle_{1 \text {-IR }}$ are not UV finite. To ensure the stabilization of the advection-diffusion system, we assume-inspired by the argument in [84]-that the vector field $\boldsymbol{b}$ fluctuates around a spontaneously generated non-vanishing mean $\boldsymbol{B}=\langle\boldsymbol{b}\rangle \neq 0$ with the magnitude depending on the parameter $A$. The auxiliary field $b^{\prime}$ is still supposed to have vanishing mean. Technically, the spontaneous symmetry breaking is achieved by the substitution of the sum $\boldsymbol{B}+\boldsymbol{b}$ instead of the vector field $\boldsymbol{b}$ in the action in Equation (166). Such a change of variables gives rise to a new action functional with the free part now containing additional terms, whereas the interacting part remains intact. The action functional with broken symmetry is

$$
\begin{align*}
\mathcal{S}[\phi] & =\frac{1}{2}\left[v_{i}^{\prime} D_{i j}^{v} v_{j}^{\prime}+b_{i}^{\prime} D_{i j}^{b} b_{j}^{\prime}\right]+\boldsymbol{v}^{\prime}\left[-\nabla_{t} \boldsymbol{v}+v_{0} \boldsymbol{\nabla}^{2} \boldsymbol{v}+(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{b}\right]+\boldsymbol{b}^{\prime}\left[-\nabla_{t} \boldsymbol{b}+v_{0} u_{0} \boldsymbol{\nabla}^{2} \boldsymbol{b}\right. \\
& +A(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{v}]+\boldsymbol{v}^{\prime}(\boldsymbol{B} \cdot \nabla) \boldsymbol{b}+A \boldsymbol{b}^{\prime}(\boldsymbol{B} \cdot \nabla) \boldsymbol{v} \tag{170}
\end{align*}
$$

The quadratic part of this action determines propagators of the theory and now it has more involved structure than Equation (166). It is seen that the symmetry breaking brings about cross propagators $\left\langle\boldsymbol{v} \boldsymbol{b}^{\prime}\right\rangle,\left\langle\boldsymbol{b} \boldsymbol{v}^{\prime}\right\rangle,\langle\boldsymbol{b} \boldsymbol{v}\rangle$, and $\langle\boldsymbol{b} \boldsymbol{b}\rangle$. Furthermore, all propagators are more complicated and depend on the uniform magnetic field $B$ explicitly. In the frequency-momentum representation, they are

$$
\begin{array}{ll}
\left\langle v_{i} v_{j}\right\rangle=\frac{\beta(\boldsymbol{k}) \beta^{*}(\boldsymbol{k})}{\xi(\boldsymbol{k}) \zeta^{*}(\boldsymbol{k})} D^{v}(\boldsymbol{k}) R_{i j}(\boldsymbol{k}), & \left\langle b_{i} b_{j}\right\rangle=A^{2} \frac{(\boldsymbol{B} \cdot \boldsymbol{k})^{2}}{\xi(\boldsymbol{k}) \xi^{*}(\boldsymbol{k})} D^{v}(\boldsymbol{k}) R_{i j}(\boldsymbol{k}) \\
\left\langle v_{i} v_{j}^{\prime}\right\rangle=\frac{\beta^{*}(\boldsymbol{k})}{\zeta^{*}(\boldsymbol{k})} P_{i j}(\boldsymbol{k}), & \left\langle b_{i} b_{j}^{\prime}\right\rangle=\frac{\alpha^{*}(\boldsymbol{k})}{\zeta^{*}(\boldsymbol{k})} P_{i j}(\boldsymbol{k}), \\
\left\langle b_{i} v_{j}^{\prime}\right\rangle=i A \frac{(\boldsymbol{B} \cdot \boldsymbol{k})}{\xi^{*}(\boldsymbol{k})} P_{i j}(\boldsymbol{k}), & \left\langle v_{i} b_{j}^{\prime}\right\rangle=i \frac{(\boldsymbol{B} \cdot \boldsymbol{k})}{\xi^{*}(\boldsymbol{k})} P_{i j}(\boldsymbol{k}), \\
\left\langle b_{i} v_{j}\right\rangle=i A \frac{\beta(\boldsymbol{k})(\boldsymbol{B} \cdot \mathbf{k})}{\xi(\mathbf{k}) \xi^{*}(\mathbf{k})} D_{v}(\mathbf{k}) R_{i j}(\mathbf{k}) . &
\end{array}
$$

Here, following abbreviations have been introduced

$$
\begin{equation*}
\alpha(\boldsymbol{k})=i \omega+v k^{2}, \quad \beta(\boldsymbol{k})=i \omega+u v k^{2}, \quad \xi(\boldsymbol{k})=A(\boldsymbol{B} \cdot \boldsymbol{k})^{2}+\alpha(\boldsymbol{k}) \beta(\boldsymbol{k}) \tag{174}
\end{equation*}
$$

for brevity. Propagators are depicted in Figure 5.


Figure 5. Graphical representation of all propagators of the model given by the quadratic part of the action (166).

Identification of all relevant UV divergences is carried out by the standard power counting. We omit the details, which are analogous to those in Ref. [82]. The model at hand is logarithmic at $\varepsilon=0$. In the framework of the minimal subtraction (MS) scheme, this means that all possible UV divergences are poles in $\varepsilon$ [5]. Following the analysis of Hnatič and Zalom [82], we arrive at the conclusion that all UV divergences are absorbed in counterterms $v^{\prime} \nabla^{2} v$ and $b^{\prime} \nabla^{2} b$. Thus, the model is multiplicatively renormalizable with renormalized parameters $g_{0}, u_{0}$, and $v_{0}$

$$
\begin{equation*}
v_{0}=v Z_{v}, \quad g_{0}=g \mu^{2 \varepsilon} Z_{g}, \quad u_{0}=u Z_{u} \tag{175}
\end{equation*}
$$

where $g, u$, and $v$ are the corresponding renormalized parameters. The renormalization mass $\mu$ is introduced as a consequence of the analytic regularization used in calculations. The quantities $Z_{i}=Z_{i}(g, u ; d, \rho ; \varepsilon)$ contain poles in the exponent $\varepsilon$. The renormalized action functional can be written as follows

$$
\begin{align*}
\mathcal{S}_{R}[\phi] & =\frac{1}{2}\left[v_{i}^{\prime} D_{i j}^{v} v_{j}^{\prime}+b_{i}^{\prime} D_{i j}^{b} j_{j}^{\prime}\right]+\boldsymbol{v}^{\prime}\left[-\nabla_{t} \boldsymbol{v}+v Z_{1} \nabla^{2} v+Z_{3}(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{b}\right]+\boldsymbol{b}^{\prime}\left[-\nabla_{t} \boldsymbol{b}+v u Z_{2} \nabla^{2} \boldsymbol{b}\right. \\
& +A(\boldsymbol{b} \cdot \boldsymbol{\nabla}) \boldsymbol{v}]+Z_{3} \boldsymbol{v}^{\prime}(\boldsymbol{B} \cdot \boldsymbol{\nabla}) \boldsymbol{b}+A \boldsymbol{b}^{\prime}(\boldsymbol{B} \cdot \boldsymbol{\nabla}) \boldsymbol{v} \tag{176}
\end{align*}
$$

where $Z_{1}$ and $Z_{2}$ are renormalization constants defined by relations

$$
\begin{equation*}
Z_{v}=Z_{1}, \quad Z_{g}=Z_{1}^{-3}, \quad Z_{u}=Z_{2} Z_{1}^{-1} \tag{177}
\end{equation*}
$$

Both renormalization constants, $Z_{1}$ and $Z_{2}$, correspond to a different class of Feynman diagrams (details below). However, they reveal a common structure in the MS scheme: the $n$th order of
perturbation theory is related to the $n$th power of $g$ with the corresponding coefficient containing poles in $\varepsilon$ of order $n$ and less [5].

The relevant one-loop-order Feynman diagrams are shown in Figures 6 and 7.


Figure 6. Graphical representation of all Feynman diagrams for two-point one-irreducible Green functions of the action (176). Graphs $\Gamma_{1}, \ldots, \Gamma_{4}$ represent perturbation expansion for $\Gamma_{v^{\prime} v}$ function, and $\Gamma_{5}, \ldots, \Gamma_{8}$ for $\Gamma_{b^{\prime} b}$ function.


Figure 7. Graphical representation of all one-loop Feynman diagrams forces for one-irreducible Green function $\Gamma_{v^{\prime} b b}$.

One-loop calculation [84] of self-energy graphs $\Sigma_{i j}$ for the 1PI function $\Gamma_{b_{i}^{\prime} b_{j}}$ yields the following expression

$$
\begin{equation*}
\Sigma_{i j} \sim \varepsilon_{i s l} p_{s} T_{l j} \tag{178}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{l j}=a \Lambda \delta_{l j}-b|\boldsymbol{B}|\left(\delta_{l j}+e_{l} e_{j}\right), \quad \boldsymbol{e} \equiv \frac{\boldsymbol{B}}{|\boldsymbol{B}|} \tag{179}
\end{equation*}
$$

Here, $e_{i}$ are components of the unit vector pointing in the direction of the spontaneous magnetic field. Terms proportional to $\delta_{i j}$ might in principle generate instabilities. In the literature, the term proportional to $e_{l} e_{j}$ is known as exotic. As detailed analysis [84] shows, $\delta_{i j}$ terms can be eliminated by imposing the following relation

$$
\begin{equation*}
|\boldsymbol{B}|=\frac{a \Lambda}{b}=\sqrt{\frac{1}{\pi|A|}} \frac{\Gamma(d / 2+3 / 2)}{\Gamma(d / 2+1)} u_{*} v \Lambda \tag{180}
\end{equation*}
$$

where the parameter $A$ should not be equal to 0 or -1 . At real space dimension $d=3$, we get

$$
\begin{equation*}
|\boldsymbol{B}|=\frac{8}{3 \pi \sqrt{|A|}} u_{*} v \Lambda \tag{181}
\end{equation*}
$$

To get insight into relevance of the last term on the right hand side of Equation (179), let us consider the approximate case of linearized MHD equations in polarized medium

$$
\begin{equation*}
\partial_{t} v=v k^{2} v+i \gamma \boldsymbol{b}, \quad \partial_{t} \boldsymbol{b}=u v k^{2} v+i \gamma v-i \mu[\boldsymbol{k} \times \boldsymbol{e}](\boldsymbol{e} \cdot \boldsymbol{b}), \tag{182}
\end{equation*}
$$

where for brevity we have denoted $\gamma=\boldsymbol{B} \cdot \boldsymbol{k}$, introduced $\mu$ as notation for certain combination of model parameters and employed the time-momentum representation [84]. Solution is sought in the form of plane waves

$$
\begin{equation*}
v \equiv v(t, x)=v(t) \mathrm{e}^{i \boldsymbol{k} \cdot \boldsymbol{x}}, \quad \boldsymbol{b} \equiv \boldsymbol{b}(t, \boldsymbol{x})=\boldsymbol{b}(t) \mathrm{e}^{i \boldsymbol{k} \cdot \boldsymbol{x}} . \tag{183}
\end{equation*}
$$

For an inviscid medium $(v=0)$ without the exotic term $(\mu=0)$, we get a solution known as Alfvén waves for which

$$
\begin{equation*}
\boldsymbol{v}(t) \sim \boldsymbol{b}(t) \sim \mathrm{e}^{-i \omega t}, \quad \omega \equiv \gamma \tag{184}
\end{equation*}
$$

The solution with the exotic term is more complicated. To find solutions with the exotic term $(\mu \neq 0)$, let us first find a convenient orthonormal basis of three vectors $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$. The following choice

$$
\begin{equation*}
\boldsymbol{e}_{1} \equiv \frac{\boldsymbol{k}}{|\boldsymbol{k}|}, \quad \boldsymbol{e}_{2} \equiv \frac{\boldsymbol{e}-\boldsymbol{e}_{1} \cos \theta}{\sin \theta}, \quad \boldsymbol{e}_{3} \equiv\left[\boldsymbol{e}_{1} \times \boldsymbol{e}_{2}\right]=\frac{\boldsymbol{e}_{1} \times \boldsymbol{e}}{\sin \theta} \tag{185}
\end{equation*}
$$

turns out to be case and qualitatively is depicted in Figure 8.


Figure 8. Construction of the proper orthonormal basis for a sought solution of linearized MHD equations.
The transverse velocity and magnetic vector fields are perpendicular to the wavevector $k$ or, equivalently, to the basis vector $e_{1}$. Let us decompose fields into perpendicular components $e_{2}$ and $e_{3}$ as follows

$$
\begin{equation*}
\boldsymbol{v}(t)=v_{2}(t) \boldsymbol{e}_{2}+v_{3}(t) \boldsymbol{e}_{3}, \quad \boldsymbol{b}(t)=b_{2}(t) \boldsymbol{e}_{2}+b_{3}(t) \boldsymbol{e}_{3} \tag{186}
\end{equation*}
$$

It is a straightforward exercise to check that modes $v_{i}, b_{i} ; i=2,3$ satisfy following equations

$$
\begin{array}{ll}
\partial_{t} v_{2}(t)=i \gamma b_{2}(t), & \partial_{t} b_{2}(t)=i \gamma v_{2}(t), \\
\partial_{t} v_{3}(t)=i \gamma b_{3}(t), & \partial_{t} b_{3}(t)=i \gamma v_{3}(t)+2 i \lambda b_{2}(t)
\end{array}
$$

Solution of these equations can be represented in the form

$$
\begin{gather*}
c b_{2}(t)=-v_{2}(t)=b_{2} \mathrm{e}^{-i \gamma t} \\
b_{3}(t)=\left[b_{3}+i \lambda b_{2} t\right] \mathrm{e}^{-i \gamma t}  \tag{189}\\
v_{3}(t)=\left[-b_{3}-\lambda / \gamma b_{2}-i \lambda b_{2} t\right] \mathrm{e}^{-i \gamma t}
\end{gather*}
$$

Thus, field-theoretic methods not only explain the emergence of turbulent dynamo, but also lead to an accompanying physical effect: appearance of disturbances in Alfvén waves perpendicular to the spontaneous field $\boldsymbol{B}$, which leads to their linear growth in time. This generates long-lived pulses $t \exp \left(-u v k^{2} t\right)$-similar to Goldstone bosons.

An intriguing unsolved problem remains, however. Although gyrotropy is the cause of the dynamo effect, the value in Equation (180) calculated for the spontaneous magnetic field is independent of the parameter $\rho$. Thus, any however small gyrotropy causes emergence of a finite spontaneous field. It is thus not clear whether or not the dynamo will also occur in a normal fluid in which $\rho=0$.

## 10. Effect of Strong Anisotropy

Another related problem that can be addressed is the effect of large-scale anisotropy on statistics of the velocity field, and the passively advected fields in the inertial range [34,36,85-99]. The classical Kolmogorov-Obukhov theory predicts that the anisotropy generated at large spatial scales by the forcing (boundary conditions, geometry of the mesh, etc.) fades away when the energy is transferred down to the smaller scales by means of the cascade mechanism [23,25]. This picture is corroborated in recent analyses for even correlation functions. Thus, they provide us with some backup to the hypothesis of the restored local isotropy of the turbulence for the velocity field and passively advected field in the inertial range [34,36,90-95,97-99]. More specifically, the exponents describing the scaling in the inertial range exhibit universality and hierarchy related to the state of anisotropy. In particular, the main contribution to an even function comes from the exponent from the isotropic shell $[34,36,89,91-94,97-99]$. However, the anisotropy survives in the inertial range being explicit in odd correlation functions. This is inconsistent with the behavior anticipated on grounds of the cascade picture. Further, the skewness factor decreases with the length scale much more slowly than expected [50,85-88,100-103], whereas the odd dimensionless ratios of structure functions of higher order (hyperskewness, etc.) increase. This hints at persistent anisotropy at small scales [34,36,90,92]. This appears a universal effect as it is observed for both the scalar [34,36] and vector [92] fields, advected by the Gaussian rapid-change velocity, as well as for the scalar advected by the two-dimensional velocity field generated by the stochastic Navier-Stokes equation [90].

Here, we demonstrate the anomalous scaling behavior of a passive scalar advected by the velocity field due to the Kraichnan model with strong anisotropy. In contrast with the studies in [34,36,50,85-88,103], where the velocity field was assumed isotropic and the anisotropy was generated at large scales by the imposed linear mean gradient, the uniaxial anisotropy in considered model is present at all scales. The anomalous exponents turn out to depend on the anisotropy parameters and are thus not universal.

The aim of this section is twofold. First, expressions for the structure functions and correlation functions of the scalar gradients are obtained and then the corresponding anomalous exponents are computed in the leading order of the $\varepsilon$ expansion. Due to the anisotropy of the velocity flow, the composite operators of different ranks mix strongly with each other under renormalization. As a direct consequence, the corresponding anomalous exponents are given by the eigenvalues of matrices of generic structure (this is in contrast with the case of large-scale anisotropy, in which the matrices are diagonal or triangular). In terms of the zero-mode approach [93,94], this basically means that the $S O(d)$ decompositions of the correlation functions do not diagonalize differential operators in the corresponding exact equations.

As mentioned in Section 3, in the rapid-change model, the passive advection of a scalar field $\theta(x) \equiv \theta(t, x)$ is described by the stochastic equation (Equation (33)). The velocity $\boldsymbol{v}(x)$ correlator now instead of Equation (40) is assumed in the form

$$
\begin{equation*}
\left\langle v_{i}(x) v_{j}\left(x^{\prime}\right)\right\rangle=D_{0} \frac{\delta\left(t-t^{\prime}\right)}{(2 \pi)^{d}} \int \mathrm{~d}^{d} k T_{i j}(\boldsymbol{k})\left(k^{2}+m^{2}\right)^{-d / 2-\varepsilon / 2} \exp \left[\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)\right] \tag{190}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{D_{0}}{v_{0}} \equiv g_{0} \equiv \Lambda^{\varepsilon} \tag{191}
\end{equation*}
$$

and the relation $m=1 / L$ holds. In the isotropic case, the tensor quantity $T_{i j}(\boldsymbol{k})$ in Equation (190) is the usual transverse projector $T_{i j}(\boldsymbol{k})=P_{i j}(\boldsymbol{k})$ (see Equation (18)). The velocity statistics is now assumed to be anisotropic in entire region of scales. The ordinary transverse projector is then replaced by the general transverse structure

$$
\begin{equation*}
T_{i j}(\boldsymbol{k})=a(\psi) P_{i j}(\boldsymbol{k})+b(\psi) \tilde{n}_{i}(\boldsymbol{k}) \tilde{n}_{j}(\boldsymbol{k}) \tag{192}
\end{equation*}
$$

where the unit vector $n$ denotes the singled out direction $\left(n^{2}=1\right)$,

$$
\begin{equation*}
\tilde{n}_{i}(\boldsymbol{k}) \equiv P_{i j}(\boldsymbol{k}) n_{j}, \tag{193}
\end{equation*}
$$

and $\psi$ is the angle between the vectors $\boldsymbol{k}$ and $\boldsymbol{n}$. In other words, $(\boldsymbol{n} \cdot \boldsymbol{k})=k \cos \psi[$ note that $(\tilde{\boldsymbol{n}} \cdot \boldsymbol{k})=0$ ].
The positivity of the correlator in Equation (190) leads to the inequalities

$$
\begin{equation*}
a(\psi)>0, \quad a(\psi)+b(\psi) \sin ^{2} \psi>0 \tag{194}
\end{equation*}
$$

In practical calculations, one works with the special case

$$
\begin{equation*}
T_{i j}(\boldsymbol{k})=\left[1+\alpha_{1} \frac{(\boldsymbol{n} \cdot \boldsymbol{k})^{2}}{k^{2}}\right] P_{i j}(\boldsymbol{k})+\alpha_{2} \tilde{n}_{i}(\boldsymbol{k}) \tilde{n}_{j}(\boldsymbol{k}) \tag{195}
\end{equation*}
$$

Then, the inequalities in Equation (194) reduce to $\alpha_{1,2}>-1$.
Let us note that the quantities in Equations (192) and (195) are invariant with respect to transformation $n \rightarrow-\boldsymbol{n}$. The anisotropy permits an introduction of the mixed correlator $\langle v f\rangle \propto$ $n \delta\left(t-t^{\prime}\right) C^{\prime}(r / L)$ with a function $C^{\prime}(r / L)$ similar to $C(r / L)$ in Equation (34). This violates the evenness in $n$ and gives rise to non-vanishing odd functions $S_{2 n+1}$. However, this does not alter RG analysis [104].

The stochastic problem to be analyzed is tantamount to the field theoretic model of the set of fields $\phi \equiv\left\{\theta^{\prime}, \theta, v\right\}$ with action

$$
\begin{equation*}
\mathcal{S}[\phi]=\frac{1}{2} \theta^{\prime} D_{\theta} \theta^{\prime}+\theta^{\prime}\left[-\partial_{t}-(v \cdot \nabla)+v_{0} \nabla^{2}+\frac{1}{2} D_{v i j}(0) \partial_{i} \partial_{j}\right] \theta-\frac{1}{2} v D_{v}^{-1} v . \tag{196}
\end{equation*}
$$

Here, $D_{\theta}$ and $D_{v}$ are the correlators in Equations (34) and (190), respectively, and

$$
\begin{equation*}
D_{v i j}(0)=D_{0} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{T_{i j}(\boldsymbol{q})}{\left(q^{2}+m^{2}\right)^{d / 2+\varepsilon / 2}} \tag{197}
\end{equation*}
$$

is the diagonal term (in spatial variables) of the coefficient of the temporal $\delta$ function in the velocity pair correlation function in Equation (190)).

The model in Equatio (196) corresponds to the usual Feynman diagrammatic technique with the triple vertex in Equation (51), propagators in Equation (50) and

$$
\begin{equation*}
\langle\theta \theta\rangle_{0}=C(k)\left(\omega^{2}+v_{0}^{2} k^{4}\right)^{-1}, \quad\left\langle\theta^{\prime} \theta^{\prime}\right\rangle_{0}=0 \tag{198}
\end{equation*}
$$

where $C(k)$ is the Fourier transform of the function $C(r / L)$ in Equation 34). The bare propagator $\langle\boldsymbol{v} \boldsymbol{v}\rangle_{0} \equiv\langle\boldsymbol{v} \boldsymbol{v}\rangle$ is defined by Equation (190) with the transverse projection operator from Equation (192) or Equation (195).

The pair correlation functions $\langle\phi \phi\rangle$ of the multicomponent field $\phi \equiv\left\{\theta^{\prime}, \theta, v\right\}$ fulfill the Dyson equation. In terms of component fields, we arrive at the system of two equations (cf. [25])

$$
\begin{align*}
G^{-1}(\omega, \boldsymbol{k}) & =-\mathrm{i} \omega+v_{0} k^{2}-\Sigma_{\theta^{\prime} \theta}(\omega, \boldsymbol{k})  \tag{199}\\
D(\omega, \boldsymbol{k}) & =|G(\omega, \boldsymbol{k})|^{2}\left[C(k)+\Sigma_{\theta^{\prime} \theta^{\prime}}(\omega, \boldsymbol{k})\right] \tag{200}
\end{align*}
$$

where $G(\omega, \boldsymbol{k}) \equiv\left\langle\theta \theta^{\prime}\right\rangle$ and $D(\omega, \boldsymbol{k}) \equiv\langle\theta \theta\rangle$ are the exact response function and pair correlation function, respectively, and $\Sigma_{\theta^{\prime} \theta}$ and $\Sigma_{\theta^{\prime} \theta^{\prime}}$ are self-energy operators represented by 1PI graphs. The rest of the self-energy functions $\Sigma_{\phi \phi}$ in the model in Equation (196) vanish identically.

It is a characteristic feature of models such as that in Equation (196) that all the skeleton multi-loop diagrams of self-energy functions $\Sigma_{\theta^{\prime} \theta}, \Sigma_{\theta^{\prime} \theta^{\prime}}$ contain closed circuits of retarded propagators $\left\langle\theta \theta^{\prime}\right\rangle$ (it is important that the propagator $\langle v v\rangle_{0}$ in Equation (190) is $\delta$ correlated in time) and hence vanish.

In the presence of anisotropy, a new counterterm of the form $\theta^{\prime}(\boldsymbol{n} \cdot \boldsymbol{\nabla})^{2} \theta$ has to be introduced. There is no such term in the unrenormalized action functional in Equation (196). Thus, the model in Equation (196) in its original form is not multiplicatively renormalizable, and to employ RG techniques we have to extend the model by adding a contribution corresponding to the counterterm to the bare action

$$
\begin{equation*}
\mathcal{S}[\Phi]=\theta^{\prime} D_{\theta} \theta^{\prime} / 2+\theta^{\prime}\left[-\partial_{t}-(v \cdot \nabla)+v_{0} \nabla^{2}+\chi_{0} v_{0}(\boldsymbol{n} \cdot \boldsymbol{\nabla})^{2}\right] \theta-v D_{v}^{-1} v / 2 \tag{201}
\end{equation*}
$$

Here, $\chi_{0}$ is a new dimensionless parameter. For stability of the system, positivity of the viscous contribution $v_{0} k^{2}+\chi_{0} v_{0}(\boldsymbol{n} \cdot \boldsymbol{k})^{2}$ is required, which leads to the inequality $\chi_{0}>-1$. The real physical value of the new parameter $\chi_{0}$ is zero. However, this does not hinder the application of the RG techniques. It is first assumed to be arbitrary, and the equality $\chi_{0}=0$ is imposed as the initial condition in the solution of equations for invariant variables. The vanishing $\chi_{0}$ corresponds to some nonzero value of its renormalized counterpart, which can be explicitly calculated.

For the action in Equation (201), the nontrivial bare propagators in Equation (198) are replaced by

$$
\begin{align*}
\left\langle\theta \theta^{\prime}\right\rangle_{0}=\left\langle\theta^{\prime} \theta\right\rangle_{0}^{*} & =\frac{1}{-\mathrm{i} \omega+v_{0} k^{2}+\chi_{0} v_{0}(\boldsymbol{n} \cdot \boldsymbol{k})^{2}},  \tag{202}\\
\langle\theta \theta\rangle_{0} & =\frac{C(k)}{\left|-\mathrm{i} \omega+v_{0} k^{2}+\chi_{0} v_{0}(\boldsymbol{n} \cdot \boldsymbol{k})^{2}\right|^{2}} . \tag{203}
\end{align*}
$$

Once properly extended, the model becomes multiplicatively renormalizable: due to generation of counterterms, two independent renormalization constants $Z_{1,2}$ are introduced as coefficients of the counterterms. This yields the renormalized action in the form

$$
\begin{equation*}
\mathcal{S}_{R}[\Phi]=\theta^{\prime} D_{\theta} \theta^{\prime} / 2+\theta^{\prime}\left[-\partial_{t}-(v \cdot \nabla)+v Z_{1} \nabla^{2}+\chi v Z_{2}(\boldsymbol{n} \cdot \boldsymbol{\nabla})^{2}\right] \theta-v D_{v}^{-1} v / 2 \tag{204}
\end{equation*}
$$

or to the multiplicative renormalization of all the parameters $v_{0}, g_{0}$ and $\chi_{0}$ of the action in Equation (201):

$$
\begin{equation*}
v_{0}=v Z_{v}, \quad g_{0}=g \mu^{\varepsilon} Z_{g}, \quad \chi_{0}=\chi Z_{\chi} . \tag{205}
\end{equation*}
$$

The correlator (Equation (190)) in Equation (204) is expressed in terms of renormalized variables using Equations (205). From direct comparison of Equations (201), (204), and (205), we obtain the relations

$$
\begin{equation*}
Z_{1}=Z_{v}, \quad Z_{2}=Z_{\chi} Z_{v}, \quad Z_{g}=Z_{v}^{-1} \tag{206}
\end{equation*}
$$

The beta functions are given by

$$
\begin{gather*}
\beta_{g}(g, \alpha) \equiv \widetilde{\mathcal{D}}_{\mu} g=g\left(-\varepsilon-\gamma_{g}\right)=g\left(-\varepsilon+\gamma_{\nu}\right)=g\left(-\varepsilon+\gamma_{1}\right)  \tag{207}\\
\beta_{\chi}(g, \chi) \equiv \widetilde{\mathcal{D}}_{\mu} \chi=-\chi \gamma_{\chi}=\chi\left(\gamma_{1}-\gamma_{2}\right) \tag{208}
\end{gather*}
$$

The relation between $\beta_{g}$ and $\gamma_{v}$ in Equation (207) is a consequence of the definitions and the last equality in Equation (206).

One-loop calculation [104] leads to the following expressions for the anomalous dimension $\gamma_{1}(g)$

$$
\begin{equation*}
\gamma_{1}(g)=\frac{g \bar{S}_{d}}{2 d(d+2)}\left[(d-1)(d+2)+\alpha_{1}(d+1)+\alpha_{2}\right] \tag{209}
\end{equation*}
$$

and for $\gamma_{2}(g, \alpha)$

$$
\begin{equation*}
\gamma_{2}(g, \alpha)=\frac{g \bar{S}_{d}}{2 d(d+2) \chi}\left[-2 \alpha_{1}+\alpha_{2}\left(d^{2}-2\right)\right] \tag{210}
\end{equation*}
$$

respectively. Let us note that Equations (209)-(210) are exact [104].
From explicit Equations (209) and (210), we see that the RG equations have just one IR stable fixed point

$$
\begin{equation*}
g^{*} \bar{S}_{d}=\frac{2 d(d+2) \varepsilon}{(d-1)(d+2)+\alpha_{1}(d+1)+\alpha_{2}}, \quad \chi^{*}=\frac{-2 \alpha_{1}+\alpha_{2}\left(d^{2}-2\right)}{(d-1)(d+2)+\alpha_{1}(d+1)+\alpha_{2}} \tag{211}
\end{equation*}
$$

At this point, both eigenvalues of the matrix $\Omega$ are equal to $\varepsilon$; the values $\gamma_{1}^{*}=\gamma_{2}^{*}=\gamma_{v}^{*}=\varepsilon$ are exact as a consequence of Equations (207)-(208) [here and below, $\gamma_{F}^{*} \equiv \gamma_{F}\left(g^{*}, \chi^{*}\right)$ ]. The fixed point in Equation (211) is degenerate. By this we mean that its coordinates depend explicitly on the anisotropy parameters $\alpha_{1,2}$.

Let us consider the solution of the RG equation in the example of the even two-time structure functions

$$
\begin{equation*}
S_{2 n}(r, \tau) \equiv\left\langle\left[\theta(t, x)-\theta\left(t^{\prime}, x^{\prime}\right)\right]^{2 n}\right\rangle, \quad r \equiv x-x^{\prime}, \quad \tau \equiv t-t^{\prime} \tag{212}
\end{equation*}
$$

They obey the RG equation $\mathcal{D}_{R G} S_{2 n}=0$ with the differential operator $\mathcal{D}_{R G}=\mathcal{D}_{\mu}+\beta_{g} \partial_{g}+$ $\beta_{\chi} \partial_{\chi}-\gamma_{n u} \mathcal{D}_{v}$.

In renormalized variables, a dimensional argument leads to

$$
\begin{equation*}
S_{2 n}(\boldsymbol{r}, \tau)=v^{-n} r^{2 n} \tilde{R}_{2 n}\left(\mu r, \tau v / r^{2}, r / L, g, \chi\right) \tag{213}
\end{equation*}
$$

Here, $\tilde{R}_{2 n}$ is a scaling function of dimensionless variables (dependence on $d, \varepsilon, \alpha_{1,2}$ and the angle between the vectors $r$ and $n$ is implied). From the RG equation, the representation

$$
\begin{equation*}
S_{2 n}(r, \tau)=(\bar{v})^{-n} r^{2 n} \tilde{R}_{2 n}\left(1, \tau \bar{v} / r^{2}, r / L, \bar{g}, \bar{\chi}\right) \tag{214}
\end{equation*}
$$

is easily derived in terms of the invariant variables $\bar{e}=\bar{e}(\mu r, e)$. The identity $\bar{L} \equiv L$ is a consequence of the fact that $L$ is not renormalized. The relation between the bare and invariant variables takes the form

$$
\begin{equation*}
v_{0}=\bar{v} Z_{v}(\bar{g}), \quad g_{0}=\bar{g} r^{-\varepsilon} Z_{g}(\bar{g}), \quad \chi_{0}=\bar{\chi} Z_{\chi}(\bar{g}, \bar{\chi}) \tag{215}
\end{equation*}
$$

Equation (215) defines the invariant variables as functions of the bare parameters in an implicit form. It is valid because expressions on both sides satisfy the same RG equation, and at $\mu r=1$ Equation (215) coincides with Equation (205).

The asymptotic behavior at large $\mu r$ of the invariant variables is governed by the IR stable fixed point: $\bar{g} \rightarrow g^{*}, \bar{\chi} \rightarrow \chi^{*}$ for $\mu r \rightarrow \infty$. However, in multi-charge problems, the possibility must be considered that, even when the stable IR point exists, not every phase trajectory approaches it in the limit $\mu r \rightarrow \infty$. The phase trajectory may first pass outside the natural region of stability (physical
region is given by the inequalities $g>0, \chi>-1$ ) or go to infinity within this region. It can be easily verified that the RG flow reaches the fixed point in Equation (211) for arbitrary initial conditions $g_{0}>0$, $\chi_{0}>-1$, including the physical case $\chi_{0}=0$. Moreover, the large $\mu r$ behavior of the invariant viscosity $\bar{v}$ can be extracted explicitly from Equation (215) together with the last relation in Equation (206): $\bar{v}=D_{0} r^{\varepsilon} / \bar{g} \rightarrow D_{0} r^{\varepsilon} / g^{*}$ (we remind the reader that $D_{0}=g_{0} v_{0}$ ). Then, for $\mu r \rightarrow \infty$ and any fixed $m r$, we get

$$
\begin{equation*}
S_{2 n}(r, \tau)=D_{0}^{-n} r^{n(2-\varepsilon)} g^{* n} R_{2 n}\left(\tau D_{0} r^{\Delta_{t}}, r / L\right), \tag{216}
\end{equation*}
$$

where the scaling function

$$
\begin{equation*}
R_{2 n}\left(D_{0} \tau r^{\Delta_{t}}, r / L\right) \equiv \tilde{R}_{2 n}\left(1, D_{0} \tau r^{\Delta_{t}}, r / L, g_{*}, \alpha_{*}\right) \tag{217}
\end{equation*}
$$

has appeared and $\Delta_{t} \equiv-2+\gamma_{v}^{*}=-2+\varepsilon$ is the critical dimension of time. For the equal-time structure function, we have

$$
\begin{equation*}
S_{2 n}(\boldsymbol{r})=D_{0}^{-n} r^{n(2-\varepsilon)} g^{* n} R_{2 n}(r / L) . \tag{218}
\end{equation*}
$$

Here, the definition of $R_{2 n}$ is evident from Equation (217). It should be noted that Equations (216)(218) comprise a proof of the independence of the structure functions in the IR range (large $\mu r$ and any $r / L$ ) of the viscosity coefficient or, in other words, of the UV scale: the parameters $g_{0}$ and $v_{0}$ appear in Equation (216) only in the combination $D_{0}=g_{0} v_{0}$. A similar property has been found for the stochastic Navier-Stokes equation [105].

In contrast to the previously mentioned models, the scaling function $\tilde{R}$ in Equation (214) contains two different scales-corresponding to spatial and time differences, respectively. The information about its behavior can again be obtained using the OPE method from Section 5. Therefore, let $F(r, \tau)$ stands for some multiplicatively renormalized quantity. Dimensionality considerations imply

$$
\begin{equation*}
F_{R}(r, \tau)=v^{d_{F}^{\omega}} r^{-d_{F}} \tilde{R}_{F}\left(\mu r, \tau v / r^{2}, r / L, g, \alpha\right), \tag{219}
\end{equation*}
$$

where $d_{F}^{\omega}$ and $d_{F}$ are the canonical dimension in frequency and the total canonical dimension of $F$, respectively (see Section 4 or [5]), and $R_{F}$ is a function of completely dimensionless variables. The analog of Equation (214) has the form

$$
\begin{equation*}
F(r, \tau)=Z_{F}(g, \alpha) F_{R}=Z_{F}(\bar{g}, \bar{\alpha})(\bar{v})^{d_{F}^{\omega}} r^{-d_{F}} \tilde{R}_{F}\left(1, \tau \bar{v} / r^{2}, r / L, \bar{g}, \bar{\alpha}\right) . \tag{220}
\end{equation*}
$$

In the large $\mu r$ limit, one has $Z_{F}(\bar{g}, \bar{\alpha}) \simeq \operatorname{const}(\Lambda r)^{-\gamma_{F}^{*}}$ [106]. The UV scale comes into this relation from Equation (191). In the IR range ( $\Lambda r \sim \mu r$ large, $r / L$ arbitrary), Equation (220) takes on the form

$$
\begin{equation*}
F(r, \tau) \simeq \operatorname{const} \Lambda^{-\gamma_{F}^{*}} D_{0}^{d_{F}^{\omega}} r^{-\Delta[F]} R_{F}\left(D_{0} \tau r^{\Delta_{t}}, r / L\right) . \tag{221}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\Delta[F] \equiv \Delta_{F}=d_{F}^{k}-\Delta_{t} d_{F}^{\omega}+\gamma_{F}^{*}, \quad \Delta_{t}=-2+\varepsilon \tag{222}
\end{equation*}
$$

is the critical dimension of the function $F$. The scaling function $R_{F}$ is related to $\tilde{R}_{F}$ as in Equation (217). For nonvanishing $\gamma_{F}^{*}$, the function $F$ in the IR range exhibits dependence on $\Lambda$ or, equivalently, on $v_{0}$.

As a detailed analysis reveals [104], the operator $\theta^{N}$ requires no counterterms at all, i.e., it is in fact UV finite, $\theta^{N}=Z\left[\theta^{N}\right]^{R}$ with $Z=1$. As a straightforward consequence, the critical dimension of $\theta^{N}(x)$ is given by Equation (222) with no correction from $\gamma_{F}^{*}$ and reduces to the sum of the critical dimensions of the factors:

$$
\begin{equation*}
\Delta\left[\theta^{N}\right]=N \Delta[\theta]=N(-1+\varepsilon / 2) \tag{223}
\end{equation*}
$$

The structure functions in Equation (212) are linear combinations of pair correlators involving the operators $\theta^{N}$, therefore Equation (223) shows that they indeed satisfy the RG equation of the form in Equation (65), as discussed in Section 4.

Tensor composite operators $\partial_{i_{1}} \theta \cdots \partial_{i_{p}} \theta\left(\partial_{i} \theta \partial_{i} \theta\right)^{n}$ consisting solely of scalar gradients play an an important role. It is technically convenient to work with the scalar operators obtained by contracting the tensors with the vectors $n$ in the fashion

$$
\begin{equation*}
F[N, p] \equiv[(n \cdot \nabla) \theta]^{p}\left(\partial_{i} \theta \partial_{i} \theta\right)^{n}, \quad N \equiv 2 n+p \tag{224}
\end{equation*}
$$

Canonical dimensions of these operators depend on the total number of the fields $\theta$ and have the following form $d_{F}=0, d_{F}^{\omega}=-N$. These operators (Equation (224)) mix with each other only in the renormalization procedure. As a consequence, the corresponding infinite renormalization matrix

$$
\begin{equation*}
F[N, p]=\sum_{N^{\prime}, p^{\prime}} Z_{[N, p]\left[N^{\prime}, p^{\prime}\right]} F^{R}\left[N^{\prime}, p^{\prime}\right] \tag{225}
\end{equation*}
$$

is block-triangular, i.e., $Z_{[N, p]\left[N^{\prime}, p^{\prime}\right]}=0$ for $N^{\prime}>N$. It is then clear that the critical dimensions associated with the operators $F[N, p]$ are fully determined by the eigenvalues of the finite subblocks with $N^{\prime}=N$.

In the isotropic case, as well as in the presence of large-scale anisotropy, the elements $Z_{[N, p]\left[N, p^{\prime}\right]}$ vanish for $p<p^{\prime}$, and the block $Z_{[N, p]\left[N, p^{\prime}\right]}$ is triangular together with the related blocks of the matrices $U_{F}$ and $\Delta_{F}$ in Equations (77) and (222). Moreover, it can be diagonalized in terms of to irreducible operators (scalars, vectors, and traceless tensors), but even for nonvanishing imposed gradient its eigenvalues coincide with those of the isotropic case. Hence, the introduction of large-scale anisotropy has no effect on critical dimensions of operators in Equation (224) (see [34,36]). In the case of small-scale anisotropy, the operators with different values of $p$ mix in renormalization resulting in the matrix $Z_{[N, p]\left[N, p^{\prime}\right]}$ is of generic form (neither diagonal nor triangula).

The calculation of the renormalization constants $Z_{[N, p]}\left[N, p^{\prime}\right]$ can be illustrated within the one-loop approximation. Let $\Gamma(x ; \theta)$ be the generating functional of the 1PI Green functions with the insertion of just one composite operator $F[N, p]$ of Equation (224) containing any number of fields $\theta$. Here, $x$ is the argument of the composite operator and $\theta$ is the functional argument, the "classical counterpart" of the random field $\theta$. The general interest is in the $N$ th term of the expansion of $\Gamma(x ; \theta)$ in $\theta$, which is denoted as $\Gamma_{N}(x ; \theta)$; it has the form

$$
\begin{equation*}
\Gamma_{N}(x ; \theta)=\frac{1}{N!} \int \mathrm{d} x_{1} \cdots \int \mathrm{~d} x_{N} \theta\left(x_{1}\right) \cdots \theta\left(x_{N}\right)\left\langle F[N, p](x) \theta\left(x_{1}\right) \cdots \theta\left(x_{N}\right)\right\rangle_{1-\mathrm{ir}} \tag{226}
\end{equation*}
$$

The matrix of critical dimensions in Equation (222) is given in the one-loop approximation by the expression

$$
\begin{equation*}
\Delta_{[N, p]\left[N, p^{\prime}\right]}=N \varepsilon / 2+\gamma_{[N, p]\left[N, p^{\prime}\right]}^{*} \tag{227}
\end{equation*}
$$

where the asterisk implies the substitution in Equation (211). Details of calculation of $\gamma_{[N, p]\left[N, p^{\prime}\right]}$ can be found in [104].

As already mentioned, the critical dimensions are determined by the eigenvalues of the matrix in Equation (227). It is readily checked that, in the isotropic case ( $\alpha_{1,2}=0$ ), elements of the matrix with $p^{\prime}>p$ vanish, it becomes triangular, and its eigenvalues are the diagonal elements $\Delta[N, p] \equiv$ $\Delta_{[N, p][N, p]}$ :

$$
\begin{equation*}
\Delta[N, p]=N \varepsilon / 2+\frac{2 p(p-1)-(d-1)(N-p)(d+N+p)}{2(d-1)(d+2)} \varepsilon+O\left(\varepsilon^{2}\right) \tag{228}
\end{equation*}
$$

From this equation, we observe that, for fixed $N$ and arbitrary $d \geq 2$, the dimension $\Delta[N, p]$ monotonically decreases with $p$. It reaches a minimum at the minimal allowed value of $p=p_{N}$, i.e., $p_{N}=0$ if $N$ is even and $p_{N}=1$ if $N$ is odd:

$$
\begin{equation*}
\Delta[N, p]>\Delta\left[N, p^{\prime}\right] \quad \text { if } \quad p>p^{\prime} \tag{229}
\end{equation*}
$$

This minimal value $\Delta\left[N, p_{N}\right]$ decreases monotonically as $N$ increases separately for even and odd values of $N$, viz.

$$
\begin{equation*}
0 \geq \Delta[2 n, 0]>\Delta[2 n+2,0], \quad \Delta[2 n+1,1]>\Delta[2 n+3,1] . \tag{230}
\end{equation*}
$$

A similar hierarchy is demonstrated by the critical dimensions of certain tensor operators in the stirred Navier-Stokes turbulence (see Ref. [107] and Section 2.3 of [31]). However, no clear hierarchy is demonstrated by neighboring even and odd dimensions: relations

$$
\begin{equation*}
\Delta[2 n+1,1]-\Delta[2 n, 0]=\frac{\varepsilon(d+2-4 n)}{2(d+2)}, \quad \Delta[2 n+2,0]-\Delta[2 n+1,1]=\frac{\varepsilon(2-d)}{2(d+2)} \tag{231}
\end{equation*}
$$

lead to inequality $\Delta[2 n+1,1]>\Delta[2 n+2,0]$ for any $d>2$. On the other hand, the relation $\Delta[2 n, 0]>$ $\Delta[2 n+1,1]$ is satisfied only if $n$ is large enough, $n>(d+2) / 4$.

Let us denote $\Delta[N, p]$ the eigenvalue of the matrix in Equation (227), which coincides with Equation (228) for $\alpha_{1,2}=0$. Because the eigenvalues depend continuously on parameters $\alpha_{1,2}$, at least for small enough values of $\alpha_{1,2}$, this notation is unambiguous.

The dimension $\Delta[2,0]$ vanishes identically for any $\alpha_{1,2}$ in all orders in $\varepsilon$. As in the isotropic model, this is proved employing the Schwinger equation

$$
\begin{equation*}
\int \mathcal{D} \Phi \frac{\delta}{\delta \theta^{\prime}(x)}\left[\theta(x) \mathrm{e}^{\mathcal{S}_{R}[\Phi]+A \Phi}\right]=0 \tag{232}
\end{equation*}
$$

It can be easily checked [104] that $\Delta[2,0] \equiv 0$, while the to the leading order in $\varepsilon$ one obtains

$$
\begin{align*}
\Delta[2,2] / \varepsilon & =2+\left\{-(d-2) d(d+2)(d+4) F_{0}^{*}-(d+2)(d+4)\left(2+(d-2) \alpha_{1}\right.\right. \\
& \left.\left.+d \alpha_{2}\right) F_{1}^{*}++3(d+4)\left(d-2 \alpha_{1}+2 d \alpha_{2}\right) F_{2}^{*}+15 d\left(\alpha_{1}-\alpha_{2}\right) F_{3}^{*}\right\} /\{(d-1) \\
& \left.\times(d+4)\left[(d-1)(d+2)+(d+1) \alpha_{1}+\alpha_{2}\right]\right\} \tag{233}
\end{align*}
$$

where $F_{n}^{*} \equiv F\left(1,1 / 2+n ; d / 2+n ;-\alpha_{*}\right)$ with $\alpha_{*}$ from Equation (211).
For $N>2$, the eigenvalues may be found in closed form only within an expansion in $\alpha_{1,2}$. The explicit expressions can be found in [104]. They illustrate two features which appear to hold for all $N$ :

- The most relevant anisotropy correction is of order $\left(\alpha_{1,2}\right)$ for $p \neq 0$ and $\left(\alpha_{1,2}^{2}\right)$ for $p=0$. This means that $\gamma^{*}[N, 0]$ are anisotropy independent in the linear approximation.
- This leading contribution depends on $\alpha_{1,2}$ only through the combination $\alpha_{3} \equiv 2 \alpha_{1}+d \alpha_{2}$.

This conjecture is supported by the following expressions for $N=6,8$ and $p=0$ :

$$
\begin{align*}
& \gamma^{*}[6,0] / \varepsilon=\frac{-2(d+6)}{(d+2)}-\frac{12(d-2)^{2}(d+1)\left(d^{2}+14 d+48\right) \alpha_{3}^{2}}{(d-1)^{2} d(d+2)^{4}(d+4)^{2}}  \tag{234}\\
& \gamma^{*}[8,0] / \varepsilon=\frac{-4(d+8)}{(d+2)}-\frac{24(d-2)^{2}(d+1)\left(d^{2}+18 d+80\right) \alpha_{3}^{2}}{(d-1)^{2} d(d+2)^{4}(d+4)^{2}} \tag{235}
\end{align*}
$$

Using the operator product expansion (Section 5), we infer for the scaling function $R(r / L)$ in the representation in Equation (218) for the correlator $\left\langle F_{1}(x) F_{2}\left(x^{\prime}\right)\right\rangle$ : the expression

$$
\begin{equation*}
R(r / L)=\sum_{F} A_{F}\left(\frac{r}{L}\right)^{\Delta_{F}}, \quad r \ll L \tag{236}
\end{equation*}
$$

where the coefficients $A_{F}$ are regular in $(r / L)^{2}$.

Now, let us discuss the equal-time structure functions $S_{N}$ in Equation (52). From this, it is assumed that the mixed correlator $\langle v f\rangle$ differs from zero; this does not influence the critical dimensions. However, it gives rise to non-vanishing odd structure functions. As a rule, the operators entering into the OPE are those generated by Taylor expansions together with all admissible operators which admix to them in the renormalization procedure [5,6]. The leading term of the Taylor expansion of $S_{N}$ is the operator $F[N, N]$ from Equation (224). Renormalization brings about all the operators $F\left[N^{\prime}, p\right]$ with $N^{\prime} \leq N$ and all allowed values of $p$. The operators with $N^{\prime}>N$ (whose contributions would be more relevant) are absent in Equation (236), because they do not appear in the Taylor expansion of $S_{N}$ and do not admix to the terms therein. Hence, the RG representation in Equation (216) together with the OPE representation in Equation (236) leads in the inertial range to the asymptotic expression for the structure function:

$$
\begin{equation*}
S_{N}(\boldsymbol{r})=D_{0}^{-N / 2} r^{N(1-\varepsilon / 2)} \sum_{N^{\prime} \leq N} \sum_{p}\left\{C_{N^{\prime}, p}(r / L)^{\Delta\left[N^{\prime}, p\right]}+\cdots\right\} \tag{237}
\end{equation*}
$$

The second sum is taken over all values of $p$, allowed for a given $N^{\prime}$, numerical coefficients $C_{N^{\prime}, p}$ depend on $\varepsilon, d, \alpha_{1,2}$ and the angle $\vartheta$ between $r$ and $n$. The ellipsis denotes the contributions of the operators other than $F[N, p]$, e.g., $\partial^{2} \theta \partial^{2} \theta$. They generate terms of order $(r / L)^{2+(\varepsilon)}$ and higher and are discarded in the following.

A few general remarks are in order:

- If the mixed correlator $\langle v f\rangle$ is missing, the odd structure functions vanish. At the same time, the contributions to even functions are given only by the operators with even values of $N^{\prime}$. Only contributions with $p=0$ remain in the isotropic case ( $\alpha_{1,2}=0$ ) [104,108]. When anisotropy is present, $\alpha_{1,2} \neq 0$, the operators with $p \neq 0$ assume nonvanishing means, and their dimensions $\Delta\left[N^{\prime}, p\right]$ enter the right hand side of Equation (237).
- The most relevant term of the small $r / L$ behavior is obviously related to the contribution with the smallest value of the exponent $\Delta\left[N^{\prime}, p\right]$. Now, we employ the hierarchy relations in Equations (229) and (230), which hold for $\alpha_{1,2}=0$ and consequently remain valid at least for $\alpha_{1,2} \ll 1$. We conclude that, for sufficiently weak anisotropy, the leading term in (237) is given by the dimension $\Delta[N, 0]$ for any $S_{N}$. In all particular cases considered, this hierarchy remains for finite values of the anisotropy parameters as well. The contribution with $\Delta[N, 0]$ stays leading for such $N$ and $\alpha_{1,2}$.
- It is possible that the inequalities in Equations (229) and (230) may be violated for some values of $n, d$ and $\alpha_{1,2}$, so that the leading contribution to Equation (237) is given by a dimension with $N^{\prime} \neq N$ and/or $p>0$.
- The introduction of the mixed correlator $\langle v f\rangle \propto n \delta\left(t-t^{\prime}\right) C^{\prime}(r / L)$ explicitly violates the evenness in $n$ and generates non-vanishing odd functions $S_{2 n+1}$ and leads to to the contributions with odd $N^{\prime}$ to the expansion in Equation (237) for even functions. If the relations in Equations (229) and (230) are satisfied, in even functions, the leading term is still given by the contribution with $\Delta[N, 0]$. If the relations in Equation (231) are fulfilled, in the odd function $S_{2 n+1}$, the leading term is given by the dimension $\Delta[2 n, 0]$ for $n<(d+2) / 4$ and by $\Delta[2 n+1,1]$ for $n>(d+2) / 4$. Let us note that, for the model with an imposed gradient, for all $n$, the leading terms of $S_{2 n+1}$ are given by the dimensions $\Delta[2 n+1,1][34,36]$.

Furthermore, it is permissible that the matrix in Equation (227) for some $\alpha_{1,2}$ has a pair of complex conjugate eigenvalues, $\Delta$ and $\Delta^{*}$. In this case, the small $r / L$ behavior of the scaling function $\xi(r / L)$ in Equation (237) would contain oscillating terms of the form

$$
(r / L)^{\operatorname{Re} \Delta}\left\{C_{1} \cos [\operatorname{Im} \Delta(r / L)]+C_{2} \sin [\operatorname{Im} \Delta(r / L)]\right\}
$$

with constant factors $C_{i}$.

Representations similar to Equations (218) and (237) can be readily written for arbitrary equal-time pair correlation functions, provided their canonical and critical dimensions are known. In particular, for the operators $F[N, p]$ in the IR region $(\Lambda r \rightarrow \infty, r / L$ fixed $)$, we arrive at

$$
\begin{equation*}
\left\langle F\left[N_{1}, p_{1}\right] F\left[N_{2}, p_{2}\right]\right\rangle=v_{0}^{-\left(N_{1}+N_{2}\right) / 2} \sum_{N, p} \sum_{N^{\prime}, p^{\prime}}(\Lambda r)^{-\Delta_{[N, p]}-\Delta_{\left[N^{\prime}, p^{\prime}\right]}} R_{N, p ; N^{\prime}, p^{\prime}}(r / L) \tag{238}
\end{equation*}
$$

Here, the indices $N$ and $N^{\prime}$ satisfy the inequalities $N \leq N_{1}$ and $N^{\prime} \leq N_{2}$. The indices $p$ and $p^{\prime}$ assume all allowed values for given $N$ and $N^{\prime}$. The small $r / L$ behavior of the functions $R_{N, p ; N^{\prime}, p^{\prime}}(r / L)$ is of the form

$$
\begin{equation*}
\xi_{N, p ; N^{\prime}, p^{\prime}}(m r)=\sum_{N^{\prime \prime}, p^{\prime \prime}} C_{N^{\prime \prime}, p^{\prime \prime}}(r / L)^{\Delta\left[N^{\prime \prime}, p^{\prime \prime}\right]} \tag{239}
\end{equation*}
$$

with the constraint $N^{\prime \prime} \leq N+N^{\prime}$ and corresponding values of $p^{\prime \prime} ; C_{N^{\prime \prime}, p^{\prime \prime}}$ are numerical coefficients.
Thus far, we have considered the particular case of the velocity correlator given by Equations (190) and (195). Explicit calculations [104] show that contributions to the renormalization constants (as a direct consequence, to the coordinates of the fixed point and the anomalous dimensions as well) come solely from the even polynomials in the expansion in Equation (192). This is why odd polynomials were absent in Equation (192) from the very beginning. Further, from the explicit form [104] of self-energy graph $\Sigma_{\theta^{\prime} \theta}$, it can be shown that only the coefficients $a_{l}$ with $l=0,1$ and $b_{l}$ with $l=0,1,2$ contribute to the constants $Z_{1,2}$ in Equation (204) and, consequently, to the basic RG functions in Equations (207) as well as Equation (208) to the coordinates of the fixed point in Equation (211). Hence, the fixed point in the generic model in Equation (192) is fully parameterized by these five coefficients. The higher coefficients appear only through the positivity conditions in Equation (194).

Further, for $\chi=0$, only coefficients $a_{l}$ with $l \leq 2$ and $b_{l}$ with $l \leq 3$ might contribute to the integrals $H_{n}$ and, therefore, to the one-loop critical dimensions in Equation (227). As a consequence, calculation of the latter is significantly simplified in the special case $a_{0}=1, a_{1}=0$ and $b_{l}=0$ for $l \leq 2$ in Equation (192). The coordinates of the fixed point in Equation (211) coincide with those in the isotropic model. In particular, $\alpha_{*}=0$, and the anomalous exponents will depend on the two parameters $a_{2}$ and $b_{3}$ solely. In all analyzed cases, the general picture is akin to that outlined above for the case in Equation (195). For instance, the hierarchy of the critical dimensions, stated in the inequalities in Equations (229)-(231), persists also to this case. We conclude that the special case in Equation (195) represents adequately the main features of the generic model in Equation (192).

The exponents are related to the critical dimensions of composite operators in Equation (224) constructed from the scalar gradients. In contrast to the isotropic flow, these operators in the model under consideration mix in renormalization in such a way that the matrices of their critical dimensions are neither of diagonal nor triangular form. These matrices are calculated explicitly to the order $(\varepsilon)$ However, their eigenvalues (anomalous exponents) can be calculated only as perturbative series in $\alpha_{1,2}$ (Equations (234) and (235)) or in a numerical fashion.

In the limit of zero anisotropy, the exponents can be related to definite tensor composite operators constructed from the scalar gradients, and exhibit certain hierarchy connected to the degree of anisotropy. It can be summarized as follows: the lower is the rank, the lower is the dimension and, therefore, the contribution to the inertial-range behavior is more important.

Leading terms of the even (odd) structure functions are caused by the scalar (vector) operators. For the case of finite anisotropy, the exponents cannot be related to individual operators (which are mixed in renormalization procedure), but the aforementioned hierarchy is present for all the studied cases.

A short comment about the second-order structure function $S_{2}(r)$ is appropriate here. It can be studied employing the RG and zero-mode techniques [104]; as in the isotropic case [39,109-111]. Its leading term is $S_{2} \propto r^{2-\varepsilon}$, but the amplitude now depends on $\alpha_{1,2}$ and the angle between the vectors $r$ and $n$ from Equation (195). The first correction due to anisotropy is $(r / L)^{\Delta[2,2]}$ with the exponent $\Delta[2,2]=O(\varepsilon)$ from Equation (233).

In isotropic velocity field, the anisotropy inserted at large scales by external forcing or imposed mean gradient, persists in the inertial range and shows in odd correlation functions: the skewness factor $S_{3} / S_{2}^{3 / 2}$ decreases at $r / L \rightarrow 0$ but slowly (see [50,85-88,100-103]), while the higher-order ratios $S_{2 n+1} / S_{2}^{n+1 / 2}$ increase (see, e.g., [34,36,90,92]).

In the studied model, the inertial-range behavior of the skewness factor is described by the expression $S_{3} / S_{2}^{3 / 2} \propto(r / L)^{\Delta[3,1]}$. For $\alpha_{1,2} \rightarrow 0$, the exponent $\Delta[3,1]$ is given by Equation (228) with $n=3$ and $p=1$. It is positive and coincides with the previous result [85,86]. By numerical means, it can be shown that, if the anisotropy becomes strong enough, the exponent $\Delta[3,1]$ becomes negative and the skewness factor increases towards the depth of the inertial interval. Let us note that the higher-order odd ratios increase already when the anisotropy is weak.

## 11. Conclusions

The crucial problem in many phenomena encountered in physics is the proper identification of underlying symmetry and the mechanism that leads to its violation. The solution to such a task is by no means obvious and requires deep understanding of the physical problem. In non-equilibrium statistical physics, which deals with systems containing many interacting degrees of freedom, symmetries are present at different levels of theoretical description.

In this article, our main aim is to summarize and elucidate approaches suitable for theoretical analysis of symmetries and their violations in problems related to various aspects of fluid dynamics. In particular, we concentrate on an overall analysis of symmetries emerging in fully developed turbulence and related problems. All studied problems are of classical nature and share the common property that they cannot be described within the standard equilibrium statistical physics and thus constitute systems far from the thermal equilibrium. Nevertheless, it is possible to study them with the use of powerful and versatile methods borrowed from high energy physics. We demonstrate how to construct a functional-integral representation of classical stochastic problems based on the introduction of an action functional analogous to that of particle physics. Use of the action functional is especially illuminating in revealing symmetries of models and their consequences. The functional representation is analyzed using Feynman diagrammatic technique and renormalization group approach. The latter is especially convenient for an analysis of large-scale behavior. To this end, it is necessary to find R stable fixed point(s) of the RG $\beta$ functions of the model at hand. The fundamental difference between the RG in high-energy physics and statistical systems is that only the opposite spatial scales are of interest. In high-energy physics, small spatial scales are studied and the asymptotic behavior of models at large momenta is vital. In classical statistical systems, there is a maximal spatial scale $L$. The goal of the theory is then to determine how much $L$ affects relevant physical quantities. We apply field-theoretic methods to classical non-equilibrium systems and as a paradigmatic example present the stochastic approach to fully developed turbulence. We review the basic setup, and briefly describe the RG method and the related topic of operator product expansion. Examples are given of the use of the latter as an important tool in the analysis of experimentally measurable quantities. The important Galilei symmetry is described in the functional representation and its consequences derived. Consequences of breaking of Galilei symmetry in the stochastic Navier-Stokes model with colored noise are discussed with the use of the RG. Important effects of parity violation and strong anisotropy in turbulent flows are analyzed in detail.
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## Abbreviations

The following abbreviations are used in this manuscript:
NS Navier-Stokes
RG Renormalization Group
SDE Stochastic Differential Equation
UV Ultraviolet
IR Infrared
OPE Operator Product Expansion
1PI one-particle irreducible
MHD Magnetohydrodynamics
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