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# Preface to "Advances in Micro and Nano Manufacturing: Process Modeling and Applications" 

Micro- and nanomanufacturing technologies have been developed in research and industrial environments to support product miniaturization and the integration of new functionalities. The technological developments of new materials and processing methods have been supported by developing predictive models, which can simulate the interactions between materials, process states, and product properties. Compared with the conventional manufacturing scale, micro- and nanoscale technologies require studying different mechanical, thermal, and fluid dynamics phenomena which need to be assessed and modeled. To fully realize the micro- and nano-scale potential, several challenges still need to be overcome. Among them are understanding material processing behaviors at a reduced scale, developing design criteria, validating process control and monitoring strategies, and defining quality control procedures.

This Special Issue showcases 13 state-of-the-art examples of modeling and simulation in microand nanomanufacturing processes. The goal is to provide contemporary examples of the use of modeling and simulation in micro- and nanomanufacturing processes, promoting the diffusion and development of these technologies. The presentation and analysis of new technologies are anticipated to support engineering researchers and practitioners with the development of new micro- and nanomanufacturing products and applications. This book provides the reader with the knowledge to understand different micro- and nanomanufacturing technologies and the associated modeling techniques. The technologies covered in the book include different materials, different processing technologies, and different modeling approaches.

The Guest Editors would like to take this opportunity to thank all the authors for submitting their papers to this Special Issue and for contributing to the diffusion and development of micro- and nanomanufacturing technologies. We would also like to thank all the reviewers for dedicating their time and helping to improve the quality of the submitted papers.
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Micro- and nano-manufacturing technologies have been developed in research and industrial environments to support product miniaturization and the integration of new functionalities. The technological development of new materials and processing methods has been supported by developing predictive models, which can simulate the interactions between materials, process states, and product properties. Compared with the conventional manufacturing scale, micro- and nano-scale technologies require different mechanical, thermal, and fluid dynamics phenomena to be studied and modeled. To fully realize the micro- and nano-scale potential, several challenges still need to be overcome. Among them are understanding the material processing behavior at a reduced scale, developing design criteria, validating process control and monitoring strategies, and defining quality control procedures.

This Special Issue showcases 12 state-of-the-art examples of modeling and simulation in micro- and nano-manufacturing processes. The papers that are published in this Special Issue explore the following micro- and nano-manufacturing processes: laser texturing [1,2], 3 D printing $[3,4]$, grinding [5,6], turning [7,8], and electrochemical machining [9,10]. The remaining papers cover lithography-based manufacturing [11], and micro- and nano-scale design aspects [12].

Laser texturing technologies exploit electromagnetic energy, to melt and vaporize the material on the surface, creating a texture. Ultrafast texturing is a recent development in laser technologies, which has many peculiarities and allows the machining of different textures. Ultrafast lasers are pulsed lasers that are characterized by a duration of a few nanoseconds, and a frequency ranging between one and several hundreds of kHz . Ultrafast laser systems are characterized by low-power characteristics (i.e., units of Watts); however, the use of high-power light pulses allows for high values of energy to be focused on the workpiece surface. Kažukauskas et al. used a femtosecond laser to polish the surface of a transparent biocompatible polymer for body implants [1]. The results showed that the polishing process depends on the thermal heat flux, which initiates thermos-dynamical phenomena that change the surface roughness of the sample. Piccolo et al. used a femtosecond laser to create a submicron texture on a metallic mold, which was then replicated by microinjection molding [2]. The texture replication resulted in the functionalization of a plastic surface, which showed different static wetting behavior, as a function of the texture replication attained with the molding process.

Recent innovations in 3D printing technologies allow the direct manufacturing of micro- and nano-scale products, such as microfluidics, and the generation of fine details on manufacturing tools. Dempsey et al. used a digital light processing (DLP)-based inverted stereolithography process, to produce thermoset polymer-based tooling for micro injection molding [3]. The results show that the resistance of the soft tool is related to its dynamic temperature distribution during the process, and its ability to dissipate the heat that is convected by the hot polymer melt. Chen et al. developed a sample library of standardized
components and connectors, manufactured using a multi-jet modeling technology, using a print head that jets the photopolymer and the waxy support material [4]. Their modular microfluidic system offers potential for realizing mass-production complexes and multiplex systems for the commercialization of microfluidic platforms.

Grinding, at the nano-scale level, can be efficiently employed to create surfaces with ultrahigh precision, by removing a few atomic layers from the substrate. Manea et al. developed an arithmetical model to calculate the nano-scale grinding force required to machine optical glass, and analyzed how processing parameters can be controlled to achieve high surface and subsurface quality [5]. Karkalos et al. focused on molecular dynamics modeling with multiple abrasive grains, to study the effect of spacing between the adjacent rows of abrasive grains and the effect of the rake angle of the abrasive grains [6]. They evaluated the grinding forces and temperatures, ground surface quality, chip formation, and subsurface damage of the substrate.

Skrzyniarz studied the minimum chip thickness formation during the longitudinal turning of steel [7]. The analysis of the machined workpiece showed that the depth of cut and the feed rate affects the minimum chip thickness. Elastic-plastic deformation and ploughing were observed when the feed rate was lower than the cutting edge radius. You et al. carried out an experimental investigation, focusing on laser-assisted turning by the in-process heating of tungsten carbide, for precision glass molding [8]. The process guides the laser beam passes through the transparent tool, to heat the material locally, thereby decreasing the ultra-high tungsten carbide hardness and altering the fracture toughness as soon as the tool interacts with the material. Through an experimental study, the technology was shown to improve machinability, making the ductile turning of hard and brittle materials possible, and has been confirmed as a viable solution for hard and brittle material ultra-precision machining.

Electrochemical machining uses energy (i.e., chemical, electrical, thermal) to remove material from the workpiece's surface, without physical contact. He et al. studied radial ultrasonic rolling electrochemical micromachining, which is a process that is characterized by the feeding of small and rotating electrodes, aided by ultrasonic rolling, to create an array of pits [9]. Fan et al. analyzed a method of electrochemical machining, using a conductive masked porous cathode and jet electrolyte supply, to generate micro-grooves with high machining localization [10].

A lithography process involves transferring a geometric pattern from a mask to a photoresist-coated semiconductor wafer surface. Geng et al. used a high-precision lithography simulation model for thick SU-8 photoresist, based on the waveguide method, to calculate light intensity in the photoresist and predict the profiles of developed SU-8 structures [11].

Langford et al. developed a methodology to calculate the forces acting upon the intraosseous transcutaneous amputation prosthesis, which was designed for use in a quarter amputated femur [12]. The design approach focused on a failure feature, shaped similarly to a safety notch, which would stop excessive stress permeating the bone, causing damage to the user. The topology analysis identified critical materials and local maximum stresses when modeling the applied loads.

The guest editors would like to take this opportunity to thank all the authors for submitting their papers to this Special Issue, and for contributing to the diffusion and development of micro- and nano-manufacturing technologies. We would also like to thank all the reviewers for dedicating their time and helping to improve the quality of the submitted papers.
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#### Abstract

Biocompatible polymers are used for many different purposes (catheters, artificial heart components, dentistry products, etc.). An important field for biocompatible polymers is the production of vision implants known as intraocular lenses or custom-shape contact lenses. Typically, curved surfaces are manufactured by mechanical means such as milling, turning or lathe cutting. The 2.5 D objects/surfaces can also be manufactured by means of laser micromachining; however, due to the nature of light-matter interaction, it is difficult to produce a surface finish with surface roughness values lower than $\sim 1 \mu \mathrm{~m} \mathrm{Ra}$. Therefore, laser micromachining alone can't produce the final parts with optical-grade quality. Laser machined surfaces may be polished via mechanical methods; however, the process may take up to several days, which makes the production of implants economically challenging. The aim of this study is the investigation of the polishing capabilities of rough ( $\sim 1 \mu \mathrm{~m} \mathrm{Ra}$ ) hydrophilic acrylic surfaces using bursts of femtosecond laser pulses. By changing different laser parameters, it was possible to find a regime where the surface roughness can be minimized to 18 nm Ra , while the polishing of the entire part takes a matter of seconds. The produced surface demonstrates a transparent appearance and the process shows great promise towards commercial fabrication of low surface roughness custom-shape optics.


Keywords: femtosecond micromachining; burst processing; intraocular lens; hydrophilic acrylic; surface roughness; polishing

## 1. Introduction

Vision is one of the most important senses, which enables us to experience and understand our surroundings. However, the eye, just as any other organ or tissue in the human body, deteriorates with age and vision deterioration substantially contributes to the decrease in the quality of life. According to statistics, about $50 \%$ of Americans have developed cataracts by the age 75-79 [1] and every third person in the world suffers from myopia [2]. Today's advanced technologies provide means to cure the above-mentioned eye conditions by changing the natural lens of the eye with vision implant known as intraocular lenses (IOL). However, the manufacturing of intraocular lenses remains time consuming and an economically challenging procedure to this day, this is especially true when considering customized IOLs.

Intraocular lenses are typically manufactured using lathe cutting, milling, compression molding or injection molding [3]. All of the above-mentioned methods use mechanical tools that have their
downsides. Diamond tools used for lathe cutting are expensive, need constant recalibration and wear out with time; therefore, leading to the increase of the surface roughness of the produced part. In addition, milling of the lens contour is a time intensive process taking up to five minutes per lens, the calibration of the equipment can take up to two hours daily [4]. Other methods that include melting of plastic and then molding are more suitable for mass production as they allow production of large quantities of units in a short period of time. Even though molding is great for mass production, this technology is not suited for the production of customized lenses, as every customized lens requires a new custom mold. The manufacturing of molds requires high precision machinery; therefore, the molds are expensive and difficult to manufacture [5]. Despite which method is used for the manufacturing of the lenses, the surfaces typically do not satisfy optical-quality standards and require an additional polishing procedure to be carried out. Both sides of the lens need to be polished in order to reach optical-quality standards ( $<10 \mathrm{~nm} \mathrm{Ra}$ ). Polishing methods such as pitch polishing, polishing using synthetic pads or magneto rheological figuring [6] are not suitable for intraocular lens production as there is a high risk of damaging the lens haptics. To this day all intraocular lenses are polished using the tumbling method, where lenses are tumbled in a mixture of glass beads, alcohol and deionized water. This method is capable of producing surfaces of superb quality, in other words, Ra in the range of a few nanometers [7]; however, the tumbling process may take as long as few days [8]. To avoid the stated disadvantages of mechanical manufacturing, laser micromachining could be used as an alternative to mechanical manufacturing means of intraocular or other type of optical lenses. Nowadays it is possible to achieve high ablation efficiencies of $1.23 \mu \mathrm{~m} /$ pulse using Ti:Sapphire laser pulses of $30 \mu \mathrm{~J}$ energy in polymer poly(methyl methacrylate), better known as PMMA [9]. In addition, the surface quality achieved may be in the range of a few hundred nm to $\sim 1 \mu \mathrm{~m}$ depending on wavelength used [10]. This is achieved thanks to the advanced technologies of ultrashort pulse generation in the pico and femto duration range. The peak intensity of focused ultrashort pulses can be as high as $10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ enabling the initiation of non-linear processes such as multi-photon absorption and avalanche ionization that enable the micromachining of materials that under normal circumstances (visible to infrared spectrum) are transparent. When using femtosecond laser pulses the material is instantly vaporized, resulting in relatively "cold" ablation regimes without producing heat-affected zones (also known as HAZ) [11]. The utilization of ultrashort infrared femtosecond pulses in the field of laser micromachining provides the flexibility to produce almost any shape from transparent or non-transparent materials. However, the non-linear absorption of the pulse and accompanied instant material evaporation alone is not sufficient to produce an optical-grade quality surface finish resulting in surface roughness $>1 \mu \mathrm{~m}$ Ra. Transparent surfaces with roughness of $>1 \mu \mathrm{~m}$ exhibit strong light scattering and may reduce imaging quality of these components to such a degree that it becomes too low for optical applications. Surface roughness is also important for the bio-compatibility of the implants [12-14]. Rough surfaces on the implants can damage human tissues or be rejected by the immune system. Moreover, it was seen that implants with higher surface roughness values increase the risk of post-surgical complications (e.g., posterior capsular opacification) that lead to decrease in vision [15]. Recently it was discovered that using bursts of femtosecond laser pulses, when each pulse is divided into a sequence of sub-pulses with a temporal separation of few tens of nanoseconds or hundreds picoseconds, improves laser material processing by boosting the ablation efficiency [16-21]. It was also demonstrated, that by using bursts of pulses it is possible to further decrease the surface roughness compared to using the conventional single femtosecond pulse regimes [22].

The aim of this study is the investigation of the polishing capabilities of rough ( $\sim 1 \mu \mathrm{~m} \mathrm{Ra}$ ) hydrophilic acrylic (typical material used for vision implants) surfaces using bursts of femtosecond laser pulses, while the initial rough surface of the samples was prepared by femtosecond laser ablation to a desired shape without using bursts. It was shown, that by tailoring the properties of the burst (the shape of the envelope, number of pulses, average power, etc.) it is possible to control the amount of heat flux entering the material and in such a way realize a controlled melting procedure that reduces the surface roughness from $\sim 1 \mu \mathrm{~m}$ Ra to $<20 \mathrm{~nm} R a$. These results show great potential for the
industrial scale production of customized optical components made from transparent, biocompatible polymer materials.

## 2. Materials and Methods

In this work we used a multi-burst femtosecond laser "Carbide" (Light Conversion, Vilnius, Lithuania). With a central wavelength of 1030 nm , generating pulses of 220 fs (full width at half maximum) duration at a repetition rate of 100 kHz , with a maximum average power of 40 W . The laser is able to produce controllable bursts of pulses, meaning that each pulse may be divided into a sequence of sub-pulses with a variable energy distributed through the sub-pulses as shown in Figure 1. The temporal separation between the sub-pulses may be set to either 400 ps or 15.5 ns . In the scope of this article, only the temporal separation of 400 ps was investigated. The formation of femtosecond bursts is done by storing pulses in the regenerative amplifier and controllably expelling them. The control of the expelling pulse energy is done by using electro-optical switches. The precise timing of the round trip of the regenerative amplifier and the time delay between the pulses from the master oscillator is crucial [23]. In addition, the laser has a built-in software feature that allows tailoring of the energy distribution of the sub-pulses within the burst which can produce an ascending or descending burst amplitude envelope, meaning it is possible to form a rising/falling energy envelope, see Figure 1. To characterize the energy of the sub-pulses within the burst we used the "Time-correlated Single Photon Counting" (also known as TCSPC) method [24] and MATLAB (R2018a version) for data visualization. The micromachining of the material was done by focusing the beam via a telecentric 100 mm F-theta lens, and controlling the position of the beam on the surface of the sample using a galvanoscanner "intelliSCAN 14" (SCANLAB, Munich, Germany), the setup is shown in Figure 1. In addition, the scanner with the lens was mounted on a z-axis translation stage, thus enabling the manipulation of the beam in $x, y$ and $z$ directions. The position of the beam on the sample was controlled using micromachining software DMC (1.4.71 version). The sample was precisely positioned below the scanner using a firmly fixed custom-built sample holder. The samples were Contamac CONTAFLEX $26 \%$ UV-IOL (R) hydrophilic acrylic tablets having diameter of 15 mm and thickness of 3 mm . The beam waist was positioned directly on the surface of the sample and the focal position was fine-tuned by firing single pulses at the sample's surface at different heights with a step of $100 \mu \mathrm{~m}$ until the smallest diameter crater was achieved. The produced craters were investigated using an "Olympus BX51" (OLYMPUS, Hamburg, Germany) microscope. We determined that using an average laser power of 2.5 W (fluence- $6.5 \mathrm{~J} / \mathrm{cm}^{2}$ ) the diameter of the crater at the focal position was $20.7 \mu \mathrm{~m}$, while using an average laser power of 33.6 W (fluence- $88 \mathrm{~J} / \mathrm{cm}^{2}$ ) the diameter of the crater was $77.3 \mu \mathrm{~m}$. To determine the material ablation threshold we used a method described in [25] that consists of several steps: first, the square of the ablated crater diameter is plotted versus the logarithm of the pulse energy. From the slope of the distribution the focal spot $\omega_{0}\left(1 / \mathrm{e}^{2}\right)$ can be calculated. Having the spot size, the fluence was calculated and crater diameter squared versus the logarithm of fluence was plotted. By extrapolating the dependence to zero the ablation threshold was determined and was found to be $2.7 \mathrm{~J} / \mathrm{cm}^{2}$.

The experiment consisted mainly of two parts: first-characterization of the burst using the TCSPC setup and second-analysis of the micromachined sample. We used the characterization of the burst pulses to find the correct settings of the laser so that each sub-pulse in the burst would have the same energy. To achieve that we placed a scattering surface at an angle of $45^{\circ}$ obstructing the beam and collecting the scattered light using a semiconductor detector "ID100-20 visible Single-photon detector" (ID QUANTIQUE, Geneva, Switzerland) and a multichannel electronic system "PicoHarp 300" (PicoQuant, Berlin, Germany). The bursts were registered and visualized using data visualization software. The temporal resolution of the imaging was 50 ps , which enables the accurate representation of the energies of the sub-pulses within the burst. The scattering surface was necessary for decreasing the intensity of the laser beam so as not to damage the detector and avoid possible reflections from the optical surfaces that could influence the registered signals. The parameter that controls the burst energy envelope was changed from -1 to 1 (see different value meanings in Figure 1 ) for different burst
packets consisting of $2,5,10$ and 25 sub-pulses per burst. By changing the burst envelope parameter, different configurations of sub-pulse amplitudes were obtained and analyzed.


Figure 1. Micromachining setup used for ablation and subsequent polishing of plastic materials. A single pulse may be split into a sequence of sub-pulses (bursts), the temporal separation between each sub-pulse within the burst was constant at 400 ps . Additionally, by varying the burst envelope parameter it is possible to adjust the energy distribution within the burst.

Micromachining of plastic experiments were carried out using a burst envelope parameter value at which all sub-pulses had the same energy. A cuboid having dimensions of $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 0.5 \mathrm{~mm}$ (such dimensions are typical for eye implants) was ablated using the conventional femtosecond ablation regime (single pulses) when the laser was operating at 100 kHz . For ablation of the surface, the overlap of beams was kept constant at $50 \%$ in both $x$ and $y$ directions to ensure uniform surface modification over the whole area. After the ablation step a series of experiments were performed, where combinations of bursts with different parameter settings were used for polishing of the ablated surface, see Figure 2B. In the framework of this article, surface polishing is regarded as a sensitive thermodynamical process that is based on remelting of a thin surface layer. While the material is in the liquid state it is pulled in the directions where the surface tensile force is strongest, meaning that it is pulled mainly into various valleys and cavities, hence the surface roughness after solidification may get smaller if the correct laser heating parameters are found. In addition, this process results in a combination of remelting of a thin surface layer smaller than $5 \mu \mathrm{~m}$ and vaporization of micro edges [26-30], see Figure 2A. Using laser radiation, it is possible to enhance the surface quality of many different materials such as metals, plastics, ceramics, glasses, etc. Hence, laser polishing is a highly used technique for industrial applications [31-33].

In our study the surface polishing experiments were conducted using a galvo-scanner based scanning/focusing system. By changing the average laser power ( P ), the scanning velocity of the beam on the surface of the sample (v), the line scanning pitch ( dx ) and the number of sub-pulses within the burst $\left(\mathrm{N}_{\mathrm{p}}\right)$, the polishing capabilities of the plastic material were investigated in order to achieve the best surface quality. While conducting micromachining of samples, the temperature at the surface was monitored using a thermal vision camera "FLIR A600-Series" (FLIR systems, Hoogstraten, Belgium); for image and video processing we used the "FLIR ResearchIR" (ResearchIR MAX 4 version) software package. We also examined how the initial surface roughness impacts the polishing process. Therefore, we conducted a parametric study, where multiple samples were ablated with different settings so as to produce a different surface finish (roughness values ranging from 0.7 to $3 \mu \mathrm{~m}$ ) and evaluated its
roughness after polishing. In addition, a sample having roughness of $\mathrm{Ra}=40 \mathrm{~nm}$, which was prepared by mechanical polishing, was also studied. The "Sensofar PLU 2300" optical profiler (SENSOFAR, Terrassa, Spain) was used for the investigation of the surface topography while the bright field images were taken with the "Olympus BX51" (OLYMPUS, Hamburg, Germany) ( $10 \times$ magnification) and "Olympus LEXT OLS5000" ( $10 \times$ magnification) microscopes (OLYMPUS, Hamburg, Germany). The roughness parameter $\mathrm{R}_{\mathrm{a}}$ (arithmetic average height) was chosen as an evaluation criterion of the surface roughness. It is defined as an average absolute deviation of the height from the mean line over one sampling length [34] (in our case sampling length was $125 \mu \mathrm{~m}$ ). To process the profiler data, "SensoMap" software was used.


Figure 2. Laser polishing using pulsed laser radiation scheme (A), micromachining steps used for polishing (B). The structure of $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 0.5 \mathrm{~mm}$ was ablated and then polished using bursts of femtosecond pulses.

## 3. Results and Discussion

### 3.1. Burst Investigation Results

Measuring the individual amplitudes of each sub-pulse within the burst is complicated with conventional photodiodes and oscilloscopes due to the insufficient temporal resolution; therefore, the TCSPC method was used. The main reason for these measurements was to adjust the burst envelope parameter in such a way that all of the energies of the sub-pulses within the burst are equal or as close to equal as possible. It was found that tailoring of the burst envelope parameter was necessary to produce a flat envelope for a different number of sub-pulses within the burst. Knowing the individual energy of the sub-pulses is important for experiment reproducibility and for comparison purposes with different burst settings. The experiments were carried out by dividing one pulse into packets of $2,5,10$ and 25 sub-pulses and different sub-pulse amplitudes were produced when changing the burst envelope parameter. It was determined that splitting a single pulse into a burst is done efficiently up to 10 sub-pulses. Splitting the pulse into more than 10 sub-pulses causes formation of parasitic pre-pulses, see Figure 3B,C. The true origin of the pre-pulses remains unknown, as it is a direct cause of the laser construction. Analysis of the measurement data showed that it is possible to level all sub-pulses within the burst to the same energy with an error of $10 \%$ except for the last sub-pulse. However, if the number of sub-pulses within the burst is lower than five, then all of the pulses within the burst are leveled to an $10 \%$ error margin. If the number of pulses is greater than five,
then the trailing sub-pulse has a higher energy compared to the other sub-pulses (the more sub-pulses in the burst, the higher the energy of the last sub-pulse), this phenomenon is an inherent laser feature. Another interesting insight is that the burst envelope parameter takes on different values for a different number of sub-pulses. It was expected, that the burst envelope parameter value of 0 would yield a burst with equal sub-pulse amplitudes; however, it was found that the envelope appears to be slightly shifted towards an ascending shape (amplitudes of the sub-pulses are increasing). When performing polishing experiments, the burst envelope parameter was varied for the different cases in order to produce a flat envelope.


Figure 3. The dependence of the intensity of the sub-pulses in the burst versus the envelope parameter when a single pulse is divided into 2 sub-pulses (A) and into 10 sub-pulses (B). Amplitudes of a leveled burst packet of 10 sub-pulses are displayed in (C).

### 3.2. Plastic Ablation Results and Polishing Capabilities of Bursts of Femtosecond Laser Pulses

Different materials ablated with femtosecond pulses is not a new topic, therefore an investigation regarding the ablation efficiency when working with different laser parameters was not performed. The preparation of the samples was done with the same laser system in single pulse mode. The ablation threshold was determined for hydrophilic acrylic using the method described in the previous chapter and was found to be $2.7 \mathrm{~J} / \mathrm{cm}^{2}$, see Figure 4B. The determined ablation threshold agrees with the results published by other parties when similar materials were investigated. Nam et.al. [35] and Baudach et.al. [36] reported thresholds of $2.4 \mathrm{~J} / \mathrm{cm}^{2}$ and $2.6 \mathrm{~J} / \mathrm{cm}^{2}$, respectively, while using Ti:Sapphire laser of $\lambda=800 \mathrm{~nm}$ wavelength and pulse duration of $\tau=150 \mathrm{fs}$. On the other hand, Heberle et.al. [10] reported ablation thresholds of Contaflex yellow and Contaflex stan (PMMA materials from the supplier Contaflex) to be $12.9 \mathrm{~J} / \mathrm{cm}^{2}$ and $13.9 \mathrm{~J} / \mathrm{cm}^{2}$, respectively, for a wavelength of $\lambda=1064 \mathrm{~nm}$ and pulse duration of $\tau=10 \mathrm{ps}$. The difference in ablation threshold can be explained by the different pulse duration.

The ablation rate was determined for different pulse energies when the scanning velocity, the scanning pitch and the repetition rate were fixed to $3.6 \mathrm{~m} / \mathrm{s}, 36.57 \mu \mathrm{~m}$ and 100 kHz , respectively. The maximum ablation rate was found to be $0.84 \mathrm{~mm}^{3} / \mathrm{s}$ when the fluence is set to $78.5 \mathrm{~J} / \mathrm{cm}^{2}$, which corresponds to an average laser power of 29 W , see Figure 4C. In this case it took approximately 1 min to ablate the $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 0.5 \mathrm{~mm}\left(50 \mathrm{~mm}^{3}\right)$ shape. It is worth mentioning, that $50 \mathrm{~mm}^{3}$ is a common value which would be required to produce a custom 3D lens shape applicable for eye implants; therefore, it represents a realistic estimation of the time needed for the ablation task. After ablating the samples to a depth of 0.5 mm , one extra scan was performed with a low average power setting of 2.5 W to further decrease surface roughness. This way we were able to achieve the lowest surface roughness of $\mathrm{Ra}=0.991 \mu \mathrm{~m}$ using the single pulse regime.


Figure 4. Bright field images of ablated craters taken with "Olympus BX51" microscope (A). Crater diameter squared dependence on fluence for ablation threshold retrieval (B). Ablation rate dependence on beam fluence (C).

The next step in lens production would be to initiate polishing of the produced samples by means of controlled surface melting using bursts of femtosecond pulses while using the same laser system setup. We have used bursts of femtosecond pulses where the sub-pulses had a temporal separation of 400 ps . From previous investigations [21] it was known, that the heat input on the surface would be much more pronounced in this time scale as compared to a larger temporal separation (nanoseconds) setting. However, it was unknown what the best parameter combination that produces the highest heat flux onto the surface is. In our experiments we varied the average laser power, the scanning speed, the scanning pitch and the number of sub-pulses within the burst and analyzed the roughness of the polished surface. The summarized results are shown in Figure 5. The results show that, under certain burst pulse parameter settings, it is possible to reduce the initial roughness of the sample made with the single pulse ablation mode. At 5 sub-pulses in the burst and low average power ( $\sim 15 \mathrm{~W}$ ) settings the achieved reduction in surface roughness is already about 2.5 -fold, from $\sim 1 \mu \mathrm{~m}$ to $\sim 400 \mathrm{~nm}$. We found that with higher average power settings ( $\sim 24 \mathrm{~W}$ ) it was possible to reach a surface roughness value below $100 \mathrm{~nm}(\mathrm{Ra})$. This result shows that depending on the scanning speed and spatial pitch settings a significant amount of laser power is required to be pointed onto the surface to initiate melting and surface smoothening. On the other hand, too much power can result in increase of surface roughness when the scanning speed is too high. As evident from the roughness dependence on the scanning speed graph, the surface roughness increases as the scanning speed increases, leading to insufficient thermal accumulation on the surface. However, it was noticed that if the thermal input is too large, boiling of the material can occur and large craters form on the surface producing a rise in the surface roughness as in the case of the low scanning pitch ( $5 \mu \mathrm{~m}$ ) setting, see Figure 5A. It is likely, that the same boiling of the material will appear when the scanning speed would be decreased below the investigated range; however, since one of the goals is to produce rapid and high-quality polishing, low scanning speed settings were not investigated. The results suggest that depending on the used parameter configuration the surface quality after ablation can be enhanced up to $>10$-fold as can be seen in Figure 6C, or degraded by $>3$-fold, see Figure 6D. The transparency of the surface is dependent
on the scattering properties of the surface. The Rayleigh roughness criterion $\mathrm{R}_{\mathrm{at}}$ [37] may be used to evaluate the scattering characteristics of the surface when light is incident on the surface:

$$
\begin{equation*}
\mathrm{R}_{\mathrm{at}}=\mathrm{k}_{0} \mathrm{~S}_{\mathrm{q}} \frac{\left|\mathrm{n}_{1} \cos \theta_{\mathrm{i}}-\mathrm{n}_{2} \cos \theta_{\mathrm{t}}\right|}{2} \tag{1}
\end{equation*}
$$

where $\mathrm{k}_{0}$-incident wave vector, $\mathrm{S}_{\mathrm{q}}$-surface RMS roughness, $\mathrm{n}_{1,2}$-refractive indexes of incident mediums and $\theta_{i, t}$-incident and refracted. Generally, a surface may be regarded as flat with little to no scattering losses if $\mathrm{R}_{\mathrm{at}}<\pi / 16$. Parts A and B appear opaque since $\mathrm{R}_{\mathrm{at}}$ is higher by approximately an order of magnitude compared to the specified value in this case. Part C in Figure 6 is below the designated criterion and therefore appears transparent. An exception should be applied for part D where the surface appears transparent though shows large roughness values; this is due to the waviness that occurs on the surface when the hot bubbles explode upon reaching the surface. A wavy structure appears on the surface having smooth peaks and valleys. Such surfaces (part D) are not potential candidates for optical applications due to wavefront distortions that arise from the waviness. Overall, it was seen that the parameter space in which the surface roughness decreases drastically is relatively small and the best surface roughness of $\mathrm{Ra}=60.8 \mathrm{~nm}$ was achieved using the following parameters: $\mathrm{P}=25.8 \mathrm{~W}, \mathrm{v}=500 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=10$. This demonstrates that using these parameter settings we can achieve optimal thermodynamical flow, hence only melting the thin upper layer of the sample. Additionally, similar results $(\mathrm{Ra}=83 \mathrm{~nm})$ were also achieved using the following parameters: $\mathrm{P}=25.8 \mathrm{~W}, \mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=5$. This indicates that it is possible to achieve surface smoothening even with a lower than 10 number of sub-pulses in the burst.


Figure 5. Surface roughness after polishing ablated samples dependent on different polishing parameters. Other fixed parameters in case of (A): $\mathrm{P}=29 \mathrm{~W}, \mathrm{~N}_{\mathrm{p}}=10$ and $\mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}$; in case of (B): $\mathrm{P}=19 \mathrm{~W}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}$; in case of $(\mathbf{C}): \mathrm{P}=25.8 \mathrm{~W}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=10$; and in case of (D): $\mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=5$.


Figure 6. Visual representation of Ra (top left corner). Hydrophilic acrylic after ablation using parameters: $\mathrm{P}=30 \mathrm{~W}, \mathrm{v}=3.65 \mathrm{~m} / \mathrm{s}$ and $\mathrm{dx}=36.5 \mu \mathrm{~m}+2$ additional scans with parameter set of $\mathrm{P}=2.5 \mathrm{~W}, \mathrm{v}=1.03 \mathrm{~m} / \mathrm{s}$ and $\mathrm{dx}=10.3 \mu \mathrm{~m}(\mathbf{A})$. The same sample after polishing using the following parameters: $\mathrm{P}=12 \mathrm{~W}, \mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=5 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=10(\mathbf{B})$; after polishing with: $\mathrm{P}=29 \mathrm{~W}$, $\mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=10(\mathrm{C})$; and after polishing with $\mathrm{P}=29 \mathrm{~W}, \mathrm{v}=1000 \mathrm{~mm} / \mathrm{s}$, $\mathrm{dx}=5 \mu \mathrm{~m}$ and $\mathrm{N}_{\mathrm{p}}=10(\mathrm{D})$. Sa is a different notation of Ra, notation depends on ISO standard used.

### 3.3. Investigation of Temperature Relation to Surface Roughness

From the previous section (see Figure 5C,D) it is evident that there are multiple micromachining parameter combinations that result in low ( 60.8 nm Ra ) roughness values. The main cause for this is believed to be the rise in surface temperature up to a certain level to initiate melting of the rough regions. To investigate this further the temperature of the surface was recorded with an IR camera when performing the polishing procedure using different average power settings and number of sub-pulses within the burst. The 5 and 10 sub-pulses within the burst and the change of laser power from 8 to 32 W were chosen for comparison. The results are displayed in Figure 7. Correlation between the achieved surface roughness and surface temperature is evident (e.g., $\mathrm{N}_{\mathrm{p}}=5, \mathrm{P}=24 \mathrm{~W}$ and $N_{p}=10, P=32 \mathrm{~W}$ ). The measured surface roughness ( 57 nm and 52 nm , respectively) are excellent if maximum temperature is raised to around $357^{\circ} \mathrm{C}$. In this specific case a larger average power by two-fold is needed when using 10 sub-pulses within the burst as compared to 5 sub-pulses to achieve the best surface smoothness. This may be explained by taking into account that the absorption of light occurs via non-linear absorption processes, therefore more energy is absorbed within the material at lower average power settings when using 5 sub-pulses within the burst as compared to 10 sub-pulses, as the latter has a lower intensity. In addition, when performing the characterization of the bursts (see Figure 3) a trail of pre-pulses was registered for the 10 sub-pulse settings which was absent for the 5 sub-pulse case. How the pre-pulses affect the absorption of light and the polishing process is beyond the scope of this article, though it remains an interesting topic for future research. It was noticed that, during laser polishing when the temperature of the surface was higher than $300{ }^{\circ} \mathrm{C}$, a high accumulated temperature zone formed (see Figure 7, residual heat) at the edge of the rectangle where the beam scanning started, in other words, the zone which is always opposite to the moving heat front and is maintained until the end of the polishing procedure. The moving temperature front is associated with the polishing beam position; as the photographs presented in Figure 7 are taken during the polishing process therefore the moving temperature front is visible. A possible explanation
regarding the origins of the accumulation of temperature in the residual heat zone is the reflection of light from the slope of the laser impingement area (Figure 2, "melt pool") at the point where the molted material forms. The laser light that was reflected impinges the edge of the cuboid and increases the temperature slightly during the polishing process. Besides that, it restricts the area from cooling down via diffusion of heat. The molten material can exhibit optical quality properties and thus reflects light well. In addition, it is known [38] that a plasma cloud forms after the first pulse has impinged on the surface, and does not dissipate until the second pulse (after 400 ps ) arrives at the surface. Depending on multiple machining conditions, a portion of light can also reflect from the plasma cloud. However, the stated assumptions need to be proven experimentally and remain a topic of future research.


Figure 7. Temperature maps of the sample's surface during micromachining and profiles of temperature maps averaged through the working area using different average laser power for bursts of 5 and 10 sub-pulses per burst. Max. avg. T listed below the images stands for maximum averaged temperature of the moving laser front. Other parameters used for polishing were: $\mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{v}=700 \mathrm{~mm} / \mathrm{s}$ and number of scans $=2$. Ra of the surface are partially dependent on the position where the measurement was performed, thus errors of $\pm 25 \mathrm{~nm}$ must be taken into account.

The minimal surface roughness achieved after a single scan over the surface was $\sim 250 \mathrm{~nm}$. It is known that for metals, scanning the surface multiple times increases the smoothness of the surface [39,40]. Therefore, the surface roughness was also measured when performing several scans (a change in the scanning angle by $90^{\circ}$ is produced after each pass). It was noticed that scanning twice improves the surface finish as compared to the single scan case; however, when the scanning was done more than twice the surface roughness increases again and the sample becomes non-transparent. This may be explained by noting that after a number of scans, a deeper portion of the material reaches melting point and the material starts boiling. Bubbles rise to the surface and leave large craters as can be seen in Figure 6D. Therefore it is likely that the achieved minimal surface roughness value ( $\mathrm{Ra}=18 \mathrm{~nm}$ using parameters: $\mathrm{P}=22 \mathrm{~W}, \mathrm{~N}_{\mathrm{p}}=5, \mathrm{v}=620 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$, number of scans $=2$ and f $=100 \mathrm{kHz})$ cannot be reduced further due to the Marangoni effect [41].

Figure 5 showed that by using bursts of femtosecond laser pulses it was possible to increase the surface quality. To further examine how the number of sub-pulses in the burst affects the polishing quality, we looked into how the number of sub-pulses within the burst correlates to the sample's surface temperature. Figure 8 A shows that when the number of sub-pulses rises from 1 to 3 , the surface temperature increases from 285 to $355^{\circ} \mathrm{C}$, while the roughness of the samples decreases to below 100 nm . Although, increase of the surface quality is only apparent until a single pulse is split into three, further
increasing the number beyond this value does not increase the surface quality. These observations suggest that when splitting a single pulse into three sub-pulses, a certain energy threshold per pulse is reached and thermodynamical processes are stimulated which result in the remelting of the surface and its smoothening. Furthermore, Figure 5D shows that the temperature dependence on the average laser power is not linear. We have noticed that when increasing the average power of the laser, the temperature rises quickly to $350-360^{\circ} \mathrm{C}$. When the surface temperature increases to more than $360^{\circ} \mathrm{C}$, bubbles form below the surface. The bubbles are the release of gas trapped inside the volume which explode upon reaching the surface, this causes sputtering of the molten material and creates micro-valleys. In turn, this causes an increase in the surface roughness [42]. These experiments show, that the optimal temperature at which the best surface quality can be achieved is approximately $357^{\circ} \mathrm{C}$. The images of the surface are depicted in Figure 8B, and that no recognizable difference is seen for the case of 3-30 sub-pulses per burst.


Figure 8. Surface temperature dependence on the number of sub-pulses within a burst (left picture), surface roughness dependence on the number of sub-pulses within a burst (right picture). Other parameters: $\mathrm{P}=16 \mathrm{~W}, \mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{v}=700 \mathrm{~mm} / \mathrm{s}$ and number of scans $=2(\mathbf{A})$. The surface of the sample after polishing using different average laser power when other parameters are $\mathrm{N}_{\mathrm{p}}=10$, $\mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{v}=700 \mathrm{~mm} / \mathrm{s}$ and number of scans $=2$ ( $\mathbf{B}$, first line). The surface of the sample after polishing using different numbers of sub-pulses when other parameters are $\mathrm{P}=16 \mathrm{~W}, \mathrm{dx}=10 \mu \mathrm{~m}$, $\mathrm{v}=700 \mathrm{~mm} / \mathrm{s}$ and number of scans $=2(\mathbf{B}$, second line $)$.

Since it is thought that the Marangoni effect is the limiting factor preventing further decease in the surface roughness, experiments were performed investigating the relation between the surface roughness before polishing (prior roughness) and the surface roughness after polishing (final roughness). Initially, it was expected that larger differences would be present when performing the polishing procedure on different roughness surfaces. The experiment was carried out by preparing a number of samples, each having different initial roughness values ranging from 0.75 to $3 \mu \mathrm{~m}$ Ra. Different surface roughness values were achieved by varying the average power of the laser without using burst-mode.

The $3 \mu \mathrm{~m}$ surface roughness value was achieved by adjusting the spatial pitch of the hatching lines to $\mathrm{dx}<5 \mu \mathrm{~m}$. In addition, for comparison purposes, a number of samples were polished mechanically to a roughness of 40 nm Ra. After polishing the different roughness samples no significant difference in the final roughness was detected when comparing polishing with 5 and 10 sub-pulses in the burst, see Figure 9B. The results fall within an error range of one standard deviation of 50 nm . This result again confirms that as long as a certain temperature is reached on the surface during the polishing step, the results do not differ even when changing the number of sub-pulses from 5 to 20 . In addition, it shows that the surfaces with roughness in range of $0.75-3 \mu \mathrm{~m}$ can be successfully polished to the same finish level using method presented in this study. However, for the case of the mechanically polished samples, further reduction of the surface roughness was not achieved. As visible in Figure 9A, small artifacts resembling dimples are present on the surface of sample after polishing with bursts, which contribute to a surface roughness value of 45 nm Ra. These artifacts are thought to be the result of embedded polishing particles in the surface, a residual from mechanical pre-polishing. Eventually, best surface quality was achieved by polishing via laser prepared samples with parameters: $\mathrm{P}=22 \mathrm{~W}$, $\mathrm{N}_{\mathrm{p}}=5, \mathrm{v}=620 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{f}=100 \mathrm{kHz}$ and scanning twice. With the former parameter configuration we were able to achieve $\sim 20 \mathrm{~nm}$ Ra and $\sim 30 \mathrm{~nm}$ Sq, which according to Rayleigh roughness criteria $\mathrm{R}_{\mathrm{at}}=0.1<\pi / 16$ represents a flat surface with little to zero scattering losses.


Figure 9. Pre-polished and original samples after polishing using bursts of femtosecond laser pulses (A), surface roughness after polishing using bursts of femtosecond laser pulses dependent on the different prior roughnesses when $N_{p}=5$ and $N_{p}=20(B)$. Parameters used in (A) section are: P = 22 W , $\mathrm{N}_{\mathrm{p}}=5, \mathrm{v}=620 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{f}=100 \mathrm{kHz}$ and number of scans $=2$. Parameters used in $(\mathbf{B})$ section are: $\mathrm{P}=32 \mathrm{~W}, \mathrm{v}=700 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}, \mathrm{f}=100 \mathrm{kHz}$ and number of scans $=2$.

For demonstration purposes, a concave lens of 13.5 mm diameter and having a radius of curvature of 20.5 mm was fabricated. The shape was ablated using parameters: $\mathrm{v}=2500 \mathrm{~mm} / \mathrm{s}, \mathrm{P}=16 \mathrm{~W}$, $\mathrm{dx}=20 \mu \mathrm{~m}$ and polished with following parameter set: $\mathrm{P}=22 \mathrm{~W}, \mathrm{~N}_{\mathrm{p}}=5, \mathrm{v}=620 \mathrm{~mm} / \mathrm{s}, \mathrm{dx}=10 \mu \mathrm{~m}$ and $\mathrm{f}=100 \mathrm{kHz}$. The result is shown in Figure 10. It is evident that the fabricated concave lens is fully transparent, smooth and bends the image like a lens.


Figure 10. Polished curved surface. Polishing parameters: $P=22 W, N_{p}=5, v=620 \mathrm{~mm} / \mathrm{s}$ and $\mathrm{dx}=10$ $\mu \mathrm{m}$.

## 4. Conclusions

In this study we have investigated the ability to polish the hydrophilic acrylic polymer Contamac CONTAFLEX $26 \%$ UV-IOL (R), which is used as a bio-compatible polymer for body implants manufacturing, using bursts of femtosecond laser pulses. The parametric study of the laser machining parameters that consist of the following micromachining parameters: average laser power, scanning speed, scanning pitch and number of sub-pulses within the burst, showed that polishing up to a surface roughness value of $\mathrm{Ra}=40 \mathrm{~nm}$ is achievable. The analysis of the surface temperature during micromachining showed that the polishing process depends on the thermal heat flux which initiates thermodynamical processes that change the surface roughness of the sample. The optimal surface temperature was found to be approximately $357^{\circ} \mathrm{C}$, at which it was possible to polish the material up to 18 nm Ra, resembling a transparent surface which meets optical-quality standards. The correlation between the temperature at the surface and the achieved surface roughness values is presented which shows that such roughness values are achievable through variation of the number of sub-pulses within the burst. In addition, it was shown that in order to reach the stated temperature levels, it is necessary to split the single pulse into at least more than three sub-pulses. However, if the number of sub-pulses is increased above three, similar results in terms of surface temperature may be achieved. If the surface is overheated to above $360^{\circ} \mathrm{C}$, micro bubbles form which rise to the surface and produce surface craters upon exploding, dramatically reducing the surface quality. It was shown that the burst-pulse polishing process is invariant of the initial roughness of the surface in the range of $0.7-3 \mu \mathrm{~m}$ Ra. In addition, if the surface has embedded mechanical polishing artifacts (abrasive particles), the surface degrades after the polishing procedure. Finally, it was shown that results achieved in this study can be applied to manufacturing of free-form optical components such as lenses, providing a fast (few minutes per lens) and efficient way of polishing to achieve low roughness surfaces.
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#### Abstract

Surface functionalization of plastic parts has been studied and developed for several applications. However, demand for the development of reliable and profitable manufacturing strategies is still high. Here we develop and characterize a new process chain for the versatile and cost-effective production of sub-micron textured plastic parts using laser ablation. The study includes the generation of different sub-micron structures on the surface of a mold using femtosecond laser ablation and vario-thermal micro-injection molding. The manufactured parts and their surfaces are characterized in consideration of polymer replication and wetting behavior. The results of the static contact angle measurements show that replicated Laser-Induced Periodic Surface Structures (LIPSSs) always increase the hydrophobicity of plastic parts. A maximum contact angle increase of $20 \%$ was found by optimizing the manufacturing thermal boundary conditions. The wetting behavior is linked to the transition from a Wenzel to Cassie-Baxter state, and is crucial in optimizing the injection molding cycle time.
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## 1. Introduction

Polymers are materials characterized by very different properties that can be tailored for many applications [1]. Engineers are constantly trying to enhance their desired properties or to straighten the weaknesses of these materials. Surface functionalization has emerged as a solution to the needs of various stakeholders. Functional surfaces find application as self-cleaning [2-4], scaffolds [5,6], tissues [7-9], optical parts [10], anti-icing [11,12], in friction reduction [13,14], and in engineering of injection mold surfaces [15]. All these applications generated an increasing demand to develop reliable and cost-effective mass manufacturing technologies for polymer surface replication.

Functionalization of polymer surfaces can be obtained by modifying their chemistry (e.g., using coatings) or through topographic modifications (e.g., texturing) [16]. The chemical modification of a surface typically requires an additional step on the production of the part. This paper focuses on tailoring the surface properties of plastic parts through topographic modification, exploiting a net shape process. Functionalization can be described by considering the wettability of a surface [17]. Wettability is a fundamental characteristic of solids, and is governed by surface chemistry and morphology. It
measures the ability of a liquid to maintain contact with a solid surface, and is determined by the balance between cohesive (inside the liquid) and adhesive (between liquid and the solid surface) forces. By changing the surface topography, adhesive interactions can be modified. Wettability can be characterized by utilizing contact angle measurements. A hydrophilic surface exhibits a contact angle smaller than $90^{\circ}$. Conversely, a hydrophobic surface yields a contact angle above $90^{\circ}$. When the contact angle exceeds $150^{\circ}$, the surface is defined as super-hydrophobic.

When considering surface topographies, two models were developed to explain the interaction between asperities and liquid droplets. The Wenzel state assumes that liquid droplets follow the asperities of the surface, emphasizing the intrinsic hydrophobic or hydrophilic behavior of the material [18]. The Cassie-Baxter state predicts that asperities can trap air bubbles inside them, resulting in an inhomogeneous surface [19]. When the fraction of a solid in contact with a water droplet decrease, it means that more air is trapped, and thus the contact angle increases. The Wenzel state depends directly on surface roughness, the Cassie-Baxter state depends on the wet fraction of the solid. The aim of surface structuring is to create patterns that optimize surface roughness and minimize the solid fraction of a surface in contact with the liquid.

Texturing of plastic parts can be achieved either via direct patterning or by replicating the surface of a tool. The former approach is slow, expensive and may lead to some chemical changes on the surface [20,21], while the latter offers more efficient manufacturing opportunities. Indeed, the high investment costs of patterning the mold can be adequately justified when the tool is used for long production runs. Mold texturing technologies can be divided into a top-down (i.e., removing material) and a bottom-up (adding material) approach [22]. Top-down technologies are approaches that shape the pattern by removing material from the substrate using either hard tools (e.g., milling, etching) or energy (e.g., laser engraving, electrical discharge machining). Bottom-up technologies exploit self-assembly or self-organization properties of certain materials to create small (i.e., up to few nanometers) and accurate structures. The investment and operating costs of top-down techniques are high, and there are substantial limitations on the patterning of large areas and complex surfaces. At the same time, despite their easier scalability, bottom-up technologies are characterized by the worst capabilities in terms of geometry, and feature size is limited [23].

Mold texturing for injection molding applications requires a high speed and flexibility [24]. Laser patterning has been proven effective for the fast-engraving of highly uniform micro-structured surfaces on a large variety of materials, including steel [25-27]. Furthermore, throughputs as high as $1 \mathrm{~cm}^{2}$ per 10 s have been reported for metals when producing self-organized sub-micron structures [28]. High texturing speeds characterize this type of surface modification due to the unique structuring phenomena happening on the surface. The laser beam irradiates the surface on an area that is much bigger than the feature size, leaving a sort of fingerprint characteristic of the particular laser beam. Femtosecond lasers, typically exploited for the formation of Laser-Induced Periodic Surface Structures (LIPSSs), are pulsed lasers characterized by extremely short pulse durations and high peak power. The interference pattern formed by the incident wave (i.e., the laser light wave) and the exited Surface Electromagnetic Wave (SEW) rule the patterning phenomena. The repeated interference between the two waves creates a pattern of energy distribution that ionizes and melts the very first layer of material on the surface, accordingly creating the typical ripples of the LIPSS pattern [29].

The morphology of the LIPSS pattern can be modified by changing the laser setup. The regularity and depth of the structures can be optimized, controlling the way the beam scans the surface and the beam fluence (i.e., energy delivered on a specific area). The pitch between consecutive structures is strongly linked to the wavelength of the laser light (typically, the pitch is slightly smaller than the laser wavelength [30]).

Tunable laser systems (variable beam wavelength) are more expensive than their single-frequency counterparts due to the added complexity, while their output power is generally compromised. Therefore, other approaches can be considered to modify LIPSS periodicity. Varying the laser Beam Incident Angle ( $B I A$ ) relative to the surface can be one method for varying the ripples' pitch. The
phenomenon is controlled by the energy interference pattern formed by the incident wave and the exited Surface Electromagnetic Wave (SEW). This interference may result in a different period of the pattern or a pattern with two periods. For a Transverse Magnetic (TM) wave, the period of the structures is given by

$$
\begin{equation*}
\Lambda_{1,2}=\frac{\lambda}{1 \pm \sin \theta} \tag{1}
\end{equation*}
$$

where $\Lambda$ is the pattern pitch, $\lambda$ is the laser wavelength and $\theta$ the angle between the laser beam and the normal surface direction [31].

Hot embossing and injection molding are the most efficient technologies to achieve replication of submicron-structured plastic parts [32]. However, when it is required to apply textures on 3D geometries, only micro injection molding ( $\mu \mathrm{IM}$ ) can be considered [33]. The replication of submicron-structured surfaces is challenging since the injected molten polymer tends to solidify quickly touching the cold mold, hindering filling of the micro-cavities [34]. Replication is highly influenced by process parameters (mold temperature, melt temperature, injection velocity and holding pressure) and mold design (e.g., distance of the patterned area from the gate and part thickness) $[34,35]$. In the literature, many experimental studies have focused on the optimization of the $\mu \mathrm{IM}$ process and auxiliaries to overcome the manufacturing issues driven by the replication of high aspect ratio structures [36,37]. Rapid Heat Cycle Molding (RHCM) is commonly used to increase mold temperatures above the polymer glass transition temperature $\left(T_{\mathrm{g}}\right)$ during the injection phase. The fast cooling of the mold after filling allows the ejection of the part [38]. However, RHCM requires significant investments, and the cycle time is highly affected.

The replication performance of the process is generally evaluated in terms of surface topography without considering its functionality. In this work, the functionalization of the surface is characterized considering its wetting properties. The correlation between replication and wettability is not clear yet. With functionalization of the surface being the aim of the whole process, understanding the roles of the process features on the wetting phenomena can drive process optimization and productivity.

In this work, the process chain for manufacturing functional submicron-structured plastic surfaces is studied. A femtosecond laser source is used to generate different submicron structures on the mold surface. The laser ablation process is characterized and studied to understand the effect of its parameters on ripple morphology. The mold surface textures are then replicated by the injection molding of different thermoplastic resins. Texture design, laser processing and the wettability of parts are studied holistically to optimize the manufacturing process as well as the functionality of the parts.

## 2. Materials and Methods

### 2.1. Process Chain and Experimental Approach

In this work, the process for cost-effective and fast production of functionalized plastic parts using a femtosecond laser is presented and characterized. The proposed process chain accomplishes the plastic part functionalization by laser texturing of the mold surface and replication by $\mu \mathrm{IM}$ (Figure 1). The sub-micrometric pattern on the conventional steel surface is engraved using an ultrafast pulsed laser. The texture replication is accomplished using $\mu \mathrm{IM}$, since it is a suitable process to replicate even small features on 3D parts with a wide range of thermoplastic materials at a low cycle time. Texturing of plastic parts leads to improved wetting properties.

The process chain was validated by texturing four mold inserts with different laser process conditions. The $\mu \mathrm{IM}$ process capability to replicate the surface structures was experimentally investigated for different temperature boundary conditions. As the mold surface temperature decreased, the melt cooling rate increased, leading to higher viscosities and preventing the replication of the submicron structures. The process performance was evaluated considering the functionality of the manufactured plastic parts. The correlation between surface functionalization and polymer replication is discussed comparing the plastic surface wetting behavior with the replicated topographies.


Figure 1. Schematic of the process chain utilized in this work to functionalize plastic parts.

### 2.2. Mold Design

The plastic part designed for this study was a disk with a diameter of 18 mm and a wall thickness of 1.5 mm . The cavity was placed on the B-side of the mold at the end of a $7-\mathrm{mm}$ long semi-circular cold runner with a radius of 1.5 mm (Figure 2a). The textured surface had a diameter of 10 mm and was assembled in the cavity using round inserts (Figure 2b). Two alignment slots were machined on the side of the insert. They were used to align the surface structures with the polymer flow. Ejector pins were evenly distributed around the cavity to ensure uniform demolding force on the molded plastic part. Electrical heating was combined with water cooling for the RHCM process and to control the mold surface temperature.


Figure 2. (a) Design of the mold cavity. (b) Design of the textured insert and alignment features. (All dimensions are in millimeters.)

### 2.3. Mold Surface Treatments

Five mold inserts were machined and polished to obtain a smooth surface finish (Sa below 25 nm ) before the generation of the submicron structures by laser ablation. Then, the surface of the inserts was treated with ultrashort laser patterning using a femtosecond laser source (Satsuma, Amplitude Systems, Pessac, France). The laser process parameters, reported in Table 1, were selected based on a previous optimization study to obtain a uniform pitch and depth of the ripples [39]. The laser beam polarization was unchanged during the trials, and the inserts were oriented identically in the Computer Numerical Control (CNC) machining setup, ensuring the same ripples' directions over the four textured samples. The irradiation was done in such a way ensuring the beam p-type linear polarization was perpendicular to the scanning direction. Laser patterning was carried out by focusing the laser beam using a telecentric lens down to a diameter $\left(2 w_{0}\right)$ of $40 \mu \mathrm{~m}$ and moving it with a galvanometer scanner over the insert surface at a speed of $(v) 1500 \mathrm{~mm} / \mathrm{s}$ with a pulse frequency $(f)$ of 250 kHz . Thus, the pulse distance ( $L$ ) was $6 \mu \mathrm{~m}$ (distance between two consecutive pulses). The same
value was used for the scanning step over distance $(H)$ (spacing between two consecutive scanning lines), thus obtaining the same pulse overlaps in both X and Y directions.

Table 1. Laser process parameters.

| Parameter | Value |
| :--- | :---: |
| Wavelength $(\mathrm{nm})$ | 1030 |
| Pulse duration $(\mathrm{fs})$ | 310 |
| Pulse energy $(\mu \mathrm{J})$ | 2.52 |
| Frequency $(f)(\mathrm{kHz})$ | 250 |
| Scanning speed $(\mathrm{v})(\mathrm{mm} / \mathrm{s})$ | 1500 |
| Step over $(H)(\mu \mathrm{m})$ | 6 |
| Spot diameter $\left(2 w_{0}\right)(\mu \mathrm{m})$ | 40 |
| Fluence $(F)$ at normal incidence $\left(\mathrm{mJ} / \mathrm{cm}^{2}\right)$ | 200 |

The pitch distance between consecutive ripples was changed in different inserts by changing the beam incidence angle (BIA). BIA values were changed between $0^{\circ}$ (normal incidence) and $30^{\circ}$ while keeping the polarization parallel to the plane of incidence. In particular, the four inserts A, B, C and D were produced with BIAs of $0^{\circ}, 10^{\circ}, 20^{\circ}$, and $30^{\circ}$, respectively. The pulse fluence is dependent on the beam profile on the insert surface, and therefore it is slightly reduced as the beam area increases when the BIA value is increased. When the surface is tilted the beam spot can be assumed to be an ellipse with the axis size a trigonometric function of BIA [40]. Thus, the respective pulse fluence $(F)$ values for $B I A \mathrm{~s} 10^{\circ}, 20^{\circ}$ and $30^{\circ}$ are 197,188 and $174 \mathrm{~mJ} / \mathrm{cm}^{2}$, respectively.

### 2.4. Surface Characterization

The roughness of the polished inserts was measured before laser patterning using a confocal profilometer (3D S Neox, Sensofar, Barcelona, Spain). The instrument was used in confocal mode with a 100X lens, and surface roughness $(S a)$ of the inserts was evaluated.

The morphology of the sub-microstructures on the mold insert was characterized using Scanning Electron Microscopy (SEM - FEI, Quanta 400, Thermo Fisher Scientific, Hillsboro, OR, USA). This technique permits the homogeneity of the texture of the entire surface to be quickly examined.

The geometrical characterization of the ripples was carried out using Atomic Force Microscopy (AFM -CP II, Veeco Digital Instruments, Bruker, Billerica, MA, USA). This first morphological characterization is needed to prove the representativeness of the small AFM scanned area. The AFM analysis (Table 2) was repeated onto two $10-\times 10-\mu \mathrm{m}$ areas over each insert. The mean height of the structures was evaluated with the analysis of the acquired point clouds exploiting the Abbott-Firestone curves method according to the standard DS/EN ISO 25178-2 [41]. The material ratio curve (i.e., Abbott-Firestone curve) describes the increase of the material portion of the surface with increasing the roughness depth. For each acquired topography, the core surface roughness was determined from the linear representation of the material ratio curve and addressed to the mean topographic height.

Table 2. AFM measuring setup for the topography of the plastic parts.

| Property | Insert | Part |
| :--- | :---: | :---: |
| Tip material | Silicon | Gold |
| Tip curvature radius $(\mathrm{nm})$ | 6 | 10 |
| Cantilever length $(\mu \mathrm{m})$ | 180 | 125 |
| Cantilever width $(\mu \mathrm{m})$ | 18 | 30 |
| Cantilever thickness $(\mu \mathrm{m})$ | 0.6 | 3 |
| Force constant $(\mathrm{N} / \mathrm{m})$ | 0.05 | 1.45 |
| Resonant frequency $(\mathrm{kHz})$ | 22 | 87 |

The structure periodicity was carried out using 2D FFT (2D Fast Fourier Transform) analysis of the entire measured surface. The main peaks of the spectrum can be correlated to surface periodicities [42].

Two parameters were considered to describe the pattern quality, (i) regularity ( $R$ ), and (ii) homogeneity. Pattern regularity refers to the uniformity of the pitch distance between consecutive structures. This parameter was evaluated from the 2D FFT analysis of the topographies acquired using AFM. The regularity is represented by the standard deviation of the normal distribution associated with the peak of the considered ripple periodicity. Since the pitch variation was within the direction of the ripples, a horizontal profile of the 2D FFT analysis was extracted (Figure 3b). The regularity of the pattern was evaluated considering the ratio between the standard deviation ( $\sigma$ ) of the normal distribution associated with each pitch $(\Lambda)$ present along with the pattern and the pitch itself:

$$
\begin{equation*}
R=1-\sum_{i=1}^{n} \frac{2 \sigma_{i}}{\Lambda_{i}} \tag{2}
\end{equation*}
$$



Figure 3. (a) Scanning path for the laser surface structuring (clarity dimensions are not correctly scaled); (b) FWMH (Full Width at Half Maximum) evaluation by the horizontal profile extracted from the 2D FFT of the AFM point clouds; (c) representative 2D FFT micrographs describing the dispersion angle.

The homogeneity of the texture was analyzed considering the ripple dispersion angle $\gamma$ (i.e., the angle deviation of the ripples from the straight parallel configuration). This dispersion angle can be adequately described considering the angle $\gamma$ that encloses the areal 2D FFT peak dispersion of the ripple frequency (Figure 3c).

The same morphologic and topographic analyses were performed on the plastic part surfaces to investigate the replication accuracy. SEM analysis was carried to examine the homogeneity of the replication over the entire surface. The AFM setup was adapted for the measurements on the plastic parts to optimize accuracy (Table 2).

### 2.5. Materials and Manufacturing System

A commercial polystyrene (PS Crystal 1540, Total Petrochemicals \& Refining, Bruxelles, Belgium) and a poly-methyl methacrylate (PMMA, Polycasa Acryl G55, 3A Composites, Statesville, NC, USA) were selected for the experimental work. Their main properties are reported in Table 3. These polymers are commonly used in $\mu \mathrm{IM}$ due to their high flowability, high optical clarity, high transparency, and high impact strength.

A state-of-the-art micro injection molding machine (MicroPower 15, Wittmann-Battenfeld GmbH, Kottingbrunn, Austria) was used for the $\mu \mathrm{IM}$ experiments. The accuracy and repeatability of the injection phase were guaranteed by the separation of the metering ( 14 mm screw) and injection ( 5 mm plunger) units. A maximum injection pressure of 2700 bar was used as the limit during the molding cycles. The mold temperature was varied from 40 to $120^{\circ} \mathrm{C}$, and a $10^{\circ} \mathrm{C}$ gap was chosen between the tested temperatures. The other process parameters of the injection molding for each material were kept constant (Table 4). To ensure the stability of the process, 20 molding cycles were performed before the first part was collected. For each condition, 15 parts were sampled.

Table 3. Main properties of the selected polymers.

| Property | PS | PMMA |
| :--- | :---: | :---: |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 1.05 | 1.18 |
| Melt flow index $(\mathrm{g} / 10 \mathrm{~min})$ | $12\left(200^{\circ} \mathrm{C}-5 \mathrm{~kg}\right)$ | $21\left(230{ }^{\circ} \mathrm{C}-3.80 \mathrm{~kg}\right)$ |
| Glass transition temperature $\left({ }^{\circ} \mathrm{C}\right)$ | 100 | 105 |
| Drying time $(\mathrm{h})$ | 2 | 6 |
| Drying temperature $\left({ }^{\circ} \mathrm{C}\right)$ | 70 | 80 |
| Recommended ejection temperature $\left({ }^{\circ} \mathrm{C}\right)$ | 85 | 85 |
| Recommended mold temperature range $\left({ }^{\circ} \mathrm{C}\right)$ | $30-50$ | $40-90$ |

Table 4. Main processing conditions chosen for the injection molding experiments with the two resins.

| Parameter | PS | PMMA |
| :--- | :---: | :---: |
| Melt temperature $\left({ }^{\circ} \mathrm{C}\right)$ | 235 | 255 |
| Back pressure $(\mathrm{MPa})$ | 5 | 2 |
| Switch-over pressure $(\mathrm{MPa})$ | 80 | 82 |
| Injection speed $(\mathrm{mm} / \mathrm{s})$ | 110 | 110 |
| Packing pressure $(\mathrm{MPa})$ | 45 | 50 |
| Cooling time $(\mathrm{s})$ | 10 | 10 |
| Mold temperature range $\left({ }^{\circ} \mathrm{C}\right)$ | $40-120$ | $40-120$ |

### 2.6. Wetting Characterization

The wetting properties of the textured plastic surface were evaluated from contact angle measurements and benchmarked against those of a smooth plastic surface. The equipment used for the measurements consisted of a horizontal stage, a motor-driven micrometer syringe (UMP3) with a needle (diameter 0.21 mm ), two background illumination sources (LED Pholox) and two cameras (MANTA G-146, Allied Vision Technologies GmbH, Exton, PA, USA) with a telecentric 2 X lens (VS-TC2-110, VS Technology, USA) (Figure 4a). The measurements were carried out using water droplets with a total volume of 500 nL .


Figure 4. (a) Observation direction of the water droplets on the textures surface; (b) layout of the wetting test setup; (c) estimation of the contact angles through the fitting of the droplet shape. The green square defines the searching area that the software keeps.

The contact angle was measured along two directions at $90^{\circ}$ to account for the effect of ripple directionality on the drop shape (Figure $4 b$ ). The acquired images were elaborated by fitting the shape of each droplet to calculate the contact angle, as shown in Figure 4c. The wetting characterization was performed on three parts made with each polymer for each combination of processing parameters. On each plastic part, six water droplets were deposited and their contact angles acquired. This allowed for the acquisition of 36 contact angle measurements per experimental condition.

## 3. Results

### 3.1. Generated Mold Topographies

Laser patterning of the $10-\mathrm{mm}$ diameter circle required about 25 s , leading to a surface patterning speed of about $3.3 \mathrm{~mm}^{2} / \mathrm{s}$. This demonstrates the speed of the ultrafast laser technology and its flexibility. Indeed, scaling up the texturing process would be possible, and processing times would be reasonable, allowing elevated texturing speeds and customization.

The morphology in terms of homogeneity and regularity of the sub-micrometric structures was initially characterized using SEM. SEM micrographs indicate that the LIPSSs were uniform over the entire insert surface, confirming the reliability of the laser processing at high scan speeds. Considering the SEM pictures in Figure 5, changes in the ripples' morphology could be observed when increasing the $B I A$ value. In particular, the ripples' pitch and overall regularity appeared to decrease as the BIA increased. The periodicity of the LIPSSs was varied by changing the angle of incidence, and a second period was created in the pattern. The appearance of a second period proves that beam tilting is an effective method to change the surface texture morphology.


Figure 5. SEM micrographs of the textured surfaces on the steel mold inserts for different beam incidence angles (BIAs).

The AFM analysis allowed a quantitative characterization of the inserts' topographies; in particular, the pitch distance between consecutive ripples and the homogeneity of the pattern were evaluated. These parameters were studied by considering the laser beam incidence angle and by defining and plotting some topographical parameters.

SEM micrographs suggested that changes in BIA could lead to the onset of a secondary periodicity in the ripples pattern. Here, we call $\Lambda_{\text {high }}$ the higher (primary) pitch distance and $\Lambda_{\text {low }}$ the smaller (secondary) pitch distance. The pitch distance for the structures can be calculated for different tilting angles as follows:

$$
\begin{equation*}
\Lambda_{\text {Low,High }}=\frac{\varepsilon \cdot \lambda}{1 \pm \sin (B I A)} \tag{3}
\end{equation*}
$$

where $\lambda$ is the laser wavelength, and $\varepsilon$ is a loss factor defined to consider the wavelength-to-pitch ratio. In fact, when the beam was normalized to the workpiece surface (i.e., $B I A=0^{\circ}$ ), a pitch of 770 nm was measured, which is slightly lower than the laser wavelength (i.e., 1030 nm ). To account for this phenomenon, a loss factor $\varepsilon=\Lambda_{\alpha}=90^{\circ} / \lambda$ was introduced in the theoretical model [31]. The experimental data are plotted in Figure 6a against the model defined in Equation (3 to further understand the ripple periodicity. It can be observed that the difference between the two periods became larger as the BIA increased. This suggests the possibility of modifying surface functionality and potentially generating hierarchic textures. The influence of BIA on structures' aspect ratios has not yet reported in the literature. However, an initial increase then decrease of the aspect ratio was observed with the BIA increased, as shown in Figure 6a. Figure 6 b shows the effect of $B I A$ s on ripple
quality and homogeneity. It was observed that pattern regularity decreases as the BIA increases. This is probably related to the interference phenomena occurring on the surface during the short pulse irradiation durations, and the formation of irregular intermediary ripples in-between the primary periodic structures. This trend has also been confirmed by the dispersion angle $\gamma$.


Figure 6. (a) Results of the AFM characterization of the four laser-machined steel mold inserts in terms of pitch and aspect ratio of the pattern; (b) plot of the pattern homogeneity study results for the four mold inserts.

The effects of BIA on both pattern regularity and homogeneity can also be evaluated using SEM micrographs (Figure 5). The pattern regularity describes how consistent the ripples' periodicity was, whereas the dispersion angle was linked to their propagation direction. Variations in pattern periodicity within a sample translated to a decrease in $R$, while the formation of intermediary ripples that bifurcated and intertwinded resulting in higher dispersion angle $\gamma$ (Figure 6b).

Considering the results of the metrological characterization carried out on the different textures, Insert B was selected for the injection molding experimental campaign. Indeed, at $B I A=10^{\circ}$, the ripples presented the best compromise, exhibiting both a high aspect ratio and homogeneity while displaying a low dispersion angle value. Insert B was selected for the polymer replication studies because its topography was characterized by the highest aspect ratio, which is well-known as the key parameter to controlling the replication of textured surfaces [43].

### 3.2. Sub-Micron Structures Polymer Replication

The surface of the molded plastic parts was initially characterized using SEM. The SEM analysis showed that the quality of the replicated ripples was homogenous along the textured surface for both polymers and for different mold temperatures (Figure 7). Micrographs show the absence of significant defects or areas that are not homogeneously replicated.


Figure 7. SEM images of the ripples replicated on PS samples. (a) Low magnification SEM picture of a PS sample molded at a mold temperature of $50^{\circ} \mathrm{C} ;(\mathbf{b})$ high magnification pictures of PS molded at $50^{\circ} \mathrm{C}$.

The AFM scans were processed using the Abbott-Firestone curves method. Core height $\left(S_{k}\right)$ was evaluated for the different topographies and compared to mold measurements. Figure 8a shows the replication performance of the two resins, indicating the difference between the replicated aspect ratio and that of the mold. Moreover, the effect of mold temperature was analyzed, indicating that, as expected, higher mold temperatures lead to higher replications. However, the effect of mold temperature was different for the two resins. When molding PMMA, the effect of increasing mold surface temperature was more significant than for PS. This could be related to the temperature dependency of PMMA polymer melt viscosity. In fact, as the hot melt touches the cold mold, its viscosity increases significantly. This viscosity rises strongly depending on the polymer/mold thermal boundary and polymer properties. Figure 8 b compares the Newtonian viscosity for the two polymers as a function of temperature. The behavior of the two polymers intersects around $210^{\circ} \mathrm{C}$, which is below melt temperature. Thus, during molding, PMMA has a higher melt viscosity than PS. This explains the smaller replication obtained when using PMMA and the higher sensitivity to an increase of mold temperature.


Figure 8. (a) Replicated structure heights for PMMA and PS. (b) Zero shear viscosity dependence on temperature for PMMA and PS.

### 3.3. Plastic Parts Surface Wettability

The analysis of the contact angles indicates that the wetting properties of plastic parts were affected by the replicated sub-micron structures. Due to the anisotropy of the textured surface, the drop
has an ellipsoidal shape. To account for this effect, the contact angle along two directions (see Figure 4) was measured. The results reported in Figure 9 show that the parallel angle assumed higher values than the perpendicular one, indicating that water drops spread easier along the ripples. The maximum water contact angle increase was about $20 \%$ for PMMA and $17 \%$ for PS with respect to the smooth part.


Figure 9. Results of contact angle measurements for (a) PS and (b) PMMA plastic parts.
The two polymers showed different wetting properties as a function of the mold temperature. Indeed, molding PMMA at a higher temperature substantially improved the functionalization of the surface. In particular, the most significant contact angle increase (i.e., 17\%) was observed when increasing the temperature from 60 to $70^{\circ} \mathrm{C}$. This allowed the identification of a threshold value above which increasing the mold temperature did not yield significant variations in part functionality. Conversely, the wetting properties of the PS molded part did not indicate any substantial effect of the mold temperature in the investigated range.

### 3.4. Comparison between Achieved Replication and Functionalization

The plot shown in Figure 10 compares the polymer replication grade of submicron structures and the functionalization grade. The replication grade expresses the ratio between the height of the structures on the polymer part and the depth of the mold structures. The functionalization grade describes the contact angle gain for the textured plastic parts with respect to the smooth ones. For parts molded with PS, the grade of functionalization and replication follows the same trend, showing similar results for all tested mold temperature values. Conversely, when molding PMMA at low mold temperature, the higher melt viscosity leads to lower replication. In this condition, water droplets have similar behavior as when they were deposited onto a smooth surface. The surface was not yet practically functionalized. As the mold temperature increases, the replication grade increases, and the surface becomes more hydrophobic. The further increase of mold temperature beneath the $T_{g}$ of the polymers leads to an increase in replication accuracy that is not followed by the wetting properties of the surface. This can be linked to Cassie-Baxter behavior of the water droplet, which is no longer affected by the depth of the structures on the surface. Indeed, in the Cassie-Baxter state the droplet does not follow the surface topography entirely, but the droplet achieves contact only with the top of the asperities.


Figure 10. Comparison between polymer surface replication grade and functionalization grade for (a) PS parts and (b) PMMA parts.

## 4. Conclusions

In this work, different textures were generated by laser ablation and replicated by injection molding with the goal of functionalizing the surface of plastic parts. The process consisted of the fast fabrication of surface structures on steel using a femtosecond laser ablation and their reproduction on plastic parts by $\mu \mathrm{IM}$. A mold setup with interchangeable inserts was designed, and two different polymers were tested. Mold inserts were treated with a polarized ultrashort pulsed laser source to obtain highly aligned and uniform LIPSSs. The achieved functionalization of the textured surface was studied as a function of the mold temperature. The molded parts were characterized by measuring the degree of replication and their wetting properties.

The textured mold surfaces confirm the suitability of laser technology for scaling up surface functionalization, and every insert was textured in less than 2 min . Tilting the beam angle on the surface is an effective way to manage the morphology of the sub-micron texture, even inducing the formation of a two-period pattern. A loss on the regularity of the pattern occurred when irradiating the surface with higher angles of beam incidence. Further work would be required for the optimization of laser scanning with a tilted beam.

The results of the $\mu \mathrm{IM}$ experimental tests show that the presence of a pattern increases surface functionality. Maximum water contact angle increases of $20 \%$ and $17 \%$ were found for PMMA and PS samples, respectively. The results show that the achieved functionalization was affected by the polymer temperature, depending on melt viscosity. When molding polymers with a high viscosity temperature dependence, the hydrophobicity of the surface changes rapidly above a threshold value. This temperature was identified between 60 and $70^{\circ} \mathrm{C}$ for PMMA.

Further increases of mold temperature did not affect the hydrophobicity, even if the replication accuracy was higher. This phenomenon can be linked to the Cassie-Baxter behavior of the water droplets, which were no longer affected by the depth of the structures. The results for both polymers is attractive from the perspective of producing functionalized low-cost parts. Indeed, keeping a lower mold temperature leads to a decrease in manufacturing costs both from energy consumption and cycle time savings.
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#### Abstract

The use of microfeature-enabled devices, such as microfluidic platforms and anti-fouling surfaces, has grown in both potential and application in recent years. Injection molding is an attractive method of manufacturing these devices due to its excellent process throughput and commodity-priced raw materials. Still, the manufacture of micro-structured tooling remains a slow and expensive endeavor. This work investigated the feasibility of utilizing additive manufacturing, specifically a Digital Light Processing (DLP)-based inverted stereolithography process, to produce thermoset polymer-based tooling for micro injection molding. Inserts were created with an array of $100-\mu \mathrm{m}$ wide micro-features, having different heights and thus aspect ratios. These inserts were molded with high flow polypropylene to investigate print process resolution capabilities, channel replication abilities, and insert wear and longevity. Samples were characterized using contact profilometry as well as optical and scanning electron microscopies. Overall, the inserts exhibited a maximum lifetime of 78 molding cycles and failed by cracking of the entire insert. Damage was observed for the higher aspect ratio features but not the lower aspect ratio features. The effect of the tool material on mold temperature distribution was modeled to analyze the impact of processing and mold design.
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## 1. Introduction

Micro-structured surfaces hold the potential to improve the inherent functionality of products ranging from consumer goods to medical devices to adhesive technology. Whether these systems work based on surface energy modification, light wave manipulation, or microfluidic transport, the inclusion of periodic or asymmetric positive and negative microscale features onto the surfaces of products can yield new properties which would not be intrinsic to an unstructured product. Many researchers have worked at integrating these types of technologies into applications that will have daily use, with a significant focus on surfaces which are inherently super-hydrophobic [1], antireflective [2], and antimicrobial [3]. Researchers also are developing new classes of products, with an example being microfluidic platforms. In general, actual products utilizing surface engineering techniques are somewhat limited, and specifically, the commercialization of microfluidic devices has remained challenging. Issues have been a lack of standards for device testing and development [4], general market dynamics being unfavorable for investment [5], and practices which use processes and techniques for device creation which, at the laboratory scale, are simple and straightforward operations yet ultimately are not feasible to scale for mass manufacturing methods [6].

Table 1 lists techniques and processes which are commonly utilized to produce microfluidic platforms, both on the laboratory scale and for possible commercial mass manufacturing. Devices have been machined directly using micromachining and laser machining techniques, but the minimum
feature sizes typically are of around $100 \mu \mathrm{~m}[7,8]$. While casting of polydimethylsiloxane (PDMS)—i.e., soft lithography—requires low temperatures and pressures, the workflow utilizes labor-intensive techniques, making the process more suitable for laboratory scale development of devices. Hot embossing, roller imprinting, and injection molding provide higher throughputs but require higher temperatures $(T)$ and pressures $(P)$, as well as greater capital investment. Additionally, these higher throughput workflows often require a series of expensive and time-consuming techniques for the creation of the tooling with micro-structured surfaces [6]. If the development bottlenecks in the higher throughput processes could be solved, such that more iteration could be done on the laboratory scale, this would be an excellent path forward for eventual ease of commercialization.

Table 1. Comparison of manufacturing processes for micro-featured device manufacturing.

| Process | Resolution <br> $(\boldsymbol{\mu m})$ | Cycle <br> $(\mathbf{m i n})$ | Throughput <br> $(\mathbf{p c s} / \mathbf{m o})$ | $\mathbf{T}$ <br> $\left({ }^{\circ} \mathbf{C}\right)$ | $\mathbf{P}$ <br> $(\mathbf{M P a})$ | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CNC machining | 100 | $5-30$ | $300-2000$ | - | - | $[7]$ |
| Laser machining | 100 | $5-30$ | $300-2000$ | - | - | $[7]$ |
| PDMS casting | $<1$ | $30-60$ | $150-300$ | 100 | 0.1 | $[9]$ |
| Hot embossing | $<1$ | $10-30$ | $300-1000$ | $100-250$ | 5 | $[9]$ |
| Roller imprinting | $<1$ | $0.15-0.5$ | $5000+$ | 100 | 1 | $[10]$ |
| Injection molding | $<1$ | $0.15-0.5$ | $5000+$ | $100-250$ | $10-30+$ | $[7]$ |

In injection molding of microfluidic devices, a tooling insert with the microchannel layout is commonly employed in the cavity to form the features on the part surface [11-13]. After the predetermined amount of polymer is injected into the mold, pack pressure applied to the melt typically completes the formation of the features. To attain higher replication of microfeatures, the process usually requires elevated melt temperatures [13-15] and high injection pressures and velocities [16] to decrease the viscosity of the polymer through shear heating and to delay the solidification of the melt as it comes into contact with the mold wall [15]. Additionally, many researchers believe that mold temperature is the highest temperature setting effect on the process and recommend the mold temperature be higher than the glass transition temperature of the polymer being injected [14,16]. The high temperatures and pressures, however, place considerable stress on the tooling inserts.

When considering the manufacturing processes utilized for the production of microfeature-containing injection molding inserts, a change in design or design complexity is a complicated and expensive endeavor. Over the last 20+ years, many researchers have investigated a variety of materials to employ for tooling inserts in the microinjection molding process, utilizing a wide array of manufacturing techniques [17]. Among the most prevalent in research are silicon produced with x-ray, e-beam, and UV lithography [18], SU-8 epoxy formed via UV lithography [19], hybrid tooling approaches of imprinted polyimide with metalized surfaces [20], electroformed and chemically-etched nickel [21], micro-milled [22], and chemically-etched stainless steel [23], and micro-milled and cast bulk metallic glass [6]. Each combination of tooling material and manufacturing process yields varying capabilities for minimum feature resolutions, lifecycle capabilities, and required lead times for tooling production. Table 2 shows a comparison of these production methods with a view to production scalability.

Current tooling methods fall into one of two categories: (1) fast to produce but limited cycle capability and (2) long lead time for production but high cycle capacity. Further exacerbating the issue is the production method, where each long lead time tool is produced via a process that traditionally makes a single part at a time. Accordingly, scaling a process becomes difficult as parallelization of production requires a high number of tooling inserts. Moreover, for all production methods, a change in design or a desire to evaluate multiple designs becomes problematic as either the window to evaluate is small (low cycle tools) or the lead time to evaluate is large (high cycle tools). Zhang et al. concluded that the more robust materials, such as stainless steel, nickel, and bulk metallic glass, were preferable for molding but encountered challenges from a tool manufacturing standpoint [6]. Resolution limits prevent the use of stainless steel [12,23], void formation in electroformed nickel limits cycles [24],
and overall mechanical properties and cost could prevent full adoption of bulk metallic glass [6]. Therefore, the capability to quickly produce tooling inserts with sufficient mechanical properties to withstand the elevated temperatures and pressures of micro injection molding becomes a critical factor to efficiently prototype and scale products.

Table 2. Comparison of technologies for the manufacturing of micro-structured injection molds (adapted from [6]).

| Tool Material | Common <br> Manufacturing Method | Minimum <br> Resolution ( $\mu \mathrm{m})$ | Manufacturing <br> Time | Tool Life (Cycles) |
| :---: | :---: | :---: | :---: | :---: |
| SU8 | UV Lithography | 25 | 0.5 h | Low (<100) |
| Silicon | UV Lithography | 25 | 4.5 h | Low $(<100)$ |
| Hybrid Tooling | Embossing | 25 | 2 days | $20-50$ |
| Stainless Steel | Micro Milling, <br> Chemical Etching | 25 | 5 days | $50,000+$ |
| Nickel | Electroforming | 5 | $1-2$ weeks | Low (1000) |
| Bulk Metallic Glass | Micro Milling, Casting | 25 | 5 days | 20,000 |

Additive manufacturing offers the opportunity to merge ease of design changes with an agile manufacturing process. Table 3 outlines the various additive manufacturing technologies broken down by substrate material and process type. When investigating the additive production for injection molding inserts, intuitively, one would gravitate towards metal printing methods. Indeed, there is prior art for researchers utilizing metal printing commonly for the production of inserts with conformal cooling channels $[25,26]$. At the microscale, however, commercial metal printing processes prove challenging. Generally, metal processes are inhibited by two factors: (1) limited capable resolution due to minimum spot diameters of lasers [27] and (2) high surface roughness due to powder particle size [28].

When Vasco and Pouzada [29] utilized electron beam melting (EBM) to print an injection molding insert containing positive and negative micro walls ( $200 \mu \mathrm{~m}$ high by $100 \mu \mathrm{~m}$ wide) arrayed in pentagon and star patterns, they noted incomplete feature printing due to the minimum spot size of the laser. This limitation is shared by all of the laser-based metal printing processes as they exhibit limited laser focus diameters of 50-300 $\mu \mathrm{m}$ [27]. After molding with PP, Vasco and Pouzada [29] also reported prevalent stair-stepping on part sidewalls due to printing stratification. Furthermore, Mendible et al. [28] evaluated the direct metal laser sintering (DMLS) process to print bronze casting mold inserts for injection molding and observed a high degree of surface roughness (40-60 $\mu \mathrm{m}$ ) when compared to a traditionally machined version. Nagahanumaiah et al. [30] showed that polishing a DMLS bronze tool (for a macroscale gear hub) would allow for thousands of molding cycles in nylon with no tool wear; however, polishing techniques would need to be evaluated for positive tooling microfeatures because the gear hub had a contoured surface with no projections.

While commercial metal printing processes are certainly limited by total resolution for micro-manufacturing applications, polymer processes are split into two groups: (1) print methods which share resolution limits with metal counterparts and (2) processes with acceptable resolution but insufficient material properties. Selective laser sintering (SLS) and multi-jet fusion (MJF) are two examples where resolution limitations are similar to EBM and DMLS; surface roughness can be challenging as typical particle sizes range from 15 to $150 \mu \mathrm{~m}$ [31]. Resolution challenges also hamper fused deposition modeling (FDM), where the print stratification effects and minimum resolution are both a function of the filament diameter deposited by the printer, often limited to a minimum resolution of $100 \mu \mathrm{~m}$ [32]. Furthermore, the filament deposition methods leave voids between perimeter and infill passes, which are not conducive to the necessary compression strength required for injection mold tooling.

For systems which do exhibit acceptable process resolution, material properties often are the challenge. Material jetting (PolyJet) would be an attractive technology, with resolution limits around $80 \mu \mathrm{~m}$ and smooth surface finishes [33]; however, when utilized in studies to create short-run injection tooling, the material heat deflection temperature (HDT) becomes a liability, with all materials exhibiting HDTs under $95{ }^{\circ} \mathrm{C}$ [34]. For a PolyJet insert, Mendible et al. [28] reported drastically increased cycle times compared to a traditional machined insert-i.e., 200 and 45 s , respectively-dimensional instability in molded parts within 10 cycles, and tooling life of 130 shots before complete failure. VAT photopolymerization processes show promise in terms of resolution with laser-based SLA systems and DLP-based SLA systems, reporting minimum features of 76 [34] and $19 \mu \mathrm{~m}$ [35], respectively. The differences in $\mathrm{X}-\mathrm{Y}$ resolution in SLA are due to the choice of print engines: (1) laser-based resolution is defined by the laser spot size, and (2) DLP-based resolution is a function of the pixel size of the projector. For SLA, material development is more advanced than with filament or powder-based methodologies, and some materials have higher heat deflection temperatures (HDT) and flexural modulus properties than PolyJet formulations. When Gheisari et al. [36] employed a DLP-based SLA system to create three tooling inserts for microcantilevers with thicknesses of 30,120 , and $275 \mu \mathrm{~m}$, they observed failure across three inserts all within five injection molding cycles with polypropylene. They also did note an incorrect print orientation, which may have led to over cure and thus a deterioration in mechanical properties. Vasco and Pouzada [29] also produced star and pentagon featured tooling through a laser-based SLA system, yielding a spot size of $75 \mu \mathrm{~m}$; initial results were affected by early breakage of microfeatures during the injection cycle, although tool duration was not reported and investigation of wear properties for the SLA tooling was abandoned. Their channel designs had a higher high aspect ratio ( $\mathrm{AR}=2: 1$ ), which could have contributed to stress on the tooling.

Table 3. Commercial additive manufacturing processes and resolution limits.

| Substrate Material | Additive Manufacturing Process | Minimum Resolution ( $\mu \mathrm{m}$ ) | Refs. |
| :---: | :---: | :---: | :---: |
| Polymer Processes | Stereolithography | 75 | [34,35] |
|  | Digital Light Processing | 15 | [34,35] |
|  | Continuous Digital Light Processing | 75 | [34,35] |
|  | Fused Deposition Modeling | 100 | [32] |
|  | Material Jetting | 80 | [33] |
|  | Multi Jet Fusion | 50-150 | $[27,28]$ |
|  | Selective Laser Sintering | 50-300 |  |
| Metal Processes | Direct Metal Laser Sintering | 50-300 |  |
|  | Electron Beam Melting | 50-300 |  |
|  | Laser Engineering Net Shape | 50-300 |  |
|  | Electron Beam Additive Manufacturing | 50-300 |  |

The objective of this work was to investigate the feasibility of creating a lower aspect ratio microfeature-enabled tooling for the injection molding process using commercially available additive manufacturing technologies. A DLP-based inverted stereolithography system was utilized to print tooling inserts with an array of 100- $\mu$ m wide positive microchannels with heights of $24,47,71$, and $94 \mu \mathrm{~m}$ (creating respective aspect ratios of $0.7,0.59,0.39,0.2$ ) on the surface. Simple microfluidic channels were replicated in high flow polypropylene, and tooling wear was evaluated using a combination of contact profilometry, optical microscopy, and scanning electron microscopy. Tooling life was investigated by molding samples until the tooling fractured during injection molding.

## 2. Materials and Methods

### 2.1. Microstructured Tooling Design

The micro cavities in the injection molding tooling insert were designed to mimic the features that characterize a microfluidic chip. Figure 1 shows the design of one of the tooling inserts and the location of the microfeatures on its top surface. Different microstructures were designed with different sizes and aspect ratios. Each group of features had a nominal channel width and pitch of $100 \mu \mathrm{~m}$. However, the structures in the tooling inserts had a height of (A) $25 \mu \mathrm{~m}$, (B) $50 \mu \mathrm{~m}$, (C) $75 \mu \mathrm{~m}$, and (D) $100 \mu \mathrm{~m}$. Indeed, variation in features height allowed evaluation of the effect of aspect ratio on replication, where researchers identified this as the most significant parameter for replication of microstructured surfaces by injection molding [37]. The tooling inserts had a 14 mm square overall size, with thickness of 10 mm .


Figure 1. Design of the tooling insert and positioning of the microfeatures.

### 2.2. 3D Printing of Tooling Inserts

The tooling inserts were produced via inverted stereolithography on a commercially available system (Perfactory 4 Mini, EnvisionTEC GMBH, Gladbeck, Germany). The machine has a maximum build size of $38 \times 24 \times 220 \mathrm{~mm}$, pixel size of $19 \mu \mathrm{~m}$, and a $z$-axis resolution of $15-150 \mu \mathrm{~m}$. In this work, an inverted SLA was selected over traditional SLA because it allows (i) use of resins with improved mechanical properties and (ii) cheaper production with smaller vat requirements [38].

The print time for all tooling inserts was 4 h and 12 min , and each insert was UV flood post-cured for 4.5 min . Figure 2 shows one of the printed tooling inserts and details of the microfeatures. A total of 10 inserts were produced for this study; all inserts were printed simultaneously in a single build. This parallelization of tooling production is considered an advantage of the DLP-SLA system.


Figure 2. Photos of stereolithography (SLA) 3D printed tooling inserts: (a) bulk of the insert and surface microfeatures and (b) top view of the printed microfeatures.

The resin used to print the inserts was a cross-linkable acrylic-epoxy formulation (HTM 140 V3), whose mechanical properties are reported in Table 4. This formulation was chosen because of its high heat deflection temperature and flexural modulus and the ability to print at a layer thickness of $15 \mu \mathrm{~m}$. The mechanical properties of HTM 140 V3 suggested its suitability for withstanding the higher pressures and temperatures in the micro injection molding environment.

Table 4. Main properties of the resin selected to print the micro molding tooling inserts [28].

| Property | Units | Value |
| :---: | :---: | :---: |
| Tensile Strength | MPa | 56 |
| Elongation at Break | $\%$ | 3.5 |
| Flexural Strength | MPa | 115 |
| Flexural Modulus | MPa | 3350 |
| Heat Deflection Temperature | ${ }^{\circ} \mathrm{C}$ | 140 |

### 2.3. Injection Molding Setup

The tooling inserts printed using SLA were mounted into a mold base using a steel carrier insert. A support pillar and two sheets of $0.4-\mathrm{mm}$ thick polytetrafluoroethylene (PTFE) were used to prevent deflection of the 3D printed tooling insert due to high pressure from the melt polymer. Figure 3a shows an exploded view of the mold base and assembly of the 3D printed tooling insert, which was mounted into the B-plate with the features facing the A-side of the mold. The rest of the mold geometry was machined into the steel B-plate of the mold. The mold was used to manufacture a plastic part with the geometry shown in Figure 3b. The part is a center-gated disk with a thickness of 2 mm and a diameter of 25 mm . The microstructured area was offset to one side of the sprue to provide for parallel flow across the microfeatures. The polymer utilized was a high flow polypropylene (Pinnacle Polymers, Pinnacle PP 1345Z, Garyville, LA, USA), which has a melt flow rate (MFR) of $45 \mathrm{~g} / 10 \mathrm{~min}$.


Figure 3. (a) Exploded view of the mold base shows the assembly of the 3D printed tooling insert in the steel mold and (b) plastic part injection molded using the 3D printed tooling insert and replicated microfeatures.

Injection molding trials were carried out using a 3-ton Nissei micro injection molding machine (Model: AU3E). The machine is characterized by a two-stage injection unit with a $14-\mathrm{mm}$ diameter metering screw and an 8 -mm diameter injection plunger. Table 5 reports the main injection molding processing conditions, which were kept constant for all experiments. In particular, temperatures were selected according to indications from resin manufacturer; injection velocity and velocity switchover
point were optimized through previous work [12]; packing conditions and cooling conditions were adjusted to eliminate sink mark formation.

Table 5. Process molding conditions adopted for the experimental campaign.

| Parameter | Unit | Value |
| :---: | :---: | :---: |
| Mold Temperature | ${ }^{\circ} \mathrm{C}$ | 65 |
| Barrel Temperature | ${ }^{\circ} \mathrm{C}$ | 195 |
| Shot Size | mm | 12.5 |
| Injection Velocity | $\mathrm{mm} / \mathrm{s}$ | 80 |
| Pack Pressure | MPa | 20 |
| Pack Time | s | 15 |
| V/P Switchover Point | MPa | 15 |
| Cooling Time | s | 10 |

The main goal of the injection molding trials was the evaluation of tool life for the SLA 3D printed tooling inserts. Table 6 reports the plan for the injection molding experiments that were carried out using the 10 SLA printed tooling inserts. The evaluation cadence was broken up to yield a view of before and after molding insert conditions and in-process part replication performance across an increasing number of cycles.

Table 6. Injection molding experimental plan for 3D printed tooling inserts life investigation.

| Tool | Cycle Evaluation | Part Measurement | Tool Measurement |
| :---: | :---: | :---: | :---: |
|  |  | (Cycles) | (Cycles) |
| 1 | Process Optimization | - | - |
| 2 | 20 | 20 | 20 |
| 3 | 40 | 20,40 | 40 |
| 4 | 60 | $20,40,60$ | 60 |
| 5 | 80 | $20,40,60,80$ | 80 |
| 6 | 100 | $20,40,60,80,100$ | 100 |
| 7 | 200 | $50,100,150,200$ | 200 |
| 8 | 300 | $75,150,225,300$ | 300 |
| 9 | 500 | $100,200,300,400,500$ | 500 |
| 10 | 1000 | $200,400,600,800,1000$ | 1000 |

### 2.4. Characterization of Replicated Topography

Scanning electron microscopy (SEM, JEOL JSM-7401F, Akishima, Tokyo, Japan) was initially utilized for a qualitative evaluation of microchannels replication. For SEM analyses, samples were sputter-coated with a $10-\AA$ thick layer of gold to permit greater electronegativity. SLA printed tooling inserts were also observed before and post injection molding experiments using confocal microscopy (Zeiss, Stemi 2000 CS, Oberkochen, Germany).

The replication accuracy of the injection molding process carried out with the SLA printed tooling inserts was evaluated by metrological characterization of the replicated structures and comparison with their nominal tool dimension. The height of the replicated microstructures was acquired using a contact profilometer (Bruker XT, Billerica, MA, USA). The height of the replicated structures was measured by monitoring the force transmittance of a stylus as it was dragged across the topography of the sample. The difference between the top surface of the plastic part and the bottom of the structures replicated on the tooling insert was defined as the replicated depth. From channel depth measurements, the feature depth ratio $(D R)$ was calculated as

$$
\begin{equation*}
D R=\frac{d_{p}}{d_{t}} \tag{1}
\end{equation*}
$$

where $d_{p}$ is the average depth of the replicated channel in the plastic part, and $d_{t}$ is the average measured height of the tooling projection.

## 3. Modeling

The injection molding process with the SLA mold was modeled using Moldex3D (CoreTech System Co., Hsinchu County, Taiwan) Studio R17 to understand the effect of the 3D printed mold material on processing. The numerical simulation solves the following system of governing equations to determine the characteristics of the polymer flow [39]. The system includes the conservation of mass (Equation (2)), of the linear momentum (Equation (3)), and of energy (Equation (4)):

$$
\begin{gather*}
\frac{d}{d t} \rho+\nabla \cdot(\rho v)=0  \tag{2}\\
\rho \frac{d}{d t} v=\rho g-\nabla P+\eta \nabla^{2} v  \tag{3}\\
\rho c_{p}\left(\frac{\partial}{\partial t} T+v \nabla T\right)=\beta T\left(\frac{\partial}{\partial t} P+\vec{v} \times \vec{\nabla} P\right)+\nabla \cdot(k \nabla T)+\eta \dot{\gamma}^{2} \tag{4}
\end{gather*}
$$

where $\rho$ is the density, $\eta$ the melt viscosity, $c_{p}$ is the specific heat, $\beta$ is the heat expansion coefficient, $k$ is the thermal conductivity, $t$ is the time, $v$ is the velocity vector, $g$ is the gravitational acceleration constant, $P$ is the hydrostatic pressure, $T$ is the temperature, and $\dot{\gamma}$ is the shear rate. Moldex3D solves the governing equations using the high performance finite volume method (HPFVM), which is used to subdivide the computational domain into a finite number of non-overlapping control volumes. For each control volume, the transport variables are calculated at the center of the element; then, the upwind scheme is used to approximate the variables at the faces [40].

The aim of injection molding simulation was that of understanding temperature distribution during the filling of the microstructures. Indeed, when using a plastic 3D printed mold, it is crucial to understand the effect of the lower mold thermal conductivity on the injection molding process. The injection molding simulations were run designing different models with different mold material properties. In particular, the 3D printed tool was compared to a steel and an aluminum tool. Table 7 lists the main properties of the mold materials that were used for the analysis.

Table 7. Main properties of the different mold materials used for modeling.

| Property | Unit | 3DP Plastic | Aluminum 6061 | P20 Steel |
| :---: | :---: | :---: | :---: | :---: |
| Density | $\mathrm{g} / \mathrm{cm} 3$ | 1.3 | 2.7 | 7.8 |
| Heat Capacity | $\mathrm{J}(\mathrm{KgK})$ | 1030 | 896 | 462 |
| Thermal Conductivity | $\mathrm{W} /(\mathrm{mK})$ | 0.3 | 154 | 29 |
| Elastic Modulus | Pa | $3.4 \times 10^{3}$ | $6.9 \times 10^{10}$ | $2.1 \times 10^{11}$ |
| Poisson Ratio | - | 0.35 | 0.33 | 0.30 |
| Coefficient of Linear Thermal Expansion | $1 / \mathrm{K}$ | $3.0 \times 10^{-4}$ | $2.2 \times 10^{-5}$ | $1.3 \times 10^{-5}$ |

The CAD model of the part with the microstructures was imported into Moldex3D and meshed using a boundary layer method (BLM) approach (Figure 4a). Seeding was initially carried out to divide the surface of the model with a global edge length of 0.8 mm . Then, the edges of the microstructures were selected to define a smaller element edge size, i.e., 0.025 mm . This allowed having four elements along the thickness of the smaller surface features (Figure $4 b$ ). The volume mesh was then created by combining prism elements for the outer layer and tetrahedron in the core of the part. The mold base CAD model was imported and meshed using 3D tetrahedron elements. A mesh size of 2 mm was selected for the mold base, with smaller elements at the interface with the part. The convection between the mold and the environment (i.e., external thermal boundary condition) was defined by specifying an air temperature of $25^{\circ} \mathrm{C}$. The thermal boundary condition at the part/tool interface was automatically
calculated by the proprietary software algorithm, which considers the process parameters, material properties, and model geometry.


Figure 4. Meshing of (a) the part and (b) details of the elements in the microstructures.
The polypropylene material database was selected from the software library and used to model the melt polymer flow. Processing conditions were set according to experimental information and machine limitations.

## 4. Experimental Results

### 4.1. Dimensional Characterization of 3D Printed Tooling Inserts

Table 8 presents the dimensions of the micro-structured tooling inserts printed using the inverted SLA process. The dimensions obtained in the tooling were on average $19 \%$ wider and $6 \%$ shorter than the nominal design dimensions. Thus, the aspect ratio of the microfeatures in the tooling inserts was on average $20 \%$ smaller than the design specifications. This deviation in the printed geometry in inverted SLA printing was attributed to two factors: (1) overexposure and compression of initial layers, which causes shortened Z-direction dimensions and (2) the resolution limits of the system chosen for production. When using an inverted SLA process, the first few layers are overexposed to ensure that there is excellent adhesion to the build plate as the part is printed. This overexposure causes the initial layers to be thinner than the standard layer thickness, which has the effect of offsetting all Z height measurements by the compression amount [41].

Table 8. Characterization of microfeatures' dimensions on 3D printed tooling inserts and comparison with nominal design dimensions.

| Group | Nominal Dimensions |  |  | Measured Dimensions |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Width <br> $(\mu \mathrm{m})$ | Height $(\mu \mathrm{m})$ | Aspect <br> Ratio | Width <br> $(\mu \mathrm{m})$ | Height $(\mu \mathrm{m})$ | Aspect <br> Ratio |
| A | 100 | 25 | 0.25 | 119 | 23.5 | 0.20 |
| B | 100 | 50 | 0.50 | 119 | 47.0 | 0.39 |
| C | 100 | 75 | 0.75 | 119 | 70.5 | 0.59 |
| D | 100 | 100 | 1.00 | 119 | 94.0 | 0.79 |

Regarding the wider-than-designed channels, the increase of $19 \mu \mathrm{~m}$ falls within the resolution of a voxel for the Perfactory Mini system with a 75 mm lens and well within the accuracy of the system. The overgrowth of channels could be eliminated by performing a calibration to the print engine, ensuring perfect alignment with the pixels of the projector, or, at worst, scaling down future geometry to anticipate the $X Y$ growth in printing, although pixel growth may still be likely.

### 4.2. Topography Characterization of 3D Printed Tooling Inserts

As illustrated by the scanning electron microscopy (SEM) images and contact profilometry in Figure 5, the overall quality of the printed channels was excellent, with near full fidelity of the channel
depths. The qualitative SEM analysis indicated that the 3D printed microstructures were regular and homogenous across the whole printing area, with the absence of significant surface and morphological defects (Figure 5a,b). It is interesting to note that the contact profilometry trace (Figure 5c) indicates that the tops of the channels exhibited a slight rounding effect. This factor was not unexpected as ERM (EnvisonTEC's Enhanced Resolution Mode), which physically shifts the print engine by one half pixel to essentially deposit two layers in place of one on the part surface, was not used for this work. At the micrometer scale, merely utilizing the printer's anti-aliasing function was enough to create rounded channel tops. Similar to applications in 2D printing, in the DLP system, surface voxels are exposed on a gradient of 255 shades, with 255 being pure white and 0 being black [42]. The variations in exposure energy lead to a smooth surface finish and, in this work, a rounded microchannel. A graphical comparison of traditional layer-wise stratification, which produces steps in the microfeatures and the anti-aliasing effect that created the rounded features is presented in Figure 6. Some rounding also may have been due to limitations of the contact profilometry measurements.


Figure 5. Group B tooling: (a) SEM image of the top of features, (b) SEM image of isometric view of features, and (c) contact profilometry trace of these features.


Figure 6. Graphical representation of (a) traditional layer-wise stratification and (b) DLP anti-aliasing strategy [42].

### 4.3. Injection Molding Process Optimization

The use of 3D printed tooling inserts with microfeatures required process optimization before the tool life for the different inserts could be characterized. Indeed, when molding parts with microstructured surfaces, semi-crystalline materials like polypropylene exhibit higher and more unpredictable levels of shrinkage than amorphous polymers such as polymethylmethacrylate (PMMA) and polycarbonate (PC) [43,44]. The initial trials were run with a barrel temperature of $215^{\circ} \mathrm{C}$, a packing pressure of 10 MPa , and a pack time of 10 s . As shown in Figure 7a,b, these parts exhibited sink marks on the microfeatured surface and the part surface. These sink marks distorted the molded microfeatures (Figure 7b). Elimination of the sink mark required two rounds of process optimization. First, the melt temperature was lowered from $215^{\circ} \mathrm{C}$ to $195^{\circ} \mathrm{C}$ to reduce shrinkage of the polypropylene melt; this molding was performed with Tool 1 . Second, the pack pressure and pack time were increased from 10 MPa and 10 s to 20 MPa and 15 s , respectively, to allow greater compensation for shrinkage. The sink marks were not present with these trials (which were performed with Tool 2). Parts molded with Tools 3, 4, and 5 employed the optimized injection molding conditions and also exhibited no sink marks. Figure 7c illustrates Groups B and C for a Tool 4 part, confirming that process changes had eliminated the defect.


Figure 7. Optical micrographs of (a) microfeature molded surface, (b) Groups B and C molded with initial processing conditions that produced sink marks, and (c) Groups B and C molded with optimized process conditions, which eliminated the sink marks.

### 4.4. Characterization of $3 D$ Printed Tool Life

The life of the tooling inserts was analyzed using optical imaging of the 3D printed parts at different intervals during the injection molding trials. Different failure behavior was observed, either for the whole insert or for the surface microfeatures. Figure 8 shows images of different failure modes in the 3D printed tooling inserts.


Figure 8. Images of tooling inserts: (a) Tool 1 after 36 shots, (b) Tool 2 after 16 shots, (c) Tool 3 after 29 shots, (d) Tool 4 after 60 shots (not cracked), and (e) Tool 5 after 78 shots.

During the optimization of the process settings, the inserts proved to be more brittle than anticipated. Tool 1 failed at 36 shots, whereas Tools 2 and 3 , which were exposed to higher pack pressures for longer times, failed at 16 and 29 shots, respectively. As shown in Figure 9a-c, the microfeatures in these parts generally did not fail, but rather the entire inserts cracked across the center. With optimized processing conditions, Tool 4 lasted 60 shots without failure and was pulled for tool wear evaluation. Tool 5 failed after 78 molding cycles.

Figure 9d presents a close-up view of Group D features, which had the highest aspect ratio (i.e., 0.79). These positive microfeatures on the surface exhibited consistent brittle failure across all trialed samples. In contrast, the microfeatures in Groups A, B, and C, with aspect ratios $0.20,0.39$, and 0.59 , respectively, survived the molding process until bulk tooling failure, with no evidence of brittle failure (Figure 9a-c). The results in Figure 9 are also consistent with the brittle failure of higher aspect ratio positive features experienced in prior work with DLP [29] and SLA [36] molds. Overall, the wear of the features suggests that there may be an aspect ratio limit with this tooling system. Further exploration of SLA formulations, with increased flexural modulus, may be required for higher aspect ratio microfeature durability.

The SEM image20 of Group D features from Tool 5 (Figure 10) does indicate some surface deterioration, which can be attributed to thermal wear and failure during ejection. Group D structures failed because of their aspect ratio (i.e., 0.79 ), which leads to higher and weaker replicated microstructures that are broken during the ejection phase [45]. This is accentuated by the high melt temperature (i.e., $195^{\circ} \mathrm{C}$ ), which, during the process, is above the HDT for the tooling insert (i.e., $140^{\circ} \mathrm{C}$ ).


Figure 9. Optical micrographs of intact microfeatures in (a) Group A, (b) Group B, and (c) Group C on Tool 4 after 60 shots, and (d) fractured Group D microfeatures on Tool 5 after 78 shots.


Figure 10. SEM images of Tool 5's Group D channels exhibiting (a) brittle failure and (b) thermal-induced surface wear.

These results, along with the short tool life for Tools 1-3, indicate that the melt temperature and induced pressure on the tooling can affect the long-term durability of both the bulk insert and the microfeatures on the surface. One way to increase the longevity of higher aspect ratio features would
be to metalize the surface or use electroplating or other metallization techniques, which could increase the HDT and the heat transfer at the part surface. Additionally, longer tool life may be possible by utilizing a higher strength, higher HDT photopolymer formulation.

### 4.5. Microfeature Replication

Replication of polypropylene microfeature dimensions and shape was acquired through contact profilometry. The average depth ratios (DR) for feature Groups A-D were $99.1 \pm 0.4 \%, 97.8 \pm 0.7 \%$, $95.4 \pm 1.8 \%$, and $98.6 \pm 1.0 \%$, respectively. The total average depth ratio (DR) for all feature groupings was $97.7 \pm 1.6 \%$, indicating good replication with this tooling. In this case, aspect ratio had little effect on microfeature replication because all features exhibited high depth ratio values. This finding was not unexpected as the features were relatively wide $(119 \mu \mathrm{~m})$ and had relatively low aspect ratios $(<1: 1)$. Moreover, the projections in the tooling surfaces did not hinder the flow of the polymer melt.

Contact profilometry traces, shown in Figure 11, illustrate the replication fidelity. The profilometry traces were taken from a cross-section of the parts molded from Tool 4. These traces indicate that the lands of the "channels" (which were molded from the base of the tooling) were flat and at a uniform height. The bottoms of the channels were rounded, reflecting the curvature at the top of the projections in the tooling. The shape of the microfeatures also was consistent over multiple molding cycles. Overall, these characteristics indicate a well-replicated system. It should be noted that the contact profilometry exhibited some limitations in the acquisition of the side walls of the microstructures. Indeed, the vertical resolution does not allow accurate reconstructions of the features, as observed in Figures 11 and 12. This limitation, however, does not affect the vertical resolution of the structures that was used as the response variable for the study (cf. Equation (1)).

While the line scans in Figure 12 were indicative of most measured parts, a few traces suggested damage to the Group A features during ejection. The overall severity of the peaks in these parts varied, as did their existence in general. Prior research found similar defects in molded microfeatures and attributed them to demolding issues where the polymer adheres to the feature wall during part ejection $[46,47]$.


Figure 11. Cont.


Figure 11. Contact profilometry traces for (a) part 45 from Group A, (b) part 30 from Group B, (c) part 25 from Group C, and (d) part 5 from Group D microfeatures molded from Tool 4.


Figure 12. Contact profilometry traces of damaged Group A channels from Tool 4 parts (a) 25 and (b) 30 .

## 5. Simulation Results

The numerical model developed in Section 3 was used to study the effect of selecting different mold materials on the injection molding process. For each one of the selected mold materials, a complete Fill + Pack + Cool (Transient) + Warp analysis was run. This approach allowed studying of the transient thermal behavior of the mold. In fact, the thermal analysis is run before the injection starts, in order to determine the steady-state condition, and then during the cycle in order to evaluate the temperature evolution during the process. The temperature of the part and the mold were monitored in the microstructured area for a single cycle, as shown in Figure 13. For each group of microstructures, a probe was inserted to acquire the temperature of the plastic at the entrance of the microstructures. For each group of microstructures in the mold, a sensor was used to acquire the temperature of the tooling at a distance of 0.1 mm from the bottom of each microfeature cavity. This allowed the evaluation of the effect of the aspect ratio on the microscale cavity depth.


Figure 13. Probe and sensor nodes for monitoring part and mold temperature in the microfeatures.
The results of the analysis are reported in Table 9. Analyzing the part and mold temperature at different stages of the molding process indicated a stable temperature in the part during filling and permitted evaluation of the effect of microstructures' positions during cooling. The results show that the different mold material has a negligible effect on the temperature during filling. The differences, however, became significant when considering the temperature distribution during cooling. The tool temperature during cooling was significantly affected by the mold material. In particular, the low thermal conductivity of the 3D printed tool results in higher part temperatures, leading to more difficult heat transfer to the mold base. The slower cooling with the 3D printed tool also was accentuated by the higher mold temperature, which results in increased wear for the microfeatures in the tool. The temperature distribution was also less homogeneous compared to the aluminum and steel tools, in which the probes have reported similar temperature values.

Table 9. Maximum temperature values for the part and the mold monitored for the different mold materials.

|  | P20 Steel |  |  | Aluminum 6061 |  |  | 3DP Plastic |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Part |  | Mold | Part |  | Mold | Part |  | Mold |
|  | Fill/Pack | Cooling |  | Fill/Pack | Cooling |  | Fill/Pack | Cooling |  |
| A | 193.0 | 82.0 | 80.1 | 192.9 | 75.8 | 75.4 | 193.6 | 110.3 | 99.4 |
| B | 194.7 | 133.2 | 83.3 | 194.5 | 130.0 | 76.7 | 194.9 | 170.2 | 101.8 |
| C | 195.1 | 165.0 | 84.2 | 195.1 | 163.5 | 77.5 | 195.2 | 185.3 | 100.3 |
| D | 194.8 | 86.5 | 84.0 | 194.8 | 78.0 | 77.1 | 194.5 | 101.9 | 99.8 |
| Average | 194.4 | 116.7 | 82.9 | 194.4 | 111.8 | 76.7 | 194.5 | 141.9 | 100.3 |
| Dev. Std. | 0.9 | 39.7 | 1.9 | 1.0 | 42.6 | 0.9 | 0.7 | 42.0 | 1.1 |
| Max. | 195.1 | 165.0 | 84.2 | 195.1 | 163.5 | 77.5 | 195.2 | 185.3 | 101.8 |

In the SLA 3D printed plastic, the reduced heat transfer promoted the increase of temperature for microfeatures in groups B and C. These feature groups had significantly higher part temperatures during cooling due to the increased difficulty of removing heat from the center of the part. The higher temperature resulted in higher stiction during the ejection phase and thus in easier breakage of the microstructures in the tool. This breakage was more evident for higher aspect ratio features, which have a higher contact area with the mold surface. When considering the mold temperature, the different aspect ratio had no effect on the mold temperature measured at a distance of 0.1 mm from the bottom of the micro cavity.

Figure 14 shows the history of temperature in the part and the mold, as measured close to the microfeatures. It can be observed that the metal tools are characterized by a significantly smaller increase in part temperature during filling (Figure 14a). Conversely, the temperature of the polymer increases steeply with the 3D printed tool, and it does not recover after filling upon cooling. The effect of the low thermal conductivity is also visible when considering the mold temperature in Figure 14b. Indeed, the plastic tool leads to a stronger rise in the mold temperature, which is not recovered after
filling. These results suggest that the short life of the 3D printed tools can be explained the long time required to stabilize the mold temperature after the cycle. The time required to reach the set mold temperature, however, would require a very long time, thus increasing the cycle time significantly. Moreover, the longer time significantly affects the viscosity and stability of the melt (shot) waiting to then be delivered in the next molding cycle.


Figure 14. Part (a) and mold (b) temperature probed close to the microfeatures of Group C for the different mold insert materials (cf. Table 7).

The reduced tool life well correlates to the convective thermal load applied by the injected polymer and the reduced thermal conductivity of the insert. A numerical model was created using Moldex3D to analyze the temperature distribution during processing and to compare the 3D printed tool performances with those of conventional metallic mold materials. The simulation results indicated a significant rise in part and mold temperature with the plastic mold. This resulted in reduced heat dissipation to the mold base and eventually in the failure of the soft tooling (cf. Figures 9 and 11). The thermal loads were so significant that failure occurred for the bulk insert, before the micro cavities could be worn off by the polymer flow.

Tooling inserts with projections for simple 100- $\mu \mathrm{m}$ wide microfluidic channels with several aspect ratios were printed on a DLP-SLA system and used to injection mold polypropylene parts. The use of the soft tooling for micro injection molding was analyzed, considering polymer replication and tool life. Injection molding trials and the simulation showed that the DLP-SLA were feasible tooling inserts for injection molding of parts with micro-structured surfaces such as microfluidic channels. Firstly, the DLP-SLA system produced the varying height of tooling geometry to an acceptable deviation from the design, with an overall XY growth of $19 \%$ and a depressed $Z$ dimension of $6 \%$. Secondly, the molded parts exhibited high overall replication, with an average depth ratio of $97.7 \pm 1.6 \%$. Feature definition also was excellent, with flatlands and rounded channel bottoms in the molded parts as well as relatively smooth part walls. Thirdly, once an optimized injection molding process was established, tooling insert life was 78 shots without bulk failure of the insert. Consistent damage to the tooling projects with the highest aspect ratio ( 0.79 ) indicated a minimal aspect ratio for the tooling material. Brittle failure was the dominant failure mode for most inserts.

Modeling of the micro injection molding process with different tool materials allowed for an understanding of the effect of the 3D printed plastic tool. The thermal behavior of the micro-structured tool was observed to be very different compared to conventional metals used for injection molds. The low thermal conductivity of the plastic hinders the heat flow from the part to the mold. This leads to a high thermal load for the microstructures, which fail after repeated cycling. The thermal wear was more accentuated for microstructures with higher aspect ratio, which are more difficult to cool. This indicates the importance of mold design on the wear resistance of the 3D printed tool. Further
work will focus on the study of the part/mold thermal boundary condition and its effect on the evolution of the tooling temperature cycle after cycle.
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#### Abstract

Integrated microfluidic systems afford extensive benefits for chemical and biological fields, yet traditional, monolithic methods of microfabrication restrict the design and assembly of truly complex systems. Here, a simple, reconfigurable and high fluid pressure modular microfluidic system is presented. The screw interconnects reversibly assemble each individual microfluidic module together. Screw connector provided leak-free fluidic communication, which could withstand fluid resistances up to 500 kPa between two interconnected microfluidic modules. A sample library of standardized components and connectors manufactured using 3D printing was developed. The capability for modular microfluidic system was demonstrated by generating sodium alginate gel microspheres. This 3D printed modular microfluidic system makes it possible to meet the needs of the end-user, and can be applied to bioassays, material synthesis, and other applications.
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## 1. Introduction

The reconfigurable microfluidic system are connected by basic module components together to form an integrated microfluidic system, which could achieves specific functions of biochemical analysis, such as emulsion generation [1], multi-organ-chips [2], gradient generation [3], and biochemical analysis [4]. Existing systems often use a monolithic approach, where chemical reactors, sensors, valves, pumps, and detectors are integrated on a single chip. The typical fabrication methods of monolithic microfluidic systems, which include soft lithography, hot embossing, and femtosecond laser writing, are time consuming and often expensive. Additionally, the complicated fabrication processes would require more attention to the quality control [5]. Any part of failure of a monolithic microfluidic system may require rebuilding the entire system, which will result in long development time and incur substantial costs. The modular design approaches are an effective method to address this integration problem. The advantage of a modular system is made of the assembly of basic modular components, and each module can be designed and tested separately before connecting them together to form a larger system.

Modular architecture using prefabricated microfluidic components could be easily assembled, disassembled, reconfigured, and assembled again. Nevertheless, reconfigurable modular microfluidic systems have brought challenges to ensure leak-free fluidic interconnections between connected microfluidic modules after their assembly. Hsieh et al. presented an advanced Lego ${ }^{\circledR}$-like swappable fluidic module concept to achieve fully portable, disposable fluidic systems [6]. This module design had self-aligning structures on both the male- and female-type Lego ${ }^{\circledR}$-like for attaining the improved sealing at block junctions. Bhargava et al. demonstrated an approach to microfluidic device design based on discrete elements. These components were connected by a convex block embedded in a concave block to complete the assembly of the entire microfluidic system [7-9]. The aforementioned
microfluidic devices were adopted self-aligning structures for attaining the inter-block sealing at block junctions. The instability of the module-to-module fluidic interconnects required to be considered, easily led to fluid leakage, to operate the integrated device under high pressure. In addition, Rheea and Burns proposed a standard set of modular microfluidic assembly block, using pre-fabricated polydimethylsiloxane (PDMS) blocks [10]. This approach required an additional glue-like, UV curable adhesive, as well as PDMS mixture to connect components. Lee et al. proposed an advanced fabrication and assembly method for modular microfluidic devices using rubber O-rings and metal pins interconnects [11]. From the user's point of view, modular microfluidic devices allowed non-expert users to assemble fully customizable microfluidic devices in minutes. However, these module-to-module or world-to-chip fluidic interconnects are required to be strengthened by additional bonding and sealing processes, which will result in a long development time and incur substantial costs.

Recently, 3D printing technology have been applied to fabricate miniaturized and complicated devices, which are of high structural complexity and design flexibility [12-16]. In this work, we propose an advanced reconfigurable modular microfluidic system employing 3D printed modules with assorted channel geometries that can be easily assembled to create complex, modular, and reversible in three dimensions. The microfluidic system consists of two basic functional components: A screw fastener and an assembly module. Each assembly module has an own unique function (such as inlets, outlets, channels, valves, pumps, mixers, and reservoirs) that is connected together and bonded to form a multi-function microfluidic system using screw interconnects. Furthermore, screw connectors are inserted into each microfluidic module's threaded port to eliminate fluid leakage and enable high pressure actuation. It offers a promising way to realize a larger integrated microfluidic system capable of sophisticated functionalities.

## 2. Materials and Methods

### 2.1. Materials and Instruments

Ethanol, dye solutions (red and blue) and food grade mineral oil were purchased from Sinopharm Chemical Reagent Co., Ltd. The dye solution was dissolved with deionized (DI) water. Sodium alginate powder and calcium chloride powder were obtained from Sigma-Aldrich Corporation (Guang Dong, China). Materials for the out phase were $2 \%(w / w)$ calcium chloride. The pre-gel aqueous phases were $2 \%(w / w)$ sodium alginate. The PDMS was obtained from Dow Corning (Midland, MI, USA). The PDMS was heat cured at a temperature of $100^{\circ} \mathrm{C}$ for 20 min in a vacuum drying oven. Fine sandpaper (P1500 and P2000) was purchased from Xiamen Green Reagent Glass Instrument Co., Ltd. (Xiamen, China). An optical microscope (Mitutoyo MF-U, Chongqing Aote Optical Instrument Co., Ltd., Chongqing, China) was used to take images of the mixer. A laser confocal scanning microscope (Produced by Carl Zeiss AG, OLS1200, Carl Zeiss AG, Oberkochen, Germany) was used to measure the surface roughness of model parts. The COLOR intensity was measured using ImageJ. The experimental process was observed by a CCD camera (UI-2250SE-C-HQ, Shanghai Lingliang Optoelectronics Technology Co., Ltd., Shanghai, China).

### 2.2. Fabrication of Basic Functional Components

To build the 3D models for all of the 3D microfluidic components in this work, we used the computer-aided design (SolidWorks) software. We assembled the 3D models of the ports, components, and systems within the software, and exported the assemblies to the STL format-a standard file type for 3D printers. All modules were directly fabricated by a 3D printer (ProJet ${ }^{\circledR}$ D3510 SD, 3D Systems). This printer is based on the multi jet modeling (MJM) technology using a print head that jets the photopolymer (VisiJet ${ }^{\circledR}$ Crystal, 3D Systems) and the waxy support material (VisiJet ${ }^{\circledR}$ S300, 3D Systems) layer by layer.

The assembly modules were carefully selected from well-known standard component as shown in Figure 1a,b. The assembly modules, which were designed to a standard, cubic geometric footprint
(with a size of 10 by 10 by $10 \mathrm{~mm}^{3}$ ), comprised functional elements (assembly module) as well as inlet/outlet modules (screw fastener) for world-to-chip fluidic interconnects. The internal channels of these module were designed into a square cross-section with 0.6 mm side length. Each module had different functionality, which acts as basic building units to construct functional microfluidic device. A multi-function microfluidic system was assembled form several modular components (Figure 1c). The screw fastener acted as module-to-module or world-to-chip fluidic interconnects. The spacers were cylindrical with screw pins at opposite sides. The modules were assembled by interlocking screw pins connectors for each module. Following the 3D printing process, the modules were placed in the convection oven at $80^{\circ} \mathrm{C}$ to remove the wax layers. When the wax was fully melted, its residue was first removed in a hot oil bath and was then rinsed by ultrasonication in a water bath that contained detergent. The modules were then further rinsed by ultrasonication in a deionized water bath to ensure that the detergent remains were fully removed, and that each procedure was conducted for at least 30 min .


Figure 1. Schematic illustration of 3D printed microfluidic modular components. (a) basic microchannel unit. (b) functional microchannel unit. (c) multifunctional microfluidic system. The device consists of multiple basic channels and functional channels using screw connector.

## 3. Results and Discussion

### 3.1. Surface Treatment and Leak Testing

The printed microfluidic channels and their surfaces were observed with an optical microscope, and typical images are shown in Figure 2a. The chip surface quality shown the traces of resin material layers by layers. The surface roughness of the 3D printed module assembly was $2.161 \mu \mathrm{~m}$. In order to obtain optical transparency, the 3D printed modules were repeatedly polished by two types of fine sandpaper to form a smooth surface. Additionally, the film layer of PDMS on the surface was coated to make the chip more transparent. The surface roughness of the modular component after surface modification was $0.595 \mu \mathrm{~m}$. Figure 2 b demonstrated a modular microfluidic system after polishing and PDMS coating process. The excellent surface quality of the chip was achieved for easier observation of the experiment results. Therefore, surface polishing and PDMS coating were a very effective method to obtain high surface quality. Figure 2c showed that the internal channel structure still appears
blurry. An optical microscope described the rough internal flow channel structure. To obtain a highly transparent microchannel, it was also possible to apply PDMS solution inside. Evenly coating the PDMS solution inside the microchannel could enhance the transparency. The key was to prevent the PDMS solution from blocking the internal microchannel.


Figure 2. Micrographs of the chip surface quality. (a) surface quality and surface roughness before treatment. (b) surface quality and surface roughness after polishing and polydimethylsiloxane (PDMS) treatment coating. (c) image of 3D printed module components.

Previous literature [17] reported that a wet etching technique was used to treat internal surface roughness of microchannels. Ethanol-diluted acetone solution was circulated in an ultrasonic bath to etch the chip surface. This method significantly reduced the surface roughness of the microchannel without deformation, and the surface roughness after processing was less than 10 nm . Chemical treatment of the internal channels was also an effective method to obtain transparency. Photosensitive resin materials were highly sensitive to organic reagents. Placing the printed module assembly in acetone will dissolve, and high concentrations of methanol and isopropanol (IPA) will whiten the material of the module assembly [18].

To check the capability of screw fastener, we performed three different scenarios such as (a) with using embedded connection [9] (Figure 3a), (b) untightened thread, and (c) tightened thread (Figure 3b). All modules were used digital pressure gauges for leakage tests. The serious level of leakage of bubbles was observed under embedded connection and untightened thread (Figure 3c,d, Movie S1 and S2, Supporting Information). In contrast, the tightened thread modules could be held up to 500 kPa (Figure 3e, Movie S3, Supporting Information). In addition, the Young's modulus of the post-cured clear resin was 2.7 GPa , which is much larger than that of PDMS. Therefore, our devices, printed with this material, were capable of withstanding higher liquid flow rate and input pressure. Compared with the previous literature (Table 1), the method of screw connection was simple and fast. It could be disassembled and reassembled repeatedly to build different functions of novel microfluidic system. It is widely applied in biochemical fields such as fluid mixing and droplet generation. Importantly, the threaded connection provided high fluid pressure, avoiding fluid leakage problems, and expanding its application.


Figure 3. Connectivity of the modular microfluidic system. (a) schematic of modular assembly of embedded connections. (b) schematic illustration of modular assembly with threaded connections. (c) leakage experiment of embedded connected microfluidic system. (d) leakage experiment of threaded connected microfluidic system (untightened thread). (e) leakage experiment of threaded connected microfluidic system (tightened thread).

Table 1. Comparison of modular microfluidic systems.

| References | Connection Type | Manufacturing Characteristics | Fluid Pressure |
| :---: | :---: | :---: | :---: |
| Bhargava et al. [7-9] | Square interface embedded, comprising spacer and connector | 3D printed module, male-male connector aligned with female-type port, reversible strong | As high as $200 \mathrm{~mL} \cdot \mathrm{~h}^{-1}$ |
| M. Rhee and M. A. Burn [10] | UV-curable glue bonding | PDMS coated glass substrate using the curing agent as the adhesive, reversible weak | 40 kPa |
| Lee et al. [11] | Insert connection, comprising rubber O-ring and metal pins | 3D printed module, concave and convex cone-shaped features, require auxiliary components. reversible strong | Up to 200 kPa |
| Yue [19] | Magnetic interconnects, comprising magnets and sealing gaskets | 3D printed module, simple, require auxiliary components | 6.8 kPa |
| Our work | Screw connector | 3D printed module, threaded connection, simple, reversible strong | Up to 500 kPa |

A reconfigurable modular microfluidic system, comprising a mixer channel and various microfluidic modules as well as inlet/outlet modules for world-to-chip fluidic interconnects, was fabricated and used to demonstrate its reconfigurability to build various integrated microfluidic systems by simply and reversibly assembling various modules together. Three different configurations of a mixer channel modular microfluidic system were built using two (Figure 4a), three (Figure 4b), and four (Figure 4c) outlet channel modules, and two inlet modules. The assembly described in Figure 4a,b were modeled as an equivalent circuit consisting of two branch resistors $\mathrm{R}\left(R=R_{\text {struct }}+R_{\text {ref }}\right)$ and Rs ( $\left.R_{s}=R_{\text {struct }}+R_{\text {select }}\right)$ grounded by two water reservoirs and terminated by outlet resistor

Ro (Figure $4 \mathrm{~d}, \mathrm{e}$ ). Each branch was designed to differ by only a reference $\left(R_{r e f}\right)$ and selected $\left(R_{\text {select }}\right)$ component resistance, while having identical support components resulting in equal structural resistance $\left(R_{\text {struct }}\right)$. The volumetric mixing ratio M of streams combined in the outlet resistor was predicted by nodal analysis to have simple dependency on only the selected, reference, and branch structural resistances (Equation (1)) [20].

$$
\begin{equation*}
M=\frac{R_{\text {struct }}+R_{\text {ref }}}{R_{\text {struct }}+R_{\text {select }}} \tag{1}
\end{equation*}
$$



Figure 4. The tunable mixer with (a) two, (b) three, and (c) four outlets. (d,e) comparison of equivalent circuit models for two- and three-outlet parallelized configurations of the tunable mixer system.

### 3.2. Reconfigurable Modular System Demonstration

A simple modular microfluidic system was built using one mixer module, a T type module, a flow channel, and three inlet/outlet modules (Figure 5a). To demonstrate the 3D mixing mechanism, numerical simulation using finite element analysis software (COMSOL Multiphysics 5.1) was performed to simulate the mixing effects of microfluidic system with straight-channel modular and a mixer channel modular (Figure 5b). Two streams of solution with a relative species concentration of $1 \mathrm{~mol} / \mathrm{L}$ and 0 were injected into the mixer module through the inlets; the concentration fields were obtained by solving the incompressible Navier-Stokes and convection diffusion equations in the stationary mode. In Figure 5c, the cross-section (terminal position) of the microfluidic system with the mixer modular shows a uniform distribution of the concentration gradient after passing through 30 mm in length. The normalized concentration shows that the spiral mixer was evenly distributed compared to the straight channel. The microfluidic system with a mixer can achieve $99.7 \%$ mixing efficiency at the terminal, while the straight-channel microfluidic system could only achieve $88.3 \%$ mixing efficiency. Red and blue color food dye solutions were used to test the modular microfluidic system. Each food dye solution was pumped into the modular microfluidic system at $\sim 20 \mu \mathrm{~L} / \mathrm{min}$ by micropump. The dye solution did not have sufficient time to mix through laminar diffusion; hence, the different unmixed streams (a clear fluid interface) could be seen after they pass through the straight-channel (Figure 5e). However, experiments were performed at the same flow rate in a microfluidic system with a mixer (Figure 5d). As the diffusion of dye solution had occurred and the fluids were fully mixed in the designed length. The experimental values well match the simulated ones.


Figure 5. (a) schematic illustration of microfluidic system assembly with mixed channel module. (b) simulation of mixing effects for straight channel and mixer channel modules. (c) normalized concentration of the outlet for the straight channel and mixer channel modules, respectively (the terminal of the microchannel). (d,e) mixing effects of fluids in straight channel and mixer channel modules.

As a biological hydrogel, sodium alginate was usually encapsulated cells or other biomolecules. Due to its good gelling properties, sodium alginate has been widely used in the field of biomedicine [21]. Sodium alginate was a typical example of a cross-linked hydrogel, which can react with divalent cations to form a hydrogel such as calcium, copper, and iron. To demonstrate the versatility of a modular microfluidic system. A versatile droplet generation microfluidic system had assembled to generate single droplet and dual droplets (Figure 6a). Sodium alginate passed through two branch channels as a carrier phase solution; calcium chloride passed through the main channel as a cross-linking phase solution. Two screw pumps modules in the microfluidic system were used to control the input of two branch solutions. When the sodium alginate was cross-linked with the calcium chloride solution, calcium ions diffused from the outside to the inside, and finally formed the sodium alginate hydrogel (Figure 6b). When one of the threaded pumps in the system was turned off, a single droplet mode was formed. Figure 6c illustrated the formation of sodium alginate droplets (Movie S4, Supporting Information). The formation rate of sodium alginate droplets was mainly related to the diffusion rate, concentration of calcium ions, and the concentration of sodium alginate. When the flow rate of the carrier phase solution was $0.5 \mathrm{~mL} / \mathrm{h}$, the relationship between the length, generation frequency of the alginate gel microspheres and the flow rate of the calcium chloride aqueous solution was obtained. As the flow rate of the calcium chloride solution increased, the length of the sodium alginate microspheres decreased. More sodium alginate microsphere gel could be produced as shown in Figure 6d. Finally, the dual droplet generation mode by controlling two screw pump modules was demonstrated (Figure 6e, Movie S5, Supporting Information). The droplet patterns spaced with red and blue can be generated by adjusting the flow rate of the red solution and the blue solution (Figure 6f). Such modular microfluidic systems provided flexibility and versatility to manipulate micro-flows for enhanced and extended applications. Furthermore, the ability to build a reconfigurable modular microfluidic system would be an advantageous platform to substantially enhance design flexibility and improve the system performances of various bio-chemical processes.


Figure 6. (a) modular microfluidic system for droplet generation. (b) $\mathrm{Ca}^{2+}$ cross-linking to prepare sodium alginate gel microspheres. (c) diagram of microsphere generation process. (d) the relationship between the length of the gel microspheres and the flow velocity, and the relationship between the flow velocity and the frequency of microsphere generation. (e) images of double emulsions. (f) Images of double emulsions.

## 4. Conclusions

In this study, a sample library of standardized components and connectors manufactured using 3D printing was developed. The variety designs of modules were firmly connected using screw fastener. The screw connection perfectly sealed the interconnection between the modules more firmly and prevented any solution leakage. The module assembly and reconstruction are suitable expand microfluidics to non-expert users. Furthermore, the integrated microfluidic device was also applied as multi-analyte mixing and multi-emulsion generation. This modular microfluidic system has a tremendous potential for realizing mass-production complexes and multiplex systems for the commercialization of the microfluidic platform.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/11/2/224/s1, Movie S1: embedded connection microfluidic system, Movie S2: threaded microfluidic system (untightened), Movie S3: threaded microfluidic system, Movie S4: formation of sodium alginate droplets, Movie S5: dual droplet generation mode.
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#### Abstract

K9 optical glass has superb material properties used for various industrial applications. However, the high hardness and low fracture toughness greatly fluctuate the cutting force generated during the grinding process, which are the main factors affecting machining accuracy and surface integrity. With a view to further understand the grinding mechanism of K 9 glass and improve the machining quality, a new arithmetical force model and parameter optimization for grinding the K9 glass are introduced in this study. Originally, the grinding force components and the grinding path were analyzed according to the critical depth of plowing, rubbing, and brittle tear. Thereafter, the arithmetical model of grinding force was established based on the geometrical model of a single abrasive grain, taking into account the random distribution of grinding grains, and this fact was considered when establishing the number of active grains participating in cutting $\mathrm{N}_{\mathrm{d}-\mathrm{Tot}}$. It should be noted that the tool diameter changed with machining, therefore this change was taking into account when building the arithmetical force model during processing as well as the variable value of the maximum chip thickness $a_{\text {max }}$ accordingly. Besides, the force analysis recommends how to control the processing parameters to achieve high surface and subsurface quality. Finally, the force model was evaluated by comparing theoretical results with experimental ones. The experimental values of surface grinding forces are in good conformity with the predicted results with changes in the grinding parameters, which proves that the mathematical model is reliable.


Keywords: K9 glass; mathematical model; grinding force; brittle fracture; ductile-brittle transition; active grains number

## 1. Introduction

Presently, optical glass materials like BK7 or K9 are broadly applied in the production area of various optical accessories for use in visual products or engineering appliances, such as mirrors, prisms, lenses, automobile, aerospace, and panes due to its superior scratch impedance and light transmission properties [1-3]. Therefore, exploring and developing efficient mechanical machining technology of optical glass has become a very important theme. K9 glass is a representative of hard and brittle materials (HBM) [4], which is prone to fracture and damage during machining due to its distinctive features, that is, fragility, resistance, hardness, strength, and alchemical stabilization. As a result, cracks and pits are easily formed on the workpiece surface, affecting the surface quality of the workpiece and the performance of the device [5-7]. Nowadays and because of all these factors, most HBM are
processed by grinding due to its high efficiency, but the damage below the surface introduced during grinding has always been a bottleneck problem in machining [8,9]. The most important factor is grinding force, consequently, research on establishing and controlling the grinding force of HBM is particularly important for machining HBM to enhance the grinding efficiency and to upgrade the grinding tool performance [10-13]. The grinding force is closely linked with the quality prediction of the grinding tool surface, geometrical accuracy, and the technique of removing HBM. A lot of studies on micro-grinding force and material removal techniques of HBM have been conducted.

Liu et al. [14] mathematically constructed a force model for the carbon fiber material, assuming that the material removal will behave through a brittle regime, the force model was constructed through the maximum depth of indentation of a single grain in the material workpiece according to the brittle rip theory. A comparable model for K9 optical glass was built by Zhang et al. [15], depended on the mechanism of the indentation rip. The previous scholars have been repealed the forces in the ductile modes as well as neglecting the friction affection in the grinding force. Also, Sun et al. [16] proposed an arithmetical model of the grinding force for Zerodur glass in both brittle and ductile regions, considering the material removal mechanism and the influence of the frictional force. However, this model repealed the fact that not all grits are active during grinding, where the grits are randomly distributed on the wheel with their specific height and width, some of them are active and others have a free ride on the wheel. Moreover, Zhang et al. [17] proposed an arithmetic force model for Silica and Ceramics; the material removal mechanism was separated into two regimes, that are sliding and plowing grinding modes, then the scholars improved the tangential, normal, and radial force models. However, the arithmetic model has not acquired enough attention as the relative motion between the machine tool and the workpiece diverges. Xiao et al. [18] suggested a theoretical model represent the grinding force in the ductile-brittle modes for zirconia material, consideration of brittle-ductile transformation mode, whereas the force model canceled the friction leverage during grinding. Furthermore, Badger and Torrance [19] have been evolved two techniques for predicting the grinding force from wheel surface topography. The first method depends on Chalen and Oxley's 2 D sliding-line domain model of the touch between grinding wheel grain and workpiece surface, while the other method depends on Xie's and Willams 3 D model which creates a chain of channels on the workpiece.

With the concentration on the grinding of glass materials, many researchers have recently suggested mathematical models of grinding force, as well as the study of significant parameters to improve the quality and precision of grinding processes. Chen et al. [20] investigated a reasonable grinding technique for silica glass and acquired the optimal force model identical to the best subsurface fineness; however, the model did not reveal the random distribution of the grinding grains which plays an important role in the model force. Su et al. [21] predicted a model to express the grinding force of silica glass; the model studied how the normal and tangential (NT) forces are affected by variation in the grinding parameters. Then the scholars, after the experimental verification, showed that the force model can represent the grinding force; but the model has not considered the random distribution of the active grits and the changes in the maximum chip thickness accordingly. Zhang et al. [22] kinematically studied the micro-end grinding force of fused silica glass of ultrasonic-assisted through modeling and emulation of abrasive paths. The force model considered the ductile and brittle modes, but the force of the brittle region in the surface-grinding process is yet ambiguous. Consequently, previous studies lacked adequately representative the precise force model of the grinding process for HBM, several important reasons that are the instantaneous variation of grinding space and time as well as the mechanisms of material removal.

In the current article, K 9 optical glass is considered a research object to represent the grinding force of HBM. Firstly, theoretical modeling of the micro-grinding force is developed for a single abrasive grit; because of this situation, the maximum chip thickness $a_{\max }$ is a dynamic concept in the grinding process, so every single active grain creates a different value of $a_{\max }$. Thereafter, the study constructs the force model in the elastic, plastic, and brittle fracture modes, where the material removal mode is permanent
depending on the chip thickness value. The study considered the frictional force generated between the wear protrusion of grits and the grinding face, changes in the value of the frictional coefficient produced by the flux of workpiece over the touch grinding face, the actual active grains which participate in processing, and the reduction in the grinding tool during machining which directly affects the amount of removal chip thickness. Subsequently, the grinding experiments are carried out with a PCD grinding tool and the empirical formulas of NT grinding forces are analyzed; the experimental measurement results are compared to the model prediction values. Finally, the comparative study confirms that the force model can represent the surface grinding force of K9 optical glass.

## 2. Analysis of Surface Grinding Process

Clarifying the factors of the surface grinding process is a primary task to analyze and correctly establish the grinding force model through the different mechanisms of the material removal modes.

Figure 1 clarifies the mechanism and the main parameters of the radial surface grinding process. The wheel rotates at an angular speed of $\omega$ and advances in the direction of the $x$-axis towards the interior surface of the workpiece at a feed rate of $f_{p}$.


Figure 1. The grinding process: (a) Radial surface grinding mechanism; (b) grinding zone parameters.

### 2.1. Displacement and Motion of Single Abrasive Grit

As displayed in Figure 1, the relative displacement of a single grit $S$ with respect to the workpiece is identified as a function of time represented by Equation (1):

$$
\begin{equation*}
\overrightarrow{S(t)}=\left(r_{t} \sin (\omega t)+f_{p} t\right) i+\left(r_{t}-r_{t} \cdot \cos (\omega t)\right) j \tag{1}
\end{equation*}
$$

where $r_{t}$ is the radius of the grinding tool, $f_{p}$ is the feed rate, $\omega$ is the angular spindle speed, and $t$ defined as the grinding time.

The relative velocity of a single grain to the workpiece $V_{r}$ is calculated by the first time derivative of the displacement formula as:

$$
\begin{equation*}
\left.\stackrel{\rightharpoonup}{\mathrm{V}_{\mathrm{r}}(\mathrm{t}}\right)=\frac{\partial \mathrm{S}}{\partial \mathrm{t}}=\left(\mathrm{r}_{\mathrm{t}} \cdot \omega \cdot \cos (\omega \mathrm{t})+\mathrm{f}_{\mathrm{p}}\right) \mathrm{i}+\left(\mathrm{r}_{\mathrm{t}} \cdot \omega \sin (\omega \mathrm{t})\right) \mathrm{j} \tag{2}
\end{equation*}
$$

### 2.2. Chip Thickness Model Establishment

The most important step in establishing the force model of the surface grinding process is identifying the regions of the material removal. Therefore, Section 2.2 discusses in detail how to define the various modes of material removal. Figure 2a presents the geometry of the abrasive grain and clarifies the active grain parameters such as semi-apex angle $\beta$ of the active grain and the average diameter of the active grain $D_{d}$ which was acquired by gauging the average radius rate of abrasive extremity using AFM.


Figure 2. Morphology and motion parameters of abrasive grain: (a) Abrasive grain geometry; (b) mechanisms of material removal.

As shown in Figure 2b, the entire process of the surface grinding on the interactivity between the grits and the workpiece is classified as ductile region, ductile-brittle transition, and brittle region. The ductile region is divided into three modes, namely, chip formation, elastic, and plastic. Accordingly, the mechanisms of the material removal are classified based on the elastic-to-plastic chip thickness $\mathrm{a}_{\text {elas-plas, }}$ critical chip thickness at ductile-to-brittle transition $\mathrm{a}_{\mathrm{cr}}$, and maximum chip thickness $\mathrm{a}_{\text {max }}$; can be modeled as follows [23]:

$$
\left\{\left\{\begin{array}{c}
\mathrm{a}_{\mathrm{c}}<\mathrm{a}_{\text {elas-plas }} \text { (rubbing) }  \tag{3}\\
\mathrm{a}_{\text {elas-plas }}<\mathrm{a}_{\mathrm{c}}<\mathrm{a}_{\mathrm{cr}} \text { (ploughing) }
\end{array}\right\} \text { Ductile region } .\right.
$$

### 2.2.1. Chip Thickness of the Elastic-Plastic Transition

Correct modeling of the grinding force needs to consider the recovery and deformation of the elastic mode, in particular at the level of the initial contact zone [23]. So, the designation of the elastic zone needs to locate the transferring from elastic-to-plastic, which is pointed out based on the contact theory of Hertz' and expressed in Equation (4) [24].

$$
\begin{equation*}
\mathrm{a}_{\text {elas-plas }}=\left(\frac{2 \pi \mathrm{H}_{\mathrm{p}}}{7} \cdot \frac{\left(1-v_{\mathrm{p}}^{2}\right)}{\mathrm{E}_{\mathrm{p}}}\right)^{2} \cdot r_{\mathrm{d}} \tag{4}
\end{equation*}
$$

where $r_{d}$ is the mean radius of the active diamond grain, $H_{p}$ is the material hardness, $v_{p}$ and $E_{p}$ are the Poisson's ratio and Young's modulus of the workpiece respectively.

### 2.2.2. Chip Thickness of the Ductile-Brittle Transition

Studying the critical depth of cut $\mathrm{a}_{\mathrm{cr}}$ is the main key for controlling surface grinding of HBM, as the chip thickness must remain under the $\mathrm{a}_{\text {cr }}$ to stay grinding in the ductile region [25]. To easily locate the transition point from ductile-to-brittle mode, it is supposed that the grinding parameters do not affect the workpiece specifications during machining, as a result, the critical chip thickness from ductile-to-brittle fracture $\mathrm{a}_{\mathrm{cr}}$ is expressed by Equation (5) which identified through material properties of the workpiece material [26,27].

$$
\begin{equation*}
\mathrm{a}_{\mathrm{cr}}=\varepsilon\left(\frac{\mathrm{E}_{\mathrm{p}}}{\mathrm{H}_{\mathrm{p}}}\right)\left(\frac{\mathrm{K}_{\mathrm{IC}}}{\mathrm{H}_{\mathrm{p}}}\right)^{2} \tag{5}
\end{equation*}
$$

where $\varepsilon$ is a unitless constant $(\varepsilon=0.15)[28,29], H_{p}$ is the material hardness, $\mathrm{E}_{\mathrm{p}}$ is Young's modulus, and $\mathrm{K}_{\mathrm{IC}}$ tensile strength.

### 2.2.3. Maximum Chip-Thickness

In the existing study, the maximum chip thickness $a_{\max }$ for two uninterrupted grits is established according to the grinding parameters and expressed in Equation (6) [25,30].

$$
\begin{equation*}
\mathrm{a}_{\max }=\left(\frac{3}{4}\right)^{\frac{1}{6}}\left(\frac{\pi}{\mathrm{C}_{\mathrm{G}}}\right)^{\frac{1}{3}}\left(\frac{4 \mathrm{f}_{\mathrm{p}} \cdot \mathrm{r}_{\mathrm{d}}{ }^{2}}{0.3 \omega \cdot \mathrm{r}_{\mathrm{t}} \cdot \tan \beta}\right)^{\frac{1}{2}}\left(\frac{\mathrm{~h}}{2 \mathrm{r}_{\mathrm{t}}}\right)^{\frac{1}{4}}=3.031 \cdot \frac{\mathrm{r}_{\mathrm{d}}}{\mathrm{C}_{\mathrm{G}}{ }^{\frac{1}{3}}} \cdot\left(\frac{\mathrm{f}_{\mathrm{p}}}{\omega \cdot \tan \beta} \cdot \sqrt{\left.\frac{h}{\mathrm{r}_{\mathrm{t}}{ }^{3}}\right)^{\frac{1}{2}}}\right. \tag{6}
\end{equation*}
$$

where $\beta$ is defined as the half-oblique angle of a single active grit (suggested as $60^{\circ}[31]$ ), h is the grinding depth, $\mathrm{C}_{\mathrm{G}}$ is the size fracture of grinding grit.

Figure 3a shows the topography of the grinding wheel surface which clearly shows the density of the grinding grains before the grinding process, while Figure 3b shows the effect of grinding on the grains that are dislocated or removed by machining which led to a decrease in the diameter of the grinding wheel accordingly. In general, the diameter of the grinding tool is affected by the high speed, therefore, the diameter decreases by increasing the spindle speed, feed rate, or grinding depth, so the $a_{\max }$ is a dynamic concept that can be calculated through Equation (7) [32,33].

$$
\begin{equation*}
a_{\max }=3.031 \cdot \frac{r_{d}}{C_{G}^{\frac{1}{3}}} \cdot\left(\frac{f_{p}}{\omega \cdot \tan \beta} \cdot \sqrt{\frac{h}{r_{t}^{3}}}\right)^{\frac{1}{2}}-\frac{X_{\max }^{2}}{2 r_{t}} \tag{7}
\end{equation*}
$$


(b)

Figure 3. SEM captures clarify the wheel surface topography: (a) Unused grinding wheel; (b) after machining.

The cutting path of the cutting edge of the previous grain moves from the first touchpoint to the workpiece surface. The linear distance from the first to the last touchpoints is equal to the amount of translation of the workpiece $X_{\text {max }}$ during the interval between the turning of adjacent cutting edges as displayed in Figure 1b, $X_{\max }$ can be calculated by Equation (8).

$$
\begin{equation*}
X_{\max }=\frac{\lambda_{r} \cdot f_{p}}{\omega r_{t}} \tag{8}
\end{equation*}
$$

where $\lambda_{r}$ is the average space between any two active grains calculated by Equation (9) [31].

$$
\begin{equation*}
\lambda_{\mathrm{r}}=\left(\sqrt{\frac{\pi}{\mathrm{C}_{\mathrm{G}}}}-2\right) \cdot \mathrm{r}_{\mathrm{d}} \tag{9}
\end{equation*}
$$

By substitution Equations (8) and (9) into Equation (7), the $\mathrm{a}_{\max }$ is expressed as

$$
\begin{equation*}
a_{\max }=3.031 \cdot \frac{r_{d}}{C_{G^{3}}^{\frac{1}{3}}} \cdot\left(\frac{f_{p}}{\omega \cdot \tan \beta} \cdot \sqrt{\frac{h}{r_{t}^{3}}}\right)^{\frac{1}{2}}-\left(\sqrt{\frac{\pi}{C_{G}}}-2\right)^{2} \cdot\left(\frac{r_{d}{ }^{2}}{2 r_{t}}\right) \cdot\left(\frac{f_{p}}{\omega r_{t}}\right)^{2} \tag{10}
\end{equation*}
$$

### 2.3. Clarifying the Various Grinding Areas

Identification of the NT grinding areas of a single grain, whether projected or contacting, is a very important task to accurately establish the NT grinding forces of a single grit. The touch depth is almost equivalent to the semi-value of the depth of cut when the grit begins to touch the working surface in the elastic region [24]. Meanwhile, the touch depth is almost equivalent to the depth of cut during plastic mode [34].

As shown in Figure 4, the NT areas depend on the half-vertex angle $\beta$ of a single grit, the grain diameter $D_{d}$ and cutting depth $a_{c}$ or $h_{t}$. Equation (11) represents the projection area in normal plane $\mathrm{A}_{\mathrm{n} \text {-elas }}$, the area in the thrust axis $\mathrm{A}_{\mathrm{t} \text {-elas }}$ is displayed in Equation (12).

$$
\begin{equation*}
A_{n \text {-elas }}=r_{d}{ }^{2}(\beta-0.5 \sin \beta) \tag{11}
\end{equation*}
$$

where $h_{t}$ is the cutting depth in the elastic zone and established as $\left(h_{t}=\frac{a_{\text {max }}}{2 N_{d-x}}\right)\left(N_{d-x}\right.$ is the active grains through $x$-axis which is discussed in Section 3.1).

$$
\begin{equation*}
A_{t-\text { elas }}=\left(r_{d}{ }^{2} \cdot \beta\right)-\left(\left(r_{d}-h_{t}\right) \cdot r_{d} \cdot \sin \beta\right) \tag{12}
\end{equation*}
$$

The angle $\beta$ is set as a dynamic value calculated based on the grinding modes, it, therefore, depends entirely on the cutting depth. In the elastic mode, the angle $\beta$ is set as $\left(\beta=\cos ^{-1}\left(\frac{D_{d}-2 h_{t}}{D_{d}}\right)\right)$.

In the plastic region, the projected areas whether in the normal axis $A_{n-p l a s}$ or the tangential axis $\mathrm{A}_{\mathrm{t} \text {-plas }}$ are established as:

$$
\begin{gather*}
A_{n-\text { plas }}=\frac{\pi}{2}\left(2 r_{d} \cdot a_{c}-a_{c}^{2}\right)  \tag{13}\\
A_{t-\text { plas }}=r_{d}^{2} \cdot \beta-\left(r_{d}-a_{c}\right) \cdot \sqrt{2 r_{d} \cdot a_{c}-a_{c}^{2}} \tag{14}
\end{gather*}
$$

where the angle $\beta$ under plastic mode is calculated as $\left(\beta=\cos ^{-1}\left(\frac{D_{d}-2 a_{c}}{D_{d}}\right)\right)$.


Figure 4. Elastic and plastic projected areas of a single active grain.

## 3. Grinding Force Establishment

Based on the preceding analyses of the material removal, the force model is classified according to the classification of the grinding modes which stated in Equation (3). The sophisticated force pattern when surface grinding can be determined in two parts, namely, NT grinding forces. The grinding force model is constructed according to the individual grain interactivity, thereupon the formula of the active grains should be established initially. Section 3.1 briefly explains how to identify the number of active diamonds.

### 3.1. Active Abrasive Grain

The maximum chip thickness $\mathrm{a}_{\max }$ is a dynamic concept in the grinding process and every single active grit creates a different value based on the wheel properties and grinding parameters as displayed in Figure 5. For this, not all the grains making protrusion in the surface of the grinding tool will engage in the grinding process. So, the number of active diamonds is calculated separately in the $(x-z)$ directions, then the total active grits are obtained by multiplying the active grains on $x$-axis and $z$-axis The number of active diamonds formula is established through identifying the touch arc length $\lambda_{c}$ as expressed in Equation (15), and the average distance between two active grains $\lambda_{r}$ is displayed in Equation (9). The touch arc length $\lambda_{c}$ is defined as [34,35]:

$$
\begin{equation*}
\lambda_{\mathrm{c}}=\left(1+\frac{\mathrm{f}_{\mathrm{p}}}{\mathrm{~V}_{\mathrm{r}}}\right) \cdot \sqrt{2 \mathrm{~h} \cdot \mathrm{r}_{\mathrm{t}}} . \tag{15}
\end{equation*}
$$

The active grains in the $x, z$-axes are explained in the following equations:

$$
\begin{gather*}
\mathrm{N}_{\mathrm{d}-\mathrm{x}}=\frac{\lambda_{\mathrm{c}}}{2 \mathrm{r}_{\mathrm{d}}+\lambda_{\mathrm{r}}}=\left(1+\frac{\mathrm{f}_{\mathrm{p}}}{\omega \cdot \mathrm{r}_{\mathrm{t}}}\right) \cdot \sqrt{\frac{2 \mathrm{C}_{\mathrm{G}} \cdot h \cdot r_{t}}{\pi r_{\mathrm{d}}{ }^{2}}}  \tag{16}\\
\mathrm{~N}_{\mathrm{d}-\mathrm{z}}=\frac{\mathrm{a}_{\mathrm{w}}}{2 \mathrm{r}_{\mathrm{d}}+\lambda_{\mathrm{r}}}=\frac{\mathrm{a}_{\mathrm{w}}}{\mathrm{r}_{\mathrm{d}}} \cdot \sqrt{\frac{\mathrm{C}_{\mathrm{G}}}{\pi}} . \tag{17}
\end{gather*}
$$

The total active grains $\mathrm{N}_{\mathrm{d} \text {-Tot }}$ is calculated through multiplying the active grains in $x$-axis $\mathrm{N}_{\mathrm{d}-\mathrm{x}}$ and the active grains in $z$-axis $\mathrm{N}_{\mathrm{d}-\mathrm{z}}$ as:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{d}-\mathrm{Tot}}=\mathrm{N}_{\mathrm{d}-\mathrm{x}} \cdot \mathrm{~N}_{\mathrm{d}-\mathrm{z}}=\left(1+\frac{\mathrm{f}_{\mathrm{p}}}{\mathrm{~V}_{\mathrm{r}}}\right) \cdot\left(\frac{\mathrm{C}_{\mathrm{G}} \cdot \mathrm{a}_{\mathrm{w}}}{\pi \mathrm{r}_{\mathrm{d}}{ }^{2}}\right) \cdot \sqrt{2 \mathrm{~h} \cdot \mathrm{r}_{\mathrm{t}}} . \tag{18}
\end{equation*}
$$



Figure 5. The trajectory and allocation of abrasive grains.

### 3.2. Force Model in Ductile Region

As shown in Figure 6, the mode of a ductile zone is classified into two categories; elastic and plastic modes. So, the force model taking the frictional force into a consideration is built according to these modes.

$$
\left\{\begin{array}{c}
\mathrm{F}_{\mathrm{n}}=\mathrm{F}_{\mathrm{n} \text {-elas }}+\mathrm{F}_{\mathrm{n} \text {-plas }}+\mathrm{F}_{\mathrm{n} . \mathrm{fr}}  \tag{19}\\
\mathrm{~F}_{\mathrm{t}}=\mathrm{F}_{\mathrm{t} \text {-elas }}+\mathrm{F}_{\mathrm{t} \text {-plas }}+\mathrm{F}_{\mathrm{t} . \mathrm{fr}}
\end{array}\right.
$$

where $F_{n}$ and $F_{t}$ represent the total grinding force of $N T$ coordinates respectively, $F_{n \text {-elas }}$ and $F_{t-e l a s}$ are the NT rubbing forces acted in the elastic region, $\mathrm{F}_{\mathrm{n} \text {-elas }}$ and $\mathrm{F}_{\text {t-elas }}$ are the NT plowing forces acted in the plastic region, $\mathrm{F}_{\mathrm{n} . \mathrm{fr}}$ and $\mathrm{F}_{\text {t.fr }}$ are the NT frictional forces which acted through the whole grinding process.


Figure 6. Schematic diagram of grinding force variation during grinding.

### 3.2.1. Elastic Force

When $\mathrm{a}_{\mathrm{c}}<\mathrm{a}_{\text {elas-plas }}$ the elastic stage is dominant, the grinding force is named according to the stage name and expressed as follows:

$$
\begin{align*}
& \mathrm{F}_{\mathrm{n} \text {-elas }}=\mathrm{N}_{\mathrm{d} \text {-Tot }} \cdot \mathrm{P}_{\text {max-elas }} \cdot \mathrm{A}_{\mathrm{n} \text {-elas }}  \tag{20}\\
& \mathrm{F}_{\text {t-elas }}=\mu \mathrm{N}_{\mathrm{d}-\mathrm{Tot}} \cdot \mathrm{P}_{\text {max-elas }} \cdot \mathrm{A}_{\text {t-elas }} \tag{21}
\end{align*}
$$

where $P_{\text {max-elas }}$ is the maximum contact pressure occurred in the elastic stage, $\mu$ is the coefficient of friction.

To calculate the maximum pressure in elastic and plastic zones, the maximum pressure acted in the ductile mode $P_{\max }$ must be clarified initially, therefore it is displayed by Equation (22) [36].

$$
\begin{equation*}
P_{\max }=\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{\mathrm{c}} \cdot \varepsilon_{\mathrm{c}}}\right)\right) \cdot \mathrm{P}_{\mathrm{i}} \tag{22}
\end{equation*}
$$

where $\eta, \zeta$ are constants defined according to the material sensitivity to strain average. $\varepsilon_{\mathrm{c}}$ is strain average constant calculated as $\varepsilon_{c}=1$ [37], $\mathrm{P}_{\mathrm{i}}$ is the contact pressure related to the pressure in elastic zone $\mathrm{P}_{\mathrm{i} \text {-elas }}$ classified by Equation (24), as well as pressure in the plastic zone $\mathrm{P}_{\mathrm{i} \text {-plas }}$ expressed by Equation (31), $\mathrm{R}_{\mathrm{c}}$ is the contact arc length identified by Equation (23).

$$
\begin{equation*}
\mathrm{R}_{\mathrm{c}}=2\left(\mathrm{a}_{\mathrm{c}} \cdot \mathrm{D}_{\mathrm{d}}-\mathrm{a}_{\mathrm{c}}^{2}\right)^{\frac{1}{2}} \tag{23}
\end{equation*}
$$

where $D_{d}$ is the average median diameter of a single abrasive grit.
The pressure in the elastic mode can be classified as [24,38]:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{i} \text {-elas }}=\frac{4 \sqrt{2} \mathrm{E}_{\text {ef }}}{3 \pi} \cdot \sqrt{\frac{\mathrm{a}_{\mathrm{c}}}{\mathrm{D}_{\mathrm{d}}}} \tag{24}
\end{equation*}
$$

where the effective elastic modulus $\mathrm{E}_{\text {ef }}$ can be calculated through Equation (25).

$$
\begin{equation*}
\mathrm{E}_{\mathrm{ef}}=\left(\frac{1-v_{\mathrm{p}}^{2}}{\mathrm{E}_{\mathrm{p}}}+\frac{1-v_{\mathrm{d}}^{2}}{\mathrm{E}_{\mathrm{d}}}\right)^{-1} \tag{25}
\end{equation*}
$$

where $v_{p}, v_{\mathrm{d}}$ are the Poisson's ratio of the workpiece and diamond grain respectively, $\mathrm{E}_{\mathrm{p}}, \mathrm{E}_{\mathrm{d}}$ are the elastic modulus of the workpiece and diamond grain respectively.

Then the maximum pressure in elastic mode $P_{\text {max-elas }}$ can be obtained as follows:

$$
\begin{equation*}
P_{\text {max-elas }}=\frac{4 \sqrt{2} E_{\text {ef }}}{3 \pi} \cdot\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{c} \cdot \varepsilon_{c}}\right)\right) \cdot \sqrt{\frac{a_{c}}{D_{d}}} . \tag{26}
\end{equation*}
$$

The NT forces that occurred in elastic mode $\mathrm{F}_{\mathrm{n} \text {-elas }}$ and $\mathrm{F}_{\mathrm{t} \text {-elas }}$ are respectively expressed by Equations (27) and (28).

$$
\begin{gather*}
F_{n \text {-elas }}=N_{d-T o t} \cdot \frac{2 \sqrt{2} E_{e f}}{3} \cdot\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{c} \cdot \varepsilon_{c}}\right)\right) \cdot \sqrt{\frac{a_{c}}{D_{d}}} \cdot\left(2 r_{d} \cdot h_{t}-h_{t}^{2}\right)  \tag{27}\\
F_{\text {t-elas }}=\mu N_{d-T o t} \cdot \frac{4 \sqrt{2} E_{e f}}{3 \pi} \cdot\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{c} \cdot \varepsilon_{c}}\right)\right) \cdot \sqrt{\frac{a_{c}}{D_{d}}} \cdot\left(\left(r_{d}^{2} \cdot \beta\right)-\left(\left(r_{d}-h_{t}\right) \cdot r_{d} \cdot \sin \beta\right)\right) . \tag{28}
\end{gather*}
$$

### 3.2.2. Plastic Force

The plastic zone is dominant whenever the $a_{\text {elas-plas }}<a_{c}<a_{c r}$. The plowing force is created whenever the chip thickness is analogous to the rim of the active grits radius [39]. Zhang et al. [24] recommended that the ploughing force is fundamentally created due to the plastic deformation in the grinding zone of the workpiece. Accordingly, the contact force due to contact pressure represents the plowing force as long as the plastic mode is dominant.

$$
\begin{align*}
& \mathrm{F}_{\mathrm{n} \text {-plas }}=\mathrm{N}_{\mathrm{d}-\text { Tot }} \cdot \mathrm{P}_{\text {max-plas }} \cdot \mathrm{A}_{\mathrm{n} \text {-plas }}  \tag{29}\\
& \mathrm{F}_{\text {t-plas }}=\mu \mathrm{N}_{\mathrm{d}-\text { Tot }} \cdot \mathrm{P}_{\text {max-plas }} \cdot \mathrm{A}_{\text {t-plas }} . \tag{30}
\end{align*}
$$

The contact pressure in the plastic mode $\mathrm{P}_{\mathrm{i} \text {-plas }}$ is defined in Equation (31) [40].

$$
\begin{equation*}
P_{\mathrm{i} \text {-plas }}=€\left(\frac{\mathrm{H}_{\mathrm{p}}^{4}}{\mathrm{E}_{\mathrm{p}}}\right)^{1 / 3} \tag{31}
\end{equation*}
$$

where $€$ is a unitless factor assumed as $€=1.5$ for HBM [40].
Then, the maximum pressure in the elastic mode $P_{\text {max-plas }}$ is calculated as:

$$
\begin{equation*}
P_{\text {max-plas }}=€\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{c} \cdot \varepsilon_{\mathrm{c}}}\right)\right) \cdot\left(\frac{\mathrm{H}_{\mathrm{p}}^{4}}{\mathrm{E}_{\mathrm{p}}}\right)^{1 / 3} \tag{32}
\end{equation*}
$$

Consequently, the NT forces created in the plastic zone are identified through Equations (33) and (34) respectively.

$$
\begin{gather*}
\mathrm{F}_{\mathrm{n}-\mathrm{plas}}=\frac{\pi €}{2} \mathrm{~N}_{\mathrm{d}-\operatorname{Tot}}\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{R_{\mathrm{c}} \cdot \varepsilon_{\mathrm{c}}}\right)\right) \cdot\left(\frac{\mathrm{H}_{\mathrm{p}}^{4}}{\mathrm{E}_{\mathrm{p}}}\right)^{1 / 3} \cdot\left(2 \mathrm{r}_{\mathrm{d}} \cdot \mathrm{a}_{\mathrm{c}}-\mathrm{a}_{\mathrm{c}}^{2}\right)  \tag{33}\\
\mathrm{F}_{\mathrm{t}-\mathrm{plas}}=  \tag{34}\\
\mu € \mathrm{~N}_{\mathrm{d}-\mathrm{Tot}}\left(\eta+\zeta\left(\frac{\omega \cdot r_{t}}{\mathrm{R}_{\mathrm{c}} \cdot \varepsilon_{\mathrm{c}}}\right)\right) \cdot\left(\frac{\mathrm{H}_{\mathrm{p}}^{4}}{\mathrm{E}_{\mathrm{p}}}\right)^{1 / 3} \cdot\left(\mathrm{r}_{\mathrm{d}}{ }^{2} \cdot \beta-\left(\mathrm{r}_{\mathrm{d}}-\mathrm{a}_{\mathrm{c}}\right) \cdot \sqrt{2 \mathrm{r}_{\mathrm{d}} \cdot \mathrm{a}_{\mathrm{c}}-\mathrm{a}_{\mathrm{c}}^{2}}\right) .
\end{gather*}
$$

### 3.3. Force Model in the Brittle Region

$$
\left\{\begin{array}{c}
\mathrm{F}_{\mathrm{n}}=\mathrm{F}_{\mathrm{n} \text {-elas }}+\mathrm{F}_{\mathrm{n} \text {-plas }}+\mathrm{F}_{\mathrm{n} . \mathrm{fr}}+\mathrm{F}_{\mathrm{n} . \mathrm{B}}  \tag{35}\\
\mathrm{~F}_{\mathrm{t}}=\mathrm{F}_{\mathrm{t} \text {-elas }}+\mathrm{F}_{\mathrm{t} \text {-plas }}+\mathrm{F}_{\mathrm{t} . \mathrm{fr}}+\mathrm{F}_{\mathrm{t} . \mathrm{B}}
\end{array}\right.
$$

where $F_{n . B}$ and $F_{t . B}$ are the NT grinding forces that occurred in the brittle tear region defined through Equations (36) and (37) respectively.

$$
\begin{gather*}
\mathrm{F}_{\mathrm{n} . \mathrm{B}}=\mathrm{N}_{\mathrm{d} \cdot \mathrm{Tot}} \cdot \mathrm{~N} \cdot \mathrm{~T}_{\mathrm{ef}} \cdot \mathrm{~F}_{\mathrm{B} \cdot \max }  \tag{36}\\
\mathrm{~F}_{\mathrm{t} \cdot \mathrm{~B}}=\mu \mathrm{F}_{\mathrm{n} \cdot \mathrm{~B}} \tag{37}
\end{gather*}
$$

where N is the rotational speed of the spindle, $\mathrm{T}_{\mathrm{ef}}$ is the effective grinding time of single grinding grain for one cycle expressed in Equation (38), $\mathrm{F}_{\mathrm{B} . \max }$ is the maximum force in the brittle region.

$$
\begin{equation*}
\mathrm{T}_{\mathrm{ef}}=\frac{\mathrm{L}_{\mathrm{ef}}}{\mathrm{~V}_{\mathrm{r}}} \tag{38}
\end{equation*}
$$

that $\mathrm{L}_{\mathrm{ef}}$ is the effective length between the grinding rod and grinding surface expressed as:

$$
\begin{equation*}
\mathrm{L}_{\mathrm{ef}}=\frac{\mathrm{L}_{\mathrm{D}} \cdot \mathrm{~L}_{\mathrm{s}}}{\mathrm{~L}_{\mathrm{D}}+\mathrm{L}_{\mathrm{s}}} \tag{39}
\end{equation*}
$$

where $L_{S}$ and $L_{D}$ are the geometric and dynamic contact lengths between the grinding tool and workpiece grinding surface as shown in Figure 2 and modeled by Equations (40) and (41) respectively.

$$
\begin{gather*}
L_{S}=r_{t} \cos ^{-1}\left(\frac{r_{t}-h}{r_{h}}\right)  \tag{40}\\
L_{D}=\int_{0}^{T_{\text {Tot }}} \sqrt{V_{P}{ }^{2}+\left(2 r_{t} \omega V_{P} \cos (w t)\right)^{2}+\left(r_{t} \omega\right)^{2}} d t \tag{41}
\end{gather*}
$$

where $T_{\text {Tot }}$ is the total grinding time for one active grit to intersect the contact length $L_{D}$ calculated as:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{Tot}}=\frac{\cos ^{-1}\left(\frac{\mathrm{r}_{\mathrm{t}}-\mathrm{h}}{\mathrm{r}_{\mathrm{t}}}\right)}{2 \pi \mathrm{~N}} \tag{42}
\end{equation*}
$$

The maximum force created in the brittle zone is classified by Equation (43) [41].

$$
\begin{equation*}
\mathrm{F}_{\mathrm{B} . \max }=\sqrt{\frac{8 \mathrm{D}_{\mathrm{d}} \cdot \mathrm{a}_{\max }{ }^{3}}{9} \cdot\left(\frac{\mathrm{E}_{\mathrm{p}}}{1-v_{\mathrm{p}}^{2}}\right)^{2}}=\frac{2 \mathrm{E}_{\mathrm{p}}}{3\left(1-v_{\mathrm{p}}^{2}\right)} \cdot \sqrt{2 \mathrm{D}_{\mathrm{d}} \cdot \mathrm{a}_{\max }{ }^{3}} . \tag{43}
\end{equation*}
$$

By substituting Equations (38) and (43) into Equations (36) and (37), $\mathrm{F}_{\mathrm{n} . \mathrm{B}}$ can be obtained as:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{n} . \mathrm{B}}=\mathrm{N}_{\mathrm{d}-\mathrm{Tot}} \cdot \frac{2 \mathrm{E}_{\mathrm{p}} \cdot \mathrm{~N} \cdot \mathrm{~L}_{\mathrm{D}} \cdot \mathrm{~L}_{\mathrm{s}}}{3 \mathrm{~V}_{\mathrm{r}}\left(1-v_{\mathrm{p}}^{2}\right) \cdot\left(\mathrm{L}_{\mathrm{D}}+\mathrm{L}_{\mathrm{s}}\right)} \cdot \sqrt{2 \mathrm{D}_{\mathrm{d}} \cdot \mathrm{a}_{\max }{ }^{3}} \tag{44}
\end{equation*}
$$

### 3.4. Frictional Force

In surface grinding of the HBM, the frictional effects are created due to two resources between the abrasives and the grinding surface, one of them is produced by the flux of workpiece over the touch face where the other is generated from the frictional between the wear protrusion of grits and the grinding face. The influence of grinding heat affects the coefficient of friction to vary with varying conditions and behavior of surface grinding. Therefore, modeling the coefficient of friction considering all of these factors is a highly significant task.

$$
\begin{gather*}
\mathrm{F}_{\mathrm{n} . \mathrm{fr}}=\mathrm{N}_{\mathrm{d}-\mathrm{Tot}} \cdot \mathrm{P}_{\mathrm{cont}} \cdot \mathrm{~A}_{\mathrm{cont}}  \tag{45}\\
\mathrm{~F}_{\mathrm{t} . \mathrm{fr}}=\mu \mathrm{F}_{\mathrm{n} . \mathrm{fr}} \tag{46}
\end{gather*}
$$

where $\mathrm{P}_{\text {cont }}$ and $\mathrm{A}_{\text {cont }}$ are the contact pressure and contact area between the wear protrusion of active grits and the grinding face respectively.

Through the convergence of the parabolic function with the cutting path, the perversion is located between the arc of the grinding channel and the radius of the grinding wheel and can be calculated by Equation (47) [42].

$$
\begin{equation*}
\varrho=\frac{2 \mathrm{f}_{\mathrm{p}}}{\mathrm{r}_{\mathrm{t}} \cdot \mathrm{~V}_{\mathrm{r}}} \tag{47}
\end{equation*}
$$

In the formula, $\varrho$ is the deviation between the arc of the grinding channel and the radius of the grinding rod.

The average touch pressure between a single grit and workpiece $P_{\text {cont }}$ is expressed by Equation (48) [43]:

$$
\begin{equation*}
P_{\text {cont }}=\varrho P_{0}=\frac{2 P_{0} \cdot f_{p}}{r_{t} \cdot V_{r}} \tag{48}
\end{equation*}
$$

where $P_{0}$ is defined as the experiential suitability factor calculated via the experiments.
The frictional coefficient $\mu$ is clarified as [44].

$$
\begin{equation*}
\mu=\frac{\alpha_{1}}{P_{\text {cont }}}+\alpha_{2} \tag{49}
\end{equation*}
$$

That $\alpha_{1}, \alpha_{2}$ represent the coefficients of the materiality of the frictional pairs.

$$
\begin{equation*}
A_{c o n t}=\int_{0}^{r_{d}}\left(2 \beta r_{d}\right) d r_{d}-\left(r_{d} \sin \beta\right) \cdot\left(r_{d} \cos \beta\right)=\frac{1}{8} D_{d}{ }^{2} \cdot(2 \beta-\sin 2 \beta) \tag{50}
\end{equation*}
$$

By substituting Equations (48) and (50) into Equations (45) and (46), $\mathrm{F}_{\mathrm{n} . \mathrm{fr}}$ can be calculated as:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{n} . \mathrm{fr}}=\mathrm{N}_{\mathrm{d}-\mathrm{Tot}} \cdot \frac{\mathrm{P}_{0} \cdot \mathrm{f}_{\mathrm{p}} \cdot \mathrm{D}_{\mathrm{d}}{ }^{2}}{4 \mathrm{r}_{\mathrm{t}} \cdot \mathrm{~V}_{\mathrm{r}}} \cdot(2 \beta-\sin 2 \beta) . \tag{51}
\end{equation*}
$$

In our study, the coefficient of friction is calculated through Equation (52) [45].

$$
\begin{equation*}
\mu=0.3885-0.011 \ln \left(1000 \mathrm{~V}_{\mathrm{r}}\right) \tag{52}
\end{equation*}
$$

## 4. Predicted Force Model Analysis

In the preceding parts, the arithmetic model of surface grinding force for HBM has been suggested, whilst in the current part, the effects of grinding conditions on the grinding force will be studied through the suggested model.

Surface grinding parameters are listed in Table 1 for grinding force predictions. The relationship between grinding conditions ( $\mathrm{f}_{\mathrm{p}}, \mathrm{a}_{\mathrm{w}}, \mathrm{N}, \mathrm{h}$ ) and NT grinding forces are displayed in Figure 7 according to the derived equations. The average amplitude of the NT forces is almost the same. By observing the force signal curves of the grinding process, it is found that both are the same. This is mainly because of feed speed is very low compared to the rotational speed of the abrasive particles, therefore it has little effect on the grinding force. As shown in Figure 7, the curves of the NT forces are varying with machining parameters during the grinding process. When the abrasive grain maintains its original shape, as the grinding depth $h$ increases, the grinding force increases monotonically, and the NT forces change roughly the same; on the other hand, as the grinding speed increases, the grinding force gradually and nonlinearly decreases. This is consistent with the conclusion that the grinding speed is increased and the cutting force of a single abrasive particle is reduced in the current research on high-speed grinding processing [46]. In short, both NT grinding forces increase with the ascending of grinding conditions of feed rate $\mathrm{f}_{\mathrm{p}}$, grinding depth h , and grinding width $\mathrm{a}_{\mathrm{w}}$; however, decreasing with increasing of spindle speed.

Table 1. Surface grinding conditions for predicted grinding force.

| Group No | Feed Rate $\mathrm{f}_{\mathrm{p}}$ (mm/min) | Spindle Speed $N\left(\min ^{-1}\right) \times 10^{3}$ | Grinding Depth h ( $\mu \mathrm{m}$ ) | Grinding Width $\mathrm{a}_{\mathrm{w}}$ (mm) | Wheel Diameter $D_{t}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 60, 100, 150, 200 | 10 | 10 | $\begin{gathered} 1,2.5,5,7.510, \\ 15 \end{gathered}$ | 4 |
| 2 | 60, 100, 150, 200 | $\begin{gathered} 5,7.5,10,12.5,15 \\ 20 \end{gathered}$ | 10 | 5 | 4 |
| 3 | 60, 100, 150, 200 | 10 | $\begin{gathered} 5,7.5,10,12.5 \\ 15,17.5,20 \end{gathered}$ | 5 | 4 |
| 4 | $\begin{gathered} 60,100,150,200, \\ 250 \end{gathered}$ | $\begin{gathered} 5,7.5,10,12.5,15 \\ 20 \end{gathered}$ | 10 | 5 | 4 |


(a)

(b)

Figure 7. Cont.


Figure 7. Calculated grinding forces (a) $\mathrm{N}=10^{4} \mathrm{~min}^{-1}, \mathrm{~h}=10 \mu \mathrm{~m}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm} ;(\mathbf{b}) \mathrm{N}=10^{4} \mathrm{~min}^{-1}$, $\mathrm{h}=10 \mu \mathrm{~m}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$; (c) $\mathrm{h}=10 \mu \mathrm{~m}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$; (d) $\mathrm{h}=10 \mu \mathrm{~m}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$; (e) $\mathrm{N}=10^{4} \mathrm{~min}^{-1}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$; (f) $\mathrm{N}=10^{4} \mathrm{~min}^{-1}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$; (g) $\mathrm{h}=10 \mu \mathrm{~m}$, $a_{w}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm} ;(\mathbf{h}) \mathrm{h}=10 \mu \mathrm{~m}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$.

## 5. Experimental Validation

### 5.1. Experimental Setup

To validate the arithmetical force model, the experiments were carried out on the precision surface grinder CarverPMS23_A8 (Figure 8). In the experiments, the substrate rotates at a certain speed to realize the grinding of a single abrasive grit where the maximum experimental speed of the spindle was $1.5 \times 10^{4} \mathrm{~min}^{-1}$, and the spindle drives the grinding wheel to move longitudinally to adjust the feed rate. The NT forces data is obtained using a high resolution, high precision dynamometer.


Figure 8. The precision surface grinder CarverPMS23_A8.
The workpiece material used is K 9 glass, with the dimensions of $50 \mathrm{~mm} \times 20 \mathrm{~mm} \times 3 \mathrm{~mm}$. Table 2 lists the K9 glass ingredients where its material properties are listed in Table 3. The 700 \# glass bonded grinding top is selected in the experiments with a diameter of 4 mm , while the abrasive grits are distributed over the 15 mm of tool length, grinding wheel specifications are listed in Table 4.

Table 2. Chemical compositions of K9 optical glass.

| Element | $\mathrm{SiO}_{\mathbf{2}}$ | $\mathbf{B}_{\mathbf{2}} \mathbf{O}_{\mathbf{3}}$ | $\mathbf{B a O}$ | $\mathbf{N a}_{\mathbf{2}} \mathbf{O}$ | $\mathbf{K}_{\mathbf{2}} \mathbf{O}$ | $\mathbf{A s}_{\mathbf{2}} \mathbf{O}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Content $(\mathrm{wt} \%)$ | 69.13 | 10.75 | 3.07 | 10.40 | 6.29 | 0.36 |

Table 3. Material properties of K 9 glass used in the experiments.

| Material | Dispersion | Elastic Modulus <br> $(\mathbf{G P a})$ | Fracture Toughness <br> $\left(\mathbf{M P a} \cdot \mathbf{m}^{\mathbf{1 / 2}}\right)$ | Vickers Hardness <br> $(\mathbf{G P a})$ | Poisson <br> Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: |
| K9 | 0.00806 | 88.5 | 2.63 | 7.8 | 0.203 |

Table 4. Grinding wheel specifications used in the experiments.

| Type | Mesh | Wheel <br> Diameter $D_{\mathbf{t}}$ | Grain <br> Diameter $\mathbf{D}_{\mathbf{d}}$ | Elastic <br> Modulus | Poisson Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PCD | $700 \#$ | 4 mm | $21.8 \mu \mathrm{~m}$ | 800 GP | 0.07 |

The diameter size of the grinding rod is affected by the grinding parameters especially when the rotational spindle speed more than $50 \times 10^{4} \mathrm{~min}^{-1}$, the diameter is equal or less than 1 mm , and the mesh size is almost less than 400\#, all these conditions have adverse effects on the accuracy of grinding [33]. To avoid any possible deviation in the chip thickness calculations due to a decrease in the diameter of the grinding wheel, all these conditions will be taken into consideration in the current study.

### 5.2. Experimental Force

In the experimental part, Table 5 presents the grinding conditions. Kistler 9257 B dynamometer is used to gauge the grinding forces.

Table 5. Experimental conditions.

| Group <br> $\mathbf{N o}$ | Feed Rate $\mathbf{f}_{\mathbf{p}}$ <br> $(\mathbf{m m} / \mathbf{m i n})$ | Spindle Speed <br> $\mathbf{N}\left(\mathbf{m i n}^{\mathbf{- 1}}\right) \times \mathbf{1 0}^{\mathbf{3}}$ | Grinding <br> Depth $\mathbf{h}(\mu \mathbf{m})$ | Grinding <br> Width $\mathbf{a}_{\mathbf{w}}(\mathbf{m m})$ | Tool Diameter <br> $\mathbf{D}_{\mathbf{t}}(\mathbf{m m})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 60 | 10 | 10 | $1,5,10$ | 4 |
| 2 | 150 | $5,10,15$ | 10 | 5 | 4 |
| 3 | 60 | 10 | $5,10,15,20$ | 5 | 4 |
| 4 | $60,100,150,200$ | 5 | 10 | 5 | 4 |

The arithmetical model of the grinding force is established by assuming that the active grains on the grinding wheel surface are randomly distributed and the shape of all the grains is consistent. Besides, the workpiece materials selected in this study are considered as HBM, and the material properties will not be affected by the grinding conditions. The curves below presented in Figure 9 are the comparison between arithmetic values and measurement values of NT grinding forces under traditional surface-grinding conditions. It can be seen that the theoretical calculation results are consistent with the experimental outputs. The grinding target is to achieve high-quality surface and subsurface integrity, therefore the grinding force and grinding parameters must be under full control to achieve this goal. The precision of the prediction force represented in the mathematical model, grinding wheel conditions of the surface grinding process, fineness location of the workpiece, the ability to purify the measured grinding force through the output results are the essential reasons which create the deviations between the predicted force model and the experimental results.


Figure 9. Experimental grinding forces at: (a) $\mathrm{N}=10,000 \mathrm{~min}^{-1}, \mathrm{~h}=10 \mu \mathrm{~m}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}, \mathrm{f}_{\mathrm{p}}=60 \mathrm{~mm} / \mathrm{min}$; (b) $\mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{~h}=10 \mu \mathrm{~m}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}, \mathrm{f}_{\mathrm{p}}=150 \mathrm{~mm} / \mathrm{min}$; (c) $\mathrm{h}=10 \mu \mathrm{~m}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$, $\mathrm{f}_{\mathrm{p}}=60 \mathrm{~mm} / \mathrm{min} ;(\mathrm{d}) \mathrm{N}=5000 \mathrm{~min}^{-1}, \mathrm{~h}=10 \mu \mathrm{~m}, \mathrm{a}_{\mathrm{w}}=5 \mathrm{~mm}, \mathrm{r}_{\mathrm{t}}=2 \mathrm{~mm}$.

### 5.3. Workpiece Topography

One of the most paramount demands in the industrial implementation is the quality of face topography, which can be counted as a leading indicator of production fineness. Figure 10 displays the workpiece surface captures taken by the ZEISS AXIO microscope apparatus. The captures are taken based on the grinding depth, the surface displayed in Figure 10a, which has a less grinding depth, seems to be better than Figure 10b-d. In conclusion, it can be clarified that brittle tear is the primary mode of elimination gradually with increasing chip thickness. Subsequently, the classifications of the material removal regions discussed in Section 2.2 are more agreeable.


Figure 10. K9 surface topography at: (a) $h=1 \mu \mathrm{~m}, \mathrm{~N}=10^{4} \mathrm{~min}^{-1}, \mathrm{f}_{\mathrm{p}}=60 \mathrm{~mm} / \mathrm{min}$; (b) $\mathrm{h}=5 \mu \mathrm{~m}$, $\mathrm{N}=10^{4} \mathrm{~min}^{-1}, \mathrm{f}_{\mathrm{p}}=100 \mathrm{~mm} / \mathrm{min}$; (c) $\mathrm{h}=10 \mu \mathrm{~m}, \mathrm{~N}=10^{4} \mathrm{~min}^{-1}, \mathrm{f}_{\mathrm{p}}=60 \mathrm{~mm} / \mathrm{min}$; (d) $\mathrm{h}=15 \mu \mathrm{~m}$, $\mathrm{N}=1.5 \times 10^{4} \mathrm{~min}^{-1}, \mathrm{f}_{\mathrm{p}}=100 \mathrm{~mm} / \mathrm{min}$.

## 6. Conclusions

K9 glass has a high hardness and low fracture toughness which greatly fluctuates the cutting force generated during the machining process. Therefore, achieving the efficient prediction and controlling of the grinding force during the processing of optical glass is of great importance to improve the processing efficiency and the quality of the processed surfaces. The investigation model of the grinding force consists of ductile, ductile-to-brittle, brittle forces. The suggested force model is taking the two sources of friction into a consideration, as well as considers the elastic-plastic transition, randomly distributed of active grain, and the tool diameter variation during processing. Moreover, the predicted
model is evaluated by comparing the experimental measurement results to the model prediction values. The main conclusions and results of this paper are as follows:

- The force model was verified by the K9 glass grinding test with a fixed abrasive grain through different grinding parameters. The theoretical analysis results have the same trend as the experimentally measured values, which proves that the model is reliable.
- Based on the analysis of the protruding height and horizontal distribution characteristics of abrasive grits on the grinding tool surface, the $\mathrm{a}_{\max }$ is a dynamic concept, which has different values during grinding.
- Under the same grinding conditions, the grinding force inclines with the rotational speed N growing, where it decreases by growing the grinding depth $h$, grinding width $a_{w}$, and feed rate $\mathrm{f}_{\mathrm{p}}$. Besides, the conjunction impacts between the number of active grits and grit size led to the grinding force showing an irregular direction in the force model.
- The normal force is more than the tangential force during surface grinding of HBM, for that reason, controlling the forces in the normal axis is more significant.

Eventually, the current model is capable of fully representing the actual material removal attitudes and effectively predicting the NT forces when grinding the HBM surfaces as well.
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## Nomenclature

$€ \quad$ Dimensionless constant related to HBM
$\mu \quad$ Coefficient of friction
$a_{c} \quad$ Undeformed chip thickness
$\mathrm{a}_{\text {elas-plas, }}, \mathrm{a}_{\mathrm{cr}} \quad$ Chip thickness of elastic-to-plastic, and ductile-to-brittle transitions
$a_{\text {max }} \quad$ Maximum chip thickness
$\mathrm{A}_{\mathrm{n} \text {-elas }}, \mathrm{A}_{\mathrm{t} \text {-elas }} \quad$ Normal and tangential areas in elastic zone respectively
$\mathrm{A}_{\mathrm{n} \text {-plas }}, \mathrm{A}_{\text {t-plas }} \quad$ Normal and tangential areas in plastic zone respectively
$a_{w}$
$\mathrm{C}_{\mathrm{G}} \quad$ Size fracture of grinding grit.
$\mathrm{E}_{\mathrm{p}}, \mathrm{E}_{\mathrm{d}}, \mathrm{E}_{\text {ef }} \quad$ Workpiece, abrasive grain, and effective modulus of elasticity respectively
$F_{B . \max } \quad$ Maximum brittle force
$F_{n}, F_{t} \quad$ Total normal and tangential grinding force
$\mathrm{F}_{\mathrm{n} . \mathrm{B}}, \mathrm{F}_{\mathrm{t} . \mathrm{B}} \quad$ Normal and tangential brittle force
$\mathrm{F}_{\mathrm{n} . \mathrm{fr}}, \mathrm{F}_{\mathrm{t} . \mathrm{fr}} \quad$ Normal and tangential frictional force
$\mathrm{F}_{\mathrm{n} \text {-elas }}, \mathrm{F}_{\text {t-elas }} \quad$ Normal and tangential force occurred on elastic zone
$\mathrm{F}_{\mathrm{n} \text {-plas }}, \mathrm{F}_{\mathrm{t} \text {-plas }} \quad$ Normal and tangential force occurred on plastic zone
$\mathrm{f}_{\mathrm{p}} \quad$ Feed rate
$\mathrm{H}_{\mathrm{p}} \quad$ Workpiece hardness
$\mathrm{h}_{\mathrm{t}} \quad$ Chip thickness in the elastic zone
$\mathrm{K}_{\mathrm{IC}} \quad$ Fracture toughness of workpiece material
$\mathrm{L}_{\mathrm{S}}, \mathrm{L}_{\mathrm{D}}, \mathrm{L}_{\mathrm{ef}} \quad$ Geometric, dynamic, and effective contact length between worksurface and grinding tool
$\mathrm{N} \quad$ Spindle speed
$\mathrm{N}_{\mathrm{d}-\mathrm{x}}, \mathrm{N}_{\mathrm{d}-\mathrm{y}}, \mathrm{N}_{\mathrm{d}-\text { Tot }} \quad x$-axis, $y$-axis, and total active grains share in grinding
$\mathrm{P}_{0} \quad$ Experiential suitability factor

| $\mathrm{P}_{\text {cont }}, \mathrm{A}_{\text {cont }}$ | Contact pressure and the contact area between the wear protrusion of grits and the <br> grinding face |
| :--- | :--- |
| $\mathrm{P}_{\text {max }}$ | Maximum contact pressure |
| $\mathrm{P}_{\text {max-elas }}, \mathrm{P}_{\text {max-plas }}$ | Maximum pressure created on worksurface through plastic and elastic regions respectively |
| $\mathrm{R}_{\mathrm{c}}$ | Arc contact length between single grain and worksurface |
| $\mathrm{r}_{\mathrm{d}}, \mathrm{D}_{\mathrm{d}}$ | Mean radius and diameter of grinding grain |
| $\mathrm{r}_{\mathrm{t}}$ | Grinding wheel radius |
| $\mathrm{S}(\mathrm{t})$ | Displacement of a single grit |
| t | Grinding time |
| $\mathrm{T}_{\mathrm{ef}}$ | Effective time |
| $\mathrm{T}_{\text {Tot }}$ | The total grinding time of grinding tool to intersect the dynamic touch length in one cycle |
| $\mathrm{V}_{\mathrm{r}}$ | The relative velocity of a single grain relative to the workpiece surface |
| $\mathrm{X}_{\mathrm{max}}$ | Maximum axial displacement of single abrasive grit in one cycle |
| $\alpha_{1}, \alpha_{2}$ | Coefficients of the materiality of the frictional pairs |
| $\beta$ | The half-oblique angle of a single active grit |
| $\varepsilon, \varepsilon_{\mathrm{c}}$ | Unitless constants |
| $\eta, \zeta$ | Constants defined according to the material sensitivity to strain average |
| $\lambda_{\mathrm{c}}$ | Touch arc length |
| $\lambda_{\mathrm{r}}$ | Average space between any two active grains |
| $\varrho$ | Deviation of the arc of the grinding channel and the radius of the grinding rod |
| $v_{\mathrm{p}}, v_{\mathrm{d}}$ | Poisson's ratios of workpiece and grit respectively |
| $\omega$ | Angular velocity |
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#### Abstract

Grinding at the nanometric level can be efficiently employed for the creation of surfaces with ultrahigh precision by removing a few atomic layers from the substrate. However, since measurements at this level are rather difficult, numerical investigation can be conducted in order to reveal the mechanisms of material removal during nanogrinding. In the present study, a Molecular Dynamics model with multiple abrasive grains is developed in order to determine the effect of spacing between the adjacent rows of abrasive grains and the effect of the rake angle of the abrasive grains on the grinding forces and temperatures, ground surface, and chip formation and also, subsurface damage of the substrate. Findings indicate that nanogrinding with abrasive grains situated in adjacent rows with spacing of $1 \AA$ leads directly to a flat surface and the amount of material remaining between the rows of grains remains minimal for spacing values up to $5 \AA$. Moreover, higher negative rake angle of the grains leads to higher grinding forces and friction coefficient values over 1.0 for angles larger than $-40^{\circ}$. At the same time, chip formation is suppressed and plastic deformation increases with larger negative rake angles, due to higher compressive action of the abrasive grains.
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## 1. Introduction

Ultrahigh precision machining plays an increasingly important role in various contemporary high-end industries due to the necessity of fabricating parts or rendering features on various components with micrometer or nanometer dimensions. The strict requirements for ensuring dimensional accuracy of mechanical parts in an extremely small scale render the procedure of selecting the appropriate manufacturing technique considerably important [1]. Some of the most widely employed techniques for manufacturing in the nanoscale level are related to nanolithography technique, whereas in areas such as the production of high quality and precise lens, ultrahigh precision polishing has been proven adequate for achieving roughness value as low as several nanometers [1,2].

Although the aforementioned techniques, such as nanometric level polishing have been already employed in industrial scale, material removal mechanisms at nanometric level have not been yet studied in every aspect. Moreover, the inability of conducting appropriate experiments due to high cost or lack of adequate equipment leads to the necessity of employing alternative methods for the study of nanoscale machining and abrasive processes, by conducting dedicated and reliable simulations [3]. For the macroscale and microscale counterparts of these processes, the finite element method (FEM) has been successfully employed for decades, as it can achieve a sufficient level of accuracy and has been assistive to the understanding of various underlying phenomena. Despite the fact that by using special models, microscale phenomena can be modeled with FEM, the discrete nature of matter in the
nanoscale level and inability of continuum theories to represent atomistic interactions led to the use of Molecular Dynamics (MD) method as a viable alternative for nanoscale simulations.

The MD method, developed originally in the 1950s by Alder and Wainwright [4,5], is an established computational method for studying various phenomena and processes related to the nanoscale, such as the determination of fundamental material structure and properties. This method models directly the atomistic structure of materials and approximates the material behavior in the nanoscale level with a high degree of accuracy. Although in most cases, a direct comparison with experimental data is not feasible, MD method can provide adequate explanations regarding phenomena which have their origins in the nanoscale, such as plastic deformation and material removal mechanism during machining and abrasive process, and thus, can act complementary to macroscale experiments and simulations by supporting their findings. In the field of nanocutting simulations, it has been applied during the last three decades, stemming from the pioneering works of Belak and Stowers [6] and Belak, Boercker, and Stowers [7]. These early studies, although they were conducted with relatively small and simple models, set the path for the more advanced models which were presented during the last three decades. It is worth noting that although most models were simpler than the current ones, the authors distinguished the nanocutting from the nanoabrasive models, which included one or two abrasive grains with a linear motion. During the last decades, considerable progress has been conducted in this field, especially regarding nanogrinding simulations, which will be briefly discussed afterwards.

Inasaki and Rentsch [8,9] were among the first to investigate the mechanisms of material removal, as well as surface integrity during nanogrinding. In one of their earliest studies [8], they conducted simulations with a single abrasive grain at two different orientations and discussed various important aspects of the nanometric abrasive simulation. Moreover in a later work [9], they simulated both ductile and brittle materials and studied not only the material removal mechanism and dislocation evolution, but also crack propagation for a silicon substrate. The effect of abrasive grain rake angle in nanometric grinding was studied by Komanduri et al. [10] with the aid of an appropriate MD model. More specifically in this work, the effect of rake angle on cutting forces and energy for a wide range of rake angle values from $+45^{\circ}$ to $-75^{\circ}$ was investigated with a rigid diamond tool. It was found that both cutting and thrust force increased for decreasing rake angle, with thrust force being mostly influenced as it increased almost 17 times, whereas a threefold increase was observed for cutting force; furthermore, the ratio of force components exceeded 1.0, with a value of 2.361 at a rake angle of $-75^{\circ}$. Lin et al. [11] presented an MD nanogrinding model with a single hemispherical abrasive grain. Their study focused on material removal mechanisms and surface alterations of a silicon workpiece. With this model, they were able to observe chip formation and plastic deformation on the substrate and their analysis showed the correlation between grinding force fluctuations and dislocation movement.

In the relevant literature, there are also several computational studies with the use of MD method, related to high-speed grinding. Li et al. [12] investigated the effect of various process parameters such as grinding speed, depth of cut, and abrasive grain radius on chip formation and subsurface damage in high-speed grinding. Shimizu et al. [13] investigated the effect of grinding speed in relation to the wave propagation speed of the workpiece material with an MD model with a single hemispherical grain. It was found that, at lower speeds, increase of grinding speed resulted in lower plastic deformation but when the wave propagation speed was exceeded, severe hardening of the workpiece occurred. Li et al. [14] used an MD model to study the effect of grinding speed in nanoscale grinding of silicon and were able to determine the ductile to brittle cutting mode transition and the relation of stresses and subsurface damage. Guo et al. [15] presented an MD study of nanogrinding considering the effect of multiple passes of the abrasive grain on the workpiece. In the simulation, four passes of the abrasive grain were performed and after the determination of subsurface damage, it was concluded that the optimum depth of cut should not be higher than the half of the initial depth of cut.

Chen et al. [16] investigated the residual stresses during nanogrinding of silicon with a cylindrical tool. Simulations were carried out for various grinding depths from 5-30 A. It was found that as the depth increased, although the region of transition between compressive and tensile residual stress
remained almost the same, an increase of the compressive stresses near the surface was observed. Ren et al. [17] performed simulations regarding nanogrinding of monocrystalline nickel under various process conditions. Based on their findings, they observed an increase of cutting forces, potential, and temperature values with increased depth of cut and grinding speed values. Liu et al. [18] studied the effect of grinding speed and grinding depth on forces, stresses, temperature, and specific energy during nanogrinding of silicon carbide ( SiC ) with a conical tool. The increase of grinding speed and depth affected all quantities positively, with the greatest increase observed in the case of tangential grinding force and temperature. Liang et al. [19] presented a nanogrinding model with a cylindrical roller as cutting tool and investigated the influence of rotating speed and workpiece temperature on grinding forces. Higher rotational speed and increased initial workpiece temperature resulted in higher grinding forces.

Zhang et al. [20] investigated the surface damage layer formation during nanogrinding and its effect on workpiece mechanical properties. At first, they determined the optimum grinding speed for obtaining minimum thickness of damage layer and then performed simulations of tensile tests on the deformed workpieces. It was found that although Young's modulus remained almost unaffected by the damage induced by nanogrinding, UTS was considerably affected, up to $47 \%$. Xu et al. [21] also conducted a study regarding material removal and amorphous layer formation during nanometric grinding of a silicon wafer containing $\mathrm{SiO}_{2}$ region. They showed that, increase of grinding speed was able to reduce the damage layer depth and cutting forces, whereas friction coefficient increased with a large grinding depth. Ren et al. [22] performed nanogrinding simulations of monocrystalline nickel with a spherical abrasive grain and determined the effect of process parameters such as grinding speed, depth of cut, and abrasive grain radius on subsurface damage. At lower grinding speeds, stacking faults were formed in the substrate which were reduced in size gradually at higher grinding speeds and eventually vanished at $400 \mathrm{~m} / \mathrm{s}$. The increase of grinding depth and abrasive grain diameter led to an increase of stacking faults and dislocations, whereas the size of the subsurface damage layer was found to be almost unaffected by the grinding speed. The same scientific group, in a later study [23] investigated the effect of crystal orientation in the case of nanocrystalline nickel. After they carried out simulations for six different crystal orientations, they showed that burr height was minimum at (110)[ $\overline{1} 10]$ direction, whereas the deformed layer depth was minimum at (111)[ $\overline{1} 10$ ] direction. Liu et al. [24] studied the effect of grinding speed and depth of cut on a SiC substrate. Their findings indicated that higher grinding speed leads to higher temperature but lower forces and lower thickness of amorphous layer, whereas higher depth of cut leads to higher temperature, higher forces, and higher thickness of amorphous layer.

Apart from silicon and common metals such as $\mathrm{Cu}, \mathrm{Al}$, and Ni , recently several studies focused also on the nanogrinding of bilayer workpieces. More specifically, Xu et al. [25] performed nanogrinding simulations for $\mathrm{Cu}-\mathrm{Si}$ and $\mathrm{Cu}-\mathrm{SiO}_{2}$ bilayer workpieces with a hemispherical tool. In their simulations, they employed various grinding depth and speed values and analyzed the deformation of the workpiece. Wang et al. [26] conducted a comprehensive study regarding nanogrinding of Al-Si bilayers under various grinding depth, speed, and abrasive grain radius values. They showed that an increase of the grain radius led to increase of workpiece temperature and grinding forces, and the same conclusions were drawn regarding grinding depth and speed. Moreover, the $\mathrm{Si}-\mathrm{Al}$ bilayers exhibited higher forces and temperatures than the Al-Si bilayers. Fang et al. [27] investigated the material removal and surface integrity of $\mathrm{Ni} / \mathrm{Cu}$ bilayers. Similarly to the study of Wang et al. [26], they found also that the increase of grinding speed, depth, and abrasive grain radius lead to increase of both grinding forces and temperature of the workpiece but it was also observed that the highest temperatures occurred in $\mathrm{Ni} / \mathrm{Cu}$ bilayers, whereas the largest forces on simple Ni workpieces. Furthermore, lower abrasive grain radius and grinding depth led to better quality and lower damage. Finally, Xu et al. [28] also presented a thorough study on nanogrinding of $\mathrm{Cu}-\mathrm{Si}$ substrates and examined the influence of copper layer thickness as well as grinding depth and speed on forces, temperature, potential and kinetic energy,
and dislocation length, showing their correlations and their impact on phase transformation of the substrate as well.

In the previous studies, most models included a single abrasive grain at a linear motion. However, some researchers employed more sophisticated models regarding abrasive trajectory and shape. For example, Fang et al. [29] presented a model in which the abrasive grain moved at a complex trajectory, containing both a straight and an arc-shaped path. Eder et al. [30,31] developed a model for nanopolishing using cubic and spherical abrasive grains with random orientations while the workpiece surface was modeled using a pseudorandom Gaussian topography. Nevertheless, there is still a lack for models for peripheral nanogrinding using multiple abrasive grains.

Thus, in the present work, an MD model of peripheral nanogrinding is presented using multiple abrasive grains. The trajectory of the grains is consistent with the kinematics of peripheral nanogrinding and grains have different protrusion height as well. With the aid of this model, two sets of simulations are conducted; the first set of simulations is conducted in order to determine the effect of spacing between the two rows of abrasive grains on ground surface and chip formation, whereas the second set of simulations focuses on the effect of the rake angle of the abrasive grains on grinding forces, chip formation, and subsurface damage of the workpiece. In both cases, the results regarding the aforementioned quantities are discussed and conclusions on the effect of spacing on surface and chip formation as well as the effect of the negative rake angle on the outcome of the process are drawn.

## 2. Materials and Methods

In the present study, an MD model regarding peripheral nanogrinding with multiple abrasive grains is presented. The aim of this study was the determination of the effect of spacing of the two rows of abrasive grains on surface and chip formation, as well as the effect of abrasive grain angle on grinding forces, friction coefficient, and subsurface damage. Thus, two different sets of simulations were carried out, with the necessary adjustments performed on the MD model. A general view of the model is depicted in Figure 1.


Figure 1. Schematic of the Molecular Dynamics (MD) model.
In the first set of simulations, 6 different spacing values were employed. For convenience, these values were defined in terms of the lattice parameter of tool material, denoted as $a(a=3.57 \AA$ ): 1a, 3a, $5 a, 7 a, 9 a$, and 11a. This wide range of values allowed for studying of considerably different cases in order to be able to determine more clearly the various states of the ground surface in respect to the process conditions. In each case, grinding length was $160 \AA$. The respective grains of each adjacent row had the same protrusion height and different position in the $x$ axis, depending on the spacing in each case. The two rows of abrasive grains were situated in symmetrical positions in respect to the axis of symmetry of the workpiece in the $x$ axis. The first set of abrasive grains, which were closest to the
workpiece, was positioned initially at a depth of 2 a and each following set was positioned 0.5 a below the previous set of abrasive grains. In every case, the rake angle of the abrasive grains was $0^{\circ}$. For the second set of simulations, the same model was employed but the spacing was fixed at 3 a , whereas the rake angle of the abrasive grains varied in the range of $-5^{\circ}$ to $-60^{\circ}$. At each simulation, the rake angle of all abrasive grains was the same.

Workpiece material was monocrystalline copper, whereas the abrasive grains were diamond single crystal grains. The workpiece material was modeled with embedded atom model (EAM) potential function [32], which was particularly capable of describing the interactions due to metallic bonds as it takes into consideration the effects of electron density. For the interaction between abrasive grains and workpiece, Morse potential function for $\mathrm{Cu}-\mathrm{C}$ pairs was employed [33]. The number of atoms for the MD model was 210,000. Furthermore, the dimensions of the copper workpiece along the three axes (xyz) was $217 \AA \times 137.4 \AA \times 79.5 \AA$.

As can be seen in Figure 1, the workpiece includes three different regions of atoms, namely, the region of Newtonian atoms, situated at the upper part of the workpiece and depicted in blue color, the region of thermostat atoms, situated below the Newtonian atoms region and depicted in white color, and the region of boundary atoms, situated at the right and bottom faces of the workpiece and depicted in beige color. The region of Newtonian atoms represents the main bulk of the workpiece, which is assumed to be deformable and atoms are allowed to move according to forces produced by their interaction with other atoms of the substrate or the atoms of the abrasive grains. The region of thermostat atoms is related to the regulation of workpiece temperature and dissipation of excessive heat by rescaling the velocity of these atoms [22] and finally, the region of fixed boundary atoms is essential to avoid rigid body motion and reduce the boundary effects. Moreover, periodic boundary conditions are imposed on the workpiece boundaries on the YZ planes. The diamond abrasive grains are considered much harder than the workpiece material and thus, are assumed to be a rigid body. For that reason, no interaction between C-C atoms is defined. The atoms of the workpiece are initially assigned velocities according to Maxwell-Boltzmann distribution based on the desired initial temperature and after a sufficient period for thermalization of the workpiece, nanogrinding takes place. The environment of the nanogrinding system is assumed to be vacuum, thus effects of grinding fluid or slurry are not taken into consideration.

The abrasive grains follow a complex path, including the influence of the rotation of the grinding wheel, which has a surface speed of $108 \mathrm{~m} / \mathrm{s}$ and also incorporating the feed of the workpiece $\left(\mathrm{v}_{\mathrm{f}}\right)$, which is equal to $100 \mathrm{~m} / \mathrm{s}$, as the workpiece is fixed in the simulations. Feed direction is towards the -y axis, whereas rotation is taking place in the YZ plane. This complex movement is represented by a type of trochoid curve with the motion of the center or mass of each abrasive particle being described by Equations (1) and (2):

$$
\begin{gather*}
x(t)=x_{0}+R \cos \left(\omega t+\varphi_{0}\right)+v_{f} t  \tag{1}\\
y(t)=y_{0}+R \sin \left(\omega t+\varphi_{0}\right) \tag{2}
\end{gather*}
$$

In these equations, $x_{0}$ and $y_{0}$ represent the coordinates of the initial point where the center of mass of the abrasive grains was situated, R is the radius of the grinding wheel on which the abrasive grains are supposed to be placed, and $\omega$ is the radial velocity of the grinding wheel. The trajectory was determined in such a way that each abrasive grain loses contact with the workpiece only when it is close to the final grinding length. Initial temperature of the workpiece was set to 293 K and numerical time-step for the simulations was 1 fs . All simulations were carried out using LAMMPS software.

## 3. Results and Discussion

### 3.1. Effect of Abrasive Grains Spacing on Surface and Chip Formation and Subsurface Damage

After the simulations were carried out, results regarding the first set of simulations will be discussed. The effect of spacing between the two rows of abrasive grains on the surface formed after
the action of the abrasive grains and the produced chip can be observed in the snapshots of Figure 2. In this figure, snapshots of the last timestep of each case are being depicted for cases starting for spacing values from 1a to 11a. Moreover, in Figure 3, a top view of the workpiece at the same timesteps is presented with the atoms colored according to their z coordinate. From these results it can be considered that there are significant differences between these cases, something that will be examined in detail.


Figure 2. Snapshots of nanogrinding at the final timestep for the cases with spacing values of: (a) 1a, (b) $3 a$, (c) $5 a$, (d) $7 a$, (e) $9 a$, and (f) 11a.


Figure 3. Top view of the workpiece at the final timestep for the cases with a spacing of: (a) 1a, (b) 3a, (c) 5 a, (d) 7 a , (e) 9 a , and (f) 11a.

At first, it can be observed, from both Figures 2 and 3, that due to the very close distance between the abrasive grains, a single groove is formed from the action of the two rows of abrasive grains, as their interaction with the workpiece material removes all atoms along their path, including atoms situated between them. As the spacing increases, gradually a zone of atoms is formed between the two rows, and for spacing values from 5 a and beyond, two separate grooves exist. However, the chip produced by the material removal from both rows of abrasive grains is still common until spacing value exceeds 7a. In these cases, the chip produced by each row of abrasive grains is separate. Apart from the chip in the front of the abrasive grains, there is also an amount of atoms deposited on the area between the two grooves and on the sides of the grooves, especially in the cases with larger spacing.

In order to quantify the effect of spacing on chip dimension, the chip height was also measured in each case, as can be seen in Figure 4. It is to be noted that the chip height is calculated from the top of the initial workpiece surface. The chip height is shown to become constantly lower as spacing increases before eventually stabilizing around $100 \AA$. From these observations, it can be concluded that the largest reduction of chip height actually coincides with the beginning of the formation of two separate grooves and then, stabilization of maximum chip height occurs after the chips produced by the two adjacent rows of abrasive grains are separated.


Figure 4. Height of chip in cases with different spacing between the rows of abrasive grains.
The observations from the snapshots of nanogrinding and chip height measurements can be further supported by the computed values of average temperature in the region of Newtonian atoms. As the spacing becomes larger, it can be seen from Figure 5 that average temperature values are gradually rising from a temperature of 472.65 K for a spacing of 1a and eventually, they stabilize at $530-540 \mathrm{~K}$. Temperature is directly connected with variations in the kinetic energy of the atoms and thus, an increase of temperature indicates either that the atoms which are affected by the grinding action have increased velocities or that more atoms are affected by the action of the abrasive grains. As the process parameters are the same but the larger spacing between the grains leads to a wider affected area, the second case is more probable. What is more interesting, the most abrupt changes in the average temperatures coincide with the cases which mark the transitions from the formation of a single groove to the formation of separate grooves and finally, separate pileups of atoms, i.e., after the cases with a spacing of 3 a and 7 a , respectively.


Figure 5. Average temperature of Newtonian atoms in cases with different spacing between the rows of abrasive grains.

The results of this set of simulations can be useful for the determination of optimum grinding strategy towards the rendering of a high-quality flat surface on the workpiece. For example, when the
spacing between the adjacent rows of abrasive grains is larger, a large amount of material remains between the rows of grains and different process conditions and number of passes in $x$ axis are required to render a flat surface, than in a case where almost no material is left between the grains. On the other hand, narrower spacing between the grains leads to material removal in a smaller area. Thus, in fact in order to determine the strategy required to achieve the highest efficiency, a detailed study based on the findings of the present work should be conducted.

### 3.2. Effect of Abrasive Grain Rake Angle on Grinding Forces, Chip Formation, and Subsurface Damage

After the results regarding the first set of simulations were presented and discussed, the analysis of the results of the second set of simulations is taking place. In this set of simulations, the effect of abrasive grain rake angle is investigated for negative values starting from $-5^{\circ}$ to $-60^{\circ}$. Although no similar works regarding the rake angle of abrasive grains are reported, this range of values was selected in accordance with the relevant literature on nanocutting simulations with negative rake angle tools [10,34-48]. More specifically, most authors have chosen negative rake angle values up to $-45^{\circ}[34,43,45]$ or $-60^{\circ}[10,35,38]$, and Lai et al. [37] pointed out that the critical rake angle for formation of chip is $-65^{\circ}$, as they proved that higher negative rake angles resulted in plastic deformation of the substrate without a pileup of atoms.

In Figure 6, the tangential $\left(\mathrm{F}_{\mathrm{y}}\right)$ and normal $\left(\mathrm{F}_{\mathrm{z}}\right)$ grinding force components values are depicted, in respect to different rake angle values. It should be noted that $F_{x}$ values are not presented as there is no motion along this axis and force component values are negligible, compared to the two other force components. From Figure 6, it can be seen that both $\mathrm{F}_{\mathrm{y}}$ and $\mathrm{F}_{\mathrm{z}}$ values increase as rake angle values increase in magnitude and eventually, $\mathrm{F}_{\mathrm{z}}$ values become greater than $\mathrm{F}_{\mathrm{y}}$ values. The increasing trend for both force components is consistent with every relevant work in the literature [10,34-48]. Moreover, a slower increase is attested for $\mathrm{F}_{\mathrm{y}}$ than for $\mathrm{F}_{\mathrm{z}}$, as $\mathrm{F}_{\mathrm{z}}$ values increase 2.62 times, whereas $\mathrm{F}_{\mathrm{y}}$ values increase only 1.14 times, as it was also observed in several works, such as [38,39,43,48].


Figure 6. Grinding force components in respect to abrasive grains rake angle.
In Figure 7, the average friction coefficient values are depicted in respect to the rake angle of the abrasive grains. As in most relevant studies, the friction coefficient is calculated as the quotient of normal and tangential grinding force. From Figure 7, it can be seen that friction coefficient values increase as the magnitude of the rake angle increases. Friction coefficient value exceeds 1.0 above almost $-40^{\circ}$ and eventually reaches the value 1.15 for rake angle value of $-60^{\circ}$. In the relevant literature, several authors have also reported friction coefficient values over 1.0 in the case of negative rake angle values
in nanocutting such as [38,39,43] and nanogrinding [10], with maximum values being $1.6,1.4,1.55$, and 2.361, respectively. However, regarding the rake angle value above which the normal force exceeds the value of the tangential one, the researchers' findings do not always agree. Among the authors who reported values of normal force greater than the values of tangential force, Komanduri et al. [38] determined the critical rake angle value at almost $-30^{\circ}$ similar to Tong et al. [39], whereas Pei et al. [43] and Alhafez and Urbassek [46] calculated a value near $-45^{\circ}$ and Komanduri et al. [10] calculated a value of $-15^{\circ}$ in simulations of nanogrinding. Moreover, although Promyoo et al. [41,47] studied only positive values of rake angle over $0^{\circ}$, the maximum friction coefficient was found at $0^{\circ}$ in both cases with a value of almost 0.4 and 0.886 , respectively, with an increasing trend of friction coefficient as rake angle was decreased. Thus, the value predicted in the current work is in compliance with these works. On the other hand, Dai et al. [34,40] reported higher values of tangential force at least until $-45^{\circ}$ and Zhao et al. [36] reported a value of 0.55 at $-40^{\circ}$. The reason for these variations is perhaps that friction coefficient is dependent on other process parameters to some extent, such as cutting speed, depth of cut, tool radius, and so, simulations conducted under different values of these parameters yield different results on the critical rake angle value which leads to $\mu>1.0$.


Figure 7. Average friction coefficient values in respect to abrasive grains rake angle.
Regarding the dimensions of the chip produced during nanogrinding, it is expected that different abrasive grain rake angle will produce significant alterations to the chip. In Figure 8, the chip morphology in the final snapshots of two representative cases of the second set of simulations, namely, at a rake angle value of $0^{\circ}$ and $-45^{\circ}$ are compared, and in Figure 9, the height of the pile of the removed atoms is depicted in each case. It can be directly seen from Figure 9 that the height of the chip is considerably reduced for rake angle values up to $-30^{\circ}$ and then it remains practically stable. The reduction of chip height, with higher negative rake angle was also observed in several works in the relevant literature [34-38,40,43] due to the increased compression of the removed atoms by the abrasive grain face which contacts them at a highly inclined configuration.

In order to investigate the rake angle effect on subsurface damage, as well, analysis was performed by computing centrosymmetry parameter (CSP) values. According to CSP value for each atom of the Newtonian region of atoms, these atoms can be classified into five categories: for CSP $<3$, the atoms belong to the original Face-centered Cubic (FCC) crystal; for $3<$ CSP $<5$, the atoms belong to a partial dislocation; for $5<\mathrm{CSP}<8$, the atoms belong to a stacking fault; and higher values of CSP indicate surface and surface edge atoms [49].


Figure 8. Snapshots of nanogrinding with abrasive grain rake angle of: (a) $0^{\circ}$ and $(\mathbf{b})-45^{\circ}$.


Figure 9. Chip height during nanogrinding in respect to abrasive grain rake angle.
The results depicted in Figure 10 indicate that an increase of abrasive grains rake angle leads gradually to more atoms of the workpiece being part of stacking faults or partial dislocations. Thus, grinding with highly negative rake angle grains leads to more intense plastic deformation of the workpiece as the imposed pressure on it becomes larger and material removal becomes gradually more difficult. A few works in the relevant literature also indicate this trend in nanocutting processes. Dai et al. [34,40] observed variations in the number of atoms pertinent to intrinsic stacking faults [34] during nanocutting of copper or in the number of atoms with different coordination during nanocutting of silicon [40]. Lai et al. [37] found out that plastic deformation was more intense in the workpiece with a decrease of rake angle towards highly negative values and that a lot of dislocations were concentrated in the subsurface area for these rake angle values. Similarly, Zhang et al. [45] computed higher dislocation densities for negative rake angles than for positive ones and Alhafez and Urbassek [46] identified a clear change of mechanism of plasticity at high negative rake angles, which was also related to the suppression of chip formation by thoroughly studying the dislocation movement.


Figure 10. Number of atoms pertinent to partial dislocations and stacking faults in respect to abrasive grains rake angle.

## 4. Conclusions

In the present work, an MD model for nanogrinding with multiple abrasive grains was developed in order to investigate the effect of spacing between the adjacent rows of abrasive grains on ground surface and chip formation as well as the effect of abrasive grains rake angle on grinding forces, chip formation, and subsurface alterations. From the analysis of the results, several conclusions were drawn.

Regarding the effect of spacing of abrasive grains, it was shown that it affects considerably the formation of the ground surface and chip. Narrower spacing leads to the formation of a single groove in each pass and chip height is large, as chip is mainly concentrated in front of the abrasive grains. As spacing increases, due to more material remaining in the area between the rows of the abrasive grains, two separate grooves are formed with a common pileup and finally, there is even no interaction between the atoms removed from each groove, as separate pileups are formed. Chip height and average temperature measurements exhibit trends compatible with these observations and thus, support the qualitative findings.

Regarding the effect of abrasive grain rake angle, according to the findings, a direct correlation between grinding forces and rake angle was determined, with both tangential and normal grinding force increasing with higher negative rake angle values. The normal component of grinding force was more affected by the rake angle as it increased almost threefold when rake angle was $-60^{\circ}$ in comparison to $0^{\circ}$. At the same time, the friction coefficient increased to values over 1.0 for rake angles higher than $-40^{\circ}$ as higher friction forces occur to the more intense contact of abrasive grains and workpiece surface. Finally, analysis of centrosymmetry parameter values indicated an increase of plastic deformation in the workpiece for higher negative rake angle values, probably due to the higher pressure exerted on the workpiece surface. These results are important as they are consistent with trends observed also in the micro- and macroscale grinding and can provide an insight into phenomena which either cannot be observed in the experiments or cannot be captured with continuum method such as FEM.
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#### Abstract

Micromachining, which is used for various industrial purposes, requires the depth of cut and feed to be expressed in micrometers. Appropriate stock allowance and cutting conditions need to be selected to ensure that excess material is removed in the form of chips. To calculate the allowance, it is essential to take into account the tool nose radius, as this cutting parameter affects the minimum chip thickness. Theoretical and numerical studies on the topic predominate over experimental ones. This article describes a method and a test setup for determining the minimum chip thickness during turning. The workpiece was ground before turning to prevent radial runout and easily identify the transition zone. Contact and non-contact profilometers were used to measure surface profiles. The main aim of this study was to determine the tool-workpiece interaction stages and the cutting conditions under which material was removed as chips. Additionally, it was necessary to analyze how the feed, cutting speed, and edge radius influenced the minimum chip thickness. This parameter was found to be dependent on the depth of cut and feed. Elastic and plastic deformation and ploughing were observed when the feed rate was lower than the cutting edge radius.
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## 1. Introduction

The manufacture of precision machine parts for the electrical, electronic, computer, biotechnological, and machine tool industries requires an understanding of the physical phenomena occurring at the microscale [1,2], especially when very low-depth cuts are involved [3,4]. One of the key factors affecting the surface quality in micromachining is the minimum chip thickness [5,6]. This parameter defines the minimum depth of cut at which, under specific cutting conditions, material is removed in the form of chip [7,8].

There are three stages of interaction between the tool and the workpiece [9]: (I) elastic and plastic deformation of the workpiece at $a_{p}<h_{\min }$; (II) elastic and plastic deformation and ploughing at $a_{p}=h_{\min }$; (III) shearing (chip formation) at $a_{p}>h_{\text {min }}$.

Researchers dealing with the minimum chip thickness approach the problem both theoretically and experimentally $[10,11]$. The depth of cut and other cutting parameters are used to optimize the process.

Currently, there are many mathematical models used to predict $h_{\text {min }}$. The most important formulae are summarized in Table 1 [12-18].

Table 1. Models used to calculate the minimum chip thickness.

| No. | Model | Reference |
| :---: | :---: | :---: |
| 1. | $h_{\text {min }}=r_{n}(1-\cos \theta)$ | $[12]$ |
| 2. | $h_{\text {min }}=k r_{n}$ | $[13]$ |
| 3. | $h_{\text {min }} \geq 0.5 r_{n}\left[1-\frac{2 \tau_{a}}{Y_{c h}}\right]$ | $[14]$ |
| 4. | $h_{\text {min }}=r_{n}\left(1-\frac{F y+\mu F x}{\sqrt{\left(F x^{2}+F y^{2}\right)\left(1+\mu^{2}\right)}}\right)$ | $[15]$ |
| 5. | $h_{\text {min }}=r_{n}\left(1-\cos \left(\frac{\pi}{4}-\frac{\beta}{2}\right)\right)$ | $[16,17]$ |
| 6. | $h_{\text {min }}=r_{n}\left[1-\cos \left(\operatorname{arcctg} \frac{A_{f}}{A_{c}}\right)\right]$ | $[18]$ |

The calculation of the minimum chip thickness according to Formula (1) requires the stagnation point $(A)$ to be determined, which is defined by the stagnant angle $(\theta)$ in relation to the edge radius $\left(r_{n}\right)$. The stagnation point is used to determine the zones of interaction between the tool and the workpiece. When the thickness of the material to be removed is below the stagnation point, the cutting process involves ploughing with elastic and plastic deformation of the workpiece surface; however, when the thickness of the material to be removed is above the stagnation point, chip removal occurs [12].

In [13], Kawalec proposes a formula (Formula (2)) in which the minimum chip thickness ( $h_{\text {min }}$ ) depends on the edge radius $\left(r_{n}\right)$ and the coefficient of friction between the tool and the workpiece $(k)$, with the latter ranging from 0.1 to 1 . Other studies confirm that the coefficient of friction affects the surface roughness [19].

In [14], Grzesik applies the molecular-mechanical theory of friction to formulate a model to predict the minimum chip thickness (3). The strain hardening curve is used to calculate the equivalent strain and shear strength of the material in the adhesive junction. In [20], Grzesik analyzes the phenomena responsible for both partial material separation and chip formation.

Formula (4) proposed by Yuan et al. assumes that $h_{\text {min }}$ is dependent on the edge radius $\left(r_{n}\right)$, the coefficient of friction between the tool and the workpiece $(\mu)$, and the force ratio $F_{y} / F_{x}$ [15].

In $[16,17]$, the model for $h_{\min }(5)$ assumes that the stagnation point $(A)$, based on the stagnant angle $(\theta)$, is affected by the edge radius $\left(r_{n}\right)$. When the stagnant angle is $45^{\circ}$, the minimum chip thickness ranges between 0.2 and $0.35 r_{n}$.

The major assumption of model (6) is to maintain constant temperature conditions irrespective of the cutting conditions and to measure the cutting forces that affect the directional coefficients $A_{f}$ and $A_{c}$ [18].

The approach proposed by L'vov suggests that $h_{\text {min }}=0.29 r_{n}$ at $\theta=37.6^{\circ}$ [21]. In [22], however, $h_{\min }$ is reported to be $0.21 r_{n}$. Yuan et al. show that for aluminum alloys, the parameter $h_{\text {min }}$ ranges from 0.25 to $0.32 r_{n}$ [15]. A similar relationship is described in [23], where the minimum chip thickness is 0.25-0.3 $r_{n}$.

Although most studies on the minimum chip thickness deal with mathematical models, some researchers approach the problem practically [24]. In [25], the method involves preparing a conical sample with a taper angle of $5^{\circ}$, cutting it along the cone height, and placing the two halves joined end-to-end between the centers. The sample is first ground and then turned. After the cutting operations, the halves are separated and the tool-workpiece interaction zones are analyzed using a workshop microscope.

Other methods used to determine the minimum chip thickness require the application of acoustic emission signals to provide information on the phenomena taking place in the cutting zone, especially material separation [26,27].

The literature on the subject does not mention any practical methods for determining the minimum chip thickness during turning, nor does it analyze the tool-workpiece interaction in relation to the
minimum chip thickness based on surface profiles. The aim of this study was to develop an experimental method to determine $h_{\text {min }}$ during longitudinal turning.

## 2. New Method and Test Setup for Determining the Minimum Chip Thickness during Turning

The experimental method for determining $h_{\min }$ presented here was developed to overcome the limitations of the approach presented in [25], mainly because of the time- and labor-consuming sample preparation process and the discontinuous cutting, which was interrupted at the point of contact of the two sample halves. The new method uses a conical sample with known convergence ( $C=0.008$ ). The workpiece is mounted on a mandrel and held in place with a lathe dog at one end and a nut at the other, so there is no need to change the workpiece holding devices. The workpiece system is supported between centers. Grinding is used to produce a tapered surface; it also helps in analyzing the tool-workpiece interactions and to prevent radial run-out during turning so that the material is removed at a constant cut depth around the circumference. The torque is transmitted to the workpiece through the lathe dog. The workpiece holding system used to determine the minimum chip thickness is shown in Figure 1. The turning was performed on a DMG CTX Alpha 500 CNC turning and milling machine.


Figure 1. Workpiece holding system used to determine the minimum chip thickness during turning.
The method proposed here does not require the cutting process to be interrupted; turning is performed as a continuous process. The sample preparation process is quick and simple. The use of grinding allows us to easily indicate the initial stage of interaction between the tool and the workpiece during turning. The method, however, requires that a concentric workpiece be produced; this means turning needs to be performed at the same cut depth around the circumference.

After turning, the workpiece is analyzed using a contact skidless profilometer (TOPO 01). The primary profile is used as the basis for determining the stages of the tool-workpiece interaction. The sections with regular surface profiles indicate that turning with chip formation has taken place. Profile irregularity suggests that turning with no chip formation has taken place (ploughing). The results obtained in the experiment were accurate and repeatable because the profilometer used is a high-resolution profilometer. The experimental findings were confirmed by 3D surface measurements with a Talysurf CCI optical profilometer.

## 3. Experiment and Results

The experiments were carried out using samples made of $\mathrm{X} 37 \mathrm{CrMoV} 5-1$ steel. The material hardness before grinding was $34.9 \pm 5$ HRC. A Sandvik Coromant CoroTurn 107 SDJCL 2020K 11 turning tool holder was used for longitudinal turning. The inserts tested were $55^{\circ}$ diamond-shaped positive turning inserts with a $7^{\circ}$ clearance angle and a $93^{\circ}$ entering angle. Although manufacturers of
cutting tools do not provide information on the edge radius in their product catalogs, this parameter needs to be taken into consideration in micromachining. Three types of standard turning inserts were used in the tests: DCMT 11 T3 08-PF 4325, DCMT 11 T3 08-MF 1105, and DCGT 11 T3 08-UM 1125. The edge radius of each insert was measured before cutting.

The edge radii were measured using a special setup employed by Sandvik. The measurement involved moving the measuring tip around the cutting edge and recording the data for each position. The edge radius was calculated using the device software. An example of an edge radius measurement report is shown in Figure 2.


Figure 2. Measurement of the edge radius $\left(r_{n}\right)$ of the DCMT 11 T3 08-PF 4325 insert.
Ten inserts were measured for each type of insert to determine their edge radii. For the DCMT 11 T3 08-PF 4325 type, the edge radius values ranged between 44.4 and $55.9 \mu \mathrm{~m}$; for the DCMT 11 T3 08-MF 1105 type, its values ranged from 29.6 to $38.9 \mu \mathrm{~m}$; for the DCGT 11 T3 08-UM 1125 type, the values ranged from 5.3 to $11.5 \mu \mathrm{~m}$.

After turning, the workpiece surface was analyzed with a contact skidless profilometer (TOPO 01). Primary profiles obtained for specific cutting conditions were the basis for determining the minimum chip thickness. Figure 3 shows how the parameter was determined for longitudinal turning.


Figure 3. Determining $h_{\text {min }}$ from a surface profile obtained with a contact profilometer ( $v_{c}=360 \mathrm{~m} / \mathrm{min}$, $f=0.03 \mathrm{~mm} / \mathrm{rev}$, and $\left.r_{n}=49.9 \mu \mathrm{~m}\right)$.

As can be seen from Figure 3, there are three characteristic zones: the grinding zone, transition zone, and turning zone. In zone 1 , there is no interaction between the turning tool and the workpiece. In zone 2 , the material undergoes elastic and plastic deformation; partial removal of material also occurs. The irregularity of the profile in this zone indicates an unstable cutting process. The zone is approximately 0.96 mm in length. In order to determine the minimum chip thickness for which chip removal occurred, the ground surface profile was extended as a straight line to find the point
indicating the end of zone 2. In the case considered here, i.e., for $v_{c}=360 \mathrm{~m} / \mathrm{min}, f=0.03 \mathrm{~mm} / \mathrm{rev}$, and $r_{n}=49.9 \mu \mathrm{~m}$, the minimum chip thickness was $5.3 \mu \mathrm{~m}$. The regular profile in the third zone represents turning with chip formation.

Figure 4 shows the surface profiles obtained at $v_{c}=360 \mathrm{~m} / \mathrm{min}, f=0.03 \mathrm{~mm} / \mathrm{rev}$, and $r_{n}=49.9 \mu \mathrm{~m}$.


Figure 4. Surface profiles obtained with a contact profilometer for a workpiece machined at $v_{c}=360 \mathrm{~m} / \mathrm{min}, f=0.09 \mathrm{~mm} / \mathrm{rev}$, and $r_{n}=49.9 \mu \mathrm{~m}$.

From the profile in Figure 4, it is clear that the material did not undergo elastic and plastic deformation, nor was it separated partially (ploughing). Partial removal of material was observed at $f=0.03 \mathrm{~mm} / \mathrm{rev}$. At feed rates higher than $0.06 \mathrm{~mm} / \mathrm{rev}$ there was no transition zone between grinding and turning. No unstable cutting was reported.

When the cutting was performed using a DMCT 11 T3 08-PF 4325 insert with an edge radius of $49.9 \mu \mathrm{~m}$, elastic and plastic deformation occurred. With feed rates lower than the edge radius $r_{n}$, partial removal of material (ploughing) was observed. Feed rates greater than the edge radius ensured material removal in the form of chips. To verify the validity of the method, the experiment was carried out with feed rates ranging from $0.01 \mathrm{~mm} / \mathrm{rev}$ to $0.06 \mathrm{~mm} / \mathrm{rev}$. Table 2 shows the cutting parameters used to determine the minimum chip thickness. The data provided in Table 2 indicate that the unstable cutting process responsible for elastic and plastic deformation and partial material removal (ploughing) was observed with feed rates smaller than the edge radius.

Table 2. Cutting conditions for the three insert types.

| DCMT 11 T3 08-PF 4325, $r_{n}=49.9 \mu \mathrm{~m}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | $\begin{gathered} v_{c} \\ {[\mathrm{~m} / \mathrm{min}]} \end{gathered}$ | $\begin{gathered} f \\ {[\mathrm{~mm} / \mathrm{rev}]} \end{gathered}$ | $\begin{gathered} n \\ {[\mathrm{rev} / \mathrm{min}]} \end{gathered}$ | $\begin{aligned} & h_{\min } \\ & {[\mu \mathrm{m}]} \end{aligned}$ | No. | $\begin{gathered} v_{c} \\ {[\mathrm{~m} / \mathrm{min}]} \end{gathered}$ | $\begin{gathered} f \\ (\mathrm{~mm} / \mathrm{rev}) \end{gathered}$ | $\begin{gathered} n \\ {[\mathrm{rev} / \mathrm{min}]} \end{gathered}$ | $\begin{aligned} & h_{\min } \\ & {[\mu \mathrm{m}]} \end{aligned}$ |
| 1. | 360 | 0.01 | 2349 | $8.37 \pm 0.87$ | 7. | 330 | 0.03 | 2167 | $6.24 \pm 0.71$ |
| 2. | 360 | 0.02 | 2349 | $6.07 \pm 1.39$ | 8. | 345 | 0.03 | 2265 | $5.95 \pm 1.21$ |
| 3. | 360 | 0.03 | 2349 | $5.47 \pm 1.39$ | 9. | 360 | 0.03 | 2364 | $5.74 \pm 1.19$ |
| 4. | 360 | 0.04 | 2349 | $3.61 \pm 1.21$ | 10. | 375 | 0.03 | 2462 | $4.98 \pm 2.27$ |
| 5. | 360 | 0.05 | 2349 | - | 11. | 390 | 0.03 | 2561 | $5.77 \pm 0.89$ |
| 6. | 360 | 0.06 | 2349 | - | 12. | 405 | 0.03 | 2659 | $9.24 \pm 2.63$ |
|  |  |  |  |  | 13. | 420 | 0.03 | 2758 | $10.79 \pm 1.35$ |
| DCMT 11 T3 08-MF 1105, $r_{n}=30 \mu \mathrm{~m}$ |  |  |  |  | DCGT 11 T3 08-UM 1125, $r_{n}=7.8 \mu \mathrm{~m}$ |  |  |  |  |
| 14. | 360 | 0.01 | 2349 | $20.56 \pm 5.37$ | 20. | 360 | 0.01 | 2349 | - |
| 15. | 360 | 0.02 | 2349 | $6.93 \pm 3.81$ | 21. | 360 | 0.02 | 2349 | - |
| 16. | 360 | 0.03 | 2349 | - | 22. | 360 | 0.03 | 2349 | - |
| 17. | 360 | 0.04 | 2349 | - | 23. | 360 | 0.04 | 2349 | - |
| 18. | 360 | 0.05 | 2349 | - | 24. | 360 | 0.05 | 2349 | - |
| 19. | 360 | 0.06 | 2349 | - | 25. | 360 | 0.06 | 2349 | - |

The data given in Table 2 were then used to illustrate how the parameter $h_{\min }$ was dependent on the feed rate and cutting speed. The relationship between $h_{\text {min }}$ and the feed rate for the DCMT 11 T3 08-PF 4325 insert with a $49.9 \mu$ m edge radius is shown in Figure 5, while the relationship between $h_{\min }$ and the cutting speed for the same insert type is given in Figure 6. When longitudinal turning was performed using a DCMT 11 T3 08-MF 1105 insert with an edge radius of $30 \mu \mathrm{~m}$, the parameter $h_{\text {min }}$ was read only at feed rates lower than $0.02 \mathrm{~mm} / \mathrm{rev}$. Since no characteristic zones were identified at the feeds tested for the DCGT 11 T3 08-UM 1125 inserts with $r_{n}=7.8 \mu \mathrm{~m}$, this type of insert will not be discussed further in this article.


Figure 5. Minimum chip thickness vs. feed for the DCMT 11 T3 08-PF 4325 insert with a $49.9 \mu \mathrm{~m}$ edge radius.


Figure 6. Minimum chip thickness vs. cutting speed for the DCMT 11 T3 08-PF 4325 insert with a 49.9 $\mu \mathrm{m}$ edge radius.

From the results provided in Figure 5, it is evident that $h_{\min }$ decreases with decreasing feed rate. The parameter could not be read at feed rates greater than the edge radius. Low values for the feed rate, depth of cut, and edge radius resulted in ploughing and elastic and plastic deformation of the material that was removed. When the cutting parameters increased, the elastic and plastic deformation decreased and the material was removed as chips, with the chip thickness being equal to the depth of cut. A decrease in $h_{\text {min }}$ with increasing feed rate was due to an increase in the cross-sectional area of the cut material.

Figure 6 shows the effect of the cutting speed on the parameter $h_{\text {min }}$. A decrease in $h_{\text {min }}$ was reported at speeds ranging from 330 to $375 \mathrm{~m} / \mathrm{min}$; with a faster cutting speeds, the parameter increased. This phenomenon may have been due to an increase in the edge radius as a result of insert wear. Faster cutting speeds caused faster tool wear. It is important to note that one insert was used to test each
insert type across the whole range of cutting speeds. In Figure 6, the red straight line representing the average values of the parameter $h_{\text {min }}$ over the whole cutting speed range increases, which allows us to conclude that the minimum chip thickness increases with increasing cutting speed.

The test results confirm that the minimum chip thickness is dependent on the edge radius. The edge radius changes due to the wear of the tool associated with machining. The method for determining the minimum chip thickness proposed in this article requires analyzing the primary surface profile. The analysis takes into account the tool wear, as it is assumed to contribute to an increase in $h_{\min }$. To ensure appropriate interpretation of the test results concerning the parameter $h_{\text {min }}$, it was essential to analyze the machined surfaces using an optical profilometer to identify the zones of the interaction between the tool and the workpiece. The data obtained for an insert measuring $49.9 \mu \mathrm{~m}$ are illustrated in Figures 7 and 8.


Figure 7. A 3D surface image and the corresponding 2D profile for a sample cut at $v_{c}=360 \mathrm{~m} / \mathrm{min}$ and $f=0.03 \mathrm{~mm} / \mathrm{rev}$ using an insert with an edge radius of $49.9 \mu \mathrm{~m}$.


Figure 8. A 3D surface image and the corresponding 2D profile for a sample cut at $v_{c}=360 \mathrm{~m} / \mathrm{min}$ and $f=0.09 \mathrm{~mm} / \mathrm{rev}$ using an insert with an edge radius of $49.9 \mu \mathrm{~m}$.

Figure 7 shows a 3D surface image and the corresponding 2D profile for a sample cut at a feed rate of $0.03 \mathrm{~mm} / \mathrm{rev}$ using an insert with an edge radius of $49.9 \mu \mathrm{~m}$. As can be seen, zone 1 represents the ground surface. The first interaction of the tool with the workpiece is clearly visible. The moment is marked as point 0 on the 2D profile. Then, up to point 1 , no regular profile typical of turning with chip removal was observed. This suggests that the material undergoes elastic and plastic deformation and that ploughing occurs. The phenomena are also visible in the 3D image of the surface. The transition region is 0.96 mm in length, with the value being the same as that determined with a contact profilometer. The same analysis was carried out for the sample illustrated in Figure 4. The results of non-contact 3D measurements are shown in Figure 8.

Figures 4 and 8 reveal that turning at a feed rate of $0.09 \mathrm{~mm} / \mathrm{rev}$ using a tool with an edge radius of $49.9 \mu \mathrm{~m}$ does not cause any visible elastic and plastic deformation. This is due to the fact that the first tool-workpiece interaction was sufficient for chip formation. The 2D profile shows that once the tool interacts with the workpiece, the profile becomes regular, which is characteristic of turning with chip removal.

As the chip thickness is largely dependent on the feed rate during turning, the minimum chip thickness must be defined as the minimum feed rate at which a chip is formed.

In most studies, $h_{\text {min }}$ is assumed to be less than or equal to 0.4 of the edge radius. In this article, the minimum chip thickness is determined as the point on the profile where the irregularity ends. When the cutting speed and feed increase, the elastic and plastic deformation of the layer removed from the workpiece decreases. For the DCMT 11T3-MF 1105 insert, $h_{\text {min }}$ was read at a maximum feed $(0.02 \mathrm{~mm} / \mathrm{rev})$ and was $0.69 r_{n}$; for the DCMT 11 T 308 insert, the value of $h_{\text {min }}$ read at a maximum feed $(0.04 \mathrm{~mm} / \mathrm{rev})$ was $0.17 r_{n}$. High values of the parameter $h_{\min }$ may have been due to the wear of the cutting edge (an increase in the edge radius), as wear is responsible for larger cutting edge and tool nose radii.

Comparing the values of the parameter $h_{\min }$ obtained in the experiment with those calculated using the different models available in the literature is difficult because it requires the determination of many constants used in these formulae. Additionally, some of the models are dedicated to specific materials or tool-material systems.

## 4. Conclusions

The following conclusions were drawn from the experimental results:

1. The method employed to measure $h_{\min }$ requires that a workpiece with a simple shape and a high-resolution instrument be used to measure surface profiles so that the characteristic tool-workpiece interaction zones can be defined easily and accurately;
2. The method overcomes the drawbacks of radial run-out during turning by supporting the workpiece on a mandrel;
3. A non-contact 3D optical profilometer can be sued as an alternative to the contact skidless profilometer used in the experiment;
4. The parameter $h_{\text {min }}$ is dependent on the cutting edge geometry, depth of cut, and feed rate. For the DCMT 11T3-MF 1105 insert, $h_{\text {min }}$ was read at a maximum feed ( $0.02 \mathrm{~mm} / \mathrm{rev}$ ) and was $0.69 r_{n}$; for the DCMT 11 T3 08 insert, the value of $h_{\text {min }}$ read at a maximum feed ( $0.04 \mathrm{~mm} / \mathrm{rev}$ ) was $0.17 r_{n}$;
5. The parameter $h_{\min }$ was affected by the feed rate and cutting speed. For $0<f<r_{n}$, an increase in the feed rate caused a decrease in the minimum chip thickness $h_{\text {min }}{ }^{\prime}$; higher cutting speeds were responsible for higher values of $h_{\text {min }}$;
6. The parameter $h_{\min }$ can be used as an auxiliary parameter to determine the wear of the cutting edge. The minimum chip thickness increases with increasing edge radius;
7. The values of the parameter $h_{\min }$ were determined for samples made of $\mathrm{X} 37 \mathrm{CrMoV5}-1$ steel. They are likely to be different for other tool and workpiece materials, as hardness, whether of the workpiece or the tool, is a crucial parameter in cutting.
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## Nomenclature

| $v_{c}$ | $[\mathrm{~m} / \mathrm{min}]$ cutting speed |
| :--- | :--- |
| $f$ | $[\mathrm{~mm} / \mathrm{rev}]$ feed rate |
| $a_{p}$ | $[\mathrm{~mm}]$ depth of cut |
| $n$ | $[\mathrm{rev} / \mathrm{min}]$ spindle speed |
| $h_{\min }$ | $[\mu \mathrm{m}]$ minimum chip thickness |
| $r_{n}$ | $[\mu \mathrm{~m}]$ cutting edge radius |
| $r_{\varepsilon}$ | $[\mathrm{mm}]$ tool nose radius |
| $\tau_{a}$ | $[\mathrm{MPa}]$ shear strength in the adhesive junction |
| $Y_{c h}$ | [MPa] yield stress due to strain hardening |
| $k$ | $[-]$ coefficient of friction |
| $\mu$ | $[-]$ coefficient of friction |
| $F_{x}$ | $[\mathrm{~N}]$ horizontal force |
| $F_{y}$ | $[\mathrm{~N}]$ vertical force |
| $A_{f}$ | $[-]$ directional coefficients |
| $A_{c}$ | $[-]$ directional coefficients |
| $\beta$ | $\left[{ }^{\circ}\right]$ friction angle between the tool and the workpiece |
| $\pi$ | $\left[{ }^{\circ}\right]$ friction angle |
| $\theta$ | $\left[{ }^{\circ}\right]$ stagnant angle |
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#### Abstract

Binderless tungsten carbide (WC) finds widespread applications in precision glass molding (PGM). Grinding and polishing are the main processes to realize optical surface finish on binderless WC mold inserts. The laser assisted turning (LAT) by in-process heating is an efficient method to enhance the machinability of hard and brittle materials. In this paper, laser heating temperature was pre-calculated by the finite element analysis, and was utilized to facilitate laser power selection. The effects of rake angle, depth of cut, feed rate, and laser power are studied experimentally using the Taguchi method. The variance, range, and signal-to-noise ratio analysis methods are employed to evaluate the effects of the factors on the surface roughness. Based on the self-developed LAT system, binderless WC mold inserts with mirror finished surfaces are machined using the optimal parameters. PGM experiments of molding glass lenses for practical application are conducted to verify the machined mold inserts quality. The experiment results indicate that both the mold inserts and molded lenses with the required quality are achieved.
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## 1. Introduction

The binderless tungsten carbide (WC), as the typical hard and brittle material, has been widely applied in the field of optics, photonics and life science owing to its ideal physical properties [1]. However, the ultra-high hardness and brittleness of the WC material also decrease the machinability and greatly limit the feasible machining approaches. At present, mirror finished surfaces of binderless WC mainly relying on grinding and polishing, which is time consuming and infeasible for large-sag concave surface shape [2]. There is a bottleneck of severe tool wear in using single point diamond turning (SPDT) [3]. Too small of a critical ductile-to-brittle transformation (DBT) thickness of hard and brittle materials [4] also brings high cost and labile turning surface integrity [5]. Thus, the more reliable and efficient approach of machining binderless WC is urgent [6,7].

On account of the materials' improved machinability at elevated temperature, laser assisted turning (LAT) is reliable for hard and brittle material machining and is getting more applications. With this approach, the machining efficiency, cutting force, and tool wear can be greatly improved. At present, there are two primary kinds of laser assisted turning forms, including pre-heat laser assisted turning (Pre-LAT) and in-process-heat laser assisted turning (In-LAT) [8]. The Pre-LAT method locates the laser spot above the cutter and pre-heat the cutting region material ahead of tool interaction.

Pre-LAT has a mature development and is widely applied in the traditional cylindrical turning [9] but restricted in the field of end-face ultra-precision diamond turning due to the structural constraint. On the other hand, the In-LAT method guides the laser beam passes through the transparent tool to heat material locally, thereby decreasing the hardness and altering the fracture toughness as soon as the tool interacts with the material [10]. The In-LAT technology brings better machinability, makes the ductile turning of hard and brittle materials possible, and has been a consummate choice for hard and brittle material ultra-precision machining.

In the past decade, there have been an increasing number of studies carried out on the In-LAT of hard and brittle materials. Langan et al. [11] study the laser parameter effects of In-LAT machining on residual stress and phase purity of monocrystalline silicon. Chen et al. [12] also analyze monocrystalline silicon subsurface damage and phase transformation caused by In-LAT through tapper cutting experiment and molecular dynamic simulation. Langan et al. [13] prove the in-process laser heating can reduce the residual stress of sapphire surface finishing and further demonstrating the applicability of the In-LAT method on nominally transparent brittle materials. Park et al. [14] discuss the surface finish and cutting force improvement of bulk metallic glass using sapphire tool with the assistance of laser in-process heat and textured rake face. Di et al. [15] performed In-LAT experiments, proving the In-LAT method can promote the ductile mode material removal of WC, but without lucubrated analysis and discussion. So far, little study discusses the In-LAT parameter effects on the surface quality of binderless WC.

Finite element analysis (FEA) is a superior method to calculate the thermal field based on the numerical calculation [16]. Since the measurement resolution of commercial thermal imaging cameras is restricted by the diffraction limit, the peak temperature during laser heating and nanoscale machining process cannot be measured precisely, but can be calculated using the FEA method. Kamlesh et al. [16] calculate the silicon temperature distribution under Gaussian profile laser beam heating regarding the material high-pressure phase change. Li et al. [17] compare the temperature field of $\mathrm{Al}_{2} \mathrm{O}_{3}$ ceramic material with volumetric and surface laser heating sources. Shang et al. [18] utilize the three-dimensional transient heat conduction model to predict the temperature distribution caused by a freeform laser trajectory, whose results inversely facilitate the laser parameter selections in the laser assisted milling. At present, there is no study has discussed the temperature field of binderless WC under spiral moving laser heating, which can guide the In-LAT laser parameters selection.

Various parameters of In-LAT have a significant influence on the binderless WC mold inserts finish quality, but to our best knowledge, there is little comprehensive discussion until now. In this study, the laser power heating temperature was analyzed using both the numerical calculation and FEA, acquiring the approximate range of optimal laser power. Furthermore, the experiment design methodology, the Taguchi design, was utilized to explore the optimal In-LAT parameters for binderless WC. The effects of tool rake angle, machining depth of cut (DoC), feed rate, and laser power were studied experimentally. The analysis of variance (ANOVA), signal to noise ( $\mathrm{S} / \mathrm{N}$ ) ratio, and range analysis methods were utilized to select the optimal parametric combination and verify the validity of the experiment. With the optimal parameters, binderless WC mold inserts were machined based on the self-developed LAT system, and were used in the precision glass molding (PGM) experiment subsequently. Both the mold inserts and molded lenses with ideal surface quality were achieved, verifying the In-LAT machined mold insert can be successfully applied for the replicative mass production of glass lenses with mirror finished surface.

The rest of this paper is organized as follows. Section 2 calculates the workpiece temperature under various laser power heating. Section 3 introduces the experimental setup and the parameter design. The analysis of the Taguchi experiment result is described in Section 4.1. The final mold inserts machined by the In-LAT method and the PGM experiment are presented in Section 4.2. Finally, the major conclusions and the following works are presented in Section 5.

## 2. Thermal Field Analysis of Laser Heating

The material's temperature is a vital index for In-LAT and has a considerable impact on the machining quality. The appropriate heating temperature could decrease the material's hardness and increase the machinability, but the excess temperature will introduce undesired thermal damage and severe diamond tool wear. It is essential to maintain the laser heating temperature within the optimal range, which is mainly dependent on the irradiated laser power. The numerical calculation could facilitate the thermal field analysis and economize the experimental works. Considering the thermal initial condition and complex boundary conditions, the workpiece thermal field can be precisely calculated. Before the laser heating, the initial thermal condition of the WC workpiece can be determined by the uniform temperature $T_{0}$ as

$$
\begin{equation*}
T(0, t)=T_{0} . \tag{1}
\end{equation*}
$$

There are many boundary conditions during the laser heating process, which can be divided into the laser heating effect, thermal radiation [19], and cutting fluid convection [20]. For the Gauss laser spot on the $z=0$ plane, the heat flux of spiral trajectory moving laser spot can be described as

$$
\begin{equation*}
q_{l}(x, y, 0, t)=\frac{2 P \delta}{\pi r^{2}} \exp \left\{\frac{2\left\{\left[x-\left(x_{0}-f t\right) \cos (\pi n t / 30)\right]^{2}+\left[y-\left(x_{0}-f t\right) \sin (\pi n t / 30)\right]^{2}\right\}}{r^{2}}\right\} \tag{2}
\end{equation*}
$$

where $P(\mathrm{~W})$ refers to the laser power, $r(\mu \mathrm{~m})$ is the laser spot radius, $\delta$ is the laser absorptivity, and the laser scanning path can be determined by the initial position $\left(x_{0}, 0\right)$, feed rate $f(\mu \mathrm{~m} / \mathrm{rev})$, and rotation speed $n$ (rev/min). In addition, the cutting fluid convection can be calculated by

$$
\begin{equation*}
q_{c}(x, y, z, t)=h\left(T_{f}-T\right) \tag{3}
\end{equation*}
$$

where $h\left(\mathrm{~W} \cdot \mathrm{~m}^{-2} \cdot \mathrm{~K}^{-1}\right)$ represents the convective heat transfer coefficient and should be measured by the experiment, $T_{f}$ refers to the cutting fluid temperature. Thermal radiation is

$$
\begin{equation*}
q_{r}(x, y, z, t)=\sigma \varepsilon\left(T_{a m b}^{4}-T^{4}\right) \tag{4}
\end{equation*}
$$

where the $\sigma=5.67 \times 10^{-8} \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{~K}^{4}\right)$ is the Stefan-Boltzmann constant, and the $\varepsilon$ represents the surface emissivity, $T_{\text {amb }}$ means the ambient temperature. The basic equation for the analysis of heat conduction is the Fourier's law

$$
\begin{equation*}
q_{n}=-K_{n} \frac{\partial T}{\partial n} \tag{5}
\end{equation*}
$$

where heat flux $q_{n}$ is the heat transfer rate in the $n$ direction per unit area perpendicular to the direction of heat flow. $\partial T / \partial n(\mathrm{~K} / \mathrm{m})$ is the temperature gradient in the direction $n$. The $K_{n}\left(\mathrm{~W} \cdot \mathrm{~m}^{-1} \cdot \mathrm{~K}^{-1}\right)$ is the thermal conductivity in $n$ direction. However, the workpiece material is thought to be isotropic in this study, indicating that the $K_{n}$ is a constant value. Owing to there being no volumetric energy addition, so the three-dimensional thermal conduction within the workpiece can be calculated by

$$
\begin{equation*}
\frac{\partial T}{\partial t}=k \nabla^{2} T \tag{6}
\end{equation*}
$$

where $k$ is the thermal diffusion coefficient in $\mathrm{m}^{2} / \mathrm{s}$, satisfying $k=K /\left(\rho \cdot C_{p}\right) . K$ refers to the material thermal conductivity coefficient, $\rho$ represents the density of the material $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$, and $C_{p}$ is the specific heat ( $\mathrm{J} / \mathrm{kg} \cdot \mathrm{K}$ ) of the material.

FEA is a powerful numerical calculation strategy, and was utilized to compute the temperature field as shown in Figure 1. The laser heating WC workpiece model was established with the assistance of COMSOL software. The triangular mesh type was adopted and firstly generated in the workpiece upper surface and then sweep in the thickness direction. In particular, the FEA mesh characteristic
size was controlled within $1 \mu \mathrm{~m}$ to $40 \mu \mathrm{~m}$ to avoid the tedious calculation time and severe calculation distortion. The workpiece coordinate system was established with the origin coincident with the workpiece center. The WC workpiece is regarded as isotropic with 4 mm diameter and 0.5 mm thickness. Furthermore, the 1064 nm continuous wave laser with a radius of $85 \mu \mathrm{~m}$ is loaded on the workpiece upper surface $(z=0)$. The laser energy distribution conforms to the Gauss theorem. The relative motion between laser spot and workpiece in the FEA model is consistent with the machining scene. The laser spot feeds along $-x$ direction with $1 \mathrm{~mm} / \mathrm{min}$ speed while the workpiece rotates with the constant $2000 \mathrm{rev} / \mathrm{min}$. The typical thermodynamic parameters such as laser absorptivity refer to the pre-researchers' work, which ensures the accuracy and reliability of the simulation results. The initial workpiece temperature is assumed to be 293 K . For clarity, the FEA simulation parameters have been summarized in Table 1.


Figure 1. Finite element analysis (FEA) model of laser heating.
Table 1. Finite element analysis (FEA) simulation parameters.

| Parameters | Value |
| :---: | :---: |
| Laser wavelength $(\lambda)$ | 1064 nm |
| Laser power $(P)$ | $5 \mathrm{~W}, 10 \mathrm{~W}, 15 \mathrm{~W}, 20 \mathrm{~W}$ |
| Laser spot radius $(r)$ | $85 \mu \mathrm{~m}$ |
| Laser translational velocity $(f)$ | $1 \mathrm{~mm} / \mathrm{min}$ |
| Workpiece material | Tungsten carbide |
| Rotation speed $(n)$ | $2000 \mathrm{rev} / \mathrm{min}$ |
| Workpiece diameter | 4 mm |
| Workpiece thickness | 0.5 mm |
| Initial temperature $\left(T_{0}\right)$ | 293 K |
| Emissivity $(\varepsilon)$ | $0.75[19]$ |
| Absorptivity $(\delta)$ | $0.23[21]$ |
| Convective heat transfer coefficient $(h)$ | $300 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{~K}\right)[20]$ |

Since the laser spot center is coincident with the diamond tool tip and the radius of laser spot $(85 \mu \mathrm{~m})$ is much larger than the feed distance per cycle $(0.5 \mu \mathrm{~m})$, the laser heat accumulation effect should be considered. The laser heating process should be computed when the laser spot covers the specific machining point. For the specifical point $A(2,0)$, the workpiece was heated by the moving laser beam from the initial position $(2.085,0)$ of beam center to the end position $(1.915,0)$ with the $1 \mathrm{~mm} / \mathrm{min}$ velocity. The FEA model calculates the thermal field of the laser heating with four power levels ( 5 W , $10 \mathrm{~W}, 15 \mathrm{~W}, 20 \mathrm{~W}$ ) based on Equations (1)-(6). The workpiece highest temperature, and the temperature history of specific point $A$ have been recorded and plotted in Figure 2. When the laser beam center moves to the $A$ point, the temperature of point $A$ is same as the highest temperature, which increase
to $554.0 \mathrm{~K}, 802.2 \mathrm{~K}, 1044.7 \mathrm{~K}$, and 1294.9 K for $5 \mathrm{~W}, 10 \mathrm{~W}, 15 \mathrm{~W}$, and 20 W laser power respectively. If the workpiece temperature is much higher than the diamond graphitization temperature 1000 K [22], it will result in severe tool wear and thermal damage. Thus, higher laser power will not be considered. The parameters of $5 \mathrm{~W}, 10 \mathrm{~W}, 15 \mathrm{~W}, 20 \mathrm{~W}$ were adopted in the following orthogonal experiment.


Figure 2. Historical temperature information of binderless tungsten carbide (WC) workpiece under different laser power heating.

## 3. Experimental Approach

### 3.1. In-Process-Heat Laser Assisted Turning (In-LAT) Experiment Setup

The experiment was carried on based on an ultra-precision three-axis lathe with the self-developed LAT system as shown in Figure 3a. The $x$-axis and $z$-axis of lathe drive the spindle and diamond tool moves linearly in $x$ and $z$ directions, respectively. The binderless WC was mounted on the aluminum substrate and vacuum-chucked onto the lathe spindle. The workpiece has a concave spherical surface with 7.5 mm diameter and 7 mm curvature, and rotates with the lathe spindle, realizing the cutting movement and material removal.


Figure 3. (a) The experimental setup, and (b) the schematic diagram of the in-process-heat laser assisted turning (In-LAT) system.

The self-developed LAT system was set up on the $z$-guide platform of lathe without deflection. There are several primary parts of the LAT system, including the laser source, optical elements, positioning device, tool holder, and In-LAT diamond tool. Specifically, the Nd: YAG fiber laser can generate continuous wave laser with 1064 nm wavelength, which possesses the Gaussian power distribution $\left(\mathrm{M}^{2}=1.126\right)$ and can adjust within the range of $2-100 \mathrm{~W}$. The emitted laser is guided into the optical system through the laser fiber, thereby focusing the laser beam into the minimum $14 \mu \mathrm{~m}$ diameter laser spot and can also be enlarged by defocusing. The multi-axis positioning device can drive the optical system to move along three vertical directions realizing the laser spot position alignment. For the purpose of protecting optical lenses, the cutting chips are separated from the optical system via the protection air and dust cover. Moreover, since the natural diamond has an inherent variability in mechanical and optical properties, the chemical vapor deposition (CVD) monocrystalline diamond with extremely uniform properties was chosen to fabricate the In-LAT diamond tool.

### 3.2. Parameters Design

Taguchi method is an experimental design methodology to study the effects of multi-factors and multi-levels and was used for investigating the In-LAT optimal laser power and machining parameters of binderless WC in this study. The experimental parameters were designed referring to orthogonal array, whose factors are independent of each other and can be evaluated separately. The effect of one individual factor would not affect the estimation of other factors. Taguchi method can be employed to greatly reduce experiments by selecting some representative conditions from the comprehensive experiment according to the orthogonality.

There are various factors that have a significant influence on the surface finish quality, including the machining parameters and laser parameters. The effects of laser power, tool rake angle, DoC, and feed rate are considered with 5 levels herein as listed in Table 2. The level values of machining factors are determined by the preliminary experiments. The laser powers are selected by the numerical calculation results. In particular, the blank group was designed for the variance analysis and separating the impact of the accidental error. Finally, the $L_{25}\left(5^{5}\right)$ standard orthogonal array was selected and utilized to perform experiments.

Table 2. Orthogonal parameters and corresponding values

| Factors | Units | Levels of Factors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Level 1 | Level 2 | Level 3 | Level 4 | Level 5 |
| Rake angle | $\circ$ | 0 | -15 | -25 | -35 | -45 |
| Depth of cut | $\mu \mathrm{m}$ | 1 | 2 | 4 | 6 | 8 |
| Feed rate | $\mu \mathrm{m} / \mathrm{rev}$ | 0.5 | 1 | 2 | 3 | 4 |
| Laser power | W | 0 | 5 | 10 | 15 | 20 |
| Blank group |  | 1 | 2 | 3 | 4 | 5 |

In order to ensure the rationality of the orthogonal experiment, the rest machining parameters remain constant as listed in Table 3. Experiments were conducted on the same workpiece, which rotates with a spindle speed of 2000 rpm . The diamond tools with a nominal $10^{\circ}$ clearance angle and 0.3 mm nose radius were used. Each orthogonal experiment ensured that the cutting edges of the In-LAT diamond tools are in good condition and have the homogeneous quality. Moreover, an $85 \mu \mathrm{~m}$ radius laser spot was employed for enough laser beam cover angle on the cutting edge, and was obtained with the 1.96 mm defocusing length. The laser spot position has been accurately adjusted where the laser spot center is coincident with the diamond tool tip. For facilitating the visual analysis, the laser beam path at the ideal position was modeled by the optical simulation. Almost the half laser beam is reflected on the tool rake face owing to the total reflection principle, the emitted laser spot pattern is plotted in Figure 4a with semi-Gauss energy distribution. The reflection part of laser beam continuously heats the tool holder as shown in Figure 4b. All the experiments were carried on using the same cutting fluid
(ISOPAR-H) assistance in the same fluid spraying direction. The deep thermal damage layer caused by high-power laser was pre-removed by the rough diamond tool. The workpiece surfaces before turning were polished using the diamond paste (grain size $0.5 \mu \mathrm{~m}$ ) before each orthogonal experiment, guaranteeing the consistency of workpiece surface quality.

Table 3. Constant machining parameters

| Parameters | Description |
| :---: | :---: |
| Workpiece material | Binderless tungsten carbide |
| Rotation speed | 2000 rpm |
| Tool material | CVD monocrystalline diamond |
| Clearance angle | $10^{\circ}$ |
| Nose radius | 0.3 mm |
| Laser spot radius | $85 \mu \mathrm{~m}$ |
| Laser position | Beam center coincides with tool tip |
| Cutting fluid | ISOPAR-H |



Figure 4. Optical simulation results. (a) Emitted laser spot from diamond tool and (b) laser beam path in the In-LAT diamond tool.

## 4. Results and Discussion

### 4.1. Effect of Test Parameters on Surface Roughness

In this study, the surface roughness was chosen as the evaluation index of surface finish quality. The surface roughness of the machined workpiece was measured by a laser confocal microscope (OLYMPUS LEXT OLS 4000, Olympus, Tokyo, Japan) with $20 \times$ objective lenses and $4 \times$ digital zoom. The scanning field is set as $\left(161 \times 161 \mu \mathrm{~m}^{2}\right)$. All measurement data have been disposed with the $80 \mu \mathrm{~m}$ high-pass filter to remove the intermediate frequency signal introduced by the surface form. Surfaces machined by each parameter group were measured three times to eliminate the effect of the accidental error. The mean roughness has been utilized to analyze the orthogonal experiment factors' impact on the surface finish quality.

### 4.1.1. Analysis of Variance

The ANOVA method can be used to distinguish the difference between the test results caused by the factor variation from the impact of the accident error, and can give a reliable quantitative estimate. Based on the measurement results, ANOVA was applied to study the significance of the input factors on the surface roughness at a $95 \%$ confidence level. The factors' degree-of-freedom, sum-of-squares, mean-of-squares, $F$-value, $p$-value, and contribution rate are calculated and listed in Table 4.

Table 4. Analysis of variance (ANOVA) results from mean surface roughness

| Factors | Degree-of- <br> Freedom | Sum-of- <br> Squares | Mean-of- <br> Squares | $\boldsymbol{F}$-Value | $\boldsymbol{p}$-Value | Contribution Rate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rake angle | 4 | 7491.8 | 1872.9 | 5.36 | 0.021 | $48.85 \%$ |
| DoC | 4 | 1597.8 | 399.4 | 1.14 | 0.402 | $10.42 \%$ |
| Feed rate | 4 | 1238.6 | 309.6 | 0.89 | 0.514 | $8.08 \%$ |
| Laser | 4 | 2211.8 | 552.9 | 1.58 | 0.269 | $14.42 \%$ |
| power |  | 2795.5 | 349.4 | - | - | $18.23 \%$ |
| Error | 8 | - | - | - | - |  |
| Total | 24 | 15335.4 |  |  |  |  |

The $p$-value reflects the significance of orthogonal factors. The factor with a smaller $p$-value indicates it has a more significant influence on the experimental results. The $p$-values of rake angle, DoC, feed rate, and laser power are $0.021,0.402,0.514$, and 0.269 respectively. In particular, the ANOVA results declare that the blank group has a larger influence than the DoC and feed rate, indicating their effect is not significant within the designed parameter range. The contribution rate of rake angle and laser power counts $48.85 \%$ and $14.42 \%$, respectively. It is evident that the rake angle and laser power are the main factors affecting the surface roughness during the binderless WC machining, and that the rake angel of diamond tool is the most influential factor.

### 4.1.2. Analysis of the Signal-to-Noise Ratio and Mean Value

The $\mathrm{S} / \mathrm{N}$ ratio is an important index of the Taguchi design robustness. A reasonable parameter combination with a minimize noise factor effect can be selected through the results analysis, thereby ensuring the stability of the machining process. If the value of the signal-to-noise ratio $(\mathrm{S} / \mathrm{N})$ is larger, the effect of the experimental noise factor under this parameter value is smaller. In this study, the surface roughness is chosen as the evaluated index and desired to be small. Thus, the principle of the smaller-the-better was adopted in the $\mathrm{S} / \mathrm{N}$ ratio analysis. The effects of individual factors on the surface roughness characteristics were analyzed as listed in Table 5. The analysis results indicate that the parameter combination of $-25^{\circ}$ rake angle, $6 \mu \mathrm{~m}$ DoC, $1 \mu \mathrm{~m} / \mathrm{rev}$ feed rate, and 10 W laser has minimal effect of noise factor as shown in Figure 5. The delta of the blank group presents the smallest value ( 3.12 dB ), verifying the validity of the experiment design.

Table 5. Response table for mean surface roughness

| Control Factors | Level 1 | Level 2 | Level 3 | Level 4 | Level 5 | Delta | Row Rank |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean of S/N ratio (dB) |  |  |  |  |  |  |
| Rake angle | -26.22 | -28.08 | -24.86 | -29.88 | -36.15 | 11.30 | 1 |
| DoC | -28.26 | -29.01 | -31.98 | -26.70 | -29.23 | 5.28 | 2 |
| Feed rate | -28.86 | -25.75 | -30.08 | -30.36 | -30.14 | 4.61 | 3 |
| Laser power | -28.76 | -27.77 | -27.04 | -30.05 | -31.56 | 4.52 | 4 |
| Blank group | -30.48 | -29.63 | -28.26 | -29.45 | -27.36 | 3.12 | 5 |
| Mean of surface roughness (nm) |  |  |  |  |  |  |  |
| Rake angle | 21.00 | 28.40 | 18.80 | 39.80 | 66.20 | 47.40 | 1 |
| DoC | 31.20 | 30.40 | 48.80 | 25.80 | 38.00 | 23.00 | 3 |
| Feed rate | 34.80 | 22.80 | 33.60 | 44.00 | 39.00 | 21.20 | 4 |
| Laser power | 33.00 | 27.20 | 25.40 | 36.80 | 51.80 | 26.40 | 2 |
| Blank group | 46.4 | 33.20 | 27.80 | 32.80 | 34.00 | 18.60 | 5 |



Figure 5. Main effect of mean $\mathrm{S} / \mathrm{N}$ ratios corresponding to the surface roughness.
In order to optimize the experimental parameters, the statistical results of factor impact have been analyzed. The mean value and delta of surface roughness for individual factors at the same level have been calculated as summarized in Table 5. In particular, the delta of the blank group has the biggest value, verifying the experiment validity again. The experimental results declare the $-25^{\circ}$ tool rake angle has the minimum surface roughness as shown in Figure 6a. The negative rake angle introduces large hydrostatic stress, which is beneficial for the high-pressure phase transformation of hard and brittle materials [23] and has much better results than zero-rake angle tools. However, the large negative rank angle tool can also bring the difficulty of chip removal and large cutting force which also result in the deteriorating machining quality. Besides, the $6 \mu \mathrm{~m}$ DoC has a lower surface roughness as shown in Figure 6b. However, the DoC effect of the experiment has obvious randomicity, indicating the DoC has a slight influence on the surface roughness within the given level range. On the other hand, $1.0 \mu \mathrm{~m} / \mathrm{rev}$ is thought to be the optimal feed rate of binderless WC machining as shown in Figure 6c. The small feed rate makes the undeformed chip thickness (UCT) smaller than the critical DBT depth of WC. However, the smallest feed rate level ( $0.5 \mu \mathrm{~m} / \mathrm{rev}$ ) is so small that resulted in UCT is likely to smaller than the tool edge radius and brings a large effective negative rake angle [24]. Moreover, the optimal surface quality was obtained with 10 W laser power as shown in Figure 6d. There is obvious thermal damage and deteriorate machining quality under 20 W laser power as shown in Figure 7a. Furthermore, since the laser heating locally, there are some stuck high-temp chips on the machined WC surface. The stuck chip can be removed by the polishing process but not work for wipe as shown in Figure 7b. From this discussion, it can be concluded that the optimal parametric combination for minimum surface roughness was the group of the $-25^{\circ}$ tool rake angle, $6 \mu \mathrm{~m} \mathrm{DoC}$, $1.0 \mu \mathrm{~m} / \mathrm{rev}$ feed rate, and 10 W laser power, which is consistent with the result of $\mathrm{S} / \mathrm{N}$ ratio analyze.


Figure 6. Surface roughness correlation with the variation of (a) rake angle, (b) DoC, (c) feed rate, and (d) laser power.

(a)

(b)

Figure 7. Laser microscope images of (a) thermal damage area under 20 W laser; (b) high-temp chip stuck on the machined surface.

### 4.2. Mold Insert and Molded Glass Quality

With the obtained optimal parameters, two concave mold inserts with ideal surface quality have been machined on binderless WC via the self-developed LAT system as shown in Figure 8a. The inserts possess a 1.62 mm diameter concave aspherical surface and 0.4 mm width platform. Two inserts were machined using the same diamond tool seven times to verify the parametric stability. In order to verify the mold inserts' quality, the PGM experiment was performed on an aspherical lens molding machine (DTK-LMR-3300 V2, Daehoteck, Changwon-si, Korea). The glass selected for the molding experiment was a moldable glass (D-ZLAF52LA, CDGM, Chengdu, China), whose transition temperature is $546^{\circ} \mathrm{C}$. Molded lenses were produced under 0.3 Mpa pressure and $586^{\circ} \mathrm{C}$ temperature as shown in Figure 9a.


Figure 8. In-LAT machined mold inserts, (a) the measured mold surface morphology, (b) the fringe area, (c) central area, and (d) outer platform area.


Figure 9. Molded lenses (a) the molded lenses, (b) the measured surface morphology of the central region.

### 4.2.1. Surface Finish

Both the mold inserts and molded lenses with homogeneous quality are achieved, and the surface morphology was measured by a white light interferometer (S Neox, Sensofar, Barcelona, Spain). The $20 \times$ objective lenses were used under the VSI measurement mode for the moderate scanning field $\left(0.340 \times 0.283 \mu \mathrm{~m}^{2}\right)$. The measurement data has also been disposed with the $80 \mu \mathrm{~m}$ high-pass filter to remove the intermediate frequency signal introduced by the surface form. The edge part is clipped to suppress the edge effect of filtering. Furthermore, the fringe area of mold inserts possesses the surface roughness of $S a 3.06 \mathrm{~nm}$ as shown in Figure 8 b. The center area presents larger surface roughness $S a$ 3.26 nm owing to the tool setting error and slow cutting speed as shown in Figure 8c. Moreover, the smaller field $\left(0.176 \times 0.154 \mu^{2}\right.$ ) has been measured with $S a 3.13 \mathrm{~nm}$ as shown in Figure 8 d on the platform of mold insert owing to the narrow width of the platform. The molded glass optics have homogeneous quality with the mold insert as shown in Figure 9b, with the ideal surface quality of $S a$ 3.21 nm .

### 4.2.2. Form Error

The form error of mold inserts and molded lenses were measured using a form measurement instrument (UA3P-300, Panasonic, Osaka, Japan). The diamond probe with a radius of $2 \mu \mathrm{~m}$ was used to scan the optics at a scanning speed of $0.2 \mathrm{~mm} / \mathrm{s}$. Since almost half part of the laser beam total reflect on the tool rake face and absorbed by the tool holder as shown in Figure 4, the tool holder is heated continuously during the In-LAT machining process, thereby introducing inevitable thermal expansion, and then resulted in poor alignment accuracy. The introduced tool setting error makes the form error of mold insert is not ideal with PV $0.757 \mu \mathrm{~m}$ as shown in Figure 10. The molded lenses also present a complementary form error pattern with PV $0.814 \mu \mathrm{~m}$, which is unqualified for the practical application.

(a)

Figure 10. Cont.

(b)

Figure 10. The form error of (a) the mold inserts and (b) molding lenses.

## 5. Conclusions

The laser power heating temperature was analyzed with the numerical calculation and FEA model firstly, acquiring the approximate range of optimal laser power. The orthogonal In-LAT experiment with the statistical analysis method of AVONA, $\mathrm{S} / \mathrm{N}$ ratio, and range analysis was conducted to study the effect of tool rake angle, machining DoC, feed rate, and laser power. The optimal parametric combination for minimum surface roughness and maximal $\mathrm{S} / \mathrm{N}$ ratio was achieved using the $-25^{\circ}$ tool rake angle, $6 \mu \mathrm{~m}$ DoC, $1.0 \mu \mathrm{~m} / \mathrm{rev}$ feed rate, and 10 W laser power. With the optimal parameters, the mold inserts with ideal surface quality were machined on the binderless WC based on the self-developed In-LAT system. The PGM experiment was performed subsequently to verify the mold inserts' quality. The experiment results indicate that surface roughness of 3.26 nm and 3.21 nm in Ra have been achieved on the central area of inserts and lenses respectively, verifying the superiority and robustness of the optimal parametric combination. The form error of insert and lenses with PV $0.757 \mu \mathrm{~m}$ and PV $0.814 \mu \mathrm{~m}$ were obtained respectively, which has room for further improvement in the following investigation.

Author Contributions: Conceptualization, investigation, methodology, data curation, writing-original draft preparation, K.Y.; conceptualization, methodology, writing-review and editing, supervision, project administration, funding acquisition, F.F.; validation and formal analysis, G.Y.; validation and formal analysis, Y.Z. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded by the National Key Research \& Development Program (no. 2016YFB1102203), the National Natural Science Foundation of China (no. 61635008), and the '111' project conducted by the State Administration of Foreign Experts Affairs and the Ministry of Education of China (no. B07014).
Acknowledgments: The authors would like to express their sincere thanks to Yongxu Xiang, Jiaming Dong, and Zhen Li for their assistance in the preparation of the experiments.
Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

## References

1. Roeder, M.; Guenther, T.; Zimmermann, A. Review on Fabrication Technologies for Optical Mold Inserts. Micromachines 2019, 10, 233. [CrossRef] [PubMed]
2. Yan, G.P.; Fang, F.Z. Fabrication of optical freeform molds using slow tool servo with wheel normal grinding. Cirp Ann. 2019, 68, 341-344. [CrossRef]
3. Fähnle, O.; Doetz, M.; Dambon, O.; Klocke, F.; Vogt, C.; Rascher, R. Ductile mode single point diamond turning (SPDT) of binderless tungsten carbide molds. In Proceedings of the Optical Manufacturing and Testing XII, San Diego, CA, USA, 20-22 August 2018. [CrossRef]
4. Doetz, M.; Dambon, O.; Klocke, F.; Fähnle, O. Influence of coolant on ductile mode processing of binderless nanocrystalline tungsten carbide through ultraprecision diamond turning. In Proceedings of the SPIE Optical Engineering + Applications, San Diego, CA, USA, 9-13 August 2015. [CrossRef]
5. Wang, J.S.; Fang, F.Z.; Yan, G.P.; Guo, Y. Study on diamond cutting of ion implanted tungsten carbide with and without ultrasonic vibration. Nanomanuf. Metrol. 2019, 2, 177-185. [CrossRef]
6. Fang, F.Z. Atomic and close-to-atomic scale manufacturing: Perspectives and measures. Int. J. Extrem. Manuf. 2020, 2, 030201. [CrossRef]
7. Mathew, P.T.; Rodriguez, B.J.; Fang, F.Z. Atomic and Close-to-Atomic Scale Manufacturing: A Review on Atomic Layer Removal Methods Using Atomic Force Microscopy. Nanomanuf. Metrol. 2020, 16, 1-20. [CrossRef]
8. You, K.Y.; Yan, G.P.; Luo, X.C.; Gilchrist, M.D.; Fang, F.Z. Advances in laser assisted machining of hard and brittle materials. J. Manuf. Process. 2020, 58, 677-692. [CrossRef]
9. Song, H.W.; Dan, J.Q.; Li, J.L.; Du, J.; Xiao, J.F.; Xu, J.F. Experimental study on the cutting force during laser-assisted machining of fused silica based on the Taguchi method and response surface methodology. J. Manuf. Process. 2019, 38, 9-20. [CrossRef]
10. Ravindra, D.; Ghantasala, M.K.; Patten, J. Ductile mode material removal and high-pressure phase transformation in silicon during micro-laser assisted machining. Precis. Eng. 2012, 36,364-367. [CrossRef]
11. Langan, S.M.; Ravindra, D.; Mann, A.B. Process parameter effects on residual stress and phase purity after microlaser-assisted machining of silicon. Mater. Manuf. Process. 2018, 33, 1578-1586. [CrossRef]
12. Chen, X.; Liu, C.L.; Ke, J.Y.; Zhang, J.G.; Shu, X.W.; Xu, J.F. Subsurface damage and phase transformation in laser-assisted nanometric cutting of single crystal silicon. Mater. Des. 2020,190, 108524. [CrossRef]
13. Langan, S.M.; Ravindra, D.; Mann, A.B. Mitigation of damage during surface finishing of sapphire using laser-assisted machining. Precis. Eng. 2019, 56, 1-7. [CrossRef]
14. Park, S.S.; Wei, Y.; Jin, X.L. Direct laser assisted machining with a sapphire tool for bulk metallic glass. CIRP Ann. 2018, 67, 193-196. [CrossRef]
15. Kang, D.; Navare, J.; Su, Y.; Zaytsev, D.; Shahinian, H. Observations on Ductile Laser Assisted Diamond Turning of Tungsten Carbide. In Proceedings of the Freeform Optics, Washington, DC, USA, 10-12 June 2019. [CrossRef]
16. Suthar, K.J.; Patten, J.; Dong, L.; Abdel-Aal, H. Estimation of Temperature Distribution in Silicon During Micro Laser Assisted Machining. In Proceedings of the ASME 2008 International Manufacturing Science and Engineering Conference collocated with the 3rd JSME/ASME International Conference on Materials and Processing, Evanston, IL, USA, 7-10 October 2008. [CrossRef]
17. Li, J.F.; Li, L.; Stott, F.H. Comparison of volumetric and surface heating sources in the modeling of laser melting of ceramic materials. Int. J. Heat Mass Transf. 2004, 47, 1159-1174. [CrossRef]
18. Shang, Z.D.; Liao, Z.R.; Sarasua, J.A.; Billingham, J.; Dragos, A. On modelling of laser assisted machining: Forward and inverse problems for heat placement control. Int. J. Mach. Tools Manuf. 2019, 138, 36-50. [CrossRef]
19. Dai, H.F.; Li, S.B.; Chen, G.Y. Comparison of subsurface damages on mono-crystalline silicon between traditional nanoscale machining and laser-assisted nanoscale machining via molecular dynamics simulation. Nucl. Instrum. Methods Phys. Res. B 2018, 414, 61-67. [CrossRef]
20. Kurgin, S.; Dasch, J.M.; Simon, D.L.; Zou, B.Q. Evaluation of the convective heat transfer coefficient for minimum quantity lubrication (MQL). Ind. Lubr. Tribol. 2012, 64, 376-386. [CrossRef]
21. Romero, P.A.; Anciaux, G.; Molinari, A.; Molinari, J.F. Insights into the thermo-mechanics of orthogonal nanometric machining. Comput. Mater. Sci. 2013, 72, 116-126. [CrossRef]
22. Fedoseev, D.V.; Vnukov, S.P.; Bukhovets, V.L.; Anikin, B.A. Surface graphitization of diamond at high temperatures. Surf. Coat. Technol. 1986, 28, 207-214. [CrossRef]
23. Gilman, J.J. Insulator-metal transitions at microindentations. J. Mater. Res. 1992, 7, 535-538. [CrossRef]
24. Fang, F.Z.; Wu, H.; Liu, Y.C. Modelling and experimental investigation on nanometric cutting of monocrystalline silicon. Int. J. Mach. Tools Manuf. 2005, 45, 1681-1686. [CrossRef]

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.
© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

## Article

# Jet Electrochemical Micromachining of Micro-Grooves with Conductive-Masked Porous Cathode 

Guochao Fan ${ }^{1}$, Xiaolei Chen ${ }^{1, *}$ (D) , Krishna Kumar Saxena ${ }^{2}$, Jiangwen Liu ${ }^{1, *}$ and Zhongning Guo ${ }^{1}$<br>1 School of Electromechanical Engineering, Guangdong University of Technology, Guangzhou 510016, China; gcfangdut@163.com (G.F.); znguo@gdut.edu.cn (Z.G.)<br>2 Department of Mechanical Engineering, KU Leuven, 3001 Leuven, Belgium; krishna.saxena@kuleuven.be<br>* Correspondence: xlchen@gdut.edu.cn (X.C.); fejwliu@scut.edu.cn (J.L.)

Received: 24 April 2020; Accepted: 29 May 2020; Published: 30 May 2020


#### Abstract

Surface structures with micro-grooves have been reported to be an effective way for improving the performance of metallic components. Through-mask electrochemical micromachining (TMEMM) is a promising process for fabricating micro-grooves. Due to the isotropic nature of metal dissolution, the dissolution of a workpiece occurs both along the width and depth. Overcut is generated inevitably with increasing depth, which makes it difficult to enhance machining localization. In this paper, a method of electrochemical machining using a conductive masked porous cathode and jet electrolyte supply is proposed to generate micro-grooves with high machining localization. In this configuration, the conductive mask is directly attached to the workpiece, thereby replacing the traditional insulated mask. This helps in achieving a reduction in overcut and an improvement in machining localization. Moreover, a metallic nozzle is introduced to supply a jetted electrolyte in the machining region with enhanced mass transfer via a porous cathode. The simulation and experimental results indicate that as compared with an insulated mask, the use of a conductive mask weakens the electric field intensity on both sides of machining region, which is helpful to reduce overcut and enhance machining localization. The effect of electrolyte pressure is investigated for this process configuration, and it has been observed that high electrolyte pressure enhances the mass transfer and improves the machining quality. In addition, as the pulse duty cycle is decreased, the dimensional standard deviation and roughness of the fabricated micro-groove are improved. The results suggest the feasibility and reliability of the proposed method.


Keywords: micro-groove; electrochemical machining; porous cathode; conductive mask; machining localization; dimensional uniformity

## 1. Instruction

Together with the development of modern micromanufacturing technologies, the requirements for multiple product function integration and structure miniaturization are becoming more important. Therefore, with an increasing demand of microstructures in industrial applications, there is a recent surge in the research on micro-scale features, which have received extensive attention from both academia and industry [1,2]. As a typical example of surface texture, micro-grooves are widely used in fuel cells, cutting tools, hydrodynamic bearings and heat transfer. For example, micro-grooves prepared on the bipolar plate of proton exchange membrane fuel cells (PEMFC) have a significant impact on the performance and operation efficiency, thereby serving the purpose of increasing the output power density of fuel cells [3,4]. Micro-grooved textures can be fabricated on the surface of
cutting tools, which can improve the cutting performance and service life, since it reduces the contact length between chips and cutters, storing lubricant and slowing tool wear [5,6]. Owing to the positive impact on lubrication performance, hydrodynamic bearings textured with micro-grooves have better stability and anti-wear property $[7,8]$.

In recent years, many scholars have conducted extensive research on the efficient fabrication of micro-groove surface structures. The common methods for the fabrication of micro-grooves include micro milling [9], laser machining [10], and micro-electrical discharge machining [11], etc. The application of micro-machining is limited by the hardness of the workpiece, tool strength at diameters $<100 \mu \mathrm{~m}$, tool wear, and tool vibration, which affects the surface quality. Laser processing can make the workpiece surface prone to severe deterioration layers and micro-cracks, and it is difficult to guarantee the machining accuracy of dimension. Micro-electrical discharge machining suffers from the heat-affected zone around the metallographic structure, electrode wear, and machining cost. Compared with these methods, electrochemical machining (ECM) is more suitable in the micromachining domain for the manufacturing of micro-profiles, thin-walled parts, and other difficult machining process. There are unique advantages of ECM over other micro-machining techniques, such as no heat-affected zone, no tool wear, independent of workpiece hardness, and high surface finish, which is a contactless process for metallic material dissolution [12,13].

Jet electrochemical machining (JEM) sprays high-speed electrolyte from the metal nozzle to the surface of the workpiece, which helps to generate deep micro-grooves, since the velocity of the electrolyte and the mass transfer effect of the machining process are improved. Natsu et al. [14] developed an algorithm to control the scanning speed of the nozzle by superimposition and generated micro-groove arrays on the plane and the cylindrical surface. Hackert-Oschätzchen et al. [15] applied the JEM process to fabricate microchannels with a width of $200 \mu \mathrm{~m}$ and a depth of $60 \mu \mathrm{~m}$ by controlling the trajectory of nozzle with inner diameter of $100 \mu \mathrm{~m}$. Mitchell-Smith et al. [16,17] explored the difference in groove profile and resultant surface finish by changing the inclination angle of the nozzle. However, JEM always suffers from stray corrosion at the edges of micro-grooves and has limitations in micromanufacturing due to hydraulic jump phenomenon and difficulty in fabricating suitable nozzles with small inner diameter [18]. Through-mask electrochemical micromachining (TMEMM) is also an effective approach to fabricate surface microstructures. In the standard TMEMM, the surface of each workpiece is coated with a patterned mask prepared by the lithography process. Based on the electrochemical reaction, the exposed regions of the workpiece surface are dissolved [19]. Zhou et al. [20] employed the TMEMM process to generate micro-grooves ranging 148.5 to $258.6 \mu \mathrm{~m}$ in width and 17.6 to $58.0 \mu \mathrm{~m}$ in depth on the surface of phosphor bronze alloy. They used a mask with a $110 \mu \mathrm{~m}$ wide micro-slit and studied the effect of different machining parameters on the dimensions and morphology of micro-grooves. Overcut in TMEMM is generated inevitably due to the isotropic nature of metal dissolution. It should be noted that the photoresist on the workpiece surface needs to be removed after TMEMM, and therefore it is not reusable. Zhu et al. [21] developed a modified TMEMM process, which replaced the photoresist layer with a re-usable mask and reduced the processing cost. Qu et al. [22] proposed a modified microscale pattern transfer by employing a re-usable cathodic tool carrying the dry-film mask. Wang et al. [23] explored the applicability of electrochemical pattern transfer machining (ECPTM) to fabricate micro-grooves and performed a simulation analysis. It is worth pointing out that ECPTM also suffers from severe stray corrosion on both sides of the micro-groove due to the unprotected surface of the workpiece. Zhang et al. [24] developed a sandwich-like electrochemical micromachining (SLEMM) technology for reducing overcut and improving the dimensional uniformity of micro-dimples by enabling uniform distribution of the electric field in the machining region. However, the generation of bubbles and accumulation of insoluble products in the machining region suppress the dissolution of the workpiece.

In order to evacuate bubbles and some insoluble electrolytic products as well as optimize the cathode structure of conventional SLEMM, Zhang et al. [25] proposed a process scheme of the open reaction unit by using a porous cathode. Ming et al. [26] analyzed and verified the electric field
distribution characteristics of the above method and fabricated micro-dimples arrays of dimensional uniformity on the cylindrical workpiece surface. Stray corrosion is an unavoidable phenomenon in TMEMM. The auxiliary anode was proposed to reduce the marginal effect of the electric field on the workpiece, thereby improving the machining accuracy of the microstructure [27]. Chen et al. [28] developed a method of JEM with a conductive mask to generate micro-dimples, which evidently reduced the overcut and enhanced the machining localization.

The literature has shown the impact of processing technology on the fabrication of microstructures. For the electrochemical machining of micro-grooves, the key to improve the machining quality is to enhance the mass transfer effect in the machining region and reduce overcut to heighten the localization. In previous research [29], we have proposed a method of electrochemical machining of micro-grooves with masked porous cathode, the influence of different flow modes on the machining process was investigated, and a jet flow mode was optimized at last, which could improve the machining efficiency and dimensional uniformity. However, the undercut of micro groove is unavoidable due to the isotropy of material when the traditional insulated mask was used, which reduced the machining localization. In this paper, a conductive masked porous cathode with jet electrolyte supply is proposed (Figure 1) for the fabrication of micro-grooves. The conductive mask is introduced to be directly and firmly attached to the workpiece, replacing the original insulated mask, so that the conductive mask had the same potential as the workpiece. This will weaken the electric field intensity on both sides of the micro-grooves, thereby achieving the purpose of reducing overcut. Moreover, a metallic nozzle is used to increase the flow rate of the electrolyte in the machining region and enhance mass transfer. In this paper, the distribution of the electric field in the machining region is analyzed by establishing a simulation model with different masks, and the evolution processes of the micro-groove profile is predicted as well. The feasibility of the method is reported. Combining with the experimental results, the effect of electrolyte pressure and pulse duty cycle on the fabrication of micro-grooves are analyzed.


Figure 1. The schematic diagram of jet machining with a conductive masked porous cathode.

## 2. Description of the Method and Numerical Simulation

### 2.1. Description of the Method

Due to relatively larger machining gap in the conventional TMEMM, the mass transfer is promoted. On the other hand, by minimizing the inter-electrode gap, the electric field distribution between the electrodes is uniformly distributed, and the dimensional uniformity is improved. Figure 1 shows a schematic diagram of the jet machining of micro-grooves by using a conductive masked porous cathode. One side of the insulated layer is attached with the porous metal, while the other side is bonded to the conductive mask as a whole, which is covered on the workpiece, and thus the machining region is restrained in a closed unit. The porous metal is used as a cathode and mass transport medium. The columnar pressurized electrolyte is ejected toward the porous cathode from the nozzle, which can
provide a high electrolyte velocity to infiltrate into the whole machining region through the porous cathode. A micro-groove can be generated when sufficient voltage is applied between the porous cathode and workpiece. The processing condition in the whole machining region can be improved by controlling the reciprocating motion of the nozzle, which is helpful for the removal of the electrolytic product as well as for the renewal of the electrolytes. After processing, the porous cathode and mask can be re-used, and it could reduce the processing cost as well as improve the machining efficiency.

### 2.2. Numerical Simulation

In this study, both the porous cathode and the conductive mask were introduced. For comparative analysis, the electric field distribution in the machining region was investigated with both insulated and conductive masks by establishing a mathematical simulation model, and the evolved shape of the micro-groove was predicted.

### 2.2.1. Model Building

Since only small potential gradients are expected in the metallic electrodes due to the high conductivities, the electrode domains are not included in the model. The insulated layer is electrochemically inert, and hence it is not included either. The only modeled domain is the electrolyte. By simplifying the process model, the 2D electric field simulation model of the machining region is established in the inter-electrode gap, as shown in Figure 2. $H_{1}$ and $H_{2}$ denote the thickness of insulated layer and mask, respectively. $W$ is the width of the micro-slot of the mask. Considering that the anode voltage during actual processing is distributed over the entire workpiece, a small virtual area with a length of $400 \mu \mathrm{~m}$ and height of $5 \mu \mathrm{~m}$ is added at anode end, which also makes boundary 6 move properly without mesh distortion.

According to electric field theory, the electric potential $\varphi$ is governed by Laplace's equation [30]:

$$
\begin{equation*}
\nabla^{2} \varphi=0 \tag{1}
\end{equation*}
$$

According to Ohm's law, the current density, $\vec{i}$, can be evaluated as follows:

$$
\begin{equation*}
\vec{i}=\sigma \vec{E} \tag{2}
\end{equation*}
$$

where $\sigma$ is the electrolyte conductivity and $\vec{E}$ is the electric field intensity on the workpiece.
According to Faraday's Law, the rate of material dissolution, $\vec{v}$, can be expressed as follows:

$$
\begin{equation*}
\vec{v}=\eta \omega \vec{i}=\eta \omega \sigma \vec{E} \tag{3}
\end{equation*}
$$

where $\eta$ represents the current efficiency and $\omega$ represents the volumetric electrochemical equivalent of the material.


Figure 2. The 2D model of electrochemical machining (ECM) with a masked porous cathode.

In this study, the current efficiency can be expressed as follows [31]:

$$
\begin{equation*}
\eta(i)=\frac{0.85}{\left(1+e^{(10-i) / 6}\right)}-0.1 \tag{4}
\end{equation*}
$$

To simplify the model of the electric field established in the machining process, the following assumptions are made:

1. The reaction surface of porous cathode is considered as a solid flat surface, ignoring the internal porous structure.
2. The potential loss due to the electrochemical reaction is ignored, and Ohm's law and charge balance are used to calculate the current in the electrolyte and electrode.
3. The conductivity of the electrolyte, $\sigma$, is constant.
4. The concentration gradient in the bulk electrolyte is negligible.

In the model, the primary current distribution is used to calculate the electric field intensity. The domain of computational interest in the model is the zone of electrolyte. Boundary 1, whose external potential is set to 0 V (ground), is the cathode reaction surface (porous cathode surface). Boundary 6 is the anode reaction surface (workpiece surface), which is dissolved during the electrochemical reaction process, and its external potential is set to $U$. With a conductive mask, Boundaries 3-4 and 8-9 are set to the electric potential of $U$. Correspondingly, they are set to electric insulation with an insulated mask, and the other undefined boundaries are set as electric insulation.

By coupling the primary current distribution and deformed geometry module, the process of material dissolution was simulated. Combining Equations (3) and (4), deformation of Boundary 6 can be obtained. Then, the evolved shape of the micro-groove profile is described. In this model, the boundaries are set as follows:

$$
\left\{\begin{array}{l}
\left.\frac{d_{x}}{d_{t}} \right\rvert\, \Gamma_{2,3,5,7,9,10}=0  \tag{5}\\
\left.\frac{d_{y}}{d_{t}} \right\rvert\, \Gamma_{1,4,8}=0 \\
\left.\frac{\partial(x, y)}{\partial_{n} \partial_{t}} \right\rvert\, \Gamma_{6}=v_{n}
\end{array}\right.
$$

where $v_{n}$ represents the normal anodic dissolution rate on the workpiece in Boundary 6 .
The parameters used in the simulation are listed in Table 1. The model is solved on a commercial finite element platform COMSOL ${ }^{\circledR}$ Multiphysics software version 5.4.

Table 1. The parameters set for the simulation.

| Parameters | Value |
| :---: | :---: |
| Thickness of the insulated layer, $H_{1}$ | $100 \mu \mathrm{~m}$ |
| Thickness of the mask, $H_{2}$ | $100 \mu \mathrm{~m}$ |
| Width of the micro-slot, $W$ | $200 \mu \mathrm{~m}$ |
| Electrolyte conductivity, $\sigma$ | $12 \mathrm{~S} / \mathrm{m}$ |
| Volumetric electrochemical equivalent, $\omega$ | $0.035 \mathrm{~mm} /(\mathrm{A} \cdot \mathrm{s})$ |
| Electric potential, $U$ | 35 V |

### 2.2.2. Simulation Results

The initial electric field distribution on the exposed workpiece surface simulated using conductive and insulated masks is shown in Figure 3. It can be seen that the electric field intensity using an insulated mask is greater than that obtained with a conductive mask at each position. The electric field intensity using the conductive mask is gradually increased from the edge to the center in the machining region. Correspondingly, with the insulated mask, the electric field intensity is quickly transitioned from the minimum value at the edge to the maximum constant value in the middle region. By observing the magnitude of the electric field intensity value, it can be inferred that the dissolution
rate of the material is proportional to the electric field intensity according to Equations (2)-(4). In process terms, this means that more material is dissolved at the region toward edges with the insulated mask, while this is not the case when the conductive mask is used.


Figure 3. Electric field intensity on the workpiece surface using different masks.
Figure 4 shows the simulation results for grooves generated with the same depth of $45 \mu \mathrm{~m}$ using conductive and insulated masks, respectively. It can be seen that while using an insulated mask, the groove is much wider than those obtained with a conductive mask. This is a strong indication that the machining localization can be enhanced with the conductive mask.


Figure 4. Simulation results using different masks. (a) Using the conductive mask; (b) Using the insulated mask.

In order to further analyze the differences in the micro-grooves fabricated using different masks, simulations were conducted at different depths to compare the change in width. Figure 5 shows cross-section profiles of micro-grooves generated at different depths ( $15 \mu \mathrm{~m}, 25 \mu \mathrm{~m}, 35 \mu \mathrm{~m}$, and $45 \mu \mathrm{~m}$ ). The profiles also reflect the evolution process of micro-grooves with a conductive mask and insulated mask. As the depth of the micro-grooves fabricated with an insulated mask is increased, the width also increases. Correspondingly, with a conductive mask, there was only a small increase in the width, even at higher depths. Moreover, at the same depth, the width of micro-grooves generated with a conductive mask was smaller than that of using an insulated mask. The phenomenon can be explained as follows.

The electric field is confined to a closed machining region with the proposed method. For the use of the insulated mask, the electric field is formed directly by a porous cathode and workpiece anode. It can be seen from Figure 3 that the electric field intensity is larger compared with the conductive mask. According to Equation (3), although the electric field intensity at the center of the machining region is much greater than the edges, the material of the width direction is also dissolved to a certain extent with the increase of depth. Correspondingly, for the use of the conductive mask, the conductive mask has the same potential as the workpiece anode, so that the electric field also is formed by a conductive
mask and porous cathode, which weakens the electric field intensity on the workpiece edge surface of the machining region. Furthermore, the width growth range is even smaller compared with the depth increasing. Through comparative analysis, the use of a conductive mask is more helpful to reduce the overcutting and improve the machining localization.


Figure 5. Cross-section profiles of micro-grooves with different masks.

## 3. Experimental

The developed experimental system is schematically shown in Figure 6. It consists of a servo-control feed unit, platform control unit, electrolyte circulation system, and power supply. The conductive porous cathode and workpiece were fixed on the $X / Y$ stage by a special fixture. The nozzle was clamped on the Z-axis by the holder. The motion route and speed of the nozzle were controlled along the position of the through-mask above the porous cathode. The electrolyte circulating system could realize the reuse of an electrolyte and ensure the refreshing of gap conditions through the recirculation of an electrolyte. In the end, the micro-groove could be fabricated by applying a sufficient voltage.


Figure 6. Schematic of an experimental system.
In this experiment, a porous copper plate was introduced as a porous cathode (Figure 7a), and a platinum sheet with a thickness of $100 \mu \mathrm{~m}$ was employed as the conductive mask, which showed a high chemical inertness and could not be dissolved during machining. The micro-slot with a length of 20 mm and a width of $200 \mu \mathrm{~m}$ in the mask was prepared by a micro-electrical discharge process (shown in Figure 7b). The flexible insulated layer was made of epoxy resin with a thickness of $100 \mu \mathrm{~m}$. During the electrochemical machining, the nozzle was reciprocated once, and a nozzle with an inner diameter of 2 mm was utilized. The nozzle is moved 1 mm away from the porous cathode. The main experiment parameters are listed in Table 2. In our previous research, we have found that increasing the reciprocating motion number (increasing the moving speed of nozzle) could reduce the machining roughness in high machining voltage (high current density), but it has little influence on the machining roughness in low voltage (low current density), because there was less electrolytic product [29]. According to the simulation result in Figure 3, it is found that with a conductive mask, the electric field
intensity on the workpiece is quite lower than that with an insulated mask, which means a low current density on workpiece during machining. According to the previous research result, the influence of the reciprocating motion number on the roughness would not be obvious due to the low current density, and our pre-experiments have also proved it, thus one reciprocating motion of a nozzle was used in this study.


Figure 7. The image of conductive masked porous cathode. (a) Porous cathode; (b) Conductive mask.
Table 2. Experimental machining parameters.

| Parameters | Value |
| :---: | :---: |
| Electrolyte concentration | $12 \%(\mathrm{wt} \%), \mathrm{NaNO}_{3}$ |
| Electrolyte temperature, $T$ | $25^{\circ} \mathrm{C}$ |
| Inner diameter of nozzle, $d$ | 2 mm |
| Electrolyte pressure, $P_{i n}$ | $0.2,0.4,0.6,0.8 \mathrm{MPa}$ |
| Thickness of the porous cathode, $T_{1}$ | 3 mm |
| Porosity of the porous cathode, $\varepsilon_{p}$ | 0.95 |
| Thickness of the insulated layer, $T_{2}$ | $100 \mu \mathrm{~m}$ |
| Thickness of the conductive mask, $T_{3}$ | $100 \mu \mathrm{~m}$ |
| Length of the micro-slit, $L$ | 20 mm |
| Width of the micro-slit, $W$ | $200 \mu \mathrm{~m}$ |
| Reciprocating motion number of the nozzle, $N$ | 1 |
| Applied voltage with the insulated mask, $U_{1}$ | 10 V |
| Applied voltage with the conductive mask, $U_{2}$ | 35 V |
| Pulse duty cycle, $\varepsilon$ | $20 \%, 40 \%, 60 \%, 80 \%$ |
| Pulse frequency, $f$ | 1 kHz |
| Machining time with the insulated mask $\left(t_{\mathrm{on}}\right), t_{1}$ | 10 s |
| Machining time with the conductive mask $\left(t_{\mathrm{on}}\right), t_{2}$ | 20 s |
| Workpiece material | Stainless steel 304 |
| Metallic nozzle material | Stainless steel 304 |

A hall current sensor was used to detect the current signal, and a data acquisition card (NI 9222, Austin, TX, USA) was introduced to record current with a sampling frequency of 100 kHz . In order to analyze the repeatability of fabrication of a micro-groove with diffident parameters, each set of experimental parameters was repeated twice. Seven points were measured for each micro-groove, the average value of the two micro-grooves was obtained, and the standard deviation (SD) was used to evaluate the dimensional uniformity of a micro-groove. The profiles and bottom roughness of micro-grooves were measured using a confocal laser-scanning microscope (CLSM, Olympus LEXT OLS4000, Tokyo, Japan).

## 4. Results and Discussion

### 4.1. Comparison of Micro-Grooves Generated with Conductive and Insulated Mask

For the purpose of comparing the difference in the fabrication of micro-grooves with different masks, the experiments were conducted with pulse power supply setting a pulse duty cycle of $20 \%$ and pulse frequency of 1 kHz . Among them, the applied voltage of 10 V and machining time of 10 s with the insulated mask were adopted, and the applied voltage of 35 V and machining time of 20 s with the conductive mask were employed. It should be pointed out that the use of a conductive mask weakens the electric field intensity in the machining region, requiring a larger voltage during processing. The insulated mask and conductive mask with thicknesses of $100 \mu \mathrm{~m}$ were designed with same structure. The width and length of the micro-slot in the masks were $200 \mu \mathrm{~m}$ and 20 mm , respectively.

Figure 8 shows profiles of fabricated micro-grooves with same depth of $45 \mu \mathrm{~m}$ using insulated and conductive masks. It can be seen that the width of the micro-groove was about $319.4 \mu \mathrm{~m}$ by using an insulated mask (Figure 8a). However, when a conductive mask was introduced, the width of the micro-groove was about $227.3 \mu \mathrm{~m}$ (Figure 8 b ). This is an indication that overcut is significantly improved with a conductive mask as compared to using the insulated mask. The etch factor, which is defined as depth/(width of groove-width of mask), increases from 0.75 to 3.3 , and it reflects that the machining localization of the micro-groove is enhanced. Although the experimental profiles show good agreement with the simulation results, the undercut of its width is greater than the simulation result, which reduces the machining accuracy. The main reason for this observation can be that the mask cannot be adhered firmly to the workpiece, which causes the electrolyte to penetrate into the gap between the mask and the workpiece, resulting in overcut along the width.


Figure 8. Profiles of micro-grooves in same depth fabricated with different masks. (a) Using the insulated mask ( $P_{\text {in }}=0.8 \mathrm{MPa}, U=10 \mathrm{~V}, \varepsilon=20 \%, f=1 \mathrm{kHz}, t_{\mathrm{on}}=10 \mathrm{~s}$ ); (b) Using the conductive mask ( $P_{\text {in }}=0.8 \mathrm{MPa}, U=35 \mathrm{~V}, \varepsilon=20 \%, f=1 \mathrm{kHz}, t_{\mathrm{on}}=20 \mathrm{~s}$ ).

It is clear from the above discussions that the undercut using the conductive mask is smaller than that using the insulating mask, showing that the conductive mask can reduce the electric field intensity on both sides of the machining region. On the other hand, the use of a conductive mask requires a higher voltage and a longer time, which reflects that the energy consumption was increased. The following experiments were performed to study the effect of electrochemical machining of micro-grooves using a conductive masked porous cathode and jetted electrolyte.

### 4.2. Micro-Grooves Generated with Different Electrolyte Pressures

In order to investigate the profile of micro-grooves generated at different electrolyte pressure, the experiments were prepared with a PC voltage of 35 V , pulse duty cycle of $20 \%$, pulse frequency of 1 kHz , and machining time of 20 s . Figure 9 shows the cross-section profiles, the 3D profiles, and the bottom profiles of the micro-grooves. It can be seen that the dimensional uniformity of the micro-groove of jet machining using the conductive masked porous cathode is good. As the electrolyte pressure is increased, profiles of micro-grooves become smoother.


Figure 9. The profiles of micro-grooves generated with different electrolyte pressures ( $U=35 \mathrm{~V}, \varepsilon=20 \%$, $f=1 \mathrm{kHz}, t_{\text {on }}=20 \mathrm{~s}$ ).

Figures 10 and 11 show the dimension and roughness of micro-grooves fabricated at different electrolyte pressures, respectively. When the electrolyte pressure is increased from 0.2 MPa to 0.8 MPa , the width increases from $237.3 \pm 4.8 \mu \mathrm{~m}$ to $232.6 \pm 5.7 \mu \mathrm{~m}$ (mean $\pm \mathrm{SD}$ ), the depth increases from $39.2 \pm 4 \mu \mathrm{~m}$ to $46.9 \pm 3.9 \mu \mathrm{~m}$, and the roughness ( Ra ) decreases from $1.13 \mu \mathrm{~m}$ to $0.39 \mu \mathrm{~m}$. It shows that with an increase in electrolyte pressure, the electrolyte pressure helps to make the conductive masked porous cathode adhere better to the workpiece. This reduces the penetration of electrolyte between the mask, and the workpiece and closed electric field is maintained. Consequently, grooves with smaller width and higher depth are obtained, and the standard deviation is maintained at a smaller value. In the case of low electrolyte pressure of 0.2 MPa and 0.4 MPa , the mass transfer of electrolyte became relatively weakened due to the infiltration of insoluble reaction by-products as well as gas bubbles into the porous cathode. This suppressed further electrochemical machining resulting in a poor flat uniformity of the bottom profile along the length direction. Compared with electrolyte pressure of 0.2 MPa and 0.4 MPa , a high electrolyte velocity could be provided around the machining region in the applied electrolyte pressure of 0.6 MPa and 0.8 MPa , which was helpful for refreshing the electrolyte and the evacuation of the insoluble products, bubbles, and heat. The electrochemical machining environment is optimized by reciprocating the nozzle, which could increase the stability of the machining process. Therefore, the prepared micro-groove shows small roughness and high machining quality. The electrolyte pressure was selected to 0.8 MPa in the following experiments.


Figure 10. The dimension of micro-grooves generated with different electrolyte pressures ( $U=35 \mathrm{~V}$, $\varepsilon=20 \%, f=1 \mathrm{kHz}, t_{\text {on }}=20 \mathrm{~s}$ ).


Figure 11. The roughness of micro-grooves generated with different electrolyte pressures ( $U=35 \mathrm{~V}$, $\varepsilon=20 \%, f=1 \mathrm{kHz}, t_{\text {on }}=20 \mathrm{~s}$ ).

### 4.3. Micro-Grooves Generated with Different Pulse Duty Cycles

Besides the electrolyte pressure, the pulse duty cycle also has a significant effect on the fabrication of micro-grooves. The pulse current is helpful to improve the machining accuracy of ECM and to refresh the electrolyte during the pulse-off time. In the above study, the pulse duty cycle of $20 \%$ was utilized. In order to investigate the influence of the pulse duty cycle on the machining process, experiments with different pulse duty cycles were conducted at a voltage of 35 V .

Figure 12 shows the dimensions of the micro-grooves fabricated with different pulse duty cycles at a frequency of 1 kHz and for the same machining time of 20 s . It can be seen that there is an obvious change in the width of the micro-grooves with an increasing pulse duty cycle. The width increases from $232.6 \pm 5.7 \mu \mathrm{~m}$ to $274.1 \pm 12.5 \mu \mathrm{~m}$ when the pulse duty cycle increases from $20 \%$ to $80 \%$. On the other hand, the depth of the micro-groove showed a slight change from $46.9 \pm 3.9 \mu \mathrm{~m}$ to $53.9 \pm 4.1 \mu \mathrm{~m}$.

As we know, the electrochemical reactions cause heat generated in the bulk of the electrolyte (Joule heating) during machining. Especially with a conductive mask, there is a larger reaction area than that in insulated mask, and there would be a large amount of heat generated. This heat increases the electrolyte temperature, resulting in a further increase of the electrolyte conductivity. In the pulse current, the pulse-off time is used to flush the heat and by-products out of the machining gap as well as renew the electrolyte. Consequently, the influence of heat on the machining process is reduced. When the pulse duty cycle is increased, the pulse-off time is reduced. As a result, the heat transport process in the machining gap is weakened, which increases the electrolyte conductivity. According to Equation (3), the material removal rate is increased with a high pulse duty cycle. Figure 12 shows that with the increasing pulse duty cycle, both the width and depth are enlarged. On the other hand, the decrease of pulse-off time weakens the removal of electrolytic products in the gap. As a result, the accumulation of electrolytic products at the bottom of the micro-groove is increased, and it hinders the material dissolution at the bottom of the micro-groove. That is why the increase of the material removal rate is more in the lateral direction (width) as compared to the axial direction (depth). Meanwhile, the accumulation of electrolytic products led to a non-uniform dissolution of material in both width and depth, and it not only increased the error bar, but also reduced the surface quality. Figures 13 and 14 show the profiles and roughness of micro-grooves fabricated with different pulse duty cycles, respectively. It can be observed that as the duty cycle is reduced from $80 \%$ to $20 \%$, the surface roughness ( Ra ) reduces to $0.393 \mu \mathrm{~m}$. The localization and surface quality of micro-grooves is improved with a low pulse duty cycle. Therefore, the pulse duty cycle of $20 \%$ is found to be more suitable for the preparation of micro-grooves by this process scheme.


Figure 12. The dimension of micro-grooves generated with different pulse duty cycles ( $P_{\text {in }}=0.8 \mathrm{MPa}$, $\left.U=35 \mathrm{~V}, f=1 \mathrm{kHz}, t_{\mathrm{on}}=20 \mathrm{~s}\right)$.


Figure 13. The profile of micro-grooves generated with different pulse duty cycles ( $P_{\text {in }}=0.8 \mathrm{MPa}$, $\left.U=35 \mathrm{~V}, f=1 \mathrm{kHz}, t_{\mathrm{on}}=20 \mathrm{~s}\right)$.


Figure 14. The roughness of micro-grooves with different pulse duty cycles ( $P_{\text {in }}=0.8 \mathrm{MPa}, U=35 \mathrm{~V}$, $\left.f=1 \mathrm{kHz}, t_{\text {on }}=20 \mathrm{~s}\right)$.

## 5. Conclusions

This paper proposed a method of electrochemical machining of micro-grooves using a conductive masked porous cathode and jet electrolyte supply. From the simulation and experimental results, the concluding remarks can be summarized as follows.

1. The simulation results indicated that the use of a conductive mask reduced the electric field intensity on both sides of the micro-groove and achieved the purpose of reduction in overcut.
2. On comparing the results with an insulated mask and a conductive mask to fabricate micro-grooves with the same depth of $45 \mu \mathrm{~m}$, it was observed that the etch factor was increased from 0.75 (insulated mask) to 3.3 (conductive mask), which showed that the machining localization of micro-grooves was enhanced.
3. In this process scheme, a high electrolyte pressure was favorable for the renewal of the electrolyte and enhanced mass transfer during processing, which improved the machining quality and dimensional uniformity of the micro-grooves.
4. The pulse duty cycle has an important effect on the machining localization. A low pulse duty cycle of $20 \%$ could obtain micro-grooves with better machining localization and surface quality.
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#### Abstract

Radial ultrasonic rolling electrochemical micromachining (RUR-EMM) is a new method of electrochemical machining (ECM). By feeding small and rotating electrodes aided by ultrasonic rolling, an array of pits can be manufactured, which is called microstructures. However, there still exists the problem of choosing the optimal machining parameters to realize the workpiece machining with high quality and high efficiency. In the present study, response surface methodology (RSM) was proposed to optimize the machining parameters. Firstly, the performance criteria of the RUR-EMM are measured through investigating the effect of working parameters, such as applied voltage, electrode rotation speed, pulse frequency and interelectrode gap (IEG), on material removal amount (MRA) and surface roughness $\left(R_{\mathrm{a}}\right)$. Then, the experimental results are statistically analyzed and modeled through RSM. The regression model adequacies are checked using the analysis of variance. Furthermore, the optimal combination of these parameters has been evaluated and verified by experiment to maximize MRA and minimize $R_{\mathrm{a}}$. The results show that each parameter has a similar and non-linear influence on the MRA and $R_{\mathrm{a}}$. Specifically, with the increase of each parameter, MRA increases first and decreases when the parameters reach a certain value. On the contrary, $R_{\mathrm{a}}$ decreases first and then increases. Under the combined effect of these parameters, the productivity is improved. The experimental value of MRA and $R_{\mathrm{a}}$ is $0.06006 \mathrm{~mm}^{2}$ and 51.1 nm , which were $0.8 \%$ and $2.4 \%$ different from the predicted values.


Keywords: microstructure; radial ultrasonic rolling electrochemical micromachining (RUR-EMM); material removal amount; surface roughness; response surface methodology (RSM)

## 1. Introduction

The special properties of microstructures, such as drag reduction and noise reduction [1,2], material surface self-cleaning [3], self-repairing [4], antifriction [5], antifatigue [6] and improving load bearing [7], are expected to be widely used in engineering fields such as agricultural machinery, aerospace, mechanical engineering and so on. Generally, the processing material is the metal material that is difficult to process, and for its higher requirements about size, precision, surface quality and so on, result in its higher processing technology requirements. Compared with electrical discharge machining (EDM), laser machining, mechanical machining, etc. [8-10], electrochemical machining (ECM), which is widely used in the machining of metal surface microstructure [11-13], has the advantages of no loss of processing electrode, no residual stress on the surface after processing, no thermal influence layer, high machining surface quality, etc. With the deepening of research and the pursuit of high efficiency and precision, scholars try to add ultrasonic filed into ECM to explore the effect of multiphysical field
machining. Ruszaj et al. [14] confirmed that the surface quality of the workpiece using ultrasonic electrochemical machining is better than pulsed electrochemical machining, and the addition of abrasive powder have a further improvement on the surface quality. Natsu et al. [15] verified that complex vibrations have a more advantageous effect on the replicating accuracy and processing speed than the longitudinal or lateral vibrations individually do in ECM.

The radial ultrasonic rolling electrochemical micromachining (RUR-EMM) combined rolling electrochemical micromachining (R-EMM) and ultrasonic vibration was studied [16], its machining efficiency and the quality of surface machined are both improved with the combination of their benefits. However, affected by many factors, such as applied voltage, pulse frequency, electrode rotation velocity, and the interelectrode gap, microstructure forming size is relatively difficult to control. Besides, due to the effect of ultrasonic, the interaction of each parameter is more complex. Therefore, it is necessary to find a suitable optimization algorithm and establish a theoretical model of the relationship between machining parameters and target parameters to find the best machining parameters.

Many scholars have explored the optimization of ECM. Based on analyzing the effect of parameters including workpiece, electrolyte and cathode, Shang et al. [17] developed a forward feed forward back propagation (BP) neural network to predict the anode accuracy in ECM. Combined BP neural network together with the Levenberg-Marquardt (L-M) optical algorithm, Zhu [18] proposed a digital cathode modification model to accurately design cathode and modify the turbine blade. Xu et al. [19] developed an electrochemical mechanical polishing (ECMP) prediction model on the basis of least squares support vector machines (SVMs) with the radial basis function and assessed the effect of polishing parameters including rotating speed, pressure of grinding tool, current density, grit size and machining time on surface roughness. Using response surface methodology (RSM), Munda et al. [20] established a model between predominant micromachining criteria, i.e., the material removal rate and the radial overcut and electrochemical processing parameters containing machining voltage pulse on/off ratio, machining voltage, electrolyte concentration, voltage frequency and tool vibration frequency and verified the accuracy of the model by ANOVA. Through RSM, Sen et al. [21] set up a significant model between important process parameters of electro jet drilling (EJD) such as applied voltage, capillary outside diameter, feed rate, electrolyte concentration and inlet electrolyte pressure and the quality of hole like roundness error, $R_{\mathrm{a}}$ and material removal rate (MRR) to improve the hole quality. Using RSM to set the cutting parameters such as the electrolyte concentration, electrolyte flowrate, applied voltage and tool feed rate as the variable and set material removal rate and surface roughness as the response, Senthilkumar et al. [22] optimize the ECM process parameters to maximize MRR and minimize $R_{\mathrm{a}}$. Ei-Taweel et al. [23] developed a mathematic model to study the performance criteria of the electrochemical turning process through investigating the effect of working parameters, namely, applied voltage, wire feed rate, wire diameter, work piece rotational speed and overlap distance, on the metal removal rate, surface roughness and roundness error.

Based on the above research work, it is clear that the BP neural network, SVM and RSM are both optimal algorithm about the multiparameter. Notably, RSM could match the multiparameter to the multiresponse to analyze the relationship between variable and response. For RUR-EMM, it is necessary to explore the relationship of machining parameters, such as applied voltage, pulse frequency, electrode rotation velocity and interelectrode gap, and target parameters, such as material removal amount and surface roughness to get an optimal parameter, which is a multivariable and multiresponse problem. Therefore, response surface methodology is more applicable to RUR-EMM. In this study, an experiment using response surface methodology with four factors and five levels was designed to analyze and obtain the optimal machining parameters of RUR-EMM. The adequacy of the developed theoretical models was also tested by an analysis of variance (ANOVA) test.

## 2. Experiment Details

### 2.1. Experimental Setup

The proposed RUR-EMM system shown in Figure 1a comprises major subsystems: ultrasonic generator, pulsed power supply and rotary table controller, the electrolyte slot and rotary table, electrolyte supply, radial ultrasonic transducer and a numerical control laboratory mechanism with three, $\mathrm{X}, \mathrm{Y}$ and Z , axes motions. As it shown in Figure 1b,c, the workpiece (anode) was fixed on the operating platform when it was processing, and the radial ultrasonic transducer with array micro bulge on the surface, which was clamped on the spindle of the machine tool, was used as the cathode. Under the control of numerical control system and rotation controller, the radial ultrasonic transducer rotated while feeding during machining and converted the electrical signal of ultrasonic generator into ultrasonic vibration. The electrolyte acted as a conductive medium and entered the electrolytic cell through the water pump, filling the entire interelectrode gap. When the pulse power is switched on, pits will be formed on the surface of the work piece due to electrochemical corrosion.


Figure 1. Schematic of (a) the proposed radial ultrasonic rolling electrochemical micromachining (RUR-EMM) system; (b) machining process and (c) machining principle.

### 2.2. Measurements Procedure

The material removal amount (MRA) of the sample is determined by the size of the cross-sectional area, which was measured using a 3D digital microscope (Keyence, Tokyo, Japan, VHX-7000). Additionally, then the area was calculated by establishing the coordinate and integrating the contour curve. The MRA was specified using the following equation:

$$
\begin{equation*}
M R A=S_{\text {section }} \tag{1}
\end{equation*}
$$

The $R_{\mathrm{a}}$ of pit bottom for each specimen was measured by a white light interferometer (Chotest, Shenzheng, China, SuperView W1). 3D image was synthesized by the optical method, the bottom contour of the pit was extracted, and its roughness was measured. Each MRA and $R_{\mathrm{a}}{ }^{\prime} \mathrm{s}$ data was obtained by averaging three measurements. Based on these data, the following RSM optimization analysis was carried out.

## 3. Design of the Response Surface Test

### 3.1. Mathematical Model of Response Surface Methodology

The RSM approach is the procedure for determining the relationship between various process parameters with the various machining criteria and exploring the effect of these process parameters on the coupled responses, i.e., the MRA and $R_{a}$. Assuming that $y$ is related to $x_{1}, x_{2}, \cdots, x_{p}$, set

$$
\begin{equation*}
E y=f\left(x_{1}, \cdots, x_{p}\right) \tag{2}
\end{equation*}
$$

where $E_{y}$ is the response and $x_{1}, \cdots, x_{p}$ are the coded level of $p$ quantitative variables. For the Equation (1) is unknown, so it is necessary to test (or sample), estimate Equation (1) from the test data obtained from a finite number of tests and use McLaughlin or Taylor expansion formula to fit, namely

$$
\begin{equation*}
f(x) \approx f(0)+\frac{f^{\prime}(0)}{1!} x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+ \tag{3}
\end{equation*}
$$

Substitute Equation (2) into Equation (1)

$$
\begin{equation*}
E y=f\left(x_{1}, \cdots, x_{p}\right) \approx a+b x_{1}+\cdots+c x_{p}+\cdots+d x_{p}^{2}+\cdots+e x_{p}^{2}+f x_{1} x_{2}+\cdots+g x_{p-1} x_{p} \tag{4}
\end{equation*}
$$

In order to study the effect of ECM parameters on the two above-mentioned criteria, a second order polynomial response can be fitted into the following equation

$$
\begin{equation*}
E y_{u}=a_{0}+\sum_{i=1}^{p} a_{i} x_{i}+\sum_{i=1}^{p} a_{i i} x_{i}^{2}+\sum_{i=1}^{p} a_{i j} x_{i} x_{j} \tag{5}
\end{equation*}
$$

### 3.2. Experimental Design of Response Surface Machining

Response surface methodology is a collection of mathematical and statistical techniques useful for modeling and optimizing the response variable models involving quantitative independent variables. In order to achieve the accuracy and effectiveness of the experimental program, experiments were carried out according to a central composite design (CCD) based on RSM in this study [24,25].

Applied voltage, electrode rotation speed, pulse frequency and interelectrode gap are important factors affecting the quality of RUR-EMM. Based on the above factors, considering the actual processing conditions in Table 1. The experiments were designed at five levels as shown in Table 2. Table 3 presents the experimental design matrix and experimental results.

Table 1. Processing conditions.

| Parameter | Value |
| :---: | :---: |
| Electrolyte concentration | $10 \% \mathrm{NaNO}_{3}$ |
| Electrolyte temperature $\left(T_{e}\right)$ | $25^{\circ}$ |
| Protrusion size | $70 \mathrm{~mm} \times 50 \mathrm{~mm}$ |
| Ultrasonic vibration frequency $\left(f_{u}\right)$ | 28 KHz |
| Amplitude $(\mathrm{A})$ | $10 \mu \mathrm{~m}$ |
| Thickness of workpiece $\left(T_{w}\right)$ | 0.3 mm |
| Processing time | 5 min |
| Power supply duty cycle | 0.5 |
| Workpiece material | SS 304 |

Table 2. Machining parameters and their levels.

| Parameters | Units | Level |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathbf{- 2}$ | $\mathbf{- 1}$ | $\mathbf{0}$ | $\mathbf{+ 1}$ | $\mathbf{+ 2}$ |
| Applied voltage $(U)$ |  | 8 | 10 | 12 | 14 | 16 |
| Electrode rotation speed $(v)$ |  | 0.05 | 0.15 | 0.1 | 0.2 | 0.25 |
| Pulse frequency $(f)$ |  | 2 | 4 | 6 | 8 | 10 |
| Inter-electrode gap $(d)$ |  | 40 | 50 | 60 | 70 | 80 |

Table 3. Experimental results.

| Run | Factors |  |  |  | Responses |  | Run | Factors |  |  |  |  | $\begin{gathered} \hline \text { Responses } \\ \hline R_{a} \text { of Pit } \\ \text { Bottom } \\ \text { nm } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & U \\ & \mathbf{V} \end{aligned}$ | $\begin{gathered} v \\ 0 / \mathrm{s} \end{gathered}$ | $\underset{\mathrm{kHz}}{f}$ | $\begin{gathered} d \\ \mu \mathrm{~m} \end{gathered}$ | MRA $\mathrm{mm}^{2}$ | $\begin{gathered} R_{a} \text { of Pit } \\ \text { Bottom } \\ \mathrm{nm} \end{gathered}$ |  | $\begin{aligned} & U \\ & \mathbf{V} \end{aligned}$ | $\begin{gathered} v \\ 0 / \mathrm{s} \end{gathered}$ | $\underset{\mathrm{kHz}}{f}$ | $\begin{gathered} d \\ \mu \mathrm{~m} \end{gathered}$ | MRA $\mathrm{mm}^{2}$ |  |
| 1 | 8 | 0.05 | 4 | 80 | 0.03025 | 116.7 | 17 | 12 | 0.15 | 6 | 80 | 0.05425 | 110.0 |
| 2 | 8 | 0.15 | 6 | 60 | 0.03634 | 179.5 | 18 | 12 | 0.15 | 10 | 60 | 0.05217 | 135.0 |
| 3 | 8 | 0.25 | 2 | 40 | 0.02826 | 200.5 | 19 | 12 | 0.25 | 6 | 60 | 0.05381 | 136.9 |
| 4 | 8 | 0.25 | 2 | 80 | 0.02814 | 209.9 | 20 | 14 | 0.1 | 4 | 50 | 0.05510 | 51.8 |
| 5 | 10 | 0.1 | 4 | 50 | 0.04321 | 112.9 | 21 | 14 | 0.1 | 4 | 70 | 0.05479 | 56.9 |
| 6 | 10 | 0.1 | 4 | 70 | 0.04290 | 116.6 | 22 | 14 | 0.1 | 8 | 50 | 0.05408 | 70.7 |
| 7 | 10 | 0.1 | 8 | 50 | 0.04291 | 130.4 | 23 | 14 | 0.1 | 8 | 70 | 0.05381 | 80.3 |
| 8 | 10 | 0.1 | 8 | 70 | 0.04173 | 139.3 | 24 | 14 | 0.2 | 4 | 50 | 0.05533 | 73.2 |
| 9 | 10 | 0.2 | 4 | 50 | 0.04337 | 133.7 | 25 | 14 | 0.2 | 4 | 70 | 0.05490 | 82.0 |
| 10 | 10 | 0.2 | 4 | 70 | 0.04302 | 140.7 | 26 | 14 | 0.2 | 8 | 50 | 0.05432 | 98.2 |
| 11 | 10 | 0.2 | 8 | 50 | 0.04241 | 160.0 | 27 | 14 | 0.2 | 8 | 70 | 0.05399 | 104.0 |
| 12 | 10 | 0.2 | 8 | 70 | 0.04212 | 171.9 | 28 | 16 | 0.05 | 10 | 80 | 0.03981 | 139.0 |
| 13 | 12 | 0.05 | 6 | 60 | 0.05337 | 102.1 | 29 | 16 | 0.15 | 6 | 60 | 0.04889 | 115.2 |
| 14 | 12 | 0.15 | 2 | 60 | 0.05345 | 105.6 | 30 | 16 | 0.25 | 2 | 80 | 0.04058 | 146.0 |
| 15 | 12 | 0.15 | 6 | 40 | 0.05439 | 109.7 | 31 | 16 | 0.25 | 10 | 40 | 0.03972 | 175.0 |
| 16 | 12 | 0.15 | 6 | 60 | 0.05649 | 107.6 | - | - | - | - | - | - | - |

### 3.3. Analysis of Response Surface Experimental Results

Using the collected results shown in Table 3, the final regression models for MRA and surface $R_{a}$ as determined by the preceding analysis are

$$
\begin{gather*}
R_{M R A}=-0.14+0.020 U+0.15 v+4.560 \times 10^{-3} f+1.293 \times 10^{-3} d \\
+4.438 \times 10^{-4} U \cdot v-1.203 \times 10^{-5} U \cdot f \\
+2.969 \times 10^{-6} U \cdot d-1.312 \times 10^{-4} v \cdot f+6.875 \times 10^{-5} v \cdot d  \tag{6}\\
-1.656 \times 10^{-6} f \cdot d-7.003 \times 10^{-4} U^{2} \\
-0.52 v^{2}-3.748 \times 10^{-4} f^{2}-1.121 \times 10^{-5} d^{2} \\
R_{R a}=614.12-50.36 U-595.90 v-14.97 f-4.91 d+2.30 U \cdot v-0.35 U \cdot f+0.88 U \cdot d+17.76 v \cdot f  \tag{7}\\
+1.24 v \cdot d-9.081 \times 10^{-3} f \cdot d+1.74 U^{2}+1324.44 v^{2}+1.63 f^{2}+0.031 d^{2}
\end{gather*}
$$

The adequacy of the provided models was checked by the analysis of variance (as Tables 4 and 5). The significant and non-significant factors were tested through a Student's $t$ test. Design Expert software (version 8.0.6, State Ease Inc., Minneapolis, MN, USA) was used to analyze the experimental data of the response parameters.

Table 4. Analysis of variance for the material removal amount (MRA).

| Source | Sum of Squares | DF | Mean Square | F Value | Prob $>$ F |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model | $1.121 \times 10^{-3}$ | 1 | $8.004 \times 10^{-5}$ | 19.68 | $<0.0001$ | significant |
| $U$ | $1.808 \times 10^{-4}$ | 1 | $1.808 \times 10^{-4}$ | 44.45 | $<0.0001$ | - |
| $v$ | $8.736 \times 10^{-6}$ | 1 | $8.736 \times 10^{-6}$ | 2.15 | 0.1622 | - |
| $f$ | $1.307 \times 10^{-5}$ | 1 | $1.307 \times 10^{-5}$ | 3.21 | 0.0920 | - |
| $d$ | $1.977 \times 10^{-5}$ | 1 | $1.977 \times 10^{-5}$ | 4.86 | 0.0425 | - |
| $U \cdot v$ | $3.151 \times 10^{-8}$ | 1 | $3.151 \times 10^{-8}$ | $7.745 \times 10^{-3}$ | 0.9310 | - |
| $U \cdot f$ | $3.706 \times 10^{-8}$ | 1 | $3.706 \times 10^{-8}$ | $9.109 \times 10^{-3}$ | 0.9251 | - |
| U•d | $5.641 \times 10^{-8}$ | 1 | $5.641 \times 10^{-8}$ | 0.014 | 0.9077 | - |
| $v \cdot f$ | $2.756 \times 10^{-9}$ | 1 | $2.756 \times 10^{-9}$ | $6.775 \times 10^{-4}$ | 0.9796 | - |
| $v \cdot d$ | $1.891 \times 10^{-8}$ | 1 | $1.891 \times 10^{-8}$ | $4.647 \times 10^{-4}$ | 0.9465 | - |
| $f \cdot d$ | $1.756 \times 10^{-8}$ | 1 | $1.756 \times 10^{-8}$ | $4.316 \times 10^{-3}$ | 0.9484 | - |
| $U^{2}$ | $2.244 \times 10^{-4}$ | 1 | $2.244 \times 10^{-4}$ | 55.16 | $<0.0001$ | - |
| $v^{2}$ | $4.855 \times 10^{-5}$ | 1 | $4.855 \times 10^{-5}$ | 11.93 | 0.0033 | - |
| $f^{2}$ | $6.426 \times 10^{-5}$ | 1 | $6.426 \times 10^{-5}$ | 15.80 | 0.0011 | - |
| $d^{2}$ | $3.593 \times 10^{-5}$ | 1 | $3.593 \times 10^{-6}$ | 8.83 | 0.0090 | - |
| Residual | $6.509 \times 10^{-5}$ | 16 | $4.068 \times 10^{-6}$ | - | - | - |
| Lack of fit | $6.509 \times 10^{-5}$ | 10 | $6.509 \times 10^{-6}$ | - | - | - |
| Pure Error | 0.000 | 6 | 0.000 | - | - | - |
| Cor Total | $1.186 \times 10^{-3}$ | 30 | - | - | - | - |

Table 5. Analysis of variance for $R_{\mathrm{a}}$.

| Source | Sum of Squares | DF | Mean Square | F Value | Prob > F |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model | 15508 | 14 | 1107.72 | 6.02 | 0.0005 | significant |
| $U$ | 1849.65 | 1 | 1849.65 | 10.06 | 0.0059 | - |
| $v$ | 203.48 | 1 | 203.48 | 1.11 | 0.3085 | - |
| $f$ | 209.42 | 1 | 209.42 | 1.14 | 0.3017 | - |
| $d$ | 388.84 | 1 | 388.84 | 2.11 | 0.1652 | - |
| $U \cdot v$ | 1.90 | 1 | 1.90 | 0.010 | 0.9203 | - |
| U•f | 48.36 | 1 | 48.36 | 0.26 | 0.6151 | - |
| U•d | 114.69 | 1 | 114.69 | 0.62 | 0.4412 | - |
| $v \cdot f$ | 76.15 | 1 | 76.15 | 0.41 | 0.5290 | - |
| $v \cdot d$ | 13.34 | 1 | 13.34 | 0.073 | 0.7911 | - |
| $f \cdot d$ | 0.85 | 1 | 0.85 | $4.620 \times 10^{-3}$ | 0.9467 | - |
| $U^{2}$ | 1714.33 | 1 | 1714.33 | 9.32 | 0.0076 | - |
| $v^{2}$ | 386.14 | 1 | 386.14 | 2.10 | 0.1666 | - |
| $f^{2}$ | 1458.79 | 1 | 1458.79 | 7.93 | 0.0124 | - |
| $d^{2}$ | 339.94 | 1 | 339.94 | 1.85 | 0.1928 | - |
| Residual | 2942.13 | 16 | 183.88 | - | - | - |
| Lack of fit | 2942.13 | 10 | 204.44 | - | - | - |
| Pure Error | 0.000 | 6 | 0.000 | - | - | - |
| Cor Total | 18450.21 | 30 | - | - | - | - |

## 4. Results and Discussion

### 4.1. Effect of Machining Parameters on the Material Removal Amount

The effect of electrode rotation speed on the MRA is demonstrated in Figure 2a. Obviously, the MRA increased first and then decreased with the increase of the electrode rotation speed. The MRA reached a maximum of $0.0575 \mathrm{~mm}^{2}$ when the electrode rotation speed was $0.15 \%$. The reason may be that when the applied voltage was stable and the rotating speed was low (less than $0.15^{\circ} / \mathrm{s}$ ), the material exchange in the gap flow field was slow, and this suppressed the material removal on the workpiece surface. However, with the rotating speed increasing, the material exchange in the gap flow field became faster, the electrical conductivity increased in a certain extent, the current density increased and the material removal amount became larger. When the rotational speed was faster than $0.15^{\circ} /$ s,
the machining time for the workpiece surface deceased and less material will be eroded. Figure 2 b shows the effect of applied voltage on MRA. It is obvious that the applied voltage influenced the MRA nonlinearly. Notably, the MRA increased with the increase of the applied voltage until the applied voltage reached a certain value of 14 V , meanwhile, the MRA reached its peak of $0.0596 \mathrm{~mm}^{2}$. Then, it decreased. This may be due to the change of electric field. Under the condition of stable flow field, the gap material exchange in electrochemical machining was relatively stable (the increase rate of byproducts in anodic dissolution field was less than that of fluid), resulting in relatively constant conductivity. When the applied voltage was relatively low (less than 14 V ), with the increase of the voltage, the gap electric field intensity increased, and with the constant conductivity, the gap current density also increased, leading to a corresponding increase in the material removal amount. When the processing voltage was greater than 14 V , the product increase rate of anodic dissolution field was greater than that of the fluid, and the gap concentration polarization increased, hindering the normal anodic dissolution, resulting in the reduction of the material removal amount.


Figure 2. Main effects of process parameters on MRA. (a) Electrode rotation speed; (b) Applied voltage; (c)Interelectrode gap; (d)Pulse frequency.

The effect of the interelectrode gap (IEG) on MRA is shown in Figure 2c. It is noted that the MRA increased with the increase of IEG until it got its peak of $0.555 \mathrm{~mm}^{2}$, and then it decreased. This is because under the condition of stable applied voltage, when the IEG was small (less than 60 um ), the electric field intensity between electrodes gradually decreased with the increase of the IEG. However, the increased gap made the material exchange of the gap flow field faster and the gap concentration polarization smaller, which was conducive to the dissolution of anode products and led to the increase of material removal amount. However, when the IEG was greater than $60 \mu \mathrm{~m}$, the material exchange in the clearance flow field was relatively stable and the electrical conductivity was relatively stable. The increased clearance reduced the current density and led to a corresponding decrease in the material removal amount. Figure 2d revealed the influence of pulse frequency of the MRA. It is noted that the MRA increased with the increase of pulse frequency until it got its peak of $0.552 \mathrm{~mm}^{2}$, and then it decreased. The reason may be that when the applied voltage is stable and the pulse frequency is low (below 6 kHz ), with the increase of pulse frequency, the anodic dissolution time becomes shorter, which is conducive to the material exchange in the gap flow field, leading to the
increase of electrical conductivity, current density and material removal amount. However, when the pulse frequency is larger than 6 kHz , the anodic dissolution time becomes less and less, so that the material removal amount decreases.

To sum up, each parameter will have an impact on MRA. When applied voltage, electrode rotation speed, pulse frequency and interelectrode gap changed, the value of MRA always increased first and then decreased. Among them, applied voltage had the greatest influence on MRA. When applied voltage changed, the change value of MRA reached $0.0275 \mathrm{~mm}^{2}$. Figure 3 shows the interactions between process parameters on MRA. The curved surface of MRA was like a 'convex hull', there was a maximum at the peak point under the interaction of parameters.


Figure 3. The interactions between process parameters on MRA.

### 4.2. Effect of Machining Parameters on Surface Roughness

Surface roughness $\left(R_{\mathrm{a}}\right)$ can display the quality of a machined surface. It is necessary to investigate the effects of parameters on $R_{\mathrm{a}}$. Figure 4a shows the influence of electrode rotation speed on $R_{\mathrm{a}}$. $R_{\mathrm{a}}$ decreased from 83 to 55 nm when the electrode rotation speed increased from 0 to $0.15^{\circ} / \mathrm{s}$, and then it increased from 55 to about 84 nm when electrode rotation speed increased from 0.15 to $0.5^{\circ} / \mathrm{s}$. This is because under the condition of stable applied voltage, at a low speed (less than $0.15^{\circ} / \mathrm{s}$ ), with the increase of speed, the material exchange in the gap flow field became faster, the conductivity increased to a certain extent, the current density increased and the surface roughness decreased. When the rotational speed was faster than $0.15^{\circ} / \mathrm{s}$, the surface processing time of the material was reduced to less anodic dissolution. Coupled with rotation, the electric field between poles was not uniform, resulting in worse surface roughness. The effect of applied voltage on $R_{\mathrm{a}}$ is shown in Figure 4 b . $R_{\mathrm{a}}$ decreased from 104 to 47 nm when applied voltage increased from 8 to 14 V , and then it increased from 47 to about 90 nm when applied voltage increased from 14 to 16 V . A reason may be given that under the condition of a stable flow field, the gap material exchange in electrochemical machining was relatively stable (the increase rate of products in anodic dissolution field was less than that of fluid), resulting in relatively constant gap conductivity. When the applied voltage was relatively low (less than 14 V ), with the increase of the voltage, the gap electric field intensity increased, and with the constant conductivity, the gap current density also increased, leading to a corresponding increase in the material removal amount. When the processing voltage was greater than 14 V , the product of anodic dissolution field increased faster than the fluid velocity, and the gap electric field was not evenly distributed, resulting in the decrease of surface roughness.

The effect of the interelectrode gap (IEG) is illustrated in Figure 4c. $R_{\mathrm{a}}$ decreased from 104 to 50 nm when IEG increased from 40 to $60 \mu \mathrm{~m}$, and then it increased from 50 to about 106 nm when IEG increased from 60 to $80 \mu \mathrm{~m}$. This result can be explained that under the condition of stable applied voltage, when the processing gap was small (less than 60 um ), the electric field intensity between electrodes gradually decreased with the increase of the IEG. However, the increased clearance makes the material exchange of the clearance flow field faster and the gap concentration polarization smaller, which was conducive to the dissolution of anode products and led to the increase of surface roughness. However, when the machining gap was greater than $60 \mu \mathrm{~m}$, the material exchange in the gap flow field was relatively stable and the electrical conductivity was relatively stable. The increased IEG reduced
the current density and led to a corresponding decrease in surface roughness. Figure 4 d revealed the effect of pulse frequency on $R_{\mathrm{a}}$. $R_{\mathrm{a}}$ decreased from 84 to 47 nm when pulse frequency increased from 2 to 6 kHz , and then it increased from 47 to about 110 nm when pulse frequency increased from 60 to $80 \mu \mathrm{~m}$. It can be explained that when the applied voltage was stable and the pulse frequency was low (less than 6 kHz ), with the increase of the pulse frequency, the anodic dissolution time became shorter, which is conducive to the material exchange of the clearance flow field, the uniform distribution of the electric field between poles, and the decrease of the surface roughness. However, when the pulse frequency was larger than 6 kHz , the anodic dissolution time became less and less, so that the surface roughness increased.


Figure 4. Main effects of process parameters on $R_{\text {a. }}$ (a)Electrode rotation speed; (b) Applied voltage; (c) Interelectrode gap; (d) Pulse frequency.

Above all, each parameter will have an impact on $R_{\mathrm{a}}$. When applied voltage, electrode rotation speed, pulse frequency and interelectrode gap varied, the value of $R_{\mathrm{a}}$ always decreased first and then increased. Among them, applied voltage had the greatest influence on $R_{\mathrm{a}}$. When applied voltage changed, the change value of MRA reached 57 nm . Figure 5 shows the interactions between process parameters on $R_{\mathrm{a}}$. The curved surface of $R_{\mathrm{a}}$ was like a 'valley', $R_{\mathrm{a}}$ would reach its minimum at the bottom point under the interaction of parameters.


Figure 5. The interactions between process parameters on $R_{\mathrm{a}}$.

### 4.3. Multiresponse Optimization of the Process

Selection of the optimal machining parameter combination for achieving improved process performance, e.g., material removal amount and surface roughness, is a challenging task in RUR-EMM due to the presence of a large number of process variables and complicated stochastic process mechanisms. Based on the experimental results data shown in Sections 4.1 and 4.2, it could be seen there existed the optimal parameters for the maximum MRA and the minimum $R_{\mathrm{a}}$ of the machined workpiece surface.

At the same time, the distribution diagram of the optimal machining parameters for MRA and $R_{\mathrm{a}}$ was analyzed. Figure 6 shows the distribution of optimal machining parameters with maximum MRA, where applied voltage $(U)$ was 14.08 V , electrode rotation velocity $(v)$ was $0.15^{\circ} / \mathrm{s}$, pulse frequency $(f)$ was 5.70 kHz , interelectrode gap (d) was $59.54 \mu \mathrm{~m}$ and corresponding MRA was $0.0596 \mathrm{~mm}^{2}$. Figure 7 shows the distribution of optimal machining parameters with the minimum $R_{\mathrm{a}}$, where applied voltage $(U)$ was 13.40 V , electrode rotation velocity (v) was $0.15^{\circ} / \mathrm{s}$, pulse frequency $(f)$ was 5.35 kHz , interelectrode gap (d) was $57.76 \mu \mathrm{~m}$ and the corresponding $R_{\mathrm{a}}$ was 49.895 nm . Therefore, the average value from each parameter was approximately seen as an optimal parameter shown in Table 6.


Figure 6. Optimal machining parameters with (a) maximum MRA and (b) minimum $R_{\mathrm{a}}$.

Table 6. Optimum value of parameters.

| Parameter | Optimum Value |
| :---: | :---: |
| Applied voltage $(\mathrm{V})$ | 14.7 |
| Electrode rotation speed $(\circ / \mathrm{s})$ | 0.15 |
| Pulse frequency $(\mathrm{kHz})$ | 5.5 |
| Inter-electrode gap $(\mu \mathrm{m})$ | 58.6 |

A verification experiment was performed using the optimized parameters shown in Table 4. After the experiment of the optimal processing parameters, the MRA of the micro dimple was $0.06006 \mathrm{~mm}^{2}$ and $R_{\mathrm{a}}$ was 51.1 nm , which were $0.8 \%$ and $2.4 \%$ different from the predicted values, respectively. Figure 7 shows the cross sectional area of the micro pit and its $R_{\mathrm{a}}$. Clearly, the value of MRA was greater than the maximum MRA ( $0.05649 \mathrm{~mm}^{2}$ ) without optimization, and the value of $R_{\mathrm{a}}$ was less than the minimum $R_{\mathrm{a}}(51.8 \mathrm{~nm})$ without optimization, indicating that the optimization model was effective and successful.

(b)

Figure 7. The $R_{\mathrm{a}}$ and MRA before and after optimization. (a) The morphology of micro pit and its $R_{\mathrm{a}}$; (b) The cross section of micro pit.

## 5. Conclusions

Based on the experimental method of the Central Composite Design, 31 experimental studies using radial ultrasonic rolling electrochemical micromachining (RUR-EMM) under different working conditions were carried out, and according to the response surface optimization analysis,
global optimization was carried out by using the Design Expert software, and the combination of optimization parameters in a certain range was found. The following conclusion can be drawn:
(1) Response surface methodology is a suitable data optimization algorithm to radial ultrasonic rolling electrochemical micromachining.
(2) Parameters, including applied voltage, electrode rotation speed, pulse frequency and the interelectrode gap all had a nonlinear effect on the MRA and $R_{a}$. Especially, the applied voltage has.
(3) The optimum combination of parameters of applied voltage 14.70 V , electrode rotation speed $0.15^{\circ} / \mathrm{s}$, pulse frequency 5.5 kHz , interelectrode gap $58.6 \mu \mathrm{~m}$ for maximizing the metal removal rate of $0.06006 \mathrm{~mm}^{2}$ and a minimizing surface roughness of 51.1 nm could be obtained.
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#### Abstract

Due to the increasing complexity of microelectromechanical system (MEMS) devices, the accuracy and precision of two-dimensional microstructures of SU-8 negative thick photoresist have drawn more attention with the rapid development of UV lithography technology. This paper presents a high-precision lithography simulation model for thick SU-8 photoresist based on waveguide method to calculate light intensity in the photoresist and predict the profiles of developed SU-8 structures in two dimension. This method is based on rigorous electromagnetic field theory. The parameters that have significant influence on profile quality were studied. Using this model, the light intensity distribution was calculated, and the final resist morphology corresponding to the simulation results was examined. A series of simulations and experiments were conducted to verify the validity of the model. The simulation results were found to be in good agreement with the experimental results, and the simulation system demonstrated high accuracy and efficiency, with complex cases being efficiently handled.
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## 1. Introduction

### 1.1. Research Background

The lithography process refers to the process of transferring geometric pattern on the mask to the photoresist coated on the surface of the semiconductor wafer. With the rapid development of semiconductor technology, the lithography process has become an important propulsive force to achieve integrated and miniaturized devices. SU-8 photoresist [1] is a chemically amplified negative-tone resist based on epoxy resin, which has excellent chemical stability, resistance against solvents, and mechanical and optical properties [2]. It has become a mainstream micromachining technology for high aspect ratio structures in the field of microelectromechanical systems (MEMS) [3], including micrototal analysis systems [4], microfluidic systems [5], electroplating [6], and so on.

The propagation process of light during exposure is shown in Figure 1. First, we assume that the incident light is parallel, uniform, and perpendicular to the mask surface. The incident light is diffracted when passing through the mask hole. Then, when the light reaches the interface between the air and the photoresist, part of the light will be refracted and will continue to propagate through the photoresist, and the other part will be reflected back into the air. Part of the light that continues to propagate to the inside of the photoresist will be absorbed by the photoresist and generate photoacid at the same time. Finally, at the photoresist/substrate interface, part of the light is refracted into the substrate, and part of the light is reflected back into the photoresist and superimposed with the incident light. In general, the entire propagation process can be regarded as the propagation of diffracted
light, taking into account other optical phenomena. Among them, the diffraction effect has the most important influence on light intensity distribution in the photoresist.

## incident light



Figure 1. Light propagation process.

### 1.2. Research Significance

Because of expensive equipment and complicated process steps in the lithography process, we need repeated experiments, which is costly and time consuming. It is difficult to understand the inherent principle of lithography technology. Therefore, lithography simulation technology [7] has become a useful tool for predicting and optimizing the manufacturing process, which is also an integral part of lithography technology. Lithography simulation technology avoids the problems of high cost and time consumption caused by repeated plate making and tape production. At the same time, it can optimize the process parameters and promote the development of lithography technology. The flow chart of lithography simulation is as follows (Figure 2).


Figure 2. Flow chart of lithography simulation.
The final morphology of thick SU-8 photoresist after development depends largely on the exposure process [8]. The developed photoresist morphology can be predicted by simulating light intensity
distribution in the photoresist. Therefore, it has become an inevitable and useful requirement to establish a lithography simulation model [9] of SU-8 thick photoresist to calculate light intensity distribution.

In this paper, a simulation model for UV lithography of SU-8 negative thick photoresist is presented to predict the profiles of developed SU-8 structures based on rigorous electromagnetic field theory. The model schematic is shown in Figure 3. We used the light intensity distribution calculation model to calculate the distribution of light intensity based on mask information, light source information, and photoresist information. The parameters of the air gap, incident angle, and photoresist depth, which have significant influence on the profile quality of developed structures, were studied in the simulation. Simulation results based on profiles of exposure intensity distribution were compared with the experimental results to validate the model.


Figure 3. Model schematic.

## 2. Materials and Methods

Light intensity simulations are based on two main categories of models. One category is based on scalar diffractive theory [10], and the other is based on rigorous electromagnetic field theory [11], including the finite difference time domain method (FDTD) and the waveguide (WG) method. The limitation of these models comes from simulation accuracy, application capability for special lithography methods such as inclined SU-8 photoresist lithography, and numerical costs for large-scale 3D simulations. Therefore, considering calculation accuracy and calculation time, we finally used the waveguide method to calculate light intensity distribution.

The waveguide [12,13] method has been developed and employed in lithography simulations during the past decade. The idea of the waveguide method is based on rigorous electromagnetic field theory, and it is well adapted to lithography simulation with many typical mask geometries. The first prototype of the waveguide method was presented by Nyyssonen [14] in order to simulate the measurement of optical linewidth. Then, this method was used to simulate diffraction when light passes through a 2D-phase shift mask based on Yuan's theory [15] and later extended to 3D domain [16] by Lucas.

The model is based on the 2D spatial frequency solution to Maxwell's equations, the so-called waveguide method [17-21]. Firstly, the simulated structure is sliced into different rectangular layers with homogeneous optical properties in the Z-axis direction, as shown in Figure 4. Then, the material parameters and electromagnetic fields in each layer are expanded by Fourier series. Simultaneous equations formed by these expanded series and Maxwell equations give an eigenvalue problem. After that, a hybrid approach using vector potentials is applied to couple electromagnetic field in each layer. Finally, each layer is coupled according to the proper boundary continuity condition, and the electromagnetic field information in the photoresist is converted into light intensity information.


Figure 4. The two-dimensional schematic of the waveguide method.
Firstly, the coupled Maxwell's equation determined by vector potential [22] can be simplified to two differential equations by separating the variable; the equation contains the complex potential $k^{2} \varepsilon$ and the eigenvalue $\alpha^{2}$ :

$$
\begin{align*}
& \frac{d^{2} X}{d x^{2}}+k^{2} \varepsilon X=\alpha^{2} X  \tag{1}\\
& \frac{d d^{2} Z}{d Z^{2}}=-\alpha^{2} Z
\end{align*}
$$

Before solving the equation numerically, the dielectric constant $\varepsilon$ needs to be expanded by Fourier series. It is assumed that the mask structure is arranged infinitely and repeatedly, with the length $d$ as the period in the x-direction:

$$
\begin{equation*}
\varepsilon^{j}(x)=\sum_{q=-L}^{+L} \varepsilon_{q}^{j} \exp (i 2 \pi q b x) \tag{2}
\end{equation*}
$$

The coefficient of each term can be obtained by inverse Fourier transform:

$$
\begin{gather*}
\varepsilon_{q}^{j}=b \int_{0}^{d} \varepsilon^{j}(x) \exp (-i 2 \pi q b x) d x \\
X(x)=\sum_{l} B_{l} \exp (i 2 \pi l x / d) \tag{3}
\end{gather*}
$$

Then, the material parameters and electromagnetic fields in each layer are expanded by Fourier series. Simultaneous equations formed by these expanded series and Maxwell equations give an eigenvalue problem:

$$
\begin{align*}
& D B=\alpha^{2} B \\
& D_{p q}=k^{2} \varepsilon_{p-q}-(2 \pi p / d)^{2} \delta_{p, q} \tag{4}
\end{align*}
$$

where $\alpha$ and $B$ are the eigenvalues and eigenvectors of a $(2 L+1)$ by $(2 L+1)$ matrix $D$. The computation time depends on the number of orders of the Fourier series expansion and the number of rectangular layers.

The electromagnetic field distribution in layer $j$ is as follows. $\alpha_{m}^{j}, B_{m}^{j}$ is obtained by solving the eigenvalue problem, and $A_{m}^{j}, A^{\prime j}$ is obtained using the boundary continuity condition:

$$
\left\{\begin{array}{l}
E_{y}^{i}=\sum_{m}\left[A_{m}^{j} \exp \left(i \alpha_{m}^{j}\left(z-z_{j}\right)\right)+A_{m}^{\prime j} \exp \left(-i \alpha_{m}^{j}\left(z-z_{j}\right)\right)\right] \times \sum_{l} B_{l, m}^{j} \exp (i 2 \pi l x / d)  \tag{5}\\
H_{x}^{j}=\frac{i}{k} \frac{\partial E_{y}^{i}}{\partial z} \quad H_{z}^{j}=-\frac{i}{k} \frac{\partial E_{y}^{i}}{\partial x}
\end{array}\right.
$$

After making this transformation and solving the eigenvalue problem, the boundary continuity conditions are matched so that the tangential components of the electric and magnetic fields have to be continuous at $z=0$ [23]. The boundary continuity condition is as follows:

$$
\begin{equation*}
E_{y}^{j}=E_{y}^{j+1} H_{y}^{j}=H_{y}^{j+1} \tag{6}
\end{equation*}
$$

In the air and first layer interface:

$$
\begin{align*}
& {\left[\begin{array}{cc}
C_{11}^{0} & C_{12}^{0} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
A^{1} \\
A^{\prime 1}
\end{array}\right]=\left[\begin{array}{l}
R \\
0
\end{array}\right]}  \tag{7}\\
& \begin{array}{l}
R_{l}=2\left[1-\left(l_{0} b \lambda_{0}\right)^{2}\right]^{\frac{1}{2}} \delta_{l, l_{0}} \\
\quad=2\left[1-(\sin \theta)^{2}\right]^{\frac{1}{2}} \delta_{l, l_{0}}
\end{array} \tag{8}
\end{align*}
$$

where $\theta$ is the incident angle, and $l_{0}$ is the order of incident plane wave. It is convenient for us to change the different parameters to obtain the corresponding results.

By matching the boundary conditions at $z=T$, we obtain the following:

$$
\left[\begin{array}{cc}
C_{11}^{n} & C_{12}^{\mathrm{n}}  \tag{9}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
A^{n} \\
A^{\prime n}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

At an intermediate interface $z=z_{j}$, the waves in layer $j+1$ are related to the waves in layer $j$ by

$$
\left[\begin{array}{ll}
C_{11}^{j} & C_{12}^{j}  \tag{10}\\
C_{21}^{j} & C_{22}^{j}
\end{array}\right]\left[\begin{array}{c}
A^{j} \\
A^{\prime}
\end{array}\right]=\left[\begin{array}{c}
E_{11}^{j+1} \\
E_{12}^{j+1} \\
E_{21}^{j+1} \\
E_{22}^{j+1}
\end{array}\right]\left[\begin{array}{c}
A^{j+1} \\
A^{\prime j+1}
\end{array}\right]
$$

where matrix $C$ contains only the topography information, such as mask size, material parameters, and so on, and the vector $\left[A, A^{\prime}\right]$ contains diffraction information.

Finally, the light intensity can be calculated by the electric field value:

$$
\begin{equation*}
I(p, q)=n_{r}\left|E_{y}^{j}(p, q)\right|^{2} \tag{11}
\end{equation*}
$$

The incident angle is due to refraction at the air/photoresist interface. The structural inclined angle and the structural width of the developed photoresist vary with the incident angle. The relationship between the incident angle $\delta$, the refractive angle $\theta$, and the structural inclined angle $\alpha$ is determined by Snell's law as follows:

$$
\begin{gather*}
\Theta=\sin ^{-1}\left(n_{1} \cdot \sin \delta / n_{2}\right)  \tag{12}\\
\alpha=90-\theta \tag{13}
\end{gather*}
$$

where $n_{1}(=1)$ and $n_{2}(=1.67)$ are the refractive indices of the air and SU-8, respectively.
More details of the method is described in reference [24-26].

## 3. Results and Discussion

### 3.1. Simulation Results

The simulation results showed the distribution of normalized intensity calculated under different conditions. In addition to finding light intensity distribution on a certain layer of photoresist, a contour map can also describe the intensity value of a two-dimensional profile of photoresist. This method can help intuitively predict the final development morphology of the photoresist. Observing the influence of different parameters on light intensity distribution provides a guide to set the corresponding process parameters so as to optimize the structure design.

In the exposure process, the surface photolithographic dose $D\left(\mathrm{~mJ} / \mathrm{cm}^{2}\right)$ is multiplied by the exposure time and the incident light intensity. The surface exposure dose can be considered to be constant over the entire thickness of the photoresist layer. Photolithography of thick-film photoresist implies that the thickness of the photoresist material needs to be taken into account in order to determine the optimal exposure dose for a given photoresist film thickness. The exposure dose is the light intensity at a given thickness and exposure time. According to the material parameters of the photoresist and substrate, the depth of the photoresist can be calculated to obtain the optimal exposure dose under the given photoresist depth. In this calculation, the incident light intensity was $2.6 \mathrm{~mW} / \mathrm{cm}^{2}$, its wavelength was 365 nm , and the thickness of SU-8 photoresist was $300 \mu \mathrm{~m}$. According to our simulation conditions, when the thickness of SU-8 photoresist is $300 \mu \mathrm{~m}$, the optimal exposure dose is $140\left(\mathrm{~mJ} / \mathrm{cm}^{2}\right)$ [27].

First, we analyzed the simulation of the intensity of light at vertical incidence. The intensity curves for vertical exposure with different thicknesses are shown in Figure 5, and the corresponding contour maps are shown in Figure 6. We can see from the results that the intensity in SU-8 was simultaneously attenuated along the radiation direction with increasing photoresist thickness because of the diffraction and absorption of the incident light in the photoresist.


Figure 5. The intensity curve for vertical exposure with different depths.


Figure 6. The contour map of intensity distribution for vertical exposure.
The previous simulation was based on the case of a single mask hole. In practice, there are often multiple mask holes, and selection of the spacing between the mask holes is an important
parameter to be investigated when designing the layout. Different mask hole spacing will affect the final development morphology of the photoresist. Therefore, Figure 7 shows the intensity distribution of the photoresist in the case of multiple mask holes, and the corresponding contour maps are shown in Figure 8. The mask hole spacing was $40 \mu \mathrm{~m}$, and the mask hole size was $70 \mu \mathrm{~m}$. The length of the photoresist was $200 \mu \mathrm{~m}$, and the abscissa in the figure represents the horizontal position. According to the proportion calculation, it can be seen that the simulation results are correct.


Figure 7. The intensity curve for vertical exposure with different depths.


Figure 8. The contour map of intensity distribution for vertical exposure.

The above simulation results were obtained without considering the substrate reflection. Part of the light is reflected at the photoresist and substrate interfaces. The refractive index can be calculated according to the refractive index of the photoresist and the substrate, thereby enabling calculation of the distribution of light intensity after refraction. During vertical UV lithography processes of SU-8, reflection enhances light intensity at the same position as the photoresist. During inclined UV lithography processes of SU-8, the incident UV light is reflected at the SU-8/substrate interface The reflected UV light will be transmitted into other unexposed SU-8, usually creating reflected induced structures. The light intensity distribution under different conditions at the same position is shown in Figures 9 and 10. By comparing the value of light intensity with and without reflection at the same position, we found that the light intensity considering substrate reflection was greater than that without substrate reflection, and this phenomenon was more obvious at the bottom of the photoresist. This is consistent with the previous analysis.


Figure 9. The intensity curve for vertical exposure at depth of $150 \mu \mathrm{~m}$.


Figure 10. The intensity curve for vertical exposure at depth of $300 \mu \mathrm{~m}$.
One of the advantages of substrate reflection is that it can ensure the photoresist bottom is fully exposed, avoiding the disadvantage of the photoresist bottom not being fully exposed due to it being too thick. It should be noted that if the substrate reflection is not well controlled, it will lead to overexposure of the photoresist bottom, which in turn will lead to deviation between the results and the design. The reflection at the photoresist/substrate interface cannot be neglected as the dose of reflected UV light is increased by increasing the exposure time to more than that of a regular exposure process. To eliminate the reflected induced patterns, we can coat a layer of antireflective film on the photoresist or substrate surface, called TARC and BARC, respectively.

Secondly, we analyzed the simulation of light intensity at oblique incidence. The incident UV light was inclined from left to right, and the incident light intensity was $2.6 \mathrm{~mW} / \mathrm{cm}^{2}$. Other conditions were the same as vertical incidence.

The intensity curves for inclined exposure with different air gaps are shown in Figure 11, and the corresponding contour maps are shown in Figure 12. As can be seen, as the air gap increased from 10 to $30 \mu \mathrm{~m}$, the exposure area shifted to the right, the diffraction effect became more intense, and the edge diffraction effect also became severe.


Figure 11. The intensity curve for inclined exposure with different air gaps ( 10,20 , and $30 \mu \mathrm{~m}$ ) at $23.5^{\circ}$ incident angle.


Figure 12. The contour map of intensity with different air gaps ( 10,20 , and $30 \mu \mathrm{~m}$ ) at $23.5^{\circ}$ incident angle.
Figure 13 illustrates the intensity curves resulting from different incident angles, and the corresponding contour maps are shown in Figure 14. We can see from the results that the exposure area shifted to the right, and the light intensity began to decrease with increasing inclined angle. Analyzing this phenomenon from a mathematical point of view, according to the expression of matrix $R$ in Formula (8), the value of $R$ decreased with the increase in incident angle, and therefore the final light intensity also decreased.


Figure 13. The intensity curve for inclined exposure with different incident angles in the $X-Z$ cross section.


Figure 14. The contour map of intensity with different incident angles ( $15,23.5$, and $30^{\circ}$ ) with air gap of $10 \mu \mathrm{~m}$.

The intensity curves for inclined exposure with different thicknesses are shown in Figure 15, and the corresponding contour maps are shown in Figure 16. It can be seen from the Figure 15 that due to diffraction of light and absorption of the photoresist, the light intensity was different at different depths. On the surface of the photoresist, the light intensity was the highest, while it was the smallest on the bottom of the photoresist. It should be noted that the intensity in SU-8 was simultaneously attenuated along the radiation direction with increasing photoresist thickness.


Figure 15. The intensity curve for inclined exposure with different depths at $23.5^{\circ}$ incident angle.


Figure 16. The contour map of intensity distribution for inclined exposure at incident angle $23.5^{\circ}$.
Compared with vertical incidence, the intensity curve under oblique incidence decreased from top to bottom and shifted to the right. Further simulation showed that this translation amplitude would be larger with the increase of incident angle. Finally, the computation time depended on the number of orders of the Fourier series expansion. With an increase of the expansion order, the calculation accuracy was higher and the calculation time increased accordingly. Therefore, in actual simulation, it is necessary to select the appropriate expansion order in order to consider the calculation time and calculation accuracy.

### 3.2. Experimental Results and Analysis

Experiments for UV lithography were conducted to validate the proposed lithography simulation model, and simulation results based on exposure intensity distribution patterns are illustrated for demonstration. In this calculation, the incident light intensity was $2.6 \mathrm{~mW} / \mathrm{cm}^{2}$, and its wavelength
was 365 nm . The thickness of SU-8 photoresist was $300 \mu \mathrm{~m}$, and the thickness of the air gap was $10 \mu \mathrm{~m}$. Besides, in order to efficiently evaluate and compare the simulation and experimental results, the contour value of light intensity patterns was assumed as 0.38 in this study.

SEM photos of SU-8 structures fabricated on glass wafers are illustrated in Figure 17a, and the corresponding simulation results are shown in Figure 17b. From Figure 17a, we can see that the width of the top SU-8 was $31.37 \mu \mathrm{~m}$, and the width of the bottom SU-8 was $32.06 \mu \mathrm{~m}$. Therefore, after development, the width of SU-8 pillars was enlarged over the entire height of the photoresist. In particular, the variation of the bottom width was $0.76 \mu \mathrm{~m}$. Due to the absorption of light by photoresist, for a relatively low exposure dose near the bottom of the SU-8 photoresist layer, the width at the bottom is slightly larger than that at the top. By means of threshold prediction (the contour value was assumed as 0.38 ) of the light intensity pattern, the top and bottom widths derived from the simulation result in Figure 17b were 33.28 and $34.7 \mu \mathrm{~m}$, respectively. In comparison, the top width in the intensity pattern was approximately equal to that in the experimental result. Therefore, we drew the conclusion that the simulation results were in good agreement with the experimental results.


Figure 17. SEM photo of a SU-8 pillar (a) and simulation result (b) for mask hole size of $30 \mu \mathrm{~m}$.
Figures 18 and 19 show a series of SU-8 pillars with different proportions of linewidth and spacewidth and the corresponding simulation results of exposure intensity. SEM photos of the SU-8 structures fabricated on glass wafers are illustrated in Figures 18a and 19a, and the corresponding simulation results are shown in Figures 18a and 19b. In practice, there are often multiple mask holes, and the spacing between the mask holes is an important parameter. Different mask hole spacing will affect the final development morphology of photoresist.


Figure 18. SEM photo of a SU-8 pillar (a) and simulation result (b) for linewidth/spacewidth of $30 / 30 \mu \mathrm{~m}$.
Figure 18 shows the simulation and experimental results for linewidth/spacewidth of $30 / 30 \mu \mathrm{~m}$. Through measurement and calculation, the top and bottom widths of the photoresist cylinder, shown in Figure 18a, were found to be 32.35 and $35.29 \mu \mathrm{~m}$, respectively. Therefore, the top and bottom widths of developed SU-8 pillars were enlarged by 2.35 and $5.29 \mu \mathrm{~m}$, respectively. Figure 19 shows the simulation and experimental results for linewidth/spacewidth of $30 / 50 \mu \mathrm{~m}$. The top and bottom widths of the photoresist cylinder, shown in Figure 19a, were 31.78 and $33.08 \mu \mathrm{~m}$, respectively. Therefore, the top and bottom widths of developed SU-8 pillars were enlarged by 1.78 and $3.08 \mu \mathrm{~m}$, respectively. The width of the bottom of $\mathrm{SU}-8$ glue is larger than that of the top. This is because the polymer is not very dense when the exposure dose at the bottom of SU-8 photoresist is relatively low. To compare the experimental and simulation results, the dimensions of simulation results were also measured according to the contour value of light intensity patterns. The top and bottom widths for linewidth/spacewidth of $30 / 30 \mu \mathrm{~m}$, shown in Figure 18b, were 31.61 and $30.58 \mu \mathrm{~m}$, respectively, while the top and bottom widths for linewidth/spacewidth of $30 / 50 \mu \mathrm{~m}$, shown in Figure 19b, were 31.43 and $30.68 \mu \mathrm{~m}$, respectively. A comparison between Figure 18a,b and Figure 19a,b showed that the simulation results exhibited a similar trend as the experimental results. However, the disparity between the experimental and simulation results in Figure 18 is notable. This was due to the decrease of mask hole spacing. The results revealed that the interaction between neighboring slits became more significant with diminution of the interval between two slits, and the diffraction effect was enhanced with a decrease in the interval between two slits, leading to the linewidth of the SU-8 structure with linewidth/spacewidth of $30 / 30 \mu \mathrm{~m}$ becoming a little larger than that with linewidth/spacewidth of $30 / 50 \mu \mathrm{~m}$.


Figure 19. SEM photo of a SU-8 pillar (a) and simulation result (b) for linewidth/spacewidth of $30 / 50 \mu \mathrm{~m}$.
SEM photos of the oblique SU-8 structures fabricated on glass wafers are illustrated in Figure 20a, and the corresponding simulation results are shown in Figure 20b. Figure 20a,b shows the intensity distribution of photoresist in the case of multiple mask holes with the incident angle of $30^{\circ}$ and linewidth/spacewidth of $30 / 60 \mu \mathrm{~m}$. From Figure 20a, we can see that the width of the top SU-8 was $31.75 \mu \mathrm{~m}$, and the width of the bottom SU-8 was $33.40 \mu \mathrm{~m}$. Therefore, the top and bottom widths of developed SU-8 pillars were enlarged by 1.75 and $3.40 \mu \mathrm{~m}$, respectively. In particular, the variation of the bottom width was $1.75 \mu \mathrm{~m}$. We also calculated the top and bottom widths in the simulation
results. In comparison, the top width in the intensity pattern was approximately equal to that in the experimental result. Therefore we drew the conclusion that the simulation results were in good agreement with the experimental results. The measured structural inclined angles of developed SU-8 photoresists were $73.76^{\circ}$ for the incident angle of $30^{\circ}$. Correlating Formula (12), the theoretical structural inclined angle $\alpha$ of developed structures was $72.58^{\circ}$ for the incident angle of $30^{\circ}$, which was approximately the same as the measured value and thus demonstrated good agreement with the experimental results.


Figure 20. SEM photo of an oblique SU-8 pillar (a) and simulation result (b) for incident angle of $30^{\circ}$ and linewidth/spacewidth of $30 / 60 \mu \mathrm{~m}$.

## 4. Conclusions

In order to simulate UV lithography and predict the profiles of SU-8 structures, a lithography simulation model based on the waveguide method and rigorous electromagnetic field theory is presented in this paper. According to this model, vertical and inclined UV exposure of SU-8 thick photoresist was successfully simulated, and the parameters significantly influencing light intensity distribution were studied. The presented model using the WG method works faster than other electromagnetic field methods and produces precise results. A series of experiments were designed to investigate the performance of the simulation model. By comparing simulation and experiments results, the method was successfully verified. This model is ideally suited for 2D lithography simulations for complex cases.
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#### Abstract

This paper studies the forces acting upon the Intraosseous Transcutaneous Amputation Prosthesis, ITAP, that has been designed for use in a quarter amputated femur. To design in a failure feature, utilising a safety notch, which would stop excessive stress, $\sigma$, permeating the bone causing damage to the user. To achieve this, the topology of the ITAP was studied using MATLAB and ANSYS models with a wide range of component volumes. The topology analysis identified critical materials and local maximum stresses when modelling the applied loads. This together with additive layer manufacture allows for bespoke prosthetics that can improve patient outcomes. Further research is needed to design a fully functional, failure feature that is operational when extreme loads are applied from any direction. Physical testing is needed for validation of this study. Further research is also recommended on the design so that the $\sigma$ within the ITAP is less than the yield stress, $\sigma_{s}$, of bone when other loads are applied from running and other activities.
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## 1. Introduction

The failure features of the femur are unique to the human skeleton because the bone is designed to transfer $\sigma$ throughout the structure when compressive or tensile loads are applied. The $\sigma$ is also dispersed to the surrounding muscle, cartilage and connected bone in the skeleton. This allows the femur to handle large $\sigma$ when the user is in motion such as running and jumping. However, the femur is not indestructible as the bone structure is susceptible to fracture from extreme shear loads. It has been theorised by that a sheer force of 4000 N applied perpendicular to the bone would cause a fracture [1]. The properties of the individual's bone structure are also key factors for the propagation of fracturing as the physiology is unique to the individual. This means that some individuals and ages are more susceptible to fractures particularly when bone decreases after the age of 30 [2]. The femur can also fail under different extreme loads from, for example, collision or devices such as landmines, improvised explosive devices, IEDs, and other explosives as identified by Mckay et al. [3]. The direction and position of the applied $\sigma$ is difficult to define, because the load could be applied from any direction at any time.

The intraosseous transcutaneous amputation prosthesis, ITAP, is a direct skeleton attachment that is used by amputees [4]. This is used rather than a standard socket interface that causes swelling, discomfort and potential infection for the user. The socket interface often prohibits the life span of the use of the prosthetic [5]. As a result, the development of the ITAP and similar direct skeleton attachments have been designed to mitigate these problems, to improve the quality of life for the user [4]. ITAPs were initially designed from studying animals with protruding bone such as deer and rhinos [6]. The mechanics and biomechanics of these animals' bone development have been analysed due to the lack of infection of the tissue surrounding the protruding bone which is similar to an embedded prosthetic. This is vital, as an embedded prosthetic can be susceptible to infection and
damage of the local tissue and if a prosthetic is not properly manufactured with biomedical procedures with appropriate postproduction methods [4]. Consequently, the ITAP is constructed in a manner that replicates the antlers of deer. An open insertion to the bone with reduced bacterial colonization infection was realised using a diamond-like carbon (DLC) ITAP [6].

The biomechanics of the ITAP and the human body need to be thought of during design, simulation and production as the material must not be harmful to the patient's body. As such, the main material used is that of Titanium (Ti). This is because Ti is biocompatible with the human body, with a high processability through Computer-aided design (CAD) and additive manufacturing (AM) processes. Ti is also strong enough to handle the loads associated with walking and other movements $[7,8]$. However, it can deteriorate in to smaller fragments in the body over time due to movement. This is most commonly attributed to hip and knee implants because there is constant friction between the implant and the joint [9]. Additional alternative materials can be used for prosthetics such as Polyetheretherketone (Peek). This can be processed by AM methods and inserted into the bone to help repair and supplement the bone after injury. This is commonly used for American football players for bone repair therapy as Peek is resistant to infection [10]. However, Peek is not suitable for use in a load bearing ITAP as there is poor bonding between the bone and the material. Therefore, it could easily become possible for the ITAP to be partially or fully dislodged from the bone, causing internal damage to the user.

The ITAP can be used for both cosmetic and load bearing prosthetics; the former can range from prosthetic eyes, fingers, noses, ears amongst others [11], while the latter can be used for prosthetic limbs with loadbearing forces acting upon extremities. This includes, but is not limited to, both high and low leg amputations, either above or below the knee. However, the work of Newcombe et al., identified that an ITAP implant was not advisable for an amputation greater than one quarter of the original length of the bone. This was due to the residual $\sigma$ in the femur housing, known as the anchor, being too great so damage to the cortical bone could occur [12]. Further suggested amendments to the ITAP have been developed to reduces the $\sigma$ with in both the bone and the ITAP. This includes a safety notch that is positioned outside the user's congealed tissue. The proposed modification could prevent an extreme load from damaging the user as the ITAP would failure at the safety notch [13].

Other direct skeletal prosthetics are available for use such as Osseointegrated Prostheses for the Rehabilitation of Amputees, OPRA. This system involves screwing into the bone cavity which increases the residual $\sigma$ all along the anchor. This system works because it increases the user's hip flexibility and extension in comparison to traditional socket interfaces. However, over time it was recorded that pain was detected due to the build-up of residual $\sigma$ [14]. The ITAP is not only suited to use in humans but it has had clinical trial in canines. Noel Fitzpatrick et al. studied the procedure for installation and use in four separate canines. The study identified that all subjects' quality of life improved due to the prosthetic attachment. However, canines 1-3 were euthanized due to metastatic disease spreading throughout the body; it was unclear if this was related to the ITAP [15]. As the ITAP can be fitted for different purposes and species, bespoke parts can be produced. This is extremely useful as the properties of bone vary as well as the length of the remaining bone after amputation, see Figures 1 and 2. Bone shape and modelling can be recorded by using Computed Tomography (CT) scanning. This creates a need for design iterations to model and build an ITAP that suits the individual's lifestyle. In this process it is essential to design a build that does not over engineer the forces acting upon the leg. Failure to work in this design constraint could cause near fatal damage to the user resulting in further amputation or loss of life. This is due to the failure of the anchor supporting the ITAP and the potential rupturing of arteries and veins surrounding the localized area of the prosthetic. The work of Sullivan et al. concluded that the use of direct skeleton attachments for prosthetics increases the user's quality of life and the function of the prosthetic limb. Comfort also increased due to the lack of sores developing on the stump. This is because
there is no contact between the stump of the limb and the prosthetic sock fitted over the top. However, the reports concluded that aspects of the development of the ITAP needed further advancement because the "trans-femoral amputee" case needs extensive review before it becomes a common clinical procedure for prosthetic rehabilitation [16]. It has been identified by Bird et al., that the initial area of failure and high $\sigma$ concentration of the ITAP is located at the root of the ITAP [13]. The results of the study identified that a single safety notch was not enough for the ITAP to be suitable for use. This is because the strength of the Ti used for the ITAP is greater than the bone, so the bone would fail before the ITAP, resulting in damage to the user. Thus, it is identified that a comparable $\sigma$ between bone and the ITAP at the point of insertion is needed for successful development of the product. This is categorized as designing in failure for success.


Figure 1. (A) ITAPs embedded into the skull for a prosthetic eye, (B) Prosthetic eye mounted on the ITAPs into the skull [11].


Figure 2. (A) Canine prosthetic ITAP embedded into its front left leg. (B) A Canine bespoke ITAP embedded into its front right leg [15].

The benefit of using AM methods of production is that the topology of the ITAP can be adapted to meet the users bespoke requirement. The manufacturing process allows for modification of the internal structure, of the ITAP and each can be printed to have the same properties and micro topology as the bone being amputated, as seen via CT scanning. The first aim of this study is to identify the optimum topology of the ITAP, locating critical material that is integral to the structure of the design when simulated to both walking and extreme loads. The secondary aim is to optimise the design of the ITAP topology so that a controlled failure can be achieved when extreme loads are applied. Thus, producing an ITAP that prevents a further damage to bone when subjected to excessive loads. For both aims the simulation will consider the design of a quarter amputation of a femur with an ITAP embedded into the bone (Figure 3). Both walking and extreme $\sigma$ studies are considered because the operational $\sigma$ of the design needs to be evaluated in order to design a safe prosthetic that can be embedded into the bone. To ensure reliable results a multiple modelling software approach is used to generate the topologies. The paper is organised as
follows: the next section uses simulation methods to identify the maximum stress, $\sigma_{\text {Max }}$, on the standard ITAP due to walking loads. This is followed by topology optimisation of the ITAP model using ANSYS and MATLAB. Then, Section 4. considers the influence of the topology of the ITAP design when under extreme loads. Finally, conclusions are presented on the optimisation of ITAP designs.


Figure 3. (A) Quarter Amputated Femur with accompanying ITAP CAD models, (B) Femur and ITAP assembly [17].

## 2. Experimental Methodology

The purpose of the research is to establish the strength of the ITAP, and to identify the behaviour of a safety mechanism to prevent excessive forces transferring to bone. The focus will be on performing Simulations of $\sigma_{\text {Max }}$ on the ITAP due to walking loads. In order to perform this the following section will identify initial design, boundary conditions and mesh used. In 2.2 the Simulated results of the ITAP standard design will be presented and then used as a benchmark for the ITAP designs with topology optimisation in mboxsectsect:sec3-micromachines-1132465.

### 2.1. The Initial Design, Boundary Conditions and Mesh

The A quarter amputation of the femur requires an ITAP with an embedded depth of 160 mm , with a diameter of 14 mm [12]. The femur provided in this study was obtained by CT scanning of a deceased male aged 44 weighing at 85 kg and at a height of 185 cm [17]. Based on this femur the standard ITAP design can be seen in Figure 3 The ITAP has been segmented into 4 section as to identify the areas of the recommended change of the topology, when simulated with the loads associated with walking and bone failure. This has been done as it is imperative that the ITAP bonds to the bone and allows the muscle to congeal around the protruding end. As such the changing topology must be correctly identified and implemented, in different section to reduce the risk of failure of insulation. As the designed in failure mechanic must failure externally of the body. Thus, the segments utilized are Section $A, B, C$ and $D$ theses represent the region of the ITAP: embedded in to the femur that must have a constant surface contact with bone; located at the end of the users stump where the collecting skin, fat and muscle fusses; were the desired failure mechanic is needed to be implemented for a safe failure of the ITAP; were the prosthetic leg is attached to the user, respectively. For the simulation of the design the following assumptions are mad.

- The ITAP and femur are both cylindrical, where the femur has an outer diameter of 28 mm and is extruded for 311.5 mm . Whilst there is often a curve in the femur, the tensor faciae latae muscle can reduce the stress acting along the bone and therefore reduce any pronounced stress concentrations acting along the femur [18].
- At one end of the femur there is a 14 mm diameter hole, centred in the middle, cut to a depth of 160 mm .
- The material properties of the femur have been assumed to be cortical bone, which has a $\sigma_{\mathrm{s}}$ of 110 and 120 MPa for compressional and tensional forces. The mechanical strength of a femur depends on numerous factors, such as age, porosity and mineral content. However, Marco et al. [19] and Reilly and Burstein [20] found average elastic and shear moduli of human femur specimens which can be used as a preliminary step towards modelling the bone housing ITAP implant. A summary of these mechanical properties is presented by Bird et al. [13].
- The material used for the ITAP has been set as Ti from the ANSYS's database, this has a $\sigma_{\mathrm{s}}$ of 930 MPa and an ultimate tensile stress, UTS, of 1070 MPa . The material selection for the computational modelling is in line with the Ti material used for the ITAP, thus the modelling is a comparable study.
- As the focus of the simulation is on the ITAP, the femur is fixed in place to the pelvis.
- The femur will not be simulated and the free body diagram (FBD) will only consist of the ITAP and the resulting $\sigma$ is analysed for the impact on the bone anchor.

The mesh was developed by conducting a mesh sensitivity study. Ten simulations were carried out with different mesh refinements to determine the following $\sigma$ results:

- $\quad \sigma_{\text {Max }}$ across the entire geometry
- $\sigma_{\text {Max }}$ recorded in the core of the ITAP using a set pathway in the centre of the cylinder
- $\quad \sigma_{\text {Max }}$ recorded in the core of Section B only using a pathway control.

From the study the optimum controls for the simulation where the following;

- A face sizing on both ends of each section of the ITAP, measured at 2 mm .
- A face sizing on the cylindrical surface of each section of the ITAP, measured at 2 mm .
- An edge sizing on both edges of the ITAP sections, divided by 25.

This process removed errors and many delocalisations within the mesh to ensure each section is uniform and in alignment with each other. However, when reviewing the full geometry and specific section minor desolations where identified. This is due to the simulated model being constructed from separate sections, forming a full geometry, rather than one single section. This purpose of this was to allow an in-depth review of each section of the ITAP and change the failure mechanic within section $C$ of the ITAP.

The simulation boundary locations have been set at the femur joint with the pelvis. Frontal $\left(\mathrm{F}_{\mathrm{x}}\right)$ Lateral $\left(\mathrm{F}_{\mathrm{y}}\right)$ and Axial forces $\left(\mathrm{F}_{\mathrm{z}}\right)$ are acting on the ITAP in the region where the prosthetic would be applied as this is the same area as the patellar surface where the knee would be attached [19], as seen in Figure 4.

The work of Georg et al. identified that the forces acting on the femur are dependent on the location of interest within the bone, the body weight (BW) of the user and finally the position of the motion of walking [21]. As such, the $F_{x}, F_{y}$ and $F_{z}$ maximum forces are calculated as $958.9 \mathrm{~N},-833.8 \mathrm{~N}$ and 3168.6 N , respectively.


Figure 4. (A) Forces acting upon the femur along the bone's structure [21], (B) FBD of the ITAP, built into Sections A, B, C and D.

### 2.2. Simulated Results of the ITAP Standard Design

The $\sigma_{\text {Max }}$ recorded when the ITAP is subjected to walking loads is shown in Table 1. It can be identified that as the diameter of the safety notch decreases from 14 mm to 5 mm the $\sigma_{\text {Max }}$ increases. It can also be identified that the location of the $\sigma_{\text {Max }}$ within the ITAP changes its position as the size of the notch diameter decreases, moving closer to the notch from the point of insertion. Discrepancies arise when analysing the full geometry's core and only Section C's core, this is partly due to minor delocalisation in the mesh within the model, further improvements have been utilised for additional readings. However, it can be identified that the recorded $\sigma$ in Section C's core for all simulated models does not exceed the $\sigma_{s}$ of Ti. Further conclusions can be drawn upon from this preliminary study, these being:

- The basic ITAP design has regions of $\sigma$ above 930 MPa , with a $\sigma_{\max }$ of 1175.6 MPa at the A-B joint interface. This is greater than the $\sigma_{\mathrm{s}}$ of the Ti , and could result in a section of the ITAP permanently deforming and making it unsuitable for use.
- For all simulated geometries the section A $\sigma$ is greater than both the compressive ( 110 MPa ) and tensile ( 120 MPa ) strength. This only occurs at the very start of the embedded part of the ITAP.
The results indicate that the ITAP design needs further optimisation to reduce the $\sigma$ at the joint of bone and ITAP to less than the $\sigma_{s}$ of bone, as well reducing the $\sigma$ across the whole design so that the $\sigma_{\mathrm{Max}}$ is less than the $\sigma_{\mathrm{s}}$ of Ti. Topology analyses shall be utilised as the ITAP must fail within the core of Section $C$ when the $\sigma$ generated by external loads are greater than the limits of the system, thereby avoiding irreparable damage to the user. However, the core and ITAP must not fail under standard forces generated in day to day life such as walking, as seen in a 5 mm safety notch were the recorded $\sigma$ is at 3313.8 MPa .

Table 1. Simulated $\sigma_{\text {Max }}$ of the ITAP designs.

| ITAP Designs | Standard | 13 mm Safety Notch | 9 mm Safety Notch | $\mathbf{5} \mathbf{~ m m}$ Safety Notch |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{\text {Max }}$ [MPa] In the model | 1175.6 | 939.5 | 939.5 | 3313.8 |
| $\sigma_{\text {Max }}$ [MPa] Core of the ITAP | 79.5 | 74.5 | 146.1 | 1003.6 |
| Vertical height from applied <br> loads, z domain [mm] | 104.5 | 104.5 | 55.1 | 55.0 |
| $\sigma_{\text {Max }}$ [MPa] in Section A | 570.3 | 735.6 | 735.6 | 735.6 |
| $\sigma_{\text {Max }}$ [MPa] Core of Section A | 67.1 | 72.1 | 72.1 | 72.1 |
| Vertical height from applied <br> loads, z domain [mm] | 107.4 | 107.4 | 107.4 | 107.4 |
| $\sigma_{\text {Max }}$ [MPa] in Section C | 422.6 | 474.5 | 861.6 | 3313.8 |
| $\sigma_{\text {Max }}$ [MPa] Core of Section C | 29.5 | 30.8 | 150.3 | 895.4 |
| Vertical height from applied <br> loads, z domain [mm] | 64.7 | 49.9 | 53.3 | 59.0 |

## 3. Topology Optimisation of for the ITAP Model

In the following section the approach to using topology modifications to the ITAP will be show. Firstly, the ANSYS model will be described followed by the 2D and 3D approaches using MATLAB functions.

### 3.1. ANSYS Model

With a material reduction (50\%) the design of the standard ITAP and notched designs have been simulated in ANSYS. In total 20 different simulations where conducted utilising the topology reduction calculations in order to identify key structural information for the IP when underload. The model mass is reduced in areas that are not critical to the mechanical structure, as seen in Figures 5-7. The same forces identified in Section 2.2 are used and the fixed supports used are as follows.

- The connecting surfaces of the ITAP and bone.
- The connection of the top surface of the ITAP and bone.
- The top of Section C joined to Section B of the ITAP (Figure 8B).


Figure 5. Fixed contact between the bone-anchor and ITAP, (A-D) Standard ITAP to 5 mm safety notch topology reduction models results, (E) FBD of the applied walking loads.


Figure 6. Fixed contact for the head of the bone-anchor to ITAP, (A-D) Standard ITAP to 5 mm safety notch topology reduction models results, (E) FBD of the applied walking loads.


Figure 7. Fixed contact for the head of Sections B and C of the ITAP, (A-D) Standard ITAP to 5 mm safety notch topology reduction models results, (E) FBD of the applied walking loads.


Figure 8. (A) Initial ITAP designed, (B) $\sigma$ distribution in the 5 mm safety notched ITAP.

### 3.2. 2D Simulations Using MATLAB Functions

In this section a 2 D infill for the entirety of the interior of the ITAP geometry is developed. The coding for designing an optimised interior where material can theoretically
be removed originated as a 2D MATLAB problem written by Otomori et al. [22]. This has since been utilised to identify if the ANSYS topology studies identify the correct locations to remove non-critical material from the cylindrical cross-section of the ITAP's external Sections C and D. The volume of material remaining is denoted by $V_{\max }$, and is the only variable in these simulations. Different iterations were completed looking at Vmax (50-95\% in intervals of $5 \%$ ), in total 10 different simulations were conducted to complete this section of research. Using MATLAB code for a level set-based topology optimization the assumptions made in the model are as follows;

- Function control levelset88 (Nelx, Nely, Vmax, Tau) are used
- The simulation considers the cross-section of the ITAP, external sections away from the bone and fusing muscle.
- The length $X$ and $Y$ are the length and diameter of the external region of the ITAP, Sections C and D, (represented by Nelx and Nely, respectively).
- The position of the applied load, interconnectivity and complexity is denoted by Tau and represents the regularization parameters which are set to the recommended value of $2 \times 10^{-4}$ [21].
- The magnitude of the forces is not considered.
- The Young's modulus for the material is set to 1 , whereas the Young's modulus of the voids has been set to 0 .
- Poisson's Ratio is set at 0.3.

The resulting design structures (Figure 9) show that as the maximum volume of the model increases, the size of the voids forming in the ITAP decrease. This is most prominent in the voids forming at the boundary wall and the voids forming where sections $C$ and D meet. This study has identified where the areas of the topology of the ITAP should be changed depending on the volume of the material used in additive manufactured production processes for complex internal structures. The topology simulation using MATLABs' applied load only consisted of one shear force, rather than the three forces that are applied to the ITAP in motion. Furthermore, the force cannot be set to the applied loads identified in Section 2.1. As such, the results from this study can only be used as a guideline.


Figure 9. Simulated results of the 2D MATLAB topology simulations identifying the theoretical areas of material reduction of 50 to $95 \%$.

## 3.3. $3 D$ Simulations Using MATLAB Functions

To identify the influence of multiple forces on ITAP topology further simulations were needed. The work of Liu et al. allows for simple 3D models to be designed and simulated, where fixed support and applied loads can be controlled with multiple forces being utilised at a single location [23]. Using cubic models three separate simulation models have been studied looking at Sections C and D of the ITAP. These consist of a 85 mm by 14 mm by 14 mm model (Standard), as well as two models with cross-sections through the centre of the model at 85 mm by 14 mm by 1 mm (Vertical) and 85 mm by 1 mm by 14 mm (Horizontal). A 3D multsicale topology optimization code for lattice microscale response is used (top3d, Nelx, Nely, Nelz, Volfrac, Penal, Rmin) and the assumptions made for this study are as follows:

- The dimensions of the geometry are individual to each simulated model; this consists of Nelx, Nely and Nelz.
- Volfrac represents the volume fraction limit of the simulations; the range used for this study will be concordant with the 2D MATLAB study ranging between $50 \%$ and $95 \%$ in intervals of $5 \%$.
- Penal represents penalization procedure and is usually referred to as the Solid Isotropic Material with Penalization (SIMP), which is used as a binary solver where penal > 1 . In this study it is being set as a constant of 1 following the recommendations of the author.
- Rmin is the filter size which is the distance between the centroid of element i and element $j$ of the model, this has been set to a value of 1 , so there is a millimetre between the centre of each element.
- The Young's modulus of the material has been set to 1 while the Young's modulus of the voids has been set to the value of 0 .
- Poisson's ratio is set to 0.3.
- The fixed supports are distributed evenly over the following coordinate positions fixed in all three axes:
Standard: $\mathrm{X} 1=0, \mathrm{X} 2=0, \mathrm{Y} 1=0, \mathrm{Y} 2=14, \mathrm{Z} 1=0, \mathrm{Z} 2=14$.
- Vertical: $\mathrm{X} 1=0, \mathrm{X} 2=0, \mathrm{Y} 1=0, \mathrm{Y} 2=14, \mathrm{Z} 1=0, \mathrm{Z} 2=1$.

Horizontal: $\mathrm{X} 1=0, \mathrm{X} 2=0, \mathrm{Y} 1=0, \mathrm{Y} 2=1, \mathrm{Z} 1=0, \mathrm{Z} 2=14$.

- The applied forces are Axial 3168.63 N , Lateral -833.85 N and Frontal 958.93 N in the following axes Fx , $\mathrm{Fy}, \mathrm{Fz}$, respectively.
- The following coordinates and forces have been used in the load distribution:

Standard: Fx, Fy and Fz at $\mathrm{X} 1=85, \mathrm{X} 2=85, \mathrm{Y} 1=0, \mathrm{Y} 2=14, \mathrm{Z} 1=0, \mathrm{Z} 2=14$.
Vertical: Fx and Fy at $\mathrm{X} 1=85, \mathrm{X} 2=85, \mathrm{Y} 1=0, \mathrm{Y} 2=14, \mathrm{Z} 1=0, \mathrm{Z} 2=1$.
Horizontal: Fx and Fz at $\mathrm{X} 1=85, \mathrm{X} 2=85, \mathrm{Y} 1=0, \mathrm{Y} 2=1, \mathrm{Z} 1=0, \mathrm{Z} 2=14$.
The MATLAB 3D simulations provide the most detailed results. From the study, the areas where material can be removed to save weight due to the minimal $\sigma$ present is consistently located at two positions. These being at the centroid of the fixed support at the boundary wall where the ITAP's Sections B and C meet. The next area where material can be removed is located within Section D, $57 \mathrm{~mm}<x<85 \mathrm{~mm}$ see Figure 10A, where material is being removed on the opposite side of the applied Lateral and Frontal loads. These two positions of material reduction are concordant with both the ANSYS and 2D MATLAB simulations as well as all three models of the 3D MATLAB simulations. The size of the voids forming is dependent on the volume percentage of material being simulated. The results from the Standard models identify how the ITAP could be shaped to meet the individual's body characteristics using the loads calculated. The results identify the areas of material that are less important to the structural integrity of the external sections of the ITAP. The Vertical and Horizontal simulations look at the cross-section of the ITAP with the Axial and either Lateral or Frontal forces applied, Furthermore, the remaining internal structure mimics the internal structure found in bone, Figure 10, forming pathways in-between voids in the ITAP, similar to the findings of both Otomori and Wu with their
respective studies and coding [22,24]. Both the Vertical and Horizontal results show this pattern. The voids are geometrically triangular in design as they are extremely capable of distributing $\sigma$ within their shape [24]. There is minimal variation between the two sets of results, and this is expected as the forces being applied are similar in size. As the percentage of the material used increases, the definition of the voids and interconnecting pathways decreases. For these study 30 simulations were conducted utilising 10 different volume fraction limits for three different tested geometries.

The visual results of the simulations can be seen in Figure 10 for selected volume percentages of material.


Figure 10. (A) FBD of the 3D MATLAB topology simulation utilising the external Sections, C and D, of the ITAP, dimensions of 85 mm by 14 mm by 14 mm with applied loads, (B) Vertical model using $F_{x}$ and $F_{y} 95 \%$ volume of material, (C) Vertical model using $F_{x}$ and $F_{y} 55 \%$ volume of material.

## 4. Topology of the ITAP Design under Extreme Loads

In this study the shear force being applied is set to the interconnecting surface between the prosthetic and the ITAP, represented by $\mathrm{F}_{\mathrm{y}}$ as -4000 N . There is a secondary axial force of 416.9 N applied, denoted by $\mathrm{F}_{\mathrm{z}}$. This has been derived from half of the user's weight resting on the ITAP, from the 85 kg test individual. From analysing the results of the simulation, the location of the $\sigma_{\text {Max }}$ can be seen to be at the joint between Section A and B, where the ITAP leaves contact with the bone anchor, as seen in Figure 8B. This is the same location as in the walking simulations. The only difference is the position on the circumference of the joint of Sections A and B, as the forces are acting in different directions. The $\sigma_{\mathrm{Max}}$ has been recorded above the $\sigma_{\mathrm{s}}$ of Ti and both the compressive and tensile $\sigma_{\mathrm{s}}$ of bone; therefore, a fracture has a high chance of occurring under this load. From these findings, it is recommended that further study is needed into the design of the ITAP to remove the risk of critical failure of the bone when exposed to extreme loads.

### 4.1. ANSYS Topology of the ITAP with Extreme Loads Applied

For this study the assumptions and controls are the same as in Section 3.1. The results identify that voids are forming in the same locations as in the walking simulations, these
being at the boundary walls between sections and fixed supports. Material is also being removed along the sides of the ITAP in the same manner as the walking simulations. However, the main differences in the results is the voids forming within Section D, where more material remains in these locations to disperse the $\sigma$ throughout the model from the applied loads. As such 4-separate standard ITAP models where simulated utilising ANSYS's high computational topology modelling process. As seen in Figures 11 and 12.


Figure 11. Topology simulations of the full standard ITAP with extreme load F, which is the amalgamation of $\mathrm{F}_{\mathrm{y}}$ and $\mathrm{F}_{\mathrm{z}}$ at $50 \%$ volume of material, (A) FBD of the ITAP in Sections, (B) The resulting topology of the individual Sections, (C) FBD of the ITAP constructed in one Section, (D) The resulting topology of the full ITAP.


Figure 12. Topology simulations of Sections C and D of the standard ITAP with extreme load F, which is the amalgamation of $\mathrm{F}_{\mathrm{y}}$ and $\mathrm{F}_{\mathrm{z}}$ at $50 \%$ volume of material, (A) FBD of the ITAP in Sections, (B) The resulting topology of the individual Sections, (C) FBD of the ITAP constructed in one Section, (D) The resulting topology of Sections C and D.

### 4.2. 3D MATLAB Analysis of the ITAP with Extreme Loads Applied

For this study the assumptions and controls are the same as in Section 3.3 here the geometries used are the Standard and Vertical models. The simulations have been run between 50 and $95 \%$ of material in intervals of $5 \%$, resulting in 30 separate geometries being developed for simulations. This study has identified the critical areas of material within the ITAP's Sections C and D at different volume percentages of material, by removing material that had the lowest $\sigma$ concentration within the geometry. Common trends have been identified in these simulations. This has included: voids forming at the centre of the fixed support; divots manifesting within Section D; triangular interconnecting pathways forming within the voids in the centre of the models; and critical material kept along the boundary walls, most prominently the wall with the force directed towards it. All these observations are identical to the walking simulations 3D MATLAB study. As the percentage of the volume increases, the voids decrease in size as expected, but the pattern built into the structure is constant with the exception of the vertical model at $95 \%$. The results from the latter simulation is sporadic because the material removed is not concordant with previous iterations.

## 5. Discussion

### 5.1. Similarities of the ANSYS, 2D and 3D MATLAB Topology Studies on the ITAP for Walking Simulations

Each simulation process has identified which regions of material are critical for the distribution of $\sigma$ within the ITAP and what material can be removed to reduce the mass of the ITAP. As stated before, these results identify the material that can be removed as it is not critical to the structure of the ITAP. As such, the inverse of the results should be studied to correctly design the failure features of the ITAP, so that the device can be correctly used in day-to-day life, but will fail in a designed manner when exposed to extreme loads. Looking at Figure 13 which shows the visual results for each simulation method for sections C and D of the ITAP at $50 \%$ by volume of material, a clear pattern can be identified for further study. There are similarities in the reduction of material in each process, most notably the reduction of a large proportion of material at the fixed support of Section C, which is present in all models. Other significant similarities are the reduction of material identified in Section D, where material is removed in the opposite direction of the Frontal and Lateral forces for the divot. This is most prominently observed in both the ANSYS and 3D MATLAB simulations as the magnitude of the forces has been directly controlled and adjusted accordingly. The inverse of the results shows that the $\sigma$ found within these locations is not substantial and therefore not critical for material reduction. The main areas where reduction could be focused on to achieve a controlled failure are the two quarters of the models that do not have any change in design; this can most prominently be seen in D in Figure 13 as well as A and B. Both the ANSYS and the Standard 3D MATLAB simulations are very similar in the locations of material reduction; the main differences arise due the starting geometry used.

The 2D MATLAB simulated model $C$ is the most diverse, because the algorithm calculating the theoretical structure that could be capable of withstanding shear forces only at a point location rather than a dispersed load that is controlled. As such, the 2D MATLAB simulations do not work out the best structure to an individual load parameter, but rather work out the optimum geometry for shear loads being applied.

The results from this study have identified which internal structures should be utilised to distribute $\sigma$ while saving weight. There are similarities in the simulated models such as the aforementioned void forming at the top of Section C in the ITAP, as well as the voids in the main body of the section being triangular based; this is similar to the results of E and F in Figure 13. However, from analysing and inverting the results provided from the use of Otomori's code, the areas of critical importance for distributing $\sigma$ when designing the internal topology for shear $\sigma$ are the boundary walls of the model. This is concordant with the range of percentages of volume simulated in this study. The resulting design
structures (Figure 9) show that as the maximum volume of the model increases, the size of the voids forming in the ITAP decrease. This is most prominent in the voids forming at the boundary wall and the voids forming where sections $C$ and $D$ meet. This study has identified where the areas of the topology of the ITAP should be changed depending on the volume of the material used in additive manufactured production processes for complex internal structures. The topology simulation using MATLABs' applied load only consisted of one shear force, rather than the three forces that are applied to the ITAP in motion. Furthermore, the force cannot be set to the applied loads identified in Section 2.1. As such, the results from this study can only be used as a guide. Bye analysing the studies it can be seen that only critical material is left, thus it can be inferred that this is the area where design changes are required for a controlled failure. This is concordant with the work of Bird et al. [13], where the location and depth of the safety notches affected the ITAP performances.

The findings from the 3D Vertical and Horizontal MATLAB studies support this claim. However, the findings identify that one section of the material has more importance than the other. In Figure 13 both $E$ and $F^{\prime}$ s cross-section of the ITAP has a thicker boundary wall on one side, located in the direction of $\mathrm{F}_{\mathrm{y}}$ or $\mathrm{F}_{\mathrm{z}}$, respectively. Both these locations are more regular and thicker than the opposite side of the ITAP. Inferring that the thicker side is more important for structural integrity and therefore should be the focus location when designing in the controlled location of failure. In total 60 different simulations were conducted to identify and consolidate the critical material needed for the structural stability of the ITAP when simulated with walking loads.


Figure 13. Visual comparison between topology simulation of Section C and D of the ITAP at 50\% volume of material, (A) one solid model using ANSYS's control, (B) 2 sections joined together using ANSYS's simulation controls, (C) 2D MATLAB simulations with only the shear force being applied to identify the potential areas of material reduction, (D) 3D MATLAB standard model, (E) 3D MATLAB vertical model, (F) 3D MATLAB horizontal model.

From the results of these studies (Table 2), the following conclusions and recommendations can be made for further development in simulation and physical testing of the topology of the ITAP:

- Integrate a stress raiser on the ITAP at the end of Section B at the bone anchor, with appropriate fillets on either side to increase contact with bone and reduce residual $\sigma$ under load at the connection between the ITAP and anchor.
- The external walls around the ITAP are key to the stability of the design; minimal removal in any direction will weaken the model. However, removing critical material from the combined direction of the Lateral and Frontal forces will introduce a significant weakness in design. Removal of material in the opposite direction will also have a significant reduction in strength.
- The internal topology of the ITAP should be designed following the results of the study's triangular-based patterns for stability, with AM production processes in mind.
- Any design models should be simulated using the forces utilised in these studies as well as simulation with forces that would fracture the femur.

Table 2. Simulated $\sigma_{\text {Max }}$ and mass reduction of the ITAP when studied at $50 \%$ topology reduction.

| $\sigma_{\text {Max }}$ and Mass Reduction | Walking Loads |  |  |  | Extrema Load |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ITAP Designs | Standard | $\mathbf{1 3 ~ m m ~ S a f e t y ~}$ <br> Notch | $\mathbf{9 m m}$ Safety <br> Notch | $\mathbf{5 m m}$ Safety <br> Notch | Standard |
| $\sigma_{\text {Max }}$ [MPa] In the model | 1175.6 | 939.5 | 939.5 | 3313.8 | 3220.9 |
| $\sigma_{\text {Max }}$ [MPa] Core of the ITAP | 79.5 | 74.5 | 146.1 | 1003.6 | 211.7 |
| Vertical height from applied <br> loads, z domain [mm] | 104.5 | 104.5 | 55.1 | 55.0 | 104.5 |
| $\sigma_{\text {Max }}$ [MPa] in Section A | 570.3 | 735.6 | 735.6 | 735.6 | 1813.7 |
| $\sigma_{\text {Max }}$ [MPa] Core of Section A | 67.1 | 72.1 | 72.1 | 72.1 | 215.0 |
| Vertical height from applied <br> loads, z domain [mm] | 107.4 | 107.4 | 107.4 | 107.4 | 107.4 |
| $\sigma_{\text {Max }}$ [MPa] in Section C | 422.6 | 474.5 | 861.6 | 3313.8 | 1264.0 |
| $\sigma_{\text {Max }}$ [MPa] Core of Section C | 29.5 | 30.8 | 150.3 | 895.4 | 64.8 |
| Vertical height from applied <br> loads, z domain [mm] | 64.7 | 49.9 | 53.3 | 59.0 | 69.2 |
| Mass of full ITAP [g] | 187.8 | 187.7 | 186.7 | 184.5 | 187.8 |
| Mass of full ITAP after 50\% <br> topology reduction [g] | 93.91 | 93.8 | 93.3 | 92.2 | 93.9 |
| Mass of Section C \& D of ITAP [g] | 60.5 | 60.4 | 59.4 | 57.2 | 60.5 |
| Mass of Section C \& D of ITAP <br> after 50\% topology reduction [g] | 30.2 | 30.2 | 29.7 | 28.6 | 30.2 |

5.2. Discussion and Similarities of the ANSYS and 3D MATLAB Topology Studies on the ITAP when Exposed to Extreme Loads

From analysing both the data from ANSYS and 3D MATLAB topology studies for an ITAP exposed to extreme loads, see Figure 14, that are expected to cause fracture to the femur, the following observations and conclusions can be drawn:

- The $\sigma$ within the ITAP is significantly greater than the capacity of the anchor. Therefore, design iterations are needed to remove the failure of bone, and the location of the $\sigma_{\mathrm{Max}}$ is the same as the walking simulations in the anchor.
- The external walls, perpendicular to the forces are critical to the structural integrity of the ITAP. This is more prominent in the wall to which the shear force is directed.
- Voids in the centre are not critical to the structure but there is a triangular interconnecting pattern similar to the structure of bone which is required for structural stability within the models [21,23,24].


Figure 14. Visual comparison between topology simulation of Sections C and D of the ITAP at $50 \%$ volume of material, (A) one solid model using ANSYS's control, (B) 2 Sections joined together using ANSYS's simulation controls, (C) 3D MATLAB standard model, (D) 3D MATLAB vertical model.

The findings from these studies are identical with the walking simulations, indicating that critical material should be removed from the model on the boundary wall, to which the shear the force is directed. However, the difference in the positioning of the forces is subject to change for the extreme loads because impact could occur from any direction. Thus, a failure feature must be designed that is capable of failing from any direction of shear force. This was concordant with all 34 simulations. The similarities of the location and $\sigma_{\text {Max }}$ recorded for both the walking and extrema loads can be seen in Table 2. This also identifies the mass reduction calculated from the ANSYS calculations.

## 6. Conclusions and Recommendations for Future Work

The ITAP is an alternative prosthetic product that has the potential to remove the inflammation and pain from traditional prosthetics while replicating the feeling of having a leg via a direct skeletal implant, thus improving the quality of life of the user. The inherent risk of using an ITAP is that because it is attached to the bone any $\sigma$ on it receives is transferred to the bone. To prevent further limb damage a failsafe safety notch design is considered. The optimisation challenge is to ensure the ITAP is functional for normal use while allowing for a designed failure if excessive forces are experienced. The following conclusions are made.

- Due to advances in medical practises, CT scanning has been performed identifying the condition and strength of the bone anchor. Thus, allowing for clear understanding of how an ITAP will integrate within the user after an amputated femur. The acting loads applied to the ITAP when in use, have been ascertained, allowing for design and manufacture using AM methods to incorporating topology modifications bespoke to the users' lifestyle.
- The topology studies of the ITAP have been performed using ANSYS and 2D and 3D MATLAB models. The use of the 2D modelling has quick results that allows for rapid modelling, with alternative length of prosthetics. However, there is no control on the magnitude of the applied load. As such it is only recommend for quick analysis for an idea of where material is critical with in a cross section. The use of
the 3D code is better suited to live modelling as there is more control on both the material properties and applied loads. The benefit of this is a visual guide to the critical material that is accurate to the model. However, the problem is the simulation does not yield numerical results and have limited geometry modelling. As such it is best suited for quick accurate visual modelling of cross-sections. In total 102 D and 60 3D Matlab simulations where carried out within this research, all results yield from these simulations gave clear insight into the topology of the ITAP under load.
- ANSYS code has been developed for advances topology modelling. This has allowed for in-depth studies into the ITAPs geometry looking at the core material and $\sigma$ that are being applied to the ITAP. This has allowed for in-depth review of the ITAPs critical material and local maximum stresses when modelling the applied loads. The downside of this simulation is that it is computationally expensive and time consuming, a large proportion of time was utilised simulation the 24 different ANSYS topology models.
- The topology studies for both the walking and extreme loads have identified critical areas of material within the ITAP that are needed for $\sigma$ to dissipate through the product. Through the use of ANSYS, 2D and 3D MATLAB models, it can be concluded that when the ITAP is exposed to walking loads, the critical material is solely located in line with the summation of the walking loads, which is set in a fixed direction. It is also critical that the section of the ITAP that meets the bone anchor does not exceed the bone $\sigma_{s}$ of 110 MPa as this will cause further injury to the user.
- The critical support material identified from the topology studies is directly in line with the extreme loads. However, in use as an extreme load can be applied from any direction, and all of the ITAP geometry can be assumed as critical so a controlled failure safety notch feature is adopted. As such it can be stated that a developed ITAP must not exceed the $\sigma_{s}$ of bone but also be capable of withstanding loads for daily use like walking. For the failsafe to work the $\sigma$ within the core section $C$ must exceed the material UTS when exposed to extreme loads in any direction.

It is recommended that further research is undertaken on the design of the ITAP's failure feature utilising the topology study in this paper so that a safety design can be successfully developed for each individual case. Physical testing is also highly recommended as to ascertain the strength compression on different volume fraction of the ITAP, when tested with walking loads and destructive forces. Further simulation on different loads including running and jumping to fully facilitate the user's mobility would gain an insight in the loading capabilities of the ITAP.
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