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Due to the ongoing rise in sea level and increase in extreme wave climates, conse-
quences of the changing wave climate, coastal structures such as sea dikes and seawalls
will be exposed to severe and frequent sea storms. Even though much research related to
wave–structure interactions has been carried out, it remains one of the most important and
challenging topics in the field of coastal engineering. The recent publications in the Special
Issue “wave interactions with coastal structures” in the Journal Marine Science and Engineer-
ing contain a wide range of research, including theoretical/mathematical, experimental,
and numerical works related to the interaction between sea waves and coastal structures.
The research is related to conventional coastal hard structures in deep water zones and
ones located in shallow water zones, such as wave overtopping over shallow foreshores
with apartment buildings on dikes. The presented research findings increase knowledge of
hydrodynamic processes, and new approaches and developments presented here will be a
good benchmark for future works. The research papers published in the Special Issue are
highlighted below with discussions of the approaches and developments.

Maiolo et al. [1] investigated wave propagation and transformation over a type of
submerged breakwater. In particular, the intervention consists of protected nourishment,
an environmentally friendly submerged structure aiming to protect the shoreline. The
authors developed a simplified methodology employing a mathematical model to calculate
the transmission of the incoming waves over such submerged structures. The study
provides a reasonable estimation of the wave transmission, while the computational cost is
significantly smaller than conventional numerical models. Such a methodology is helpful
for engineering practices when many cases need to be simulated for different storms and
sea-level rise scenarios, in combination with different coastal interventions. Furthermore,
it can be used for further interventions such as nature-based solutions.

Altomare et al. [2] investigated the overtopping risk for pedestrians on sea dikes using
experimental modelling carried out in a small-scale wave flume facility at Universitat
Politecnica de Catalunya–BarcelonaTech, Spain. The structural setup comprised a 1:1
sloping smooth dike with foreshore slopes of 1:15 and 1:30, representing typical layouts of
the urbanized coastal area north of Barcelona. Along this area, bike paths and railways run
very close to the shoreline and have been exposed frequently to extreme storm conditions
and overtopping events in the last decade. The flow depth and velocity characterize the
stability of pedestrians; thus, these values were measured in the physical model. The
overtopping flow velocity was measured by redundant systems composed of two high-
speed cameras and two ultrasonic sensors. It is often a problem to measure the overtopping
bore velocity on the dry dike since the conventional measurement system using an electric
velocimeter does not work correctly at a location that changes wet and dry conditions by
each overtopping event. The results indicate that average wave overtopping discharge
and maximum individual overtopping volume are necessary but not sufficient variables to
assess whether a scenario is safe or unsafe. Instead, the pedestrian hazard is proved to be
linked to the combination of overtopping flow velocity and flow depth.

J. Mar. Sci. Eng. 2021, 9, 1331. https://doi.org/10.3390/jmse9121331 https://www.mdpi.com/journal/jmse
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Dan et al. [3] investigated the reduction of wave overtopping and force impact on
storm walls on dikes and quays due to very oblique waves, where the wavefront forms
an angle of ≥ 45◦ with the structure. Such oblique waves need to be assessed when the
quay and dike zones inside a harbour are located along the primary wave direction. The
authors carried out the test in a wave basin equipped with a uni-directional wave generator
(i.e., only long-crested waves were generated). The target structure is vertical storm walls
on a dike with 1 in 2.5 slope and a vertical quay wall. Very oblique waves (angle between
45◦ and 80◦) have been tested, measuring overtopping and force reduction with respect
to perpendicular wave attacks. The study proposed coefficients of wave overtopping
reduction and formulations of wave force reduction, both for very oblique wave cases.
Physical models are still a major tool to investigate overtopping and force in engineering
applications, not only due to the accuracy but also to the high demand of time and space
(e.g., 1000 waves and 2D/3D domain), as can be seen in this work, while the application
range of numerical models on wave–structure interaction is growing. Below, a review of
six works are related to numerical modelling.

Suzuki et al. [4] investigated the overtopping risk on a dike in shallow foreshores
using a non-hydrostatic wave model, SWASH; the topic is in line with Altomare et al. [2].
The model was first validated with a physical model to understand wave overtopping
characteristics using different wave conditions and bathymetries. The results show that
the overtopping risk is characterized by the time-dependent flow depth and velocity
rather than maximum flow depth and velocity. If maximum values are used, the risk is
overestimated. The work revealed that the structure configuration strongly influences
the time-dependent values—even though the same average overtopping discharge, the
risk is different by the flow depth and flow velocity combination. On top, it indicates a
risk of return flows when a vertical structure leeward the dike. Such an investigation was
achieved owing to the characteristics of SWASH: wave transformation and overtopping
characteristics are reproduced accurately and are computationally less demanding.

Chang [5] applied a three-dimensional, fully non-linear potential wave model based
on a curvilinear grid system to investigate the interaction of a solitary wave with vertical
fully/partially submerged circular cylinders with/without a hollow zone. The model was
validated with data in the literature and then was applied to study cases of wave-cylinder
interaction. In general, 3D simulations are extremely demanding in terms of computational
time and resources, and thus, it is not feasible for engineering practices. However, this
paper tackled it by using a potential model. The target wave is one (i.e., solitary wave);
thus, the computational time is shorter than a real case study, which often requires longer
simulation (e.g., investigation of marine platforms). The work gives a good insight into the
wave behaviour around a circular cylinder with or without hollow zones, while cases where
the vortex effect is dominant cannot be dealt with due to the nature of potential models.

Li et al. [6] studied vertical breakwater stability under extreme waves. Vertical break-
waters are conventional coastal structures; thus, many investigations and knowledge on
the stability of breakwaters have been accumulated in the literature. However, dealing
with stability using numerical simulation is somewhat limited due to the complexity of
the dynamic loading on the structure combined with overtopping waves. The authors
investigated the pressure distribution under a condition with wave overtopping using a
two-dimensional RANS model and discussed the potential risk of the failure mechanism.

Gruwez et al. [7] conducted an intensive validation of a two-dimensional RANS
multiphase solver (i.e., OpenFOAM) for a case with sea dike in shallow foreshores. The
authors compared the results of wave properties along the wave flume, wave runup and
forcing in great detail with a quantified and objective validation. Based on it, the numerical
model conducted in the study gives promising results in terms of wave propagation and
force estimation without calibration after a convergence analysis. Evaluation/comparison
of time series between the physical and numerical models is not a trivial task, but the
authors proposed a useful classification of the relative refined index of agreement and
corresponding rating.
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Gruwez et al. [8] extended the work of Gruwez et al. [7] further, including the SWASH
and DualSPHysics models, conducted through comparisons based on the same physical
model validation case. It is an interesting work since each model is becoming very popular
in coastal engineering and growing in the range of applications, yet the characteristics of
the models are very different. The RANS model is a conventional numerical approach
in coastal engineering, and the knowledge has been accumulated through a long history.
A number of numerical schemes and techniques have been developed, and often, the
model gives highly accurate modelling. DualSPHysics is a mesh-less model based on the
smoothed particle hydrodynamics method (SPH). Compared to mesh-based approaches,
SPH has a relatively short history (developed in the 70s of the last century for astrophysics
and applied to fluid dynamics for the first time about 30 years ago). However, the method
is becoming very popular due to its particle-based approach, capable of inherently catching
non-linearities and very violent phenomena. SWASH is based on the non-linear shallow
water equation with non-hydrostatic pressure; thus, it is suitable for the estimation of wave
propagation in the shallow zone. Due to the nature of the equation, the computational time
is much smaller than the RANS and SPH models. The three models are compared in terms
of model accuracy and computational speed. The results indicate that all three models
give a good accuracy for wave transformation and force estimation while OpenFOAM and
DualSPHysics models give a slightly better representation in time series than the SWASH
model. On the other hand, the SWASH simulation is much less time consuming compared
to OpenFOAM and DualSPHysics. Each model has its characteristics with pros and cons;
thus, the user needs to choose which type of numerical model is suitable. This work is one
of the benchmark papers which contains a good discussion of detailed capabilities.

Hasanpour et al. [9] investigated tsunami-borne large debris flow and impact on
coastal structures using a coupling model of SPH and FE (finite elements) in 2D. The
developed model was validated with physical modelling in the literature. After validating
the non-linear transformation of the tsunami wave, the debris–fluid interaction and the
impact on a coastal structure, the model was further applied to debris–structure interaction.
The result indicates the necessity of 3D simulation.

Altomare et al. [10] used the DualSPHysics model to understand the failure mechanism
of the Pont del Petroli Pier in Spain, which occurred during the so-called “Storm Gloria” in
January 2020. A preliminary 2D modelling was carried out to reproduce wave properties
at the toe of the structure. Based on the water surface elevation and velocity field near the
structure obtained in the 2D model, the 3D model case was carried out with the state-of-
the-art inlet-wave-generation technique. The total number of particles of the 3D simulation
was 1.7 million, with a physical time of 20 s, which corresponds to two to three waves
characterizing the most extreme events, which were simulated (the run time was 9 hours).
Such a simulation used to be very challenging due to the nature of the irregular wave and
large domain, but this work proved that the DualSPHysics model can be applied to such
events using a kind of nesting method (i.e., reproducing the incident wave time series from
the 2D simulation). The simulation results have later been used to set up the experimental
campaign carried out in a large-scale wave flume and will be exploited by local authorities
to reconstruct the pier, a key element of the urban assets in the coastal town of Badalona.
As this practice shows, numerical models can also assist the physical models instead of the
physical model only feeding the validation data.

Author Contributions: Conceptualization, T.S. and C.A.; writing—original draft preparation, T.S.;
writing—review and editing, C.A.; project administration, T.S. All authors have read and agreed to
the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Erosion processes threaten the economy, the environment and the ecosystem of coastal areas.
In addition, human action can significantly affect the characteristics of the soil and the landscape of the
shoreline. In this context, pursuing environmental sustainability is of paramount importance in solving
environmental degradation of coastal areas worldwide, with particular reference to the design of complex
engineering structures. Among all the measures conceived to protect the shoreline, environmentally
friendly interventions should be supported by the stakeholders and tested by means of mathematical
models, in order to evaluate their effectiveness in coastal protection through the evaluation of wave
damping and bedload. This study focuses on protected nourishments, as strategic interventions aimed to
counteract coastal erosion without affecting the environment. Here, we develop a simplified method to
provide a preliminary assessment of the efficiency of submerged breakwaters in reducing wave energy
at a relatively low computational cost, if compared to the standard 2D or full 3D mathematical models.
The methodology is applied at Calabaia Beach, located in the southern Tyrrhenian Sea (Italy), in the
area of the Marine Experimental Station of Capo Tirone. The results show that the simplified method is
proven to be an essential tool in assisting researchers and institutions to address the effects of submerged
breakwaters on nourishment protection.

Keywords: shallow waters; wave energy; coastal erosion; beach restoration; submerged breakwaters;
protected nourishments

1. Introduction

The erosion process threatens urban settlements, the environment and the ecosystem located in
the Mediterranean Sea [1,2]. Coastal areas involve strong relationships between the needs of human
communities and the environment [3]. The increasing demand of coastal use should aim to conserve
the resilience of the environment, allowing the ecosystem to absorb the unavoidable human impacts,
keep functioning, and provide goods and services to the population [4–6]. However, coastal areas
regularly deal with complex environmental and ecosystem challenges, which are worsened by mean sea
level rises driven by climate change, subjecting these fragile lands to large economic and environmental
losses and damage produced by flooding and erosion processes [7–14]. Increasing urban pressure
will further exacerbate these damages, requiring an integrated approach to conserve the land and the
environment [15,16], evolving from sea defence interventions only aimed at protecting human and goods,
to coastal protection measures focused on the overall needs of the land [17].

J. Mar. Sci. Eng. 2020, 8, 510; doi:10.3390/jmse8070510 www.mdpi.com/journal/jmse
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The effectiveness of sea defence interventions depends on the designer’s ability to identify the correct
strategy to pursue in the area of concern, and to assess their short-term and long-term impacts, which can
produce further alterations and new and more complex issues in the coastal environment, ecosystem and
landscape [18,19].

A correct evaluation of the causes of the coastal erosion requires a deep knowledge of the land,
which should be achieved through a morphometric and granulometric characterization of the soil and
specific climate analysis [20]. Although the most important coastal erosion events occur during the major
storms, the ordinary action of the waves and anthropic activities can significantly affect the shoreline [21].
Human actions trigger the erosion process, mostly due to an incorrect understanding of long-term
effects of their actions on the shoreline, with particular reference to the impact of coastal buildings on
the environment.

The main natural causes of the net retreat of the coastline are: sea level rise; the effect of climate change
on the reduction in the sediment supply from water courses; the negative balance of offshore sediment
transport due to storm waves and surge overwash; wind erosion; longshore sediment transport; loss of
fine material moved from the shoreline in a seaward direction [21–23].

The main anthropogenic causes of the net retreat of the coastline are: land subsidence from the
suppression of the subsurface resources; interruption of the sediment transport due to buildings and sea
defence structures located in the active beach; river works reducing the sediment input from the water
courses; changes of the natural configuration of the beach profile; removal or displacement of the material
from the active beach [21–23].

A global analysis of these phenomena allows us to provide a realistic assessment of the erosion
process and the identification of the most effective sea defence measures [21]. The modeling of these
phenomena shows multiple constraints, including a paucity of meteorological and oceanographic gauged
data and large computational times. In addition, there is an increasing need to restore the environment
avoiding the use of sea defences that, while effective against the erosion process, threaten the ecosystem
and the landscape, affecting tourism, fisheries and the overall economy of coastal communities [24–26].
Natural-based and environmentally friendly measures, such as the use of mangroves and Posidonia oceanica
meadows [27–29], are increasingly supported by the scientific community, due to their positive impact on
the land.

The effectiveness of sea defences is often constrained by the local characteristics of the land.
In this context, artificial nourishments can support the restoration of the shoreline without affecting
the environment and the use of the sea. However, beach nourishments are threatened by erosion and
the degradation of the environment. Here, we describe the protection of beach nourishments through
submerged breakwaters, and herein we refer to this intervention as “protected nourishment”.

Despite the fact that several mathematical models can properly evaluate the long-term effectiveness
of sea defence structures, they are often constrained to three-dimensional schemes for simulating
processes related to benthic suspensions, flocculation, entrainment, erosion, sedimentation and bed
consolidation. Moreover, two (2D) and three-dimensional (3D) coastal modeling usually requires a
significant computational cost, limiting most of the analysis to the use of one-dimensional systems or
statistic models [30–34].

In this work, we first address the characteristics of protected nourishments on wave damping [35,36]
by means of Mike 21/3 Coupled Model FM 2020, an integrated 2D model (hereinafter denoted as
MIKE), which computes wave climate, hydrodynamic processes, and bedload (Section 2). We then
develop a simplified methodology to assess the effectiveness of the submerged breakwaters on wave
damping, reducing the computational cost (Section 3). This approach has been applied at Calabaia
Beach (Belvedere Marittimo municipality, Italy, Section 4) to evaluate the long-term shoreline evolution.
Our conclusions bring the paper to a close.

6
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2. Materials and Methods

The design of submerged breakwaters as a support for protected nourishments first requires the
evaluation of the effect of the barrier on the reduction in the wave height from offshore to the shore by
means of the wave transmission coefficient Kt [37].

Kt =
Hout

Hin
with 0 < Kt < 1 (1)

where Hout and Hin stand for the wave height upstream and downstream of the barrier, respectively [38].
Although this simplified approach does not describe the variability of the wave climate and the possible
effect of the anthropic structures, it is consistent with the aim of this study.

2.1. The Mathematical Model

In recent decades, several models have been developed to compute the morphodynamic evolution of
coastal environments, characterized by several computational schemes, scales, levels of detail and
computational costs [39–44]. The spatial scale of these models ranges from meters to kilometres.
The temporal scale typically ranges from hours to decades. Most of the existing large-scale models
are limited to an assessment of the evolution of the shoreline, while the smaller space and time scale models
are mainly used to reproduce specific forcing events, involving explicitly reductionist methodologies
where the conservation of momentum forms the explicit means for the evolution of the system. [45–47].

Here, we use MIKE 21-3 Coupled Model FM, based on an unstructured grid which consists of an
integrated system capable of reproducing the coastal processes and dynamics of the shoreline at all scales.
MIKE evaluates the effectiveness of the sea defence interventions, such as the optimisation of the beach
nourishments and costal protection structures, and the impact of the buildings located in the active beach.

The Hydrodynamic (HD) module of MIKE solves the 2D Navier–Stokes equations of incompressible
fluids, under the hypothesis of hydrostatic pressure [48]. The numerical solution of shallow water
equations is achieved through the approximate Riemann solver [49], which calculates the convective
flows at the interface of the element of the grid. Second-order precision is achieved through the use of a
linear gradient reconstruction technique. The average gradient is computed by means of the Jawahar and
Kamath [50] approach.

The Spectral Wave (SW) module describes the wave phenomena by means of the wave action
conservation equations [39,40], which can be written by using the Cartesian system as:

∂N
∂t

+ ∇·
(→

v N
)
=

S
σ

(2)

where N (θ, σ) is the density of the wave, which is function of θ, wave direction and wave frequency σ. S
is the source term accounting for different processes:

S = Sin + Sn1 + Sds + Sbot + Ssur f (3)

where

Sin is the wind action;
Snl is the waves non-linear interaction;
Sds is the white capping effect;
Sbot is the bottom dissipative action;
Ssurf is the dissipation due to wave breaking phenomena.
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Among all these parameters, Ssurf is essential in representing the wave breaking, which occurs when
the waves propagate in shallow water and can no longer be supported by the depth. This process is
described following the formulation of Battjes and Janssen [51].

If the shoreline is characterized by shallow waters surrounding the shoreline, the maximum wave
height can be calculated as:

Hmax = γd (4)

where d is the water depth and γ a coefficient which ranges between 0.5 and one, depending on the slope
of the bottom and the wave characteristics [52].

The formulation of γ can be chosen according to Nelson’s formulations [53,54], or by means of the more
recent Ruessink approach [55], valid both for steep seabeds without bars and flat bottoms. The Ruessink
approach calculates γ at each cell of the domain as:

γ = 0.76kd + 0.29 (5)

where k is the local wave number and d the local depth.
The bedload is solved by means of the Sand TransPort Quasi-3-Dimensional module (STPQ3D) [56],

which computes the transport of the sediments along two horizontal directions by processing the input
data provided by the hydrodynamic model by time-averaging the results.

Waves affect the motion of sediments in shallow waters due to wave breaking, with particular
reference to the transport of sediments transversal to the coast, which is mostly involved in the erosion
process [57,58]. Morphological changes due to erosion and deposition are accounted in terms of bed
elevation, expressed with respect to the centre of each triangular element of the grid as δzδt . This parameter
can be computed by means of the continuity equation of the sediment proposed by Exner [59], where n is
the porosity:

znew = zold +
1

1− n
δz
δt

Δt HD (6)

The bedload is computed as the divergence of the sediment flow with respect to the boundary of
the elements and it is equal to the sum of all the flows that cross the boundaries, identifying whether the
element is receiving or losing sediment.

δSx

δx
+
δSy

δy
=

m∑
i=1

Sindsi (7)

where

Sin is the sediment flux normalized to the face of the element;
dsi is the lenght of the face of the element;
m is the index of the element;

The continuity equation of sediments affects the bed elevation of each element, based on the total
sediment flux crossing the boundaries of each element.

The coupling of the models is based on the establishment of an overall time step of the system,
which is necessary to match the instant in which the models exchange the information. Each model has its
own time step, which is a multiple of the overall time step. The exchange of information occurs when the
time of each model match with an overall time step (e.g., the HD module acquires a radiation stress field
from the SW module).

Since the information sharing between each module of MIKE is very complex, we refer to the manuals
for a more detailed description [48,56,60]. A summary of the main steps is provided in Figure 1.
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Figure 1. Coupling scheme representing the information flux among the modules of Mike 21/3 Coupled
Model FM 2020 (MIKE).

2.2. Submerged Breakwaters

The effects of submerged breakwaters on wave damping is typically evaluated through the formulation
of Goda [61,62], which computes the transmission coefficient Kt (1) as:

Kt = Kt, max if
f

Hi
<

(
f

Hi

)
min

with Kt, max < 1

Kt=
1
2

⎛⎜⎜⎜⎜⎜⎜⎝1− sin

⎛⎜⎜⎜⎜⎜⎜⎝π2 ·
f

Hi
+ β

α

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠i f

(
f

Hi

)
min
<

f
Hi
<

(
f

Hi

)
max

(8)

Kt = Kt, min if
f

Hi
<

(
f

Hi

)
max

with Kt, min >0

The values of Kt, max and Kt, min are set according to the boundary conditions; the parameter f (i.e., the
free board) represents the height of the breakwater crest minus the surface level; Hi the value of the
incoming wave height, i.e., the input wave height. If the breakwater is submerged, the wave damping
effect is negligible when the wave height is equal to or smaller than the depth of the crest, computed with
respect to the mean sea level. For parameter α, Goda proposed a value equal to 2.2, while for parameter
β, which depends on the inclination of the breakwater, a value ranging between 0.15 and 0.8 [61,62].
Goda’s formula allows to evaluate the performance of the breakwater at different water levels, and it is not
affected by the angle of attack of the waves with respect to the breakwater.

2D and 3D modeling of long and narrow structures such as the submerged barriers significantly
increases the computational effort to avoid model instability. In this study, we propose a simplified method
based on the implementation of Goda’s formula directly on the domain, avoiding the 2D modeling of
the barrier but keeping the high accuracy of the results. Similar approaches are widely implemented
into mathematical models available in the literature by developing a set of specific links to reproduce the
presence of long and narrow structures, such as sills and levees [63–66].

Here, we link the nodes of the elements located upstream and downstream of the submerged barrier
by implementing Goda’s formula. We calibrated parameter β of Goda’s formula, by comparing the
results computed by means of the full 2D model, using different depths of its ridge (z) and different wave
climates (Hm0).
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In the simulations performed by means of the full 2D model, we reproduced the rigid submerged
breakwater by means of 2D elements (Figure 2). The hydrodynamic of the barrier is solved by the HD and
SW modules, without any change in bottom elevation, by disabling the use of the sedimentological model.

 
Figure 2. Full two-dimensional (2D) modeling of the submerged breakwater.

The simplified approach we develop allows us to evaluate the effect of the submerged breakwater
by reproducing the structure by linking the elements of the grid located before and after the barrier,
which works as a weir on whose edges we apply Goda’s equation (Figure 3).

 

Figure 3. Simplified 2D modeling of the submerged breakwater.

The comparison between the simulations performed by means of full 2D modeling and the simplified
scheme allows us to identify the optimum value of β of Goda’s formula that better reproduces the effects of
the breakwaters on the wave damping. The results of the simplified methodology will be synthetized in
two different formulations, which aim to relate the wave damping only to the ridge depth of the barrier
and to the wave climate, without performing any simulation by means of the models.

2.3. The Study Area: Calabaia Beach

Calabaia Beach is located 1 km south of Belvedere Marittimo, into the Lao region, which is extended
25 km from Capo Scalea to Capo Bonifati. The coast is characterized by sandy and pebbly beaches bounded
by narrow dune belts and sedimentary rocks with deposits of conglomerates of pebbles, sand and clay
beds [67] (Figure 4).
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Figure 4. Localization of the Calabaia Beach and the two buoys used to characterize the wave climate.

A granulometric characterization of the site has been carried out by means of several surveys along
the shoreline performed in the years 2003, 2006 and 2008, using the ASTM 200 procedure [68].

For each year of monitoring, 24 surveys were carried out, six on each section located at different depths,
allowing us to evaluate the composition of the soil (Figure 5). The sample analysis shows that the materials
that constitute the bottom have similar features, with an average diameter d50 = 0.22 mm, a specific weight
of the soil γs/γw = 2.65, and a porosity Φ = 0.4. The results of the surveys, together with the reduced
extension of the coastal stretch (700 m), allow us to assign averaged values to the whole domain.

 
Figure 5. Calabaia Beach. Some survey sections at Calabaia Beach (left side); bathymetric characteristics of
Calabaia used in the three-dimensional (3D) model (right side).

Bathymetric surveys ware performed in the years 2005, 2006 and 2008 up to a depth of −10 m (Figure 5,
left side), allowing us to build a digital bathymetric model of the area (Figure 5, right side).

During the year 2002, a protected nourishment intervention was built at Calabaia Beach.
The submerged breakwater is located parallel to the shoreline, 700-m long, 250-m seaward and with a
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ridge 2.5 m below the mean sea level (Figure 6). Two perpendicular semi-submerged groynes complete the
structure, delimiting a submerged closed cell aimed at supporting the nourishment.

 

Figure 6. Schematization of the of the submerged breakwater built in the year 2002 at Calabaia Beach.

The characterization of the local wave climate at Calabaia Beach has been carried out by using the
hindcast dataset based on the data of the Ponza buoy (40◦52′00” N, 12◦57′00” E), collected from 1st July
1989 to 31th December 1999, and the Cetraro buoy (39◦27′01” N, 15◦55′01” E), collected in the year 1999
(Figure 7). Both the buoys are anchored at depth of 100 m. The Ponza buoy is a Wavec MKI directional
wave meter; the Cetraro buoy is a Waverider directional wave meter. The hindcast dataset have been
reproduced on the entire Tyrrhenian coast, supported by the WAM wave model [40] based on the wind
fields provided by the European Center for Medium-Range Weather Forecasts. Calabaia Beach shows a
predominant 270◦ north direction for the waves, with a significant wave height of 7.2 m for a return period
of 200 years [69].

 

Figure 7. Wave Rose at Calabaia Beach based on the hindcast data of the Ponza and Cetraro buoys.

Figure 8 relates the significant height of the wave with the return period. The statistical analysis
conducted led to a Weibull distribution characterized by a λ value = 0.922 and a k value of 0.454.
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Figure 8. Relationship between significant wave height and return period.

2.4. Model Set-Up

The domain of the model is an unstructured mesh, with triangles of different sizes, which are larger
offshore and smaller near the barrier and the shoreline, in order to represent the area of concern in more
detail (Figure 9).

 
Figure 9. Grid of the hydrodynamic model used in this study. Different colours refer to different bed
elevation. The metric scale refers to WGS84 UTM 33N, EPSG-32633.

Wave forcing has been imposed on the west side of the domain. The north and the south side of
the grid are characterized by lateral boundary conditions [70–72], stated in the set-up manual as good
approximations when the boundary line is almost straight and when the depth contours are almost
perpendicular to the line [60]. The east side of the mesh, on the other hand, has the condition of land
imposed in the MIKE mesh generator. For each run, we set a condition for gradual offshore wave formation,
obtaining a linear growth in the significant wave height up to the value we simulated, in order to avoid
wave energy peaks that would generate instability in the model. When the targeted wave height has been
achieved, the simulation begins, with a duration of 24 h and a print step of 600 s, for a total of 144 pieces of
output data. For each run, we consider the forcing as a constant wave (in time and space), setting the wave
model with a quasi-stationary formulation, which is suitable for shorelines not longer than 10 km [60].
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3. Results

We simulate the efficiency of the submerged barrier for five different offshore waves (Table 1), in order
to cover the significant return periods illustrated in Figure 8.

Table 1. Simulated waves heights and periods.

Hm0 [m] 3 4 5 6 7

Tp [s] 9.18 10.60 9.18 11.85 14.02

A first set of simulations was carried out by representing the submerged breakwater by means of full
2D modeling (Figure 2). The effects of the breakwater were further evaluated by means of a second set of
simulations performed by applying the simplified approach through Goda’s formula instead of the 2D
modeling of the barrier. Using the same boundary conditions, five values of β have been tested with the
aim being to achieve the same results computed through full 2D modeling (Figure 10).

 
Figure 10. Wave climate computing by means of the simplified simulation with Hm0 = 5 m. The white
line represents the location of the control section, highlighting the two sections used to compute the decay
efficiency (9). The wave direction is 270◦ N. The metric scale refers to WGS84 UTM 33N, EPSG-32633.

We compared the results in a control section 1200-m long, perpendicular to the shoreline and located
at the mid-point of the length of the barrier, in order to avoid boundary effects (Figure 10, white line).

Figure 11 compares the damping of the wave height produced by the submerged breakwater along
the control section, computed by means of full 2D modelling and the simplified 2D approach, with entering
waves with Hm0 values of 3 m, 5 m and 7 m (Table 1) as boundary conditions (Figure 11).

The results show that simplified 2D modeling is capable of reproducing wave height damping.
With the aim of identifying the value of β that better reproduces the effect of the barrier, we compared
the wave height reduction due to the breakwater for all the input waves reported in Table 1 (Figure 11d).
We compared the height decay efficiency Eh (9), setting the height of the offshore significant wave as the
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average of the first 25 m of the control section (Hm0 in), and the height of the outcoming significant wave
(Hm0 out) as the average of the last 25 m of the control section (Figure 10, white line).

Eh =
Hm0 in −Hm0 out

Hm0 in

(9)

The β coefficient that better represents the effects of the breakwater is 0.30. Table 2 compares the
root mean square error (RMS) between the results of the two different sets of simulations, confirming the
optimum value for parameter β as equal to 0.30.

 

Figure 11. Wave height decay (height efficiency Eh) along the cross section of the submerged breakwater.
(a) Hm0 = 3 m, (b) Hm0 = 5 m, (c) Hm0 = 7m. (d) Decay efficiency for different values of β.
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Table 2. RMS error of the wave height damping computed through simplified 2D modeling compared to
the results obtained by means of the full 2D model.

Hm0 Full 2D Model
Beta Values

0.25 0.3 0.35 0.4 0.6

3 17.06 15.81 16.98 18.10 19.45 25.29

4 31.22 30.71 31.98 33.11 34.29 38.88

5 38.96 38.29 39.35 40.36 41.26 46.00

6 41.25 40.17 40.98 41.89 42.82 47.05

7 41.75 40.89 41.70 42.56 43.46 47.55

RMS Error 0.908 0.404 1.23 2.27 6.97

We further investigated the damping efficiency using different ridge depths for the breakwater z,
ranging between −1 and −2.5 m, in order to provide a more general result [61]. Figure 12 illustrates the
logarithmic relation between the height and power damping efficiency and the wave height normalized to
the ridge depth of the breakwater Hm0

z . We selected the range Hm0
z , varying from 0.5 (i.e., the breakwater

begins to affect the waves) to 3.0, which is the limit constrained by the depth of the breakwater.

 

Figure 12. Wave damping efficiency for different values of the ratio Hm0
z . (a) Wave height decay, (b) wave

power decay; (c) and (d) show the relationship between the value of the parameters of the logarithmic
relation and the depth of the ridge of the submerged breakwater.

The regressive parameters m and q can be further related to the ridge depth z, showing a linear
relationship (Figure 12c,d) and allowing us to relate the damping efficiency only to the wave climate and
the depth of the ridge of the breakwater, without performing any simulation (10, wave height damping; 11,
wave power damping):

Eh = mh · ln(Hm0

z
) + qh (10)

mh = −0.599 ·z + 0.294

qh = −0.0958·z− 0.112
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Ep = mp · ln(Hm0

z
) + qp (11)

mp = −0.0866·z + 0.513

qp = −0.1918·z− 0.180

Our findings show that the simplified formulation we propose can successfully support the
stakeholders in providing an initial assessment of the effectiveness of the submerged breakwater,
with particular reference to its design and the further maintenance measures. Although both
Equations (10) and (11) have been computed as site specific depending on the surrounding bathymetry,
the prevailing environmental conditions and the configuration of the breakwater, the results can have a
general validity since, in the area of concern, there are no other structures that can significantly affect the
outcomes. The ranges of wave damping we simulated fall within the range of variability provided in the
literature [73,74], both in reference to the wave height and to the wave power, showing that the breakwater
efficiency is a function of the relative submergence of the crest.

4. Application at Calabaia Beach

We finally applied simplified 2D modeling to assess the effectiveness of the submerged breakwater
located at Calabaia Beach through the evaluation of the erosion process affecting the shoreline. Using the
same boundary conditions illustrated in Section 2.4, we used the model to reproduce the erosion process
affecting the nourishment at Calabaia Beach (Figure 13). Since the area has been subject to a large volume
of nourishment, we simulated only one erodible layer, which was characterized by the homogeneous
granulometry of the material.

 
Figure 13. Detail of the domain of the model used to evaluate the erosion process at Calabaia Beach.

We simulated input waves with a return period of 200 and 50 years, respectively, and two ordinary
events with monthly and daily frequencies (Table 3):

The analysis shows a significant loss of material from the nourishment, with a bedload from the
protected cell to an offshore direction (Figure 14).
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Table 3. Simulated event characteristic for material loss analysis.

Simulated Hm0 [m] Event Duration [h] Peak Period [s] Wave Direction [deg]

7.20 8 14.02 270

5.00 16 11.85 270

2.00 32 7.49 270

0.25 6 months 2.65 270

 
Figure 14. Bed level change and sediment flux for an event with a return period of 50 years, simulated with
the presence of the breakwater. The metric scale refers to WGS84 UTM 33N, EPSG-32633.

In order to evaluate the magnitude of the erosion, we performed a quantitative analysis of the material
eroded based on the change in the elevation of each element of the grid located within the nourishment
zone, multiplied by the value of its area (12).

Material Loss =
n∑

i=1

Areai−element ·ΔElevationi−element (12)

The aggregated data account for the erosion process within the event (Table 4).

Table 4. Summary of material loss data.

Hm0
Event Duration

[hours]

Return Time
[years]

With Breakwater Without Breakwater

Ratio of LossVolume Loss
[m3]

Mean Elevation
Loss [m]

Volume Loss
[m3]

Mean Elevation
Loss [m]

7.20 8 200 −629.40 −0.00058 −25245.93 −0.114 40.11

5.00 16 50 −563.94 −0.00045 −21671.71 −0.101 38.43

2.00 32 0.1 −1681.02 −0.0059 −10910.4 −0.0502 6.49

0.25 6 months 0.03 −700.29 −0.00798 −13307.92 −0.06552 19.00

The results indicate that, with the submerged breakwater, 6 months of ordinary wave action produces
a volume loss of 700 m3, comparable to a single event with a return time of 200 years, which produces a
loss of 629 m3. Submerged barriers are generally not suitable to counteract the erosive process produced

18



J. Mar. Sci. Eng. 2020, 8, 510

by ordinary events, requiring complementary measures. Depending on the duration and extent of the
event, nourishment is largely eroded without the protection of breakwater, with a loss of material six to
40 times larger than in the protected configuration.

5. Conclusions

This study focuses on protected nourishment, an environmentally friendly sea defence intervention.
Protected nourishments prove to be effective against extreme phenomena, without providing a valid
support to face the regular action of waves, which can be very detrimental to the shoreline, subtracting
huge amounts of material where the nourishment has been designed. In this work, we develop a simplified
methodology to address the effects of submerged breakwaters on the reduction in energy and power of the
entering wave, at a significantly smaller computational cost if compared to full 2D modeling. We apply
this method to evaluate the shoreline evolution at Calabaia Beach, comparing the effectiveness of the local
submerged barrier with the different characteristics of the waves.

The need for such simplified methods arises from the large number of coastal interventions that are
planned worldwide and from the need to protect them from the consequences of mean sea level rises
and changes in the frequency driven by climate change. The proposed methodology can be used for
analysing and predicting the shoreline development over a period of decades, proving to be an essential
tool in the modeling and design of different submerged sea defences. Moreover, it can be used to achieve
an initial assessment of the long-term efficiency of former submerged breakwaters and the effectiveness
of further interventions, e.g., the use of a larger diameter of nourishment sand or the implementation
of nature-based solutions, such as the planting of native seagrass meadows (e.g., Posidonia oceanica).
However, this method cannot replace the use of the full 2D or 3D mathematical models, since several
phenomena, such as local turbulence, flocculation, benthic suspensions and entrainment of fluid mud
by shear flow, usually require a two or three-dimensional approach to assess their effect on bedload and
erosion. In conclusion, the application of the presented methodology provides the first evaluation of the
effectiveness of the former sea defences built at Calabaia Beach, and proves to be promising in assisting
engineers and/or environmentalists in designing/evaluating the efficiency of coastal interventions not only
in this specific area, but also in worldwide coastal areas where protected nourishments have been designed
or already implemented.
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Abstract: Design criteria for coastal defenses exposed to wave overtopping are usually assessed by
mean overtopping discharges and maximum individual overtopping volumes. However, it is often
difficult to give clear and precise limits of tolerable overtopping for all kinds of layouts. A few studies
analyzed the relationship between wave overtopping flows and hazard levels for people on sea dikes,
confirming that one single value of admissible mean discharge or individual overtopping volume is
not a sufficient indicator of the hazard, but detailed characterization of flow velocities and depths
is required. This work presents the results of an experimental campaign aiming at analyzing the
validity of the safety limits and design criteria for overtopping discharge applied to an urbanized
stretch of the Catalan coast, exposed to significant overtopping events every stormy season. The work
compares different safety criteria for pedestrians. The results prove that the safety of pedestrians on a
sea dike can be still guaranteed, even for overtopping volumes larger than 1,000 L/m. Sea storms
characterized by deep-water wave height between 3.6 and 4.5 m lead to overtopping flow depth
values larger than 1 m and flow velocities up to 20 m/s. However, pedestrian hazard is proved
to be linked to the combination of overtopping flow velocity and flow depth rather than to single
maximum values of one of these parameters. The use of stability curves to assess people’s stability
under overtopping waves is therefore advised.

Keywords: wave overtopping; coastal safety; flow velocity; flow depth; sea dikes

1. Introduction

Wave overtopping assessment is a key procedure within the general design of any coastal defense.
The groundwork for the assessment of wave overtopping was laid by [1], who chose the average
discharge as a design value, stating that “there is no such thing as an absolute discharge: because
the wave heights and periods exhibit a random distribution about a given mean, the discharge will
also vary randomly”. Since [1], several experimental campaigns have been carried out worldwide,
leading to semi-empirical models, which are nowadays largely used for wave overtopping assessment
(e.g., [2–4]). Nevertheless, during the last few years, the increased storminess caused by climate
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change has raised concerns among researchers, engineers and decision-makers: is the average
overtopping an appropriate design criterion? Or are the biggest waves the ones that cause the major
damages and casualties? Allsop et al. [5] highlighted that tests on the effects of overtopping flows
on people indicate that the assessment of mean discharge is not enough to evaluate people’s safety;
the authors proposed maximum individual overtopping volumes as more suitable hazard indicators.
Limits for individual overtopping volumes together with tolerable mean discharges were proposed
in [5], related to overtopping velocities below 10 m/s. However, the authors suggested that lower
volumes may be required for violent overtopping processes with higher velocities. Therefore, it was
emphasized but not discussed further that other flow parameters might play an important role and
be linked to overtopping hazards, namely overtopping flow velocity and overtopping flow depth.
Generally speaking, “the character of overtopping flow hazards depends on geometries of the defence,
the hinterland and the form of overtopping” [5]. Several studies have been gathered and presented in
EurOtop [6], where finally a tolerable limit for maximum individual volumes equal to 600 L/m was
suggested, over which a single event cannot be tolerated by people (Table 1).

Table 1. Tolerable overtopping limits for people proposed in EurOtop (2018).

Hazard Type and Reason Mean Discharge, q (L/s/m) Maximum Individual Volume Vmax (L/m)

People at structures with possible violent
overtopping, mostly vertical structures No access for any predicted overtopping No access for any predicted overtopping

People at seawall/dike crest. Clear view of the sea. - -
Hm0 = 3 m 0.3 600
Hm0 = 2 m 1 600
Hm0 = 1 m 10–20 600

Hm0 < 0.5 m No limit No limit

Despite many efforts having been done to assess overtopping flow velocities and overtopping
flow depths on the seaward side, crest and landward side of coastal defenses [7–10], no direct link
has been clearly established between tolerable overtopping individual volumes and discharges with
tolerable flow velocities and flow depths.

Few studies considered overtopping flow depths and velocities in order to estimate the overtopping
hazard for pedestrians [11,12]. In some cases, the referred limits were obtained from physical
experiments using anthropomorphic dummies, and in other cases [12], a video analysis of real flooding
events was performed. In addition, any formula for overtopping flow depth and velocity does not
necessarily refer to the same specific overtopping event, since the 2% exceedance probability of the
two quantities is considered. These quantities are proved to not be correlated [10]. Nevertheless,
when looking at the maximum individual overtopping volumes, the aim is to characterize the flow
depth and velocity associated to that volume, since it is the one reported as threshold value for
safety [6].

The present work analyses the overtopping discharges, volumes, overtopping flow depth and
velocities that can lead to risk scenarios for people. This work focuses on coastal defenses in highly
urbanized areas. For this purpose, the case study of Premià de Mar is analyzed, which schematically
represents the coastline north of Barcelona, Spain. The main purpose of this study is to discuss the
validity of the present safety limits and design criteria for the Catalan coast. To reach this objective,
physical model tests were carried out, modelling a layout that resembles the case study for different
wave conditions corresponding to events with different return periods. The acquired experimental data
were collected, analyzed and compared with the state-of-the-art semi-empirical formulas; the results,
finally, were compared with the safety criteria from [6] and with the stability curves for people
combining flow velocities and depths [12–14].

2. Overtopping Flow Parameters and People Safety

Wave overtopping can be distinguished between smooth “green” overtopping flows and a highly
turbulent “white” overtopping flows. In [6], “green water” was defined as a wave overtopping
which runs up the face of the seawall and over the crest in a (relatively) continuous sheet of water.

26



J. Mar. Sci. Eng. 2020, 8, 556

In contrast, ‘white water’ or spray overtopping tends to occur in cases of significant splashes, due to
heavy waves breaking on the seaward face of defense structures which produces non-continuous
overtopping and/or significant volumes of spray. The main parameters that are commonly employed
to characterize overtopping flows are the mean overtopping discharge, q, and the individual maximum
overtopping volume, Vmax. Plenty of semi-empirical models have been derived that allow quantifying
mean discharge values and depend on the kind of structure and hydraulic boundary conditions. Dikes
with gentle slope, namely between 1:7 and 1:2, are studied in [3,4,6,15,16]. Steeper slopes up to vertical
walls were analyzed in [17–20], where the last one includes cases of structures with emergent toe.
Goda [21] proposed a set of unified formulas for smooth impermeable sea dikes where new coefficients
were derived as a function of local water depth, foreshore slope and dike slope. The influence of the
foreshore slope for very and extremely shallow water conditions [22] was taken into account in [15] by
means of the equivalent slope concept. Similar to this, [20] employed an imaginary slope for wave
run-up and overtopping calculations. Other authors focused their attention on the characterization of
overtopping flow depths and velocities, such as [9,10,23,24].

Even though the scientific literature available on wave overtopping prediction is very extensive,
there are few works dealing with the stability of people under the effect of wave overtopping flows;
that is limited to a modest number of studies. In this area of investigation, some studies have tested
human subjects in controlled flow conditions which have generated a quantification of the critical flow
parameters and mechanisms, possibly leading to a person losing stability and falling in the surrounding
flow. The first study with the purpose to analyze the human stability in wave overtopping flows
was promoted by the Japanese Port and Harbor Research Institute (PHRI), the results of which were
published in [11]. The authors proposed two models of human instability: “slipping” and “tumbling”.
The first one occurs when the flow force against the body (Ff) is bigger than the maximum available
bottom friction resistance of the subject (Fr). The second mechanism models the falling process arising
when the unbalancing moment produced by the flow around the feet of the subject is bigger than the
restoring moment produced by the weight of the person (Mr). Sandoval and Bruce [12] revisited the
model of [11], accounting for the buoyancy of the subject, as well as its related position respect to the
incoming flows. The analysis for each mechanism of instability can be derived as follows:

1. Friction stability (Ff-Fr)

u2·d =
2·μ·mg·g
Cd·ρ·B1

(1)

2. Momentum stability (Mr-Mf)

u·d = 2

√
d1·mg·g
Cd·ρ·B1

(2)

where
u = flow velocity (m/s);
d = flow depth (m);
ρ = density of water (kg/m3);
μ = coefficient of friction between shoe sole and ground (-);
B1 = average diameter of the subject legs (m);
Cd = drag coefficient (-)
d1 = distance from pivot point to the center gravity (m);
mg = subject’s mass (kg)
The moments generated by the flows (Mf) can be calculated as the drag force applied at the half of

the depth. On the other hand, the restoring moment (Mr) is a function of the person’s weight and the
distance to the pivot point (d1).

More recently, Arrighi et al. [13,14] compared the experimental evidence for humans and vehicles
with the results of a numerical investigation. The authors identified relative submergence and
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the Froude number as the most relevant parameters to express the vulnerability of pedestrians.
They derived a regression curve for human stability, expressed as follows:

HcrP

HP
=

0.29
0.24 + Fr

(3)

where HcrP is the critical flow depth, HP is the height of the subject, while their ratio represents the
relative submergence. If H/HcrP < 1, the person is stable. The Froude number is calculated as u⁄

√
(gd).

3. Overtopping Flow Velocity and Flow Depth Estimation on the Dike Crest

There is already plenty of literature dealing with the estimation of overtopping flow
parameters [10,25,26]. The equations for overtopping flow depth and velocity at the dike crest can be
expressed in a general form as follows:

d2% = cd2%(Ru2% −Rc)exp
(
−cc,d

xc

B

)
(4)

u2% = cu2%(Ru2% −Rc)exp
(
−cc,u

xcμ

2d2%

)
(5)

where d2% is the overtopping flow depth on the dike crest, u2% is the overtopping flow velocity on the
dike crest, xc is the streamwise coordinate on the dike crest, μ is the bottom friction coefficient, Ru2% is
the wave run-up, Rc is the crest freeboard respect to the still water level (Figure 1). The subscript 2%
refers to quantities exceeded by 2% of the number of the incident waves. The coefficients cd2%, cu2%,
cc,d, and cc,u are empirical coefficients, and the values can vary according to the literature. For run-up
assessment, formulas are here omitted for sake of simplicity. The reader can refer, for example, to [6].

Figure 1. Scheme of overtopping flow on a sea dike.

Instead, Hughes [24] established empirical relationships between individual overtopping wave
volumes and the maximum velocity, maximum flow depth and individual discharge, based on data for
1:3 and 1:6 dike slopes:

u = 27.67
√

Vmaxtanα
Tm−1,0

(6)

d = 0.324
√

Vmax (7)

qmax = 7.405Vmax

√
tanα

Tm−1,0
(8)
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In this case, u and d refer to the maximum velocity and depth on the dike crest, respectively.
The dike slope and the wave period are included in the relationship, but most important there is a
direct link with the individual overtopping volume. This was also confirmed by [27], who derived
expressions for overtopping flow parameters analytically based on wave momentum flux, in analogy
with [28].

4. Case of Study

4.1. Site Description and Model Geometry

Physical model experiments were carried out in the CIEMito wave flume at the Maritime
Engineering Laboratory of Universitat Politècnica de Catalunya—BarcelonaTech (LIM/UPC),
in Barcelona, Spain. The geometrical layout used for the experimental campaign resembles the
beach and coastal protection in the area of Premià de Mar, municipality in the Comarca of the Maresme
in Catalonia, Spain (Figure 2). This stretch of the coast is characterised by the presence of both railways
and a promenade/bike path which are very exposed to possible sea storms, being located at a few
meters from the shoreline. A dike made of natural stone with a relatively steep slope (1:1) characterises
this coastal area. In the physical model tests, the effects of the rubble mound have been neglected,
considering a smooth slope instead. It is in the interest of the present research to analyse those stretches
where nourishment was no longer performed (characteristic in the winter season and storm events).
Hence, the beach has been eroded, leaving the dike exposed directly to the sea. A water depth at the
dike toe is between 0.5 and 1 m and the crest of the dike is 3–4 m above the mean sea level.

Figure 2. Territorial framework of the study case (source: Google Maps).

In particular, the area near to the railway station was studied. This area has a long history of
flooding. This stretch of the coast, in fact, contains a railway and a bike path, and both are very exposed
to possible sea storms, being located at a few meters from the shore (see Figure 3). Besides risks
related to the safeguarding of human life, the analysis of the overtopping rates for this structure is
motivated by the occurrence of violent wave climate events that have been recorded in the last decade.
These events have consequent damages to infrastructures located just behind the dike and service
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interruption of the public transport for a line that is strategic for the zone, connecting it directly to the
metropolitan area of Barcelona. Additionally, Premià de Mar can be considered as representative of
many other domains of the Mediterranean Sea located in urbanized areas.

 

Figure 3. Photographs representing the current state of the study area.

The repetition of overtopping episodes shows the inability of the coastal defense to contain the
transmitted energy within acceptable limits and therefore the urge to assess the safety of the existing
coastal structure and eventually adapt its geometry.

The studied area is mainly composed of low-lying beaches and narrow coarse sand emerged
beaches with a relatively gentle slope. It is mainly an urbanized area where several industrial activities
are present. The bathymetry data were initially extracted from the EMODnet Digital Terrain Model
(DTM). Close to the coastline, these bathymetry data were integrated with more detailed data from a
survey carried out by LIM/UPC technicians with a home-built sailing drone (see picture in Figure 4).
The drone was equipped with two motors, an echo sounding of 120 KHz with a working range of
water depths varying from 0.15 to 13 m. The drone was controlled remotely.

 

Figure 4. Bathymetry extracted from the LIM/UPC drone survey (left plot) and resulting profiles
by merging existing data with the carried-out survey (right plot). A photo of the drone is in the
small picture.
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The local water level employed for the drone measurements was corrected based on the information
of the tie gauge installed in Barcelona harbor. Example of bathymetric profiles are depicted in Figure 4
(right plot), where x is the distance from the shoreline. An average slope of 1:30 was identified; however,
some abrupt bathymetric changes can be noticed in the first 10–20 m, where profile 2 is steeper than
profile 1. Hence, to account for local variations of the bathymetry in the studied area, two different
foreshore slopes were finally used for the experimental campaign, namely 1:15 and 1:30.

4.2. Experimental Setup and Wave Conditions

The wave flume is 18 m long, 0.38 m wide and 0.56 m high. The wave generation system is a
piston-type board. The support structure consists of square metal sections, and both laterals and
bottom walls are made of tempered glass which allows a complete view of the tests and clear video
camera recording.

The model (scale is 1:50) was built and operated according to Froude’s similarity law. A sketch of
the layout is proposed in Figure 5, where all dimensions are in model scale. The model consists of a 1:n
transition slope followed by a 1:m foreshore slope, where n is equal to 8 for m = 15 and 5 for m = 30,
respectively. A 1:1 smooth dike made of polymethyl methacrylate is located at the end of the foreshore.
The dike height is 0.09 m. Different widths for the promenade (i.e., crest berm) were modelled, namely
0.12 and 0.24 m, to be representative of the different stretches along the coastline. The freeboard varies
between 0.061 and 0.081 m, with toe depths of 0.009–0.029 m (Table 2).

Figure 5. CIEMito wave flume—drawing of the longitudinal section (distorted). Dimensions are in
model scale. The value of m is equal to 15 and 30, respectively. Accordingly, n assumes values of 8 and
5, respectively.

Table 2. Geometric characteristics of the tested dike layout.

Scale htoe (m) Rc (m) Promenade Width (m)

Model 0.009–0.019–0.024–0.029 0.81–0.071–0.066–0.061 0.12–0.24
Prototype 0.45–0.905–1.2–1.45 4.05–3.55–3.3–3.05 6–12

Irregular wave tests, employing a JONSWAP spectrum with enhancement factor equal to 3.3,
were performed. Each test consisted of approximately 1,000 waves. In total, 420 tests were conducted.
We consider 243 tests for the present analysis, having excluded those ones with no or inaccurate
overtopping flow property measurements. The tested wave conditions were derived from the extreme
wave forecast based on data acquired by the buoy of the Puertos del Estado, located outside Barcelona
harbour, for return periods of 1, 2, 5 and >10 years. Deep-water wave height ranges between 2.58 and
4.78 m, with peak periods between 7.96 and 13.16 s. These values correspond to those propagated
from offshore to a water depth between 14.5 and 15 m, being the up-scaled water depth values at the
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wave generation location. These conditions correspond to very shallow and extremely shallow water
conditions, based on the definition in [22], htoe/Hm0,deep being between 0.1 and 0.38, where htoe is the
water depth at the dike toe and Hm0,deep is the deep-water wave height.

The experimental tests carried out aimed to measure the following parameters: free surface
water elevation along the wave flume, η (m); cumulated overtopping volume, Vtot (L/m); mean
overtopping discharge, q (L/s/m), obtained as Vtot/Tmm-1,0,deep*Nw,deep, where Tmm-1,0,deep is the spectral
wave period close to the wave generation (offshore) and Nw,deep is the number of waves offshore;
maximum overtopping volume, Vmax (L/m); flow depth associated to the maximum overtopping
volume, d (m); and horizontal velocity associated to the maximum overtopping volume, u (m/s).

4.3. Measurement Setup

Eight resistive sensors were placed along the flume to measure the water surface elevation at
different location (WG0-WG8), working at a sample frequency of 80 Hz. The distance of the resistive
wave gauges with respect to the mean paddle position is reported in Table 3.

Table 3. Location from paddle of resistive wave gauges (in meters).

Sensor WG0 WG1 WG2 WG3 WG4 WG6 WG7 WG5

x (m = 15) 2.8 2.96 3.15 3.40 3.69 7.20 8.20 9.20
x (m = 30) 2.8 2.96 3.15 3.40 3.69 7.20 8.20 9.20

Overtopping flow depth and overtopping flow velocity were measured by means of redundant
systems, composed of two high-speed cameras and two ultrasonic sensors. The results were compared
and averaged. Two ultrasonic sensors were place on the dike top to measure flow depths (AWG0,
AWG1), with resolution <0.3 mm. AWG 1 is positioned 2.5 cm away from the dike edge for the crest
width of 0.12 m and 6 cm for the crest width of 0.24 m. Distance between AGW1 and AWG0 varied
between 5.9 cm and 9.2 cm. The position of the two ultrasonic sensors and the vertical distance from
the crest were optimized case per case to avoid interference between the sensors and optimize accuracy.
The AWG raw signal was acquired with a sampling rate of 100 Hz and filtered in Matlab environment
in order to derive overtopping flow depth and velocity on the dike. The velocity was calculated with
the indirect methodology:

uAWGttip =
distanceAWG

Δttip
, uAWGtmax =

distanceAWG
Δtmax

(9)

where the delta values are, respectively, the temporal distance between the two maximum points Δtmax

and the distance between the two starting points of the event Δttip. The latter ones correspond to a
threshold value of 1mm, which identifies the tip of the overtopping wave. An example of the time
series of flow depth for a maximum overtopping event is depicted in Figure 6, where the solid line is
the acquisition of the sensor at the end of the promenade (AWG0) and the dashed line is the registration
of the sensor at the beginning of the promenade (AWG1). The maximum of each signal is marked
with a circle. Threshold values are marked with diamond markers. Here, a clarification is required.
The overtopping volumes are measured after the dike promenade. Hence, flow depth and velocity
associated to maximum event refers to the same location. For flow depth, the signal of AWG0 is used,
being the closest sensor to the end of the promenade. However, as described previously, velocity is
measured indirectly, and the calculation employs both ultrasonic sensors. The distance between AWG1
and AWG0 is comparable to the promenade width, and therefore the calculated velocity cannot be
considered as the instantaneous velocity at the promenade end. Therefore, the layer velocity associated
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to the maximum volume and corresponding to the maximum flow depth, dAWG0, has been calculated
resolving the following system, considering momentum conservation:{

dAWG1uAWG1 = dAWG0uAWG0

uAWGtmax =
uAWG1+uAWG0

2
(10)

where uAWGtmax is the average velocity as previously described, dAWG0 and dAWG1 are the maximum flow
depth values at AWG0 and AWG1 location, respectively, and uAWG0 and uAWG1 are the instantaneous
velocities associated to dAWG0 and dAWG1, respectively. For all analyses reported in the next sections,
we will refer to dAWG0 and dAWG1 as maximum flow depth d and overtopping flow velocity u,
respectively, for sake of simplicity.

Figure 6. Example of simultaneous time series recorded by ultrasonic sensors.

The high-speed cameras were working at 200 fps. They were placed in order to provide the top
and lateral view of the overtopping flows on the dike crest. Camera 1 was placed on the top of the
structure. The dike promenade was graduated with equally spaced lines (1 cm). Camera 2 was placed
in front of the lateral glass wall, on the side of the sea-dike model, where a transparent paper graduated
with 0.5 cm squares was placed. From camera 1, only layer velocity could be measured as s/Δt, where s
corresponds to the distance measured on the reference 1cm frame equal to the distance between the
two ultrasonic sensors; Δt is the time needed for the tip of the overtopping flow to run such a distance.
From camera 2, flow velocity and depth were measured: the lateral view allowed us to identify both
the tip of the overtopping wave and the height of the overtopping layer (Figure 7). The results were
compared with the ultrasonic sensors.

The same considerations for instantaneous and average velocities were made for the cameras’
measurements. Figure 8 plots the correlation between the measurements of maximum flow depth
carried out by means of ultrasonic sensors and high-speed camera (CAM2). Data were divided
according to the foreshore slope. A correlation coefficient R2 between 52% and 73% was calculated.

The individual and mean overtopping volume was collected inside an isolated metallic water box,
connected to the edge of the promenade by a 9 cm-wide chute. Two load cells were installed under
the overtopping tank located into the box in order to measure the cumulated water weight, with an
acquisition frequency of 20 Hz. The volume was obtained by dividing weight by water density.
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Figure 7. Lateral view with high-speed camera (CAM2).

Figure 8. Correlation between overtopping flow depths measured with ultrasonic sensors and
high-speed cameras.

4.4. Wave Analysis

Classical linear reflection analysis methods are not suitable in shallow water conditions because
non-linear effects are dominant [4], since the generation of low-frequency waves is dominant and
affects the value of the mean wave period Tm-1,0. This wave period is shown to be important for many
wave-structure interaction processes, and can be used to assess the response of coastal structures
with shallow foreshores [15,20]. Hence, the dike was removed, and horizontal bottom followed by
absorption material was placed, instead, to measure incident wave conditions at the dike toe, which
are required for the analysis. Sensor WG5 was moved to the dike toe location and used for the scope.

A limitation in the experiments is the use of first-order wave generation and the lack of active
absorption of long-wave energy. For spurious long waves in the flume, the lack of second-order wave
generation is found to be negligible due to the relatively large water depth at the wave generator and
low steepness [29]. The natural frequency of the current flume set-up is around 0.045–0.05 Hz for
different test conditions and foreshore slopes, which are found to be outside of the frequency range of
the infragravity waves in the flume. Moreover, there is no increasing trend of the observed long-wave
energy at the toe of the dike. A passive absorption system was found to be sufficient to reduce the wave
reflection, except for the seiching motion. The energy at the seiching frequency band was removed in
the analysis of the wave parameters. Despite the energy associated to seiching modes being between
7% and 20% of the total energy at the dike toe, it was decided to neglect it for further analysis. Seiches
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might have a significant influence on the mean discharge values; however, for individual events, it is
very unlikely that the maximum overtopping event occurs when the crest of the seiche is at the dike
toe, thus maximizing individual discharge.

An example of typical wave spectrum at the dike toe is depicted in Figure 9, showing an important
shift of the wave energy from the JONSWAP typical spectral shape to low frequencies, generated by
the heavy wave breaking and consequent release of long waves.

 
Figure 9. Example of wave spectrum for incident wave conditions at the dike toe (values in model scale).

4.5. Scale Effects

The employed model scale is relatively small and can cause concerns on the possible scale
effects that might affect wave overtopping. Heller [30] provided an overview of limited criteria for
flow-structure interaction phenomena and showed typical applied scales for the investigation, which
are a good compromise between a reasonable model size and moderate scale effects. However, based on
this classification, scale effects are not necessarily negligible and need further investigation. Therefore,
the influence of viscous forces and surface tension has been analysed, in accordance with what was
reported in [6]. The Reynolds and Weber numbers for wave overtopping (Req and Weq) were calculated.
The results were compared versus the proposed critical limits, namely Req > 103 and Weq > 10. In total,
25 cases showed a Req < 103 and Weq < 10. Further analysis was carried out to quantify scale effects
on those cases following two different methodologies: (1) a correction for the model scale, based
on [6] was calculated; (2) an artificial neural network (ANN) proposed by [31] was employed, and the
predicted overtopping discharges were compared with the measured ones. Both methodologies prove
that scale effects can be neglected. The correction calculated with [6] method ranged between 1 and
2.5. ANN predictions show values in the same order or just smaller than experimental ones. Further
details are here omitted for the sake of simplicity.

5. Results

5.1. Relationship between Mean Discharge, Individual Volumes and Overtopping Flow Parameters

Figure 10 shows the relationship between mean overtopping discharge and maximum individual
overtopping volume. Data are divided according to the slope of the foreshore. For the same mean
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discharge, the maximum individual volume is smaller for the 1:30 foreshore slope than for 1:15 foreshore
slope: heavy breaking caused by gentle foreshore and shallow water conditions provoke more energy
dissipation and reduce the chance of very big individual overtopping events. The steeper slope is
characterized by less but more intense overtopping events; meanwhile, the gentle slope experiences
more events, but these are smaller in magnitude. This suggests that overtopping processes on milder
slopes are somewhat less violent, in agreement with analysis proposed in Chapter 3 of EurOtop [6].
The thresholds proposed by EurOtop for people’s safety (Table 1) are drawn in Figure 10, both in terms
of mean discharge and maximum volume. It is important to note that while tolerable discharge values
vary depending on the local wave conditions at the dike toe, for maximum volume the threshold is
fixed at 600 L/m with no further considerations. Almost all experimental results show volumes higher
than the proposed limit; however, all values of mean discharge are within the limits of 10–20 L/s/m,
a value suggested for wave height at the dike toe equal to 1m (same order of results got during the
experimental campaign). This inconsistency will be discussed later.

Figure 10. Variation of maximum individual overtopping volume with mean discharge (dimensions in
prototype). Limits for safety of pedestrians and assets based on EurOtop (2018) are shown. The two
vertical blue lines correspond to tolerable discharges of 10 L/s/m and 20 L/s/m respectively, for Hm0 = 1 m.

The relationship between q and Vmax seems pretty linear, whereas more dispersion can be noticed
looking at the overtopping flow depth and velocity behavior versus individual overtopping volume
(Figure 11). This is especially true for the 1:15 foreshore slope, where more intense overtopping events
are far more energetic and violent than the ones for 1:30 slopes.

It must be remarked that the measured overtopping flow velocities are not necessarily the highest
velocities recorded during the overtopping process, but they are the ones associated to the overtopping
event characterized by the maximum individual volume. In agreement with [24,27], a correlation
between overtopping flow parameters and individual maximum volumes is noticeable, differently
from mean overtopping discharges (Figure 12), where larger scatters are noticed.

From a practical point of view, it is important to relate the overtopping flows to the sea storm
conditions that have generated such flows. The variation of overtopping layer thickness and velocity
with deep-wave spectral wave height and peak period is therefore shown in Figure 13. A relatively
large scatter is noticed for steeper foreshore slopes, for which overtopping flow depth increases with
the deep-water peak period. Low values of flow depth and velocity correspond to wave heights
smaller than 3.6 m and wave periods shorter than 10 s. The presence of a gentle slope reduces both
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the flow depth and velocity, due to the more intense wave breaking that occurs far from the dike
toe and generates bore-type flows running on the dike and finally overtopping. These flows can be
described as overtopping green water. For the 1:15 slope, especially for the largest values of water
depth at the dike toe, the breaking occurs very close or partly on the same dike slope. The overtopping
is characterized by very rapid flows running on the seaward edge of the dike, detaching from the crest
initially and then splashing on the promenade. For these flows, very large depths are achieved for
deep-water wave heights between 3.6 and 4.5 m and wave periods larger than 11.8 s.

Figure 11. Variation of overtopping flow velocity and depth with maximum individual overtopping
volume (dimensions in prototype) for two different foreshore slopes.

Figure 12. Variation of overtopping layer velocity and depth with average overtopping discharge
(dimensions in prototype) for two different foreshore slopes.
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Figure 13. Variation of overtopping layer velocity and depth with deep-water wave characteristics
(dimensions in prototype) for two different foreshore slopes.

To better understand the possible correlation among variables, a dimensional analysis was carried
out. According to Buckingham’s π theorem, if there are n variables in a problem containing k primary
dimensions, the equation relating all the variables will have n-m dimensionless groups. In mathematical
terms, it is possible to write:

f (Hm0, Tm−1,0, htoe, u, d, q, Vmax, Rc, g, tanθeq, B) = 0 (11)

where Hm0 and Tm-1,0 are the spectral wave height and period at the dike toe, respectively, htoe is the
water depth at the dike toe, B is the width of the dike promenade, g is the gravity acceleration, q is the
average overtopping discharge, Vmax the maximum individual overtopping volume expressed in L per
meter of crest width, Rc the crest freeboard, and u and d are the overtopping flow velocity and depth,
respectively. The parameter tanθeq corresponds to the equivalent slope, calculated starting from the
dike and foreshore slope for cases with foreshores in shallow water conditions, as indicated in [14].
Hence, n = 11 and k = 2, leading to nine dimensionless parameters:

f

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Hm0
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,
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ghtoe
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d

,
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Hm0
g

2πT2
m1−,0

,
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ghtoe

,
d

Hm0
,

q√
gH3

mo

,
Vmax

g
2πHm0T2

m1−,0

,
Rc

Hm0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0 (12)

The selection of each dimensionless group is based on the current literature and intends to be
physically meaningful. As for example, the wave period and the overtopping flow velocity were

38



J. Mar. Sci. Eng. 2020, 8, 556

divided by the square root of ghtoe, corresponding to the wave celerity in shallow waters. Identification
of dimensionless groups will help to investigate possible relationships between overtopping flow
depth and velocity with other variables at stake. The relationship between overtopping flow depth
and velocity with individual maximum overtopping volumes, has been investigated in terms of
dimensionless groups as shown in Figure 14. It is possible to distinguish two different trends, one per
foreshore slope. Lower values of the dimensionless velocity are shown for a wide range of volumes
in case of the 1:30 slope. Opposite to that, a wide variation of velocities is shown within a relatively
short range of volumes for the steeper foreshore. A more careful analysis of the results shows that the
overtopping flow depth is greatly affected by the promenade width (see Figure 15), which does not
show a clear correlation with overtopping flow velocity.

Figure 14. Variation of dimensionless overtopping layer velocity and depth with dimensionless
maximum individual overtopping volume for two different foreshore slopes.

Figure 15. Variation of dimensionless overtopping layer velocity and depth with dimensionless
maximum individual overtopping volume for two different promenade width.
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The results for overtopping flow depth and velocity were compared with formulas proposed
in [6,26,27,32], who finally expressed both overtopping flow parameters as a function of wave run-up
and crest freeboard. The application of the aforementioned methods requires an estimation of the
run-up. Notwithstanding this, wave run-up assessment for very and extremely shallow waters and
relative steep dikes cannot avoid inaccuracies, due to the fact that experimental data fall outside the
range of application of any known semi-empirical formula to calculate R2% or Rmax. The results are
depicted in Figure 16, where it is clear that poor agreement is found between the experimental results
and calculated values.

Figure 16. Estimation of overtopping flow depth and velocity employing existing formulas from
Schüttrumpf and Van Gent (2003), Trung (2014) and EurOtop (2018).

5.2. Overtopping Flow Parameters Expressed in Terms of Individual Maximum Overtopping Volume

The application of the formulas proposed by Hughes [24], being a function of the maximum
individual overtopping volume, are considered more adequate to be applied to the presented results,
without further sources of uncertainty. It must be noticed that [24] analyzed overtopping flow
parameters only at the seaward edge of the dike crest and not along it. The effects of the crest width
were therefore neglected. Comparisons are reported in Figure 17: unlike overtopping flow depth, flow
velocities and discharges are considerably under predicted. A possible explanation is the influence
of the spectral wave period: Tm-1,0 can be found at the denominator of Equations (6)–(8); however,
the measured wave periods are far larger than the one tested in [24], as deeply affected by heavy
breaking and release and shift of the spectral energy to very low frequency as result of the release of
infra-gravity waves for very and extremely shallow water conditions.
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Figure 17. Estimation of overtopping flow depth and velocity employing formulas by Hughes (2015).

Mares-Nasarre et al. [10] demonstrated that overtopping flow velocity and flow depth are
correlated if we look at them in statistical terms; they appear to be independent when related to
the same individual overtopping event. Notwithstanding this, we aimed to further investigate
possible correlations among dimensionless valuable. For the scope, the evolutionary polynomial
regression (EPR) technique by [33] was employed. EPR implements a multi-modelling approach
with multi-objective genetic algorithm. This technique was already successfully applied to coastal
engineering problems [34,35] to find a simple and easily interpretable mathematical models that
express the reflection coefficient variation for irregular waves for a particular low-reflective caisson
breakwater. After several iterations, the following expressions have been found for overtopping flow
depth, overtopping flow velocity and individual overtopping discharge:

ucalculated EPR = 0.254

√
Vmax

gRc

Hm0
(13)

dcalculated EPR = 0.343

√
Vmax

Hm0ξm−1,0

Rcxc
(14)

qmax,calculated EPR = 0.25Vmax

√
gξm−1,0

xc
(15)

Similar dependence on the individual overtopping volume is found by employing EPR as by [24,27].
In addition, a certain influence exists of the location, xc, where flow parameters are measured, of the
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surf similarity parameter ξm-1,0 and dimensionless freeboard Rc/Hm0. The surf similarity parameter is
here calculated by employing the equivalent slope as defined in [15]. The influence of the freeboard
might be explained as follows: for the same volume, a higher freeboard will lead to lower flow depths
(run-up is lower). In addition, the surf similarity parameter will be bigger for longer periods (i.e., bigger
wavelengths), leading to bigger individual discharges.

Measured overtopping flow parameters are plotted against the calculated ones in Figure 18. Large
scatter is noticed especially for those cases with steeper foreshore slope and narrower crest width:
the more violent overtopping events, often characterized by splashes and jets, make it more difficult to
measure overtopping flow properties without errors (R2 is about 50%). In any case, it is important to
emphasize here that it is not intended to find new relationships for the overtopping flow parameters
to overcome or upgrade the ones already proposed in the literature. The EPR analysis is carried out
to provide a general overview of the possible correlations among variables and help to interpret the
results. Larger databases are required to optimize any regression for the flow properties on the dike
crest, but this is out of scope of the present work.

Figure 18. EPR results for overtopping flow properties on the dike crest versus measured ones.

6. Analysis and Comparison of Safety Criteria and Limits of Wave Overtopping for Design of
Sea Dikes

In the previous section, a possible correlation among the aforementioned variables was shown.
Overtopping flow velocity and flow depth show a clear dependence on the individual volume, as also
confirmed by [24,27]. Poor correlation is noticed with the mean overtopping discharge instead. Usually,
the only overtopping variables considered during the design of any coastal defense are the mean
discharge and the maximum volume. According to [6], people standing and walking on or behind
a coastal defense can be considered safe when the volume and discharges values are within certain
limits: a preliminary comparison of the obtained experimental data with the tolerable limits of Table 1
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is shown in Figure 10. The results indicate that: (1) the measured values of volumes are bigger than the
proposed threshold, except for a very few cases; (2) mean overtopping discharge is always within the
proposed thresholds.

Considering the limit on individual volume stronger condition than the one on discharge, it can
be concluded that the limits presented in [6] are not verified for this particular case. However, a deeper
look at overtopping flow properties leads to different conclusions. The safety conditions are evaluated
through the stability curves proposed by Sandoval and Bruce [12] and Arrighi et al. [14]. The results
are plotted in Figures 19 and 20, respectively. Data are categorized in terms of crest width and mean
overtopping discharges, based on [6] (q < 5; 5 < q < 15; q > 15 L/s/m). Moreover, Figures 21 and 22
show the same comparison but data are gathered in three different groups depending on the maximum
individual overtopping volume (Vmax < 1,000; 1,000 < Vmax < 5000; Vmax > 5000 L/m). Stability curves
calculated for a male adult person and a 10 year old child are plotted in Figures 19 and 21, respectively.
All data above the safety curves lie in an unsafe region, whereas all data below the lines correspond to
safe flow conditions.

Looking at overtopping flow properties, it becomes clear that overtopping safety criteria based on
mean discharge and maximum volume are not sufficient and might lead to overpredicting the hazards
related to overtopping events. Although almost all cases present individual maximum volumes
higher than 600 L/m, at least 20% of them can be considered safe if looking at combination of flow
velocity and depth. The influence of the berm width is remarkable: for shorter berms, almost all cases
with Vmax > 1,000 L/m fall within the unsafe region (above the curves in the figures), while the same
volume can be not so critical for longer berms, for which the results are more scattered. Cases with
Vmax > 1,000 L/m that lead to unsafe flows are those with mean discharge q > 5/L/s/m, apart from a
few exceptions. In general, very high discharges and volumes, respectively greater than 10 L/s/m and
5000 L/m, lead to unsafe flows for both considered promenade widths.

Figure 19. Flow depth versus velocity, comparison with Sandoval and Bruce (2017) curves, the discharges
are divided for different promenades and measured average discharge.
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Figure 20. Froude number versus relative submergence, comparison with Arrighi (2017) curve,
the discharges are divided for different promenades and measured average discharge.

Figure 21. Flow depth versus velocity, comparison with Sandoval and Bruce (2017) curves, the discharges
are divided for different promenades and maximum volumes.
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Figure 22. Froude number versus relative submergence, comparison with Arrighi (2017) curve,
the discharges are divided for different promenades and maximum volumes.

The results show that the design of costal defenses must fulfil certain conditions that aim to
guarantee the safety of people on or behind coastal defenses. These conditions cannot be reduced to
the overtopping assessment of mean discharges and maximum volumes. Assessment of overtopping
flow velocity and flow depth is required, in order to upgrade the current design criteria. To evaluate
the flow velocity and depth associated to the maximum overtopping event is not an easy task and any
semi-empirical model that can be derived would be limited to specific hydrodynamic conditions and
geometrical layouts. Instead, experimental or, as an alternative, numerical modelling provide a further
insight into the processes occurring on the dike crest.

7. Conclusions

In this study, 243 physical model tests of wave overtopping on smooth sea dike in very and
extremely shallow water conditions have been carried out in the CIEMito wave flume at LIM/UPC.
Two different foreshore slopes have been tested, 1:15 and 1:30, respectively. The dike has a crest or
promenade at the end of which the velocity and flow depth are measured. Overtopping volumes are
collected right after the promenade. The experimental campaign aimed at modelling sea states that
characterize an urbanized stretch of a town along the Catalan coast located a few kilometers north of
Barcelona, where a promenade/bike path and a railway running along the coastline are exposed to
significant overtopping waves every stormy season.

Overtopping flow properties were measured by means of a redundant system that consists of two
ultrasonic sensors and two high-speed cameras. Velocity and depth of the maximum overtopping event
characterizing each test were measured. They proved to be dependent on the associated individual
volume, crest freeboard and promenade width; however, correlation is weak, especially for the steeper
foreshore cases. No clear correlation with mean discharge is found.

Two different methods to evaluate people safety have been used: tolerable limits for mean
discharges and volumes, as proposed in [6] from one side, and the vulnerability of pedestrians
expressed as a critical combination of flow velocity and depth [12–14]. The outcomes of the two criteria
have been compared and discussed.
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The results of the experimental campaign are specific for the studied area. It must be considered
that all experimental tests have been conducted for the worst-case scenario of smooth dike, where,
instead, the actual dike presents a rough and permeable seaward slope. The first evidence emerging
from the study is related to the role of the foreshore on the overtopping flows and coastal safety.
A gentle foreshore induces intense wave breaking which dissipates part of the incoming wave energy.
On gentle foreshores (e.g., 1:30), a bore-type wave develops that will run on the dike and crest with
small splashes and relatively small flow depths. When the foreshore is steeper (i.e., 1:15), the waves
partly break on the dike (especially for local water depths of 1 m), leading to splashing flows which are
very irregular and turbulent that generate, especially for narrow promenades, very high flow depths.

Critical range of deep-water wave height is 3.6–4.5 m with periods larger than 11.8 s. For these
conditions, the most dangerous combinations of overtopping flow velocity and thickness is achieved,
also related to very large individual overtopping volumes. In the studied area, there are stretches
where nourishment is no longer carried out. However, the outcomes of this study show that, especially
when a relative narrow promenade is present, a soft protection-like nourishment would be advisable,
attaining a higher level of protection by means of more gentle and shallow foreshore slopes.

Besides specific considerations for the studied area, some general conclusions can be drawn:

• Tolerable discharge values proposed by [6] vary depending on the local wave height at the toe
of the coastal structure. On the contrary, a fixed value corresponding to 600 L/m is reported
as a threshold for individual overtopping volume. It is not clear from [6] whether this value
corresponds to some specific value of overtopping flow velocity as, for example, in [5]. If one
criterion is fulfilled, it can happen that the other criteria appear stronger. For the case study,
average discharges were always within the proposed limits, whereas individual volumes were
above the tolerable value.

• Overtopping flow velocities and depths are plotted along with the corresponding maximum
volumes and average discharges. What emerges is a not clear two-way relationship between
maximum overtopping volumes and velocities or flow depth: a dependence does exist, as also
confirmed by applying the EPR technique [33] to the present dataset. Nevertheless, the data
scatter is big, and therefore a larger dataset is required to performed more detailed regression
analysis on the data.

• Experimental values of overtopping flow velocities and flow depth have been compared with
stability curves for pedestrians (adults and children) placed on the sea dike and subjected to
overtopping waves. The results show a clear influence of the dike crest width, where for mean
discharges lower than 5 L/s/m and volumes lower than 1,000 L/m, a shorter crest does not
necessarily lead to safe conditions, where the longer crest shows a combination of values of
overtopping flow parameters lower than the thresholds calculated using [12,13].

• Volumes bigger than 600 L/m do not always determine unsafe conditions for pedestrians. At least
20% of all analyzed data are in the safe region, for the specific case of study.

• EurOtop [6] tolerable limits and stability curves lead to discordant results. In fact, due to
the non-two-way relationship between volumes and corresponding flow parameters, it can be
observed that flow parameters related to 1,000 L/m maximum volumes can be located in the
unsafe area, while the same parameters related to bigger volumes can even be included in the
safety range for a large enough crest.

Concluding, the experimental campaign suggests that further research is needed in terms of
design criteria for wave overtopping, if related to people’s safety. The proposed tolerable discharge
and volume values from [6] are still valid, but not sufficient to clearly identify a safe or unsafe scenario.
Overtopping flow depth and velocity provide further insight and are advised to be employed, together
with [6]’s criteria, for coastal safety assessment.
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Abstract: Physical model experiments were conducted in a wave tank at Flanders Hydraulics
Research, Antwerp, Belgium, to characterize the wave overtopping and impact force on vertical
quay walls and sloping sea dike (1:2.5) under very oblique wave attack (angle between 45◦ and 80◦).
This study was triggered by the scarce scientific literature on the overtopping and force reduction
due to very oblique waves since large reduction is expected for both when compared with the
perpendicular wave attack. The study aimed to compare the results from the experimental tests
with formulas derived from previous experiments and applicable to a Belgian harbor generic case.
The influence of storm return walls and crest berm width on top of the dikes has been analyzed in
combination with the wave obliqueness. The results indicate significant reduction of the overtopping
due to very oblique waves and new reduction coefficients were proposed. When compared with
formulas from previous studies the proposed coefficients indicate the best fit for the overtopping
reduction. Position of the storm return wall respect to the quay edge rather than its height was
found to be more important for preventing wave induced overtopping. The force reduction is up
to approximately 50% for the oblique waves with respect to the perpendicular wave impact and
reduction coefficients were proposed for two different configurations a sea dike and vertical quay
wall, respectively.

Keywords: overtopping reduction; force reduction; oblique waves; storm return wall;
EurOtop manual

1. Introduction

Densely populated coastal zones with very low freeboards are common worldwide (e.g., Belgium,
The Netherlands, Vietnam). Often the flood protection is provided in these zones by the sandy beaches,
but when it is insufficient or in the case of harbors, the most common solution is storm wall construction.
A storm wall is located on top of the crest of a quay or a dike at a certain distance from the seaward edge
of the crest, providing additional protection against the overtopping waves. During each overtopping
event, the waves runup in form of a bore along its crests before reaching the wall. Usually, this flow is
turbulent, and its velocity is decreased along the crest width. Consequently, the distance between the
edge of the structure and the storm wall is important because it characterizes the wave impact on the
storm wall and overtopping over the storm wall.
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Typically, the wave’s angle is assumed to be perpendicular or at an angle lower than 45◦ with
respect to the quay’s normal. However, when the harbor opening is orientated against the main wave
direction very oblique waves can approach some of the harbor quays and dikes. There are several
formulas proposed for the overtopping computation under oblique wave attack. One of the most
widely used is the European Overtopping Manual [1,2] which provides validated formulas to calculate
the overtopping discharge for classical configurations (wave angles smaller than 45◦). The overtopping
is maximum for the perpendicular wave attack on a storm return wall, but for larger wave angles,
a reduction factor is applied to account for the overtopping discharge decrease. However, the EurOtop
formula suggests keeping the obliqueness reduction factor constant for vertical structures and wave
angles larger than 45◦. Obviously, the overtopping discharge reduces with the increasing wave angle
with respect to the structure normal, but the reduction for very large wave angles has not been fully
investigated yet. A similar situation is for the case of the impact force reduction due to the large wave
angle, but studies comprehensively analyzing this reduction are not currently available.

The mean wave overtopping is mainly a function of the relative freeboard and the relationship
between the overtopping discharge and the freeboard is expressed through, in most of the cases,
an exponential formula. Several reduction coefficients are used to account for effects induced by the
presence of a berm, a storm return wall, the surface roughness, and the wave obliqueness.

To investigate the overtopping reduction and impact force reduction for oblique waves a physical
model was set-up at Flanders Hydraulics Research in Antwerp, Belgium. The present study has
three main objectives. Firstly, to investigate overtopping induced by very oblique waves at quay
harbors and to propose reliable reduction coefficients for the overtopping calculation. Secondly,
to identify the influence on overtopping of a storm return wall placed on the quay at different positions
and having variable heights. Thirdly, to evaluate the impact force reduction due wave obliqueness.
Although, it was expected that overtopping and impact forces will be reduced at large wave angles
(respect to the structure normal), quantification of these reductions is still unclearly defined in previous
studies; hence, the necessity of the present study.

2. Overtopping and Force Reduction

2.1. Vertical Quay

A series of formulations describe the overtopping reduction with the large incident wave angle.
Most of the formulas used are presented in [1], but significant contributions are given also in other
previous studies [3–5]. The overtopping reduction due to very obliques wave angles is usually limited
to angles of 45◦ and for larger wave angles a constant value is proposed.

The most used approach is based on the equations and reduction factors included in the European
Overtopping Manual [1] for non-impulsive conditions:

q√
gH3

m0

= 0.04 exp
(
−2.6

Rc

Hm0γβ

)
(1)

where q is the overtopping discharge per meter of width of the structure (m3/s/m), Hm0 is the significant
incident wave height, measured at the toe of the structure (m), Rc is the crest freeboard (m), and γβ is
the reduction coefficient that considers the effects of the obliqueness (-).

The coefficient γβ is expressed in EurOtop as

γβ = 1− 0.0062|β| for : 0◦ ≤ β ≤ 45◦ (2)

For wave angles larger than 45◦ a constant value of 0.72 is proposed in EurOtop [1].
The formulations contained in the EurOtop manual [1] assume that different regimes of

non-breaking, impulsive breaking and broken waves may produce differences in the overtopping.
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Although the wave loadings on vertical walls due to individual waves are certainly affected by the
wave regime, it is not clear if the overtopping is affected in the same way. The overtopping discharge is
a mean value where many non-breaking, breaking, and broken waves can contribute in the same wave
train. Therefore Goda [3] proposed an equation that is valid for both non-impulsive and impulsive
wave conditions:

q√
gH3

m0

= exp

⎡⎢⎢⎢⎢⎣−⎛⎜⎜⎜⎜⎝A + B
Rc

Hm0

1
γfγ
∗
β

⎞⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎦ (3)

The constants A and B can be estimated by:

A = A0 tanh
[
b1

(
ht

Hs, toe
+ c1

)]
B = B0 tanh

[
b2

(
ht

Hs, toe
+ c2

)] (4)

where ht is the water depth at the toe of the dike and Hs,toe is the incident wave height at the toe of the
dike. The coefficients b1, c1, b2, and c2 depend on the foreshore slope as summarized in Table 1.

Table 1. Optimum coefficient values of empirical formulas for intercept A and gradient coefficient B
(after Goda, 2009).

Seabed Slope Coefficient A Coefficient B

tan θ A0 b1 c2 B0 b2 c2
1/10 3.6 1.4 0.1 2.3 0.6 0.8

1/20–1/1000 3.6 1.0 0.6 2.3 0.8 0.6

The coefficients A0 and B0 are calculated as a function of the dike slope, cotαs, and their value
ranges between 0 and 7. The expression for the reduction factor for wave obliqueness has been
estimated by Goda [3] as

γβ = 1− 0.0096|β|+ 0.000054β2 for 0◦ ≤ β ≤ 80◦ (5)

2.2. Sloping Dike

Several studies investigate the reduction in overtopping due to oblique waves [6,7], but two
formulas from literature were considered due to the similarity with the tests from the present study:
EurOtop [1] (6) for non-breaking waves and van der Meer and Bruce [8] (8) which is an adaptation of
the EurOtop formula.

q√
gH3

m0

= 0.2 exp
(
−2.6

Rc

Hm0γfγβ

)
(6)

in which the coefficient γβ is expressed as

γβ = 1− 0.0033|β| for : 0◦ ≤ β ≤ 80◦ (7)

For wave angles larger than 80◦ a constant value of 0.736 is proposed.
The formula given by van der Meer and Bruce [8]:

q√
gH3

m0

= 0.09 exp
(
−1.5

Rc

Hm0γfγβ

)1.3

(8)

in which γβ is identical as in (7).
In all the cases γf has been assumed equal to 1 (smooth slope). Van Doorslaer et al. [9] propose

a reduction factor γprom_v to take into account the presence of a storm return wall on the top of the
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dike. This coefficient considers both the effect of the wall height and position. The values of γprom_v

are calculated for each case based on the approach described in Van Doorslaer et al. [9].

q√
gH3

m0

= 0.2 exp
(
−2.3

Rc

Hm0

1
γfγβγprom_v

)
(9)

γprom_v = 0.87γpromγv (10)

where γprom and γv are the individual reduction factors to consider the effects respectively of the
promenade and of the storm wall. The promenade reduction factor γprom is expressed as

γprom = 1− 0.47B/Lm−1,0 (11)

where B is the width of the promenade and Lm−1,0 is the spectral wave length calculated using the
spectral period in deep waters Tm−1,0 =m−1/m0.

The reduction factor γv for the presence of a storm return wall is expressed in
Van Doorslaer et al. [9] in function of the wall height (hwall) and freeboard (Rc) as follows:

γv =

{
exp(−0.56hwall/Rc)

0.5
for

{
hwall/Rc < 1.24
hwall/Rc ≥ 1.24

(12)

2.3. Force Reduction

There is scarce information regarding the impact forces on a storm wall in case of wave overtopping
by oblique waves. However, the study of Van Doorslaer et al. [10] performed at Polytechnic University
of Catalonia, Barcelona (UPC), used configurations similar to those tested in the present study.
Two structures were tested in the wave flume (scale 1:6): a vertical quay wall and a dike with a smooth
slope. The storm wall was 1.20 m high (prototype value) and located at 10.14 m (prototype value)
behind the edge of the crest. Three water levels were used resulting in freeboard Rc from the still water
level to the top of the storm wall of 3.18 m, 2.22 m, and 1.20 m (prototype values). The irregular waves
had a Jonswap wave spectrum (γ = 3.3). The significant wave height Hm0 ranged from 0.78 m to 3.00 m
(prototype values); the wave period Tp was either 7.00 s or 10.00 s. The experiments were carried
out in two dimensional conditions with perpendicular waves (no wave obliqueness). The authors
proposed a new formula to evaluate the wave force on a storm wall, both for quay walls and sea dikes.
The formula can be expressed as follows:

F1/250 = aρgR2
c exp

(
−b

Rc

Hm0

)
(13)

where F1/250 is the average force of the highest 1/250 waves. The coefficients a and b (Table 2) are
derived from a non-linear regression analysis and they are considered as the mean value of normally
distributed variables. Under this hypothesis, the relative standard deviation (σ’ = σ/μ) was calculated
for each coefficient and is reported in Table 2 between brackets.

Table 2. Coefficients a and b in Equation (13) for different geometries (after Van Doorslaer et al. [10]).

Geometry a b

Dike 8.31 (0.22) 2.45 (0.07)
Quay 18.27 (0.23) 3.99 (0.06)

All 5.96 (0.23) 2.42 (0.09)
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3. Methods and Instrumentation

Investigation of the overtopping reduction required a physical model sufficiently large to observe
the alongshore variation and to accommodate the collection of the overtopped volumes, respectively.
However, this structure was not firm enough to prevent vibrations which can severely alter the
impacting forces measurements. Therefore, it was decided to build two different structures, first
one for the overtopping reduction and second one for force reduction due to the wave obliqueness.
The structural layout and hydraulic boundary conditions were assumed based on real conditions
from the Belgian harbors. However, the model geometries do not represent one specific quay or dike,
but they were selected in such way that the results could be extended to other similar structures.
The experiments were carried out in the wave tank at FHR (Flanders Hydraulics Research) (dimensions
17.50 m × 12.20 m × 0.45 m), equipped with a piston-type wave generator. The wave generator has a
width of 12 m and generates long-crested waves. Both regular and irregular wave patterns can be
generated at different angles of wave incidence ranging between −22.5◦ and 22.5◦ with respect to the
center line of the wave tank.

Two sets of wave directions were used in the experimental campaign conducted at FHR: the first
set contains the wave directions 0◦ and 45◦, used to validate the results of the FHR experiments against
previous experiments and existing formulas; the second set contains wave directions 60◦, 70◦, and 80◦,
used to investigate larger angles. Similar configuration tests from CLASH database [11] were used to
compare and validate the tests from the present study.

3.1. Model Settings of Overtopping Tests

The first physical model was designed to study very oblique wave attacks and overtopping flows
onto vertical quays and sloping dikes with storm return walls (Figure 1).

 

Figure 1. Model set-up based on the real cases from Belgian harbors. Upper part: vertical quay design
and an example of storm return wall at Ostend harbor. Lower part: sloping dike design and an example
at Blankenberge harbor.

As the wave height can variate along the structure, a smaller scale was necessary to accommodate
a model sufficiently long to record the overtopping variations However, the scale cannot be smaller
than 1:50 because some wave height scenarios would be smaller than 3 cm and therefore affected by
the surface tension, and thus altering the reproduction of the prototype conditions [12]. Following the
above mentioned boundary conditions as well as the Froude’s law a scale of 1:50 was selected as best
fitting for the physical model. For vertical walls, tests in large scale flumes and field measurements
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have demonstrated that results of overtopping discharge in small scale laboratory studies may be
securely scaled up to full scale under impulsive and non-impulsive conditions. Only the wind effects
are not considered and may cause a significant difference (for further details see [1]). For dikes the
evaluation of scale effects is based on the approach of Schüttrumpf and Oumeraci [13]. Calculation of
the Reynolds-number and its comparison with the critical value demonstrated that scale effects are
negligible. A minimum distance between the wave maker and the structure equal to two wave lengths
was kept for every configuration and wave dampers were placed around the basin to absorb the
reflected waves. Considering the limitations, it was decided to build a laminated wooden structure
of 8 m long and 1 m wide. Attached to this structure, there are 16 boxes (1.5 m long, 0.48 m wide,
and 0.18 m deep), built from the same material, designed to collect the overtopping water during the
experiment (Figure 2).

 

Figure 2. The structure used during the experiment.

Two positions of this structure in the basin were planned. Firstly, the structure was mounted in
the central down part of the basin for the 0◦ wave direction (Figure 3b). Secondly, the structure was
moved towards the down left corner to optimize the distance to the wave maker, but also to allow
simulation of the wave directions between 45◦ and 80◦ just by moving the wave paddle and keep the
structure in the same position (Figure 3a,c).
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Figure 3. The position of the structure in the wave basin during experiments: (a) wave directions 60◦,
70◦ and 80◦; (b) perpendicular wave attack; (c) wave direction 45◦.

3.1.1. Instrumentation

Resistance type wave gauges (17 in number) were used to measure the wave characteristics
(height, period, and direction). One wave gauge is permanently situated in front of the wave maker to
verify the generated waves. Two wave gauges arrays were built, each consisting of five wave gauges;
these wave gauges are located in such way that a directional spectral analysis can be performed.
The incident wave height has been measured using these two 3D-arrays. The WaveLab software
(version 3.39, [14]) which utilizes the Baysian Directional spectrum estimation method (BDM) [15], has
been used for the analysis. Using this method, the user generally indicates a circular sector around
the expected incident and reflected wave direction, so the analysis will be limited to this sector. It is
possible to select a very narrow circular sector, excluding from the wave analysis directions too far
from the main one. Alternatively, it also possible to select ±90◦ around the main direction, so the entire
360◦ will be covered from the analysis. In this study, the analysis for the perpendicular wave case
attack used ±30◦ around the main expected directions (0◦ for the incident and 180◦ for the reflected
waves respectively). Hence, spurious transversal effects were removed from the results. Differently,
for the oblique wave cases, it has been preferred to extend the analysis to the entire 360◦, because in
such case the main reflected direction can be assumed, but the effects on wave further reflections on
the sides of the basin (even though passive absorption was installed) has to be checked. The rest of the
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six wave gauges were mounted equidistantly, in the proximity of the structure to provide information
about the total wave height variation along the structure. This instrument setup was used for all the
wave directions, but some minor changes in distances and positions were made for each wave direction
(Figure 4). On every overtopping box a mechanical reader for the water level was installed to measure
the accumulated volume.

Figure 4. Example of instrument distribution in the basin for the wave angle 80◦ (not to scale).

3.1.2. Test Programme

A total of 377 tests were run, covering a wide range of wave conditions and structure configurations
(Table 3). The wave angle is defined as the angle between the wave direction and the line normal to the
quay structure so that 0◦ defines perpendicular wave attack. For the majority of the wave angles both
the vertical and the sloping dike configurations were used. In all the tests long-crested waves were
generated. The water level was varied around the crest level: the defined “dike freeboard” (Rc) can
assume negative (i.e., Still Water Level, SWL, above the dike crest) and positive values (SWL below the
dike crest). Three different wall heights were used (0 m, 1 m, and 2 m in prototype scale). The wall
elevation with respect to the SWL defines the dike freeboard Rc. The berm (distance between the
storm return wall and the quay or dike crest) lengths used in the experiments were 0, 5, 25, and 50 m
in prototype scale. Tests with no reliable measured wave conditions, zero overtopping, and water
volumes exceeding the boxes’ volume, as well as preliminary tests to set-up the model were excluded
from further analyses.

Table 3. Summary of the test conditions for overtopping reduction.

Total no. of Tests Used for Analyses Vertical Quay Sloping Dike (1 to 2.5)

377 230 191 39

Wave directions Wave height (Hm0) Wave period (Tp) Crest freeboard (Rc) Storm return wall
position

0◦, 45◦, 60◦, 70◦, 80◦ 0.96 to 3.39 m 5.1 to 12.6 s 0 to 2.75 m 0 to 50 m
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The overtopping discharge per each overtopping box and the measured total wave height along
the structure were analysed. In most of the tests, the overtopping boxes of both sides (from 0 to 1 m and
from 7 ÷ 7.5 to 8 m) were not included in the calculation to avoid errors generated by model boundary
effects. The calculation of the mean overtopping discharge starting from the measured overtopping
volume follows geometrical rules as

- For each test the berm length was calculated as a distance between the edge (crest) of the quay
(sea dike) and the crown wall.

- For each angle the projection of the berm length was measured on the wave direction; this is the
effective berm length that the wave has to run before reaching the wall.

- To calculate the mean overtopping for the entire quay some buffer zones at both edges of the
structure were skipped (where possible model effects are noticed). For instance, in the case with
no crown wall or crown wall on the quay edge, the entire quay length (8 m) was considered
excluding the two overtopping boxes situated at the edges of the structure.

- It was verified on video recordings that the peaks in the overtopping volume were not due to
model effects (boundary reflection), but they were due to the wave attack.

3.2. Model Settings of Force Test

The model built to investigate the reduction of the wave impact forces was very similar with
the one for the overtopping reduction with the same 1:50 scale reduction. The structure (Figure 5)
had a length of 8 m, a width of 0.6 m, and a height of 0.2 m. Based on the distribution of the
largest wave heights and largest overtopping volumes along the structure an area of interest was
selected approximately in the structure’s centre, where four force sensors (Tedea Huntleigh, Tension
Compression Load Cells, Model 641) were placed to record the time series of the wave forces acting on
the storm return wall (Figures 6 and 7). A minimal distance between the wave maker and the structure
of two wave lengths was respected for all tests.

Three positions of the structure in the basin were planned. Firstly, the structure was mounted
in the central down part of the basin for the 0◦ wave direction. Secondly, the structure was moved
towards the down left corner to optimize the distance to the wave maker and to obtain the angle of 45◦
without changing the position of the wave paddle. Thirdly, the structure was moved for the 80◦ wave
angle attack (same positions as in Figure 3).

Figure 5. The structure used to investigate the force reduction (posterior view) (not to scale).
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Figure 6. Force sensors were installed location as designed.

 

Figure 7. The part of the structure where the force sensors were installed (detailed picture).
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Instrumentation

The wave gauges were installed in a similar position as for the overtopping model and four force
sensors were installed to measure the forces acting on the storm return wall at a frequency of 1 kHz
(Figures 6 and 7). Forty-four successful tests were performed (Table 4).

Table 4. Summary of the test conditions for the force reduction.

Total Number of Tests 44

Wave directions Wave height (Hm0) Wave period (Tp) Crest freeboard (Rc) Storm return wall position
0◦, 45◦, 80◦ 1.04 to 4.54 m 10.2 to 12.9 s 0 to 3.0 m 0 to 25 m

4. Results

4.1. Overtopping Reduction

The measured average wave overtopping has been compared with the predicted values using
the existing formulas. A reduction coefficient for each direction has been assessed using the FHR
tests results; both mean value and standard deviation of the reduction coefficient were calculated.
The distribution of overtopping along the overtopping boxes was analyzed and correlated to the total
wave height measured at the toe of the structure. For the analyses of the overtopping reduction due to
the obliqueness, only tests without crest berm or with very short crest berm (5 m in prototype) were
considered. The influence of long crest berms has been analyzed afterwards.

To cope with the spatial variation, the calculation of the mean overtopping discharge starting from
the collected overtopping volume has been done based on a geometrical rule, summarized as follows:

1. For each test, the berm length was calculated as a distance between the edge of the quay (sea
dike) and the crown wall.

2. For each angle, the projection of the berm length along the wave direction was assessed;
this represents the effective berm length that the wave has to run before reaching the wall.

3. Starting from the first corner of the dike, the projection of the effective berm along the quay gives
the minimum distance before which no wave reaches the wall.

4. The width considered to calculate the mean overtopping for the entire quay is equal to the quay
length minus the calculated distance and some buffer zones at the edge (where possible model
effects are noticed).

For incident wave height to be used in the formulas, the one coming from the star array after
reflection analysis is employed since the information of the wave gauges placed along the dike only
corresponds to total wave height (incident + reflected).

Physical model test results included in the CLASH database [11] similar to the test from the
present study were used for comparison. In detail:

- Sloping dike: only CLASH data with slope between 1:4 and 1:2 with gentle or no foreshore
were considered.

- Vertical quay: only tests with gentle or without foreshore were considered.

4.1.1. Vertical Quay Wall

The results of the tests indicate a clear decrease in the overtopping volumes with the increase
of the wave angle. An increase of the overtopping volumes along the structure was observed for all
cases, except for the perpendicular waves. In Figure ??, an example is shown, and the horizontal
axis represent the quay extension, from 0 to 8.0 m, where the 0 is taken in the corner of the structure
closest to the wave paddle. Each line plotted in every figure represents the results from one model
test. The distribution of the wave overtopping along the vertical quay is generally consistent with the
distribution of the total wave height at the toe.
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Figure 8. Overtopping discharge per box along the vertical quay and the total wave height for direction 60◦.

However, stem wave formation can play a role in increasing wave height and consequently
increasing overtopping along the structure. Research on stem waves along vertical wall with different
researchers, ref. [16,17] reveal that the normalized significant stem wave height becomes large as
the incident angle of wave become large. It was found also that the wave breaking suppresses the
growth of the stem waves. These studies were based on wave tank experiments and on various
numerical wave models with regular and irregular waves, but the predictions did not match very well
the observations. In the present study the effect of the stem waves was not investigated since just one
value of mean discharge along the whole quay was considered in the final analysis, a value measured
by the instruments array.

Figure 9 shows the results of the FHR tests in a graph with the measured discharges plotted
against the predicted ones, expressed in l/s/m (prototype scale). The plotted data include cases without
a crest berm (distance of the wall from the edge of the quay, dw, equal to 0 m) and with a crest berm
(dw larger than 0 m). The dash–dot lines indicate a prediction of 10 times larger and smaller with
respect to the central line (ratio predicted/measured equal to 1:1). The formula overestimates the
overtopping discharge for the 70◦ and 80◦ directions, while for the 0◦, 45◦, and 60◦ directions results
are in reasonable agreement or within the above mentioned range.
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Figure 9. Quay wall: predicted [1] vs. measured overtopping discharges. The circles indicate the cases
without berm crest (dw = 0), the triangles indicate the cases where a berm crest is present (dw > 0).

The effects of the obliqueness on the overtopping discharge were evaluated calculating the
reduction coefficient of each case, starting from Equation (14), as follows:

γβ = −2.6
Rc

Hm0

1

ln

⎛⎜⎜⎜⎜⎜⎝ q

0.04
√

gH3
m0

⎞⎟⎟⎟⎟⎟⎠
(14)

The calculation has been performed both for the FHR data and for the selected CLASH data.
Figure 10 shows the variation of the reduction coefficient with the wave angle. The existing formulations
were analyzed to calculate the reduction coefficient as function of the wave angle. Despite the scattering
of the results (similar scatter can also be noticed in Goda, 2009) a certain trend can be identified.
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Figure 10. Quay wall: variation of reduction coefficient with wave angle, comparison to
existing formulas.

The tests clearly show that the overtopping discharge is inversely proportional to the wave
angle: the larger the wave angle, the smaller the wave overtopping. Different formulas propose
constant values for the overtopping volumes for waves larger than 37◦ (long crested waves, [18],
or 45◦ [1]). Franco and Franco formula [18] for short-crested waves seems to be the closest to FHR
results, although the FHR tests were conducted using just long-crested waves. However, the differences
due to the “short-crestedness” lie within the scattering of the formula, similar to previous studies [19].
Franco and Franco [18] stated that the directional spreading might allow reducing the freeboard with
30% in respect to cases with only long-crested waves.

The results of the experiments indicate that no formula, among those previously proposed predicts
accurately the overtopping reduction. However, it is preferable to use the formula proposed by
Goda [3] for large angles due to two main reasons:

(a) the correction coefficient represents an upper limit (safe approach) for the present cases with very
oblique waves, although not excessively high as EurOtop [1]; and

(b) the expression for γβ is applicable up to 80◦, meanwhile EurOtop [1] indicates a constant value
for wave angles larger than 45◦.

The mean overtopping discharge is generally expressed by means of an exponential function as
follows:

q√
gH3

m0

= Aexp
(
−B

Rc

Hm0γβ

)
(15)

where

• A = 0.040 and B = 2.6 in EurOtop [1],
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• A = 0.033 and B = 2.3 in Goda [3], and
• A = 0.116 and B = 3.0 in Franco and Franco [18].

Note that the reduction coefficient γβ is a function of the A and B coefficients. The differences
between Goda [3] and EurOtop [1] can be considered negligible because the values of A and B
coefficients are rather similar.

New values for the reduction coefficient are presented here based on the FHR data and it
is proposed to be used for similar conditions (Table 3). The resulting values, based on the FHR
measurements, including the standard deviation, can be summarized as follows:

• γβ = 0.76 (σ = 0.23), for β = 45◦;
• γβ = 0.75 (σ = 0.17), for β = 60◦;
• γβ = 0.44 (σ = 0.21), for β = 70◦; and
• γβ = 0.28 (σ = 0.04), for β = 80◦.

The calculated gamma value is the mean value for each wave angle. The mean values and standard
deviation values were calculated for each wave angle starting from the results of γβ estimated for each
single test. The confidence interval represented in Figure 10 is calculated as ±σ with respect to the
mean value. As general approach, the mean value of γβ has to be used for design purposes. It can be
noticed that the difference in the reduction coefficient between 0.72 (calculated value using EurOtop [1])
and 0.28 might cause a difference in the calculated discharge of at least 1 order of magnitude (10 times)
in the selected data range.

Figure 11 shows the FHR data, the CLASH data and the EurOtop predictions in term of
non-dimensional discharge Q = q/(g·Hm0

3)ˆ0.5. Only the FHR cases with the wall on the edge of the
quay are plotted in order to avoid misinterpretations due to the effects of the width of the crest berm.
Three different plots are shown in Figure 11:

(a) the values of Q are plotted against the non-dimensional freeboard Rc/Hi;
(b) the values of Q are plotted against the non-dimensional freeboard Rc/Hiγβ (EurOtop), where γβ

(EurOtop) is the correction coefficient calculated using the EurOtop (2007) formula; and
(c) (the values of Q are plotted against the non-dimensional freeboard Rc/Hiγβ(Goda), where γβ

(Goda) is the correction coefficient calculated using the Goda [3] formula.

The use of Goda [3] formula is improving the wave overtopping prediction in case of oblique wave
attack with respect to the EurOtop [1] formula. In most of the cases, especially for very oblique angles,
the EurOtop formula seems to overestimate the overtopping, while using Goda correction factors the
results are spread around the formula prediction and only few of them are still overestimated.

The analysis on the berm length effects (distance between the seaward edge of the quay and
the storm wall) and on the wall height has been carried out. Figure 12 shows the non-dimensional
overtopping discharge in function of two different non-dimensional parameters: (i) the ratio between
the wall height and the incident wave height, (ii) the ratio between the berm length and 1.56Tp

2 that
can be assumed as the wave length in deep water conditions. The combination of obliqueness, wall
height and berm length made it challenging to have a clear view of the phenomena occurring at the
structure. Despite the rather wide data scatter, there are clear differences between short or no berm
layouts and wide berm layouts. A dependence on the berm length can be detected, the overtopping
was reduced when the ratio of the berm length over the wave length was increased and this trend was
clearer for larger wave angles. The waves travelled at the dike crest before approaching the storm
wall and it was expected that the waves would refract on the berm, and therefore approach the wall
with less obliqueness, but still not perpendicular. The distance travelled by the waves to reach the
wall was larger for larger angles, so the amount of energy dissipated on the crest might have been
larger. The configurations without berm, and with short berm length, 5 m in prototype, show a similar
behaviour leading to larger overtopping discharge than the configurations with wider berms (25 m
and 50 m in prototype).
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Figure 11. CLASH and FHR (wall on the edge of the quay) data vs. EurOtop predictions: (a) overtopping
plotted against the non-dimensional freeboard; (b) overtopping plotted against the non-dimensional
freeboard, with the correction factor from EurOtop (2007) formula; (c) overtopping plotted against the
non-dimensional freeboard, with the correction factor from Goda (2009) formula.
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Figure 12. Non-dimensional discharge vs. relative wall height and relative berm length (quay layout).

4.1.2. Sloping Dike

The results of the tests for a sloping dike are similar with those for a vertical quay, indicating
the same decrease in the overtopping volumes with the increase of the wave angle. The measured
overtopping discharges for FHR data are plotted in Figure 13 against the values predicted using
Equations (3) and (4) [3]. As noticed in the previous cases, the formula seems to overestimate the
overtopping discharge for very oblique wave attacks.
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Figure 13. Sloping dike: predicted (EurOtop, 2007) vs. measured overtopping discharges.

The effects of the obliqueness on the overtopping discharge were evaluated calculating the
reduction coefficient of each case starting from Equation (3) as follows:

γβ = −2.6
Rc

Hm0γprom_v

1

ln

⎛⎜⎜⎜⎜⎜⎝ q

0.2
√

gH3
m0

⎞⎟⎟⎟⎟⎟⎠
(16)

The calculation has been performed both for the FHR data and for the selected CLASH data.
Three different datasets were selected from CLASH (for only non-breaking wave conditions):

• Dataset 030 [20]: 1:2 slope with 1:20 foreshore;
• Dataset 220 [21]: 1:2.5 slope with 1:1000 foreshore; and
• Dataset 222 [21]: it includes data for 1:2.5 and 1:4 slope with 1:1000 foreshore.

Figure 14 shows the variation of the reduction coefficient with the wave angle. The CLASH data
are labelled as red triangles whose size is proportional to the slope (e.g., 1:2 larger size than 1:4). Several
proposed formulations were analyzed to calculate the reduction coefficient as function of the wave
angle. The formulas predictions and the confidence interval for the FHR data are also plotted.
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Figure 14. Sloping dike: variation of reduction coefficient with wave angle; comparison with
existing formulas.

The results display a scattered distribution, but similar scatters can be observed in other studies
performed in similar conditions [3,22]. However, a certain trend is visible, and the reduction of the
FHR data are in agreement with the reduction of the CLASH data. Figure 15 shows the FHR data, the
CLASH data and the EurOtop predictions. Three different plots are depicted:

(a) the values of Q are plotted against the non-dimensional freeboard Rc/Hi;
(b) the values of Q are plotted against the non-dimensional freeboard Rc/Hiγβ(EurOtop)γprom_v, where

γβ(EurOtop) is the correction coefficient calculated using the EurOtop [1] formula and γprom_v is
the reduction coefficient calculated by means of Van Doorslaer [9]; and

(c) the values of Q are plotted against the non-dimensional freeboard Rc/Hiγβ(Goda)γprom_v, where
γβ(Goda) is the correction coefficient calculated using the Goda [3] formula.

Similar improvement of the wave overtopping prediction, as in the case of a vertical quay when
Goda formula is used over EurOtop formula, can be observed for sloping dike cases.

The influence of the geometrical layout is not easily detected due to interreference between three
involved parameters: obliqueness, wall height, and berm length. However, the existence of the wall
significantly reduces the wave overtopping for all cases. The position of the storm return wall is also
important, larger berms leading to a decrease in the overtopping volumes.
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Figure 15. FHR and CLASH data vs. formula predictions.

4.2. Force Reduction

The measured forces are plotted in Figure 16 (in prototype scale both vertical quay and sloping
dike) in function of the incident significant wave height. The colors indicate the wave angle, respectively
red for 0◦, yellow for 45◦, and blue for 80◦. The different shapes indicate the results from each different
load cell; this underlines that, despite the waves are long-crested, the forces exerted along the structure
have a certain variability. As expected, the forces increase with the wave height. It is clear that the 0◦
cases result in larger forces than the 45◦ case, and the 80◦ cases have the lowest forces. For the same
wave height, the very oblique cases present in average a value of the wave force that is almost half of
the perpendicular case.
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Figure 16. Dependence of the wave forces on the incident wave height for different wave obliqueness.

The data were analyzed to define an analytical expression for the reduction factor. This coefficient
is the ratio between the force due to an oblique wave attack over the force in case of perpendicular
waves reaching the structure. The reduction factor expresses how much the data from cases with
oblique attack should be corrected to be in line with a 0◦ case that present the same hydraulics boundary
conditions (except from the obliqueness).

Two different expressions, respectively for quay walls and dikes, were found:

γquay =
Fquay,β>0

Fquay,β=0
= 0.5·(1 + cosβ) (17)

γdike =
Fdike,β>0

Fdike,β=0
= exp(−0.007β) (18)

where β is the wave direction relative to the structure (perpendicular wave direction = 0◦, angle
expressed in degrees). The variation of the reduction factors as function of the wave angle is depicted
in Figure 17. The expression for quay walls is corresponding to the formula for caisson breakwaters
proposed by Goda [23].

The two expressions for the reduction factor could certainly be improved if additional data with
other wave angles than 45◦ and 80◦ were available. However, the new proposed expressions can
already be considered as a significant improvement in the prediction. In Figure 18 the measured wave
forces are plotted as a function of the relative freeboard. Four figures are reported, two for the dike
cases and two for the quay wall cases. In detail:

(a) measured wave force on the storm wall for the quay wall layout;
(b) measured wave force on the storm wall for the sea dike layout;
(c) measured wave force on the storm wall for the quay wall layout, including the correction with

the proposed reduction factor for wave obliqueness; and
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(d) measured wave force on the storm wall for the sea dike layout, including the correction with the
proposed reduction factor for wave obliqueness.

Figure 17. Variation of the reduction factor as function of wave angle.

 

Figure 18. Dependence of the wave force on the relative freeboard with and without reduction factor
(a and c: quay wall; b and d: dike).
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The scatter in the wave forces is significantly reduced if the wave force is corrected using the
reduction factor proposed above. This improvement was also quantified by the relative standard
deviation for each case (μ’ = μ/σ): (a) μ’ = 7.9%; (b) μ’ = 7.0%; (c) μ’ = 8.8%; and (d) μ’ = 4.7%.

The analysis of the overall results finally suggests that in case of very oblique wave attack
(obliqueness between 70◦ and 80◦), the expected force on the storm wall range between 55% to 65% of
the value in case of perpendicular wave attack.

The results of the FHR tests are compared to predictions of the formula proposed by
Van Doorslaer et al. [10] for sea dikes, regardless of its range of applicability (e.g., wall position
and wall height are different). Figure 19 depicts the variation of the non-dimensional quantity
F1/250/ρgRc

2 as function of the relative freeboard, both for FHR and UPC results. A common trend
between the two experimental datasets can be noticed, despite of a certain scatter in the FHR results,
mainly due to the different wave angles.

Figure 19. Dependence of the non-dimensional wave forces on the relative freeboard and comparison
with data from UPC [10].

Equation (13) was applied to the FHR and UPC data; only FHR cases with 0◦ were initially
considered for comparison, as the UPC data refer to perpendicular wave attack. The results of the are
plotted in Figure 20. Generally, Equation (13) underestimates the force for FHR cases probably due
to different wall height between UPC data and FHR data, respectively 1.2 m and 2.0 m (in prototype
scale). Higher walls would lead to smaller overtopping rates and bigger reflection exerted by the storm
wall with consequent higher forces on the same wall.

In the next step, Equation (13) was applied to all FHR data and the results are reported in
Figure 21, both without and with, application of the reduction factors (Equations (17) and (18)) for
wave obliqueness. Without correction, the prediction showed a large scatter, while the application
of the reduction factor reduced significantly the scatter and improved the predictions. Nevertheless,
the estimated forces are still slightly smaller than the measured ones and it can be concluded that the
correction applied to take into account the wave obliqueness improves the predicted forces.
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Figure 20. Measured forces versus Van Doorslaer et al. [10] predictions for FHR 0◦ cases and UPC cases.

Figure 21. Application of Van Doorslaer et al. [10] formula with and without reduction factor for
wave obliqueness.
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5. Conclusions

The present study describes the setup and the results of physical model tests carried out at FHR
on wave overtopping generated by perpendicular and very oblique waves, based on the generic
configurations and conditions at Belgian harbors. A set of different wave angles has been tested:
for a vertical quay layout: 0◦, 45◦, 60◦, 70◦, and 80◦ and for the dike layout: 45◦, 60◦, and 80◦
were investigated.

The reduction in overtopping discharge has been quantified and the results were compared with
similar tests in the CLASH database [11] and with predictions by several semi-empirical formulas and
correction factors from literature.

The influences of the storm wall height and the crest berm width were investigated together with
the effect of wave obliqueness.

The analysis of the results for the vertical quay and sloping dike layouts leads to the following
conclusions:

1. The EurOtop formula [1] generally overestimates the overtopping discharge for large
wave obliqueness.

2. The values of the reduction factor γβ calculated for the vertical quay layout are equal to 0.76,
0.75, 0.44, and 0.28, respectively, for 45◦, 60◦, 70◦ and 80◦.

3. The values of the reduction factor γβ calculated for the sloping dike layout are equal to 0.72, 0.54
and 0.44 respectively for 45◦, 60◦ and 80◦.

4. A rather large scatter is present in the results similar to the results presented in previous studies [3].
5. The expression of γβ presented by Goda [3] is finally proposed as a good compromise between

accuracy (in comparison with physical model results) and a certain safety in the design of the
storm walls.

6. The high obliqueness combined with long berms on the crest (comparable with the wave length)
leads to very low or zero overtopping discharge.

7. The berm length (ranging from 0 to 50 m) has a larger influence on the overtopping discharge
than the wall height (ranging from 1 to 2 m).

Tests were performed to identify the wave force impact reducing due to wave obliqueness both
for sea dike and for quay wall layouts. The wall height was 2.0 m (in prototype scale) and it was
located at three different distances from the seaward edge of the main structure (berm).

The results indicate that for high wave obliqueness the force reduction in case of very oblique
waves is 0.55–0.65 times the wave forces for similar wave conditions, but for perpendicular wave
attack. Two reduction factors were defined, respectively for the sea dike and the vertical quay wall
layout as presented in Equations (17) and (18). Finally, the formula of Van Doorslaer et al. [10] was
applied, confirming that the use of the above mentioned reduction factors reduces the uncertainties in
the wave force predictions due to the effects of the wave obliqueness.

A significant knowledge gap regarding the quantification of overtopping and impact forces
reduction due to oblique waves attack was filled by adding valuable data to the scarce existing
literature and improving the predicting formulas. These formulas were applied to several specific
situations in Belgium [24,25] and they can be used in similar settings worldwide.

Due to the limited amount of available data, the relationship between wave obliqueness and other
variables such as wall position has not been analyzed in the present study. Further studies on wave
forces on storm walls on top of sea dikes or quay walls should take into account this reduction if the
waves are approaching the structure with an angle larger than 45◦. Since it was considered limited,
the influence of the stem waves formed along the structure on the overtopping were not investigated
during this study and further investigation is recommended.
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Abstract: Due to ongoing climate change, overtopping risk is increasing. In order to have effective
countermeasures, it is useful to understand overtopping processes in details. In this study overtopping
flow on a dike with gentle and shallow foreshores are investigated using a non-hydrostatic
wave-flow model, SWASH (an acronym of Simulating WAves till SHore). The SWASH model
in 2DV (i.e., flume like configuration) is first validated using the data of long crested wave cases
with second order wave generation in the physical model test conducted. After that it is used to
produce overtopping flow in different wave conditions and bathymetries. The results indicated that
the overtopping risk is better characterized by the time dependent h (overtopping flow depth) and u
(overtopping flow velocity) instead of hmax (maximum overtopping flow depth) and umax (maximum
overtopping flow velocity), which led to overestimation of the risk. The time dependent u and h are
strongly influenced by the dike configuration, namely by the promenade width and the existence of a
vertical wall on the promenade: the simulation shows that the vertical wall induces seaward velocity
on the dike which might be an extra risk during extreme events.

Keywords: wave overtopping; average overtopping discharge; individual volume; overtopping flow
depth; overtopping flow velocity; promenade; vertical wall; SWASH

1. Introduction

Global climate change has manifold impacts on the ocean and its behavior, which directly translates
to the coastal/nearshore region as well as the governing processes. One such climate-induced response
is the augmented frequency and intensity of extreme waves, leading to increased overtopping risk
for people living in coastal area [1,2]. One of the wave overtopping risks for people is direct wave
action, which is not only relevant to pedestrians [3,4] and vehicles on a dike/promenade but also to
people in front of and inside dwellings and commercial buildings (e.g., hotels and restaurants on
dikes). There is some literature related to the stability of people on the dikes/promenade (e.g., [3–5]),
which deals with the relationship between human’s stability and flow parameters (i.e., overtopping
flow depth and flow velocity). Altomare et al. [6] indicated that the combination of overtopping flow
velocity and flow depth rather than single maximum values of one of these parameters is required to
understand pedestrians hazard. Arrighi et al. [7,8] conducted a numerical study on human’s stability
and highlighted the importance of relative submergence and Froude number to interpret the results.
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Other works focused on the characterization of overtopping flow depths and/or velocities, see [9–12].
These are important works to understand the basic risk exposed to the flows on dikes, however the
present knowledge cannot cover all the risks due to different layouts and hydraulic conditions. In a
reality, there are often structures on the dike and thus the overtopping flow characteristics are a bit
more complex than the simplified assumptions (e.g., only plain promenade) found in the literature.
Overtopping flow can be changed by the interaction with structures. When overtopping is severe,
overtopping waves can destroy the facade (i.e., the first defense of the dwellings/apartment buildings,
such as windows, see examples in [13]), waves can propagate further even inside buildings. Then,
the wave will be reflected to the seaward. The return flow or reflected wave in front of a vertical
wall can also influence the human’s stability, however a detailed discussion on such different flow
directions has not been made explicitly so far.

As such, there are some knowledge gaps in the investigation on the risk of wave overtopping
flow on and behind sea dikes together with structures, and therefore it is important to discuss
further which physical process is relevant for the risk on people in coastal areas. So far, the safety
of pedestrians and vehicles on coastal zones have been evaluated based on average overtopping
discharge, maximum individual volume, and associated wave height, see EurOtop [14]. For instance,
EurOtop indicates that individual overtopping volume Vmax of 600 l/m in combination with Hm0 = 1–3 m
is a limit for overtopping for people standing at dikes with clear view of the sea but it does not give
further detailed explanation. Those are important indications but the applicability, for example,
to the gentle and shallow foreshore cases is still not very clear [15]. Moreover, it is of interest how a
fixed criterion (e.g., 1 l/s/m or 10 l/s/m) can be linked to the overtopping characteristics such as Vmax

(maximum individual volume), and time dependent h (overtopping flow depth) and u (overtopping
flow velocity). As Altomare et al. [6] indicated, the combination of u and h is linked to the hazard
rather than the single maximum values of one of these parameters. According to Suzuki et al. [16],
gentle and very shallow foreshore will result in flatter spectrum at the toe of the dike and thus spectral
wave period Tm-1,0 is much longer than ones in deep water conditions due to infragravity waves
contribution [17]. In such a situation, the waves have been transformed into bores and therefore
overtopping characteristics, namely, flow pattern on dikes /promenades, might be also different from
one which toe is at deep water. However, not so many studies have been conducted on the flow
characteristics on dikes with gentle and shallow foreshores and discussed the associated risk.

The purpose of this study is to investigate the relationship between the mean discharge, q, and other
overtopping parameters (Vmax, hmax, umax, V, h, u) on the dike with and without a vertical structure
(i.e., a sea wall or a building) with a gentle and shallow foreshore, and eventually to discuss the proper
assessment method for overtopping waves. To this end, a non-hydrostatic wave-flow modelSWASH
(an acronym of Simulating WAves till SHore) [18] is employed in this study. The model has been
validated for the case of wave overtopping over the impermeable dikes with gentle and shallow
foreshore configuration [16]. To ensure the applicability of the model to this study, relevant physical
model test results from the Climate Resilient Coast project (CREST, http://www.crestproject.be/) are
employed for further validation. Using the validated model, flow characteristics on a wide range of
different hydraulic and topographic conditions are further investigated. Note that SWASH can provide
not only time dependent wave surface elevation but also velocity field. By post-processing, it is possible
to calculate individual overtopping volumes and average overtopping discharge too. Obtaining such
outputs, especially the velocity fields on the dike, is not an easy task in physical models since the
velocity measurement points are exposed to wet and dry conditions (when overtopping happens the
bottom becomes wet while in the other moments the bottom is in general dry) which is often a problem
for velocimeters and thus numerical simulation is a good alternative to study overtopping hazard.
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2. Methods

2.1. SWASH

SWASH is based on non-linear shallow water equation with non-hydrostatic pressure terms.
The model can be run either in depth averaged mode or multi-layer mode. It is possible to maintain
frequency dispersion by increasing the number of layers. A model with two or three layers already
provides enough accuracy in terms of the frequency dispersion for most of the coastal applications.
Combining with HFA (hydrostatic front approximation [19]) the model can deal with wave breaking
with enough accuracy even in such a limited number of vertical layers. On top, non-linear wave
properties under breaking waves (e.g., asymmetry and skewness) are preserved. See more details
in [18].

The features that SWASH offers, namely maintaining a good accuracy of wave transformation and
overtopping and is computationally not too demanding, are important factors for this study since the
model needs to capture the overtopping process on the sea-dike and at the same time it is necessary to
repeat calculations with different bathymetries, different water levels and wave conditions. SWASH is
computationally less demanding and thus it is easy to run a long duration (i.e., 1000 waves) and a large
number of calculations. One drawback of the SWASH model is that it cannot deal with a complex
structure such as a parapet.

2.2. Model Settings

All the simulations are carried out in 2DV (two dimensional vertical). The version of the model
applied in this study is version 5.0. The grid size in the horizontal direction is 0.5 m in the prototype
scale as recommended in [20] which ensures a good wave propagation and overtopping processes.
The threshold water level (DEPMIN) is set 0.001 m for the prototype calculation, which increases the
computational stability compared to the default value. Two layers of equidistant layer distribution are
employed in this simulation in order to maintain good frequency dispersion and the accuracy of second
order wave generation [21], so-called infragravity waves, which plays an important role for wave
run-up and overtopping process. Note that it is still possible to use one layer in light of linear dispersion
since the kh value of the test is less than 2.9 as indicated in the user manual. However, two layers are
better for the accuracy of the wave generation and propagation. Internal wave generation [22] has not
been used in this study since the reflection from the structure is very limited in this case.

As for the numeric, the Keller-box scheme is used for the simulation since the number of the
vertical layer is two. ILU (incomplete lower–upper factorization) preconditioner is employed for the
computational robustness.

The momentum scheme is moment conservative. The standard first order up-wind scheme is
used for the discretization of the vertical term for w-momentum equation for the sake of stability of the
computation, while other discretization (i.e., the horizontal and vertical terms for u-momentum equation
and the horizontal term for w-momentum equation) used MUSCL (monotonic upstream-centered
scheme for conservation laws) limiter to achieve second order accuracy. Time integration is explicit and
a maximum Courant number of 0.5 is used to cope with high and nonlinear waves used in this study.

The Manning formula with a Manning coefficient of 0.019 m−1/3s is employed to represent bottom
friction for the entire domain, both for sandy beach and the dike. Note that 0.019 m−1/3s is the
recommended value for wave simulations in the user manual. This must be due to the fact that
the Manning’s coefficient for sand (e.g., the grain size of 0.3–0.4 mm) is around this value. For the
dike it is assumed that the bottom of the promenade is often like unfinished concrete, and which
Manning’s coefficient is around 0.014–0.020 m−1/3s and thus 0.019 m−1/3s should be an acceptable
choice. Standard wave breaking control parameters, alpha = 0.6 and beta = 0.3, are used for wave
breaking, and those values are also used in [16].
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2.3. Test Matrix

As stated earlier, the purpose of the numerical experiment in this study is to understand the
overall overtopping flow characteristics on the dike and in front of / inside buildings for a wide
range of the overtopping discharge values. Therefore, the test matrix is designed to be able to obtain
4 different orders of magnitude of wave overtopping discharges, namely 0.1, 1, 10, and 100 l/s/m.
The range of average overtopping discharges is achieved by changing the input hydraulic conditions
(i.e., water levels, offshore significant wave height) and bathymetries (i.e., toe level, dike crest level,
promenade width). The results will be further processed to discuss which physical parameter is
relevant to the risk of people at the coast. In total 96 cases for each configuration (Q and W) of the
numerical experiment have been conducted. For all the numerical experiments, a fixed seed number is
used, and the number of waves is 1000.

Table 1 shows the test matrix. The case name is specified according to the input conditions, e.g.,
RSK_Q_7_3_12_65_85_00. See the next section for the detailed setting of the bathymetry.

Table 1. Variation of test parameters and the values.

Name
[-]

Bathymetry
[-]

Water
Level [m]

Hm0

[m]
Tp

[m]
Toe Level

[m]
Dike Crest
Level [m]

Promenade
Width [m]

RSK Q 22 (7) 1 3 12 21.5 (6.5) 1 23.5 (8.5) 1 0
W 23 (8) 1 4 21.9 (6.9) 1 24.0 (9.0) 1 20

5 24.5 (9.5) 1

25.0 (10.0) 1

1 The value inside the brackets is based on [m TAW] (Tweede Algemene Waterpassing; Belgian standard datum
level, situated near MLLWS) and the value is reflected in the case name.

2.4. Bathymetry

The level of the flat bottom in front of the wave generator is 0 m (−15 m TAW) and the length is
200 m: it is slightly longer than one offshore wave length. The foreshore slope is fixed at 1/35 up to the
dike toe at 21.5 and 21.9 m (6.5 and 6.9 m TAW). The slope of the dike is 1/2 and the promenade is 1/50.
This is the base bathymetry which is applicable to both configurations (i.e., bathymetry Q and W).

Tests with bathymetry Q is aimed to obtain flow and overtopping properties (i.e., h, u, V, q) at the
end of the promenade for both 0 m and 20 m, and thus no vertical wall at the end of them. Tests with
bathymetry W is aimed to obtain overtopping flow properties (i.e., h, u) in front of a vertical wall on
the promenade.

Figure 1 shows the sketch of each bathymetry Q and W with different promenade width.
The diamond points indicate the measurement points of flow and overtopping properties.

 

Figure 1. Bathymetries (type Q and W) and measurement points (black points: beginning, blue point:
middle, red points: end of the promenade).
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2.5. Post-Processing

In SWASH, two equidistant layers are used for this simulation and the flow parameter u to be
used in this study is the averaged value of the two velocities of the two layers.

In order to calculate the individual overtopping volume, a water level criterion of 0.01 m is applied
as a threshold. When the overtopping flow depth does not exceed this value, the overtopping is not
counted as one overtopping event.

V, h and u are the time dependent parameters, however, in order to discuss overtopping hazard,
maximum values during 1000 waves’ test are used and they are expressed as Vmax, hmax and umax,
respectively. The values are the maximum ones, so it is sensitive to the exceedance probability: when a
lower number of waves are applied, the maximum value will be lower.

2.6. Physical Model

To validate the numerical model, we employed data from a physical model test campaign carried
out in Belgium within the framework of the CREST project, see also the details in [23]. All the relevant
data set to this study comprise average overtopping discharge and individual volume measured at the
end of dike slope (i.e., only promenade width 0 m). Since the SWASH model to be used in this study
is run in 2DV (i.e., flume like configuration) based on the second order wave generation, only cases
with long crested waves and second order generation from the 3D wave basin physical model are
used for the validation. The bottom configuration of the physical model is not exactly the same as
one in numerical model (Figure 2), however the main features of the physical model test such as the
water depth and the main bottom slope and the dike slope are the same as this numerical experiment.
The numerical experiment has a wide range of different configurations (i.e., toe level × 2; dike crest
level × 4, and promenade width × 2) and it includes the case of physical model (toe 6.5 m TAW,
and dike crest 9.0 m TAW, promenade 0 m).

Figure 2. Comparison of the cross section of foreshore and dike profile between the SWASH model and
the CREST physical model.

3. Results

3.1. Validation

The physical model test results of maximum individual overtopping volume Vmax (data only
limited to long crested and second order wave generation cases) are further processed and linked to
the average overtopping discharge, see Figure 3. See [24] for further details of the data processing.

As can be seen in the figure the maximum individual overtopping volumes estimated by SWASH
are in line with the physical model data. As shown in [25], SWASH can represent not only mean
overtopping discharge over the dikes, but also wave run-up processes such as overtopping flow depth
and velocity on the promenade, and wave force acting on a vertical wall on a dike. Therefore it can
be concluded that the SWASH model is accurate enough. It is possible to explore further the wave
overtopping characteristics on a dike with gentle and shallow foreshores based on the model.
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Figure 3. Comparison between SWASH and physical model on q-Vmax (Average overtopping
discharge-maximum individual overtopping volume) for the case of promenade width 0 m.

3.2. Overtopping Flow Characteristics on a Promenade (without a Vertical Wall)

In this section, overtopping flow properties on a promenade is investigated by SWASH. The used
bathymetry is type Q, and thus there is no wall at the end of the promenade. This numerical experiment
gives insights concerning how overtopping flow properties which are not disturbed by a vertical wall
behave on the slightly sloped promenade.

3.2.1. q-Vmax Relationship

The relationship between q and Vmax (maximum individual volume) for the cases with promenade
width 0 and 20 m is shown in Figure 4.

Figure 4. Comparison between promenade width 0 m and 20 m on q-Vmax (Average overtopping
discharge-maximum individual overtopping volume).
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As shown in Figure 4, 1 l/s/m gives maximum individual volume Vmax around 2000 l/m, and 10 l/s/m
gives Vmax around 6000 l/m for both promenade cases: there is no significant difference between the
two promenade widths. From this result it can be concluded that Vmax is determined by q in the gentle
and shallow foreshore case and the promenade width does not make significant difference on q-Vmax

relationship for the wide range of the input hydraulic conditions and bathymetries. Even though
Allsop et al. [5] indicated that the maximum individual overtopping volumes are more suitable hazard
indicators, yet in this case Vmax and q both give the same information. This might be due to the fact
that the incident significant wave height in this shallow foreshore case is not significantly different at
the toe of the dike (toe depth is 0.5 m) for different offshore wave conditions: wave height is limited by
the shallow water depth.

3.2.2. q-hmax and q-umax Relationships

Next, the relationship q-hmax (maximum overtopping flow depth) and q-umax (maximum
overtopping flow velocity) for the cases with promenade width 0 and 20 m are shown in Figure 5.

Figure 5. Comparison between promenade width 0 m and 20 m on q-hmax (upper figure) and q-umax

(lower figure).

As shown in the figure of q-hmax, the difference of hmax between promenade width 0 m and 20 m
is significant: to up ~100 l/s/m the ratio is almost 2. Looking at the figure of q-umax, the difference of
the maximum velocity is not significant unless the highest overtopping discharges around ~100 l/s/m.
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3.2.3. Time Evolution of Overtopping Flow Characteristics

It is interesting that on one hand the q-Vmax gives very similar relationship between different
promenade widths and on the other hand q-hmax shows a strong influence of the promenade width.
In order to understand these differences, the time series of flow properties (time dependent overtopping
flow depth h, velocity u and acceleration) under an overtopping event of similar V (both case around
1000 l/m, see Table 2) is visualized in Figure 6. Note that the V in this specific example is not Vmax

(maximum overtopping volume) in each case. In addition to u and h, the drag and inertia force acting
on a person standing on the promenade is also calculated using the Morison equation since time
evolution of the forces will be more relevant to the stability of a person standing on a promenade.
In this case, two times of a cylinder with the diameter of 0.1 m are used to representing a person with
two legs. Due to the nature of the equation, importance of u is higher than h (cfr. F is proportional to
u2 and h). As can be seen, the drag force is dominant and the inertia force is somewhat smaller in
this case.

Table 2. Individual overtopping volumes for selected cases.

Case
[-]

Promenade Width [m]
V

[l/m]

RSK_7_5_12_69_00_00 0 1043
RSK_7_5_12_65_95_20 20 1109

 
Figure 6. Time series of h, u, acceleration, F_drag and F_inertia for the case which V is around 1000 l/m
(the red lines are slightly shifted to be able to compare with the black lines easily).

From Figure 6, it is obvious that the flow depth of the case with promenade width 0 m gives
a higher peak while the flow duration is significantly different. The overtopping of the case with
promenade width 20 m lasts about four times longer than one in promenade 0 m and this is how it gives
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the similar V. The overtopping flow depth of the overtopping waves is decreasing due to the gravity
acting on the overtopped bore when it is propagating over the promenade. These relationships indicate
that the overtopping flow depth and flow velocity will be more relevant to describe the overtopping
hazard compared to the individual overtopping volume V, in the case of gentle and shallow foreshores.

Risk on pedestrians on the promenade is often evaluated by the overtopping flow depth and
flow velocity [3–5]. Those are relevant parameters for the stability of a person exposed to the flows:
the higher flow depth and flow velocity the lower the stability of a person. However, looking at
Figure 6, one can see that the timing of the maximum layer thickness and layer velocity of the selected
time window is different. This indicates that only the combination of the maximum values does not
describe the hazard properly.

3.2.4. Overtopping Flow Characteristics and Stability

Stability is one of the key factors for the safety of the people. Endoh and Takahashi [3] discussed
the human stability taking into account different human instability mode, slipping and tumbling.
Sandoval and Bruce [4] revisited it taking into account the buoyancy and its position, and shows
different criteria by ages and genders. The dashed line shown in Figure 7 is criterion for a tall adult.
The criterion is expressed as a line by the combination of u and h. However, as explained earlier,
in general umax and hmax do not occur at the exactly same moment (there is a time-lag). If one wants to
check stability properly, then it is advised to use a model which can describe the combination of u and
h in a time series. The red line shows the time series of the u and h obtained at the end of the 20 m
promenade from the SWASH model. Since it is based on 1000 waves, the line goes the same trajectory
many times. The case shown in the figure corresponds to 16.2 l/s/m with Vmax = 6491 l/m and the
highest part the of the time dependent u-h line is located at the edge of the stability curve. In case the
stability is evaluated by stand-alone hmax (horizontal red dotted line) in combination with stand-alone
umax (vertical red dotted line), then the hazard is overestimated as can be seen in the figure.

Figure 7. Time series of h and u (the first and second figures) and h-u relationship calculated in SWASH
versus stability curve of a tall adult (the third figure): RSK_Q_8_3_12_69_95_20 00 (a case in which V is
around 6500 l/s/m, and the promenade width of 0 m).
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Figure 8 shows a case with very similar q and Vmax (q = 15.0 l/s/m and Vmax = 6535 l/m) but the
promenade width is 0 m. In this case the h-u line exceeds the stability curve clearly and thus the risk
is higher. This is the same observation as described in Section 3.2.3: the overtopping hazard is not
always a function of the overtopping discharge nor maximum individual overtopping volume, but on
the u and h (in the gentle and shallow foreshore case at least).

 
Figure 8. Time series of h and u (the first and second figures) and h-u relationship calculated in SWASH
versus stability curve of a tall adult (the third figure): RSK_Q_7_4_12_65_90_00 (a case in which V is
around 6500 l/s/m, and the promenade width of 0 m).

3.3. Overtopping Flow Properties in Front of a Vertical Wall

In case there is a vertical wall at the end of the promenade, waves are reflected at the wall and
go back to the sea. Figure 9 shows the h-u time series of the same wave case in Figure 7 but with a
vertical wall at the end of the promenade. Note that the h-u output point is just in front of the vertical
wall. As can be seen in the figure, the water level (i.e., h) in front of the wall becomes very high due
to the reflection. The height becomes more than two times of the one in the case without a vertical
wall. Actually, the incident waves are not any more the shape of the wave but a bore, and thus the
wave height can exceed two times of the incident wave height (cfr. standing wave). Especially at the
end of the promenade, the duration of the bore becomes much longer (e.g., four times longer than
one in the case of promenade width 0 m), as explained in Section 3.2.2. Thus the flow of the long bore
locks up the water mass in front of the vertical wall and eventually the water level becomes much
higher (the highest level h~1.3 m) than the incident bore height (the highest level h~0.5 m). During
this process, the h-u line exceeds the stability curve significantly. It is an example of extra possible risk
in the overtopping on the promenade: a structure can increase the hazard. When it reached the highest

86



J. Mar. Sci. Eng. 2020, 8, 752

water level, the velocity becomes around zero, and then the reflected waves go back to the sea as if it is
a dam break flow.

Figure 9. Time series of h and u (the first and second figures) and h-u relationship calculated in SWASH
versus the stability curve of a tall adult (the third figure): RSK_W_8_3_12_69_95_20 (a vertical wall
case corresponding to the case in which V is around 6500 l/s/m, and the promenade width of 20 m).

Figure 10 shows the two extra time series of h-u. The blue line shows h-u at the middle of the
promenade and the black line shows h-u at the beginning of the promenade. These lines exceeded the
stability curve for the incident bore since these are located more seaside. However extra attention is
necessary at the h-u line for the return flow (i.e., line where u < 0 m/s). The negative velocity at the
middle of the promenade exceeds 2 m/s and one at the beginning of the promenade exceeds 3 m/s in
this case. Even though the return flow does not reach to the mirrored stability curve, but the values
are not small: a person already fallen down due to the incident bore can be pulled into the sea by the
return flow.
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Figure 10. Time series of h and u (the first and second figures) and h-u relationship calculated in SWASH
versus the stability curve of a tall adult (the third figure) at 3 output points: RSK_W_8_3_12_69_95_20
(a vertical wall case corresponding to the case in which V is around 6500 l/s/m, and the promenade
width of 20 m).

4. Discussion

4.1. On Accuracy of the Model

In this study, the validated model is used to derive u and h. The accuracy of the model in terms of
wave transformation and run-up on the dike is confirmed in [16,25]. Looking into [16], the overtopping
estimation has a certain scatter especially when q is small. However, further validation using the
CREST data confirmed the relationship between q and Vmax, which shows an excellent match to the
physical model test data. Note that the accuracy of h and u in time domain has not been confirmed yet
in the present study.

The modelling is conducted in 2DV and thus the directional spreading effect is not included.
The wave propagation and interaction process with the reflected waves in 3D is different from in
2DV as shown in [23]. The directional spreading effect is twofold – one is wave transformation from
offshore to the toe, and the other one is from the toe to the end of the dike slope where overtopping is
measured [6]. In this study mean overtopping discharge q and maximum individual volume Vmax are
compared for promenade 0 m and 20 m cases. However, the influence of the directional spreading is
expected to be limited because the relation between q and Vmax is similar. The green points depicted in
Figure 11 show the q-Vmax relationship from the CREST physical model where directional spreading is
greater than 0 degree (i.e., 12, 16, 20, and 31.5 degrees). As can be seen, the green points are shown in
the cloud of the black points (i.e., directional spreading is zero) while the majority of the green points
are located in the lower part of the entire cloud. Strictly speaking directional spreading effect on q-V
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can be different for the case of 20 m promenade since the oblique wave can make the overtopping
trajectory longer than one of perpendicular attack, namely the effective promenade width will be
longer. When the width of the promenade is longer, the V can be slightly smaller.

Figure 11. Comparison between DSPR = 0 and DSPR > 0 of physical models on q-Vmax (Average
overtopping discharge - maximum individual overtopping volume) for the case of promenade width
0 m.

4.2. On the Overtopping Parameters

Needless to say that q and Vmax are still very important parameters to have the first idea to
estimate how severe will be the overtopping event. However, time dependent value u and h are more
relevant to understand the risk on the dike in details as shown in this study. These parameters have a
direct link to the stability of a person. On top of these parameters, acceleration (a) and overtopping
event duration (to) can be also parameters to give extra information to characterize the overtopping
flow on a dike: acceleration in combination with h can give extra forcing of inertia and duration is also
a useful parameter to understand how the overtopping is distributed in time.

4.3. On the Risk

Oppenheimer et al. [26] identified six sea level rise (SLR) scenarios. Some of them indicated to
have structures in front of the properties to defend from the SLR. From the present study, it became
clear that the time dependent h and u needs to be evaluated on top of average overtopping discharge
and Vmax, in order to understand the risk. Apparently the influence of the promenade is positive
in a sense that it reduces not only q but also h, as also indicated in [6]. Eventually, the forcing on
pedestrians, vehicles, and structures will be reduced due to the effect of the promenade. The effect
can be strengthened if extra obstacles are placed on top of the promenade, for instance sea walls and
vegetation. The key will be how to reduce q and Vmax and also make overtopping event duration (to)
longer, so that h-u line stays in a small range.

The forcing on the structure is governed by the hydrodynamics [27]. In this study, the façade
is assumed to be broken. However, if the façade is strong enough the safety of the people inside
the building is maintained. According to Streicher [28], the force acting on a vertical wall on the
promenade can be the quasi-hydrostatic in the gentle and shallow foreshore case. Therefore, the force
in such case can be estimated roughly if hmax is known. One of the effective evacuation strategies is the
vertical evacuation, however in order to make sure this evacuation method is safe, first the stability of
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the building needs to be guaranteed. That is the reason why estimation of force acting on a building is
necessary. Suzuki et al. [25] indicated that SWASH is also capable to estimate F on a vertical structure,
but it is not explored in this study. In case detailed hydrodynamics needs to be obtained for complex
structures, detailed hydrodynamic modelling (e.g., [29,30]) will be an alternative.

5. Conclusions

In this study, overtopping risk on a dike with gentle and shallow foreshores is investigated using
SWASH, a NLSW equation solver. The model has been validated in different studies applied for
shallow foreshores but it is further validated in terms of maximum individual volume based on a
physical model. One of the benefits to use SWASH in this study is that the model can output h and u in
time series while measurement of u on a dike in physical model test is often a challenge. Using SWASH,
the risk on the dike can be evaluated in details, in function of time. On top, SWASH is relatively a
light wave model, and thus it is possible to obtain overtopping flows in different wave conditions and
bathymetries: in this study total ~200 cases are simulated.

It is often the case in practice that the coastal safety is evaluated by the average overtopping
discharge and maximum individual volume Vmax. However, it becomes clear from this study that
overtopping risk is not only characterized by q and V: time dependent h and u are also useful and even
better parameters to characterize risks on dikes more in details. For instance, two cases in the example
of this study show different h, even though the two cases show very similar q and Vmax. This was due
to the influence of the promenade which made h smaller and the duration longer. It is noted that the
combination of stand-alone hmax and umax can lead an overestimation of the hazard and therefore time
dependent h and u are better for the proper assessment.

In addition to the overtopping flow on plain dikes, the influence of a vertical wall at the end of
the promenade is also evaluated in this study. The results show that the vertical wall can influence
on the people’s safety on the promenade in a negative way. The bore can create a higher flow depth
compared to the case without a vertical wall and it becomes an extra risk o. Depending on the position
on the promenade, a relatively high negative velocity was also observed in the simulation.

Further study of the characterization of overtopping waves, such as cases with deep water
conditions, storm walls on the dike, and vegetation in front of and on the dike [31], will be useful since
a proper assessment of wave overtopping is an essential key for designing coastal structures which
provides safety for people in coastal areas. Numerical modelling is a strong tool to evaluate risks in
different scenarios.
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Abstract: In this article, a three-dimensional, fully nonlinear potential wave model is applied based
on a curvilinear grid system. This model calculates the wave action on a fully/partially submerged
vertical cylinder with or without a hollow zone. As basic verification, a solitary wave hitting a single
fully or partially submerged circular cylinder is tested, and our numerical results agree with the
experimental results obtained by others. The influence of cylinder immersion depth and size on the
wave elevation change on the cylinder surface is considered. The model is also applied to investigate
the wave energy of a solitary wave passing through a hollow circular cylinder to determine the effect
of the size and draft on the wave oscillating in the hollow zone.

Keywords: solitary wave; fully nonlinear wave; three-dimensional wave; partially submerged
cylinder; hollow circular cylinder

1. Introduction

Upright pillars are often used as the foundation of marine platforms. An abundance of studies
have been conducted on the waves diffracted by vertical circular cylinders. An early focus was the
analysis of linear waves diffracted by vertical cylinders in water. To address this topic, many researchers
considered waves in water of infinite depth, including the early studies by Havelock [1], Ursell [2],
and MacCamy and Fuchs [3], and the more recent work of Finnegan et al. [4]. Other researchers
have focused on considering situations in water of finite depth for bottom-mounted, fixed-floating,
or free-floating cylinders, including Miles and Gilbert [5], Garrett [6], Black et al. [7], Molin [8],
Yeung [9], Sabuncu and Calisal [10], Williams and Demirbilek [11], Bhatta and Rahman [12], Bhatta
and Rahman [13], Bhatta [14], Jiang et al. [15], Li and Liu [16], and Ghadimi et al. [17]. In addition,
a twin-cylinder modeled as a wave energy converter device was analyzed by Xu et al. [18]. These studies
have focused on the analysis of linear waves with circular cylinders. When considering nonlinear
waves, it is relatively difficult to find analytical solutions. Taylor and Hung [19,20] investigated
the second-order diffraction forces on a vertical cylinder for regular waves or bichromatic waves.
A closed-form solution was derived by Kriebel [21] for the velocity potential resulting from the
interaction of second-order Stokes waves with a large vertical circular cylinder. The phenomenon of
nonlinear waves with a circular cylinder has been analyzed primarily by numerical (e.g., Kim [22])
or experimental (e.g., Yan [23]) methods.

When waves approach the shore, nonlinear and shallow-water wave characteristics will
predominate. To protect coastal facilities, engineers must understand the influence of shallow-water
waves. One frequently used nonlinear water wave model is the solitary-wave model. To simplify
this physical problem, it is simulated as a long wave with a single hump. In this article, we apply a
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numerical model to calculate the interaction of a solitary wave with an immersed vertical cylinder that
is or is not hollow.

Many studies have been conducted using the depth-averaged method to determine the interaction
of a three-dimensional (3D) solitary wave with vertical cylinders. A shallow-water wave concept and a
depth-averaged model have been used to simplify this 3D problem into two dimensions. For example,
Wang et al. [24] combined a generalized Boussinesq (gB) model with horizontal curvilinear coordinate
grids to study the scattering of a solitary wave as it meets a circular cylinder. Later, Yates and Wang [25]
used gauges located around a cylinder to conduct an experiment to measure solitary wave elevations
and observe their evolution. Some researchers have investigated structures using cylinder arrays.
For example, in their study, Wang and Jiang [26] used a gB model for dual cylinders. Zhao et al. [27]
built a mesh system with Cartesian unstructured grids and an O-shaped body-fitted grid, and solved
the gB equation using the finite element method to explore the interaction between solitary waves and
either two or four cylinders that make contact with the seabed. Neil et al. [28] established curvilinear
coordinate grids to solve gB and Green–Naghdi (GN) equations for situations involving a solitary
wave passing through three cylinders arranged one behind the other. However, all the above studies
were restricted by their application of Boussineq-like models. Experimental work on the interaction
of solitary waves with multiple cylinders is rare. One example is the work by Yuan and Huang [29],
who measured the solitary wave forces on an array of vertical cylinders.

To theoretically analyze the problem of a solitary wave versus a vertical circular cylinder,
Isaacson [30] used diffraction theory. In recent years, with the advances in computer technology,
3D, fully nonlinear, inviscid, or viscous wave models have gradually been developed. Many researchers
have numerically investigated the solitary waves radiated by circular cylinders. Isaacson [31]
and Isaacson and Cheung [32] applied the boundary integral method to investigate the interaction
of a solitary wave with a vertical circular cylinder. Ohyama [33] used the boundary element method
(BEM) to solve potential 3D wave equations for a solitary wave acting on a huge vertical cylinder.
Using a similar method with curvilinear grids, Yang and Ertekin [34] analyzed fully submerged
cylinders hit by nonlinear waves, including solitary and Stokes waves. Later, other researchers began to
consider the fluid viscous effect and used Navier–Stokes equations to solve this problem. For example,
Wang and Huang [35] employed the SIMPLER algorithm [36] to solve Navier–Stokes equations
and used the Marker and Cell method to trace free-surface particles in a solitary wave diffracted
by a vertical square cylinder. Mo [37] solved Navier–Stokes equations and combined the Cartesian
grid with a quadrangular irregular mesh surrounding a single cylinder or three cylinders. Cao and
Wan [38] performed a numerical simulation based on the OpenFOAM code to solve Reynolds-averaged
Navier—Stokes (RANS) equations for the run-up of a solitary wave on a circular cylinder with
different incident wave heights and circular radii. Almost simultaneously, Leschka and Oumeraci [39]
and Leschka et al. [40] applied the OpenFOAM code to simulate a solitary wave traveling through
three or more cylinders in a staggered arrangement. A particle-in-cell Navier–Stokes solver was
developed by Chen et al. [41] to simulate a solitary wave travelling through a single cylinder or a
group of eleven cylinders. However, most of these papers discuss the diffraction of solitary waves by
bottom-mounted cylinders.

In recent years, the development of offshore marine resources has required platforms for floating
bodies, so attention has been paid to the study of waves affected by fixed or free-floating structures.
Kang et al. [42] extended the σ-coordinate method (developed by Lin, [43]) to solve a 3D Navier–Stokes
model using the immersed boundary method to deal with solid boundaries and to solve the problem of
nonlinear waves interacting with a fully or partially submerged circular cylinder. A BEM approach was
applied by Zhou et al. [44] to solve 3D Euler equations for fixed/floating and fully/partially submerged
circular cylinders. In their report of the model results, the authors did not discuss the effect of the
immersion draft. Chen and Wang [45] developed a 3D fully nonlinear wave model using multi-block
grids to solve the problem of a solitary wave interacting with a half-submerged circular cylinder.
These authors also measured the wave elevations near the front and rear of the cylinder for comparison
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with their numerical solutions. There has been scant discussion of the case of a cylinder with a gap
between its bottom and the seabed.

This article also presents an analysis of the water-level evolutions of a solitary wave passing
through a hollow circular cylinder. A wave passing through a hollow structure causes the water
level to oscillate in the hollow region, which is relevant to the research of wave energy development.
The pattern of waves arriving near shore is often similar to that of shallow water wavers (such as
solitary waves or Cnoidal waves). Although a solitary wave is nonperiodic, the scenario can still
be simulated as multiple yet individual solitary waves (solitons) that are continuously interacting
with coastal structures. Wave energy can be converted into electrical energy in many ways, with the
oscillating water column (OWC) being one of the most common. For example, a dielectric elastomer
generator (DEG) device developed by Scottish and Italian scientists (https://newatlas.com/dielectric-
elastomer-generator-wave-power/58465/) basically consists of an anchored vertical circular cylinder in
which a column of air is trapped. The head of the cylinder is sealed with a rubber membrane, and the
base is open to the surrounding ocean. The efficient conversion of the power of the water column to
drive a propeller in the air chamber to obtain electrical energy is a structural design problem. Basically,
if vertical two-dimensional (2D) consideration is taken, the OWC mechanism can be simplified as
a problem of the interaction between a wave and two vertical piercing plates. However, this article
focuses on the 3D problem and does not review the 2D literature.

In 1970, Garrett [46] was likely the first to explore analytical solutions for small-amplitude waves
incident on a hollow cylinder partially immersed in water of finite depth. Zhu and Mitchell [47]
revisited Garrett’s work using a different approach, which had the advantage of requiring less work in
the analysis. The authors also noted that there are two key considerations to determining the maximum
wave energy of the OWC: The properties of the OWC chamber and the location of the OWC in the ocean.
Later, Simon [48] and Miles [49] used a variational technique to analyze the radiation of surface waves
from a submerged cylindrical duct. Harun [50] solved the mild-slope equation for the OWC problem
to obtain an analytical solution for a linear long wave diffracted around a hollow cylinder. Recently,
a twin-cylinder wave energy device was considered by Xu et al. [18]. Mavrakos’s research group
conducted a number of experimental and numerical studies of the hydrodynamic problem of the OWC
device where regular waves act on an arrangement of a single concentric cylinder or a set of compound
concentric cylinders [51–53]. Another possible OWC device that consists of two concentric cylindrical
shells placed in water has been studied by Shipway and Evans [54] and McIver and Newman [55].
A floating hollow cylinder placed above a solid bottom cylinder was investigated by Hassan and
Bora [56,57]. The type, shape, size, draft depth, and position of the chamber (such as its distance from
shore) are known to affect the elevation of the water column in the hollow cylinder. Previous experience
indicates that even a simple hollow cylinder with different design factors can influence the wave
diffraction around the cylinder and the oscillation in the column. Understanding the wave oscillation
behavior in a column is the most important issue for controlling the OWC. In recent years, many 3D
OWC studies have been conducted. For example, Simonetti et al. [58] used OpenForm to calculate
3D Navier–Stokes equations by large-eddy simulation to investigate the problem of wave and OWC
interaction. Kamath et al. [59] used REEF3D software (an open-source computational fluid dynamics
program) to calculate a RANS model to explore the interaction between periodic waves and an OWC
and to compare the differences between the 2D and 3D results. Lee et al. [60] also used REEF3D to
calculate the interaction of regular waves with a 3D OWC device. These authors noted that the efficiency
of the current OWC system requires further study by scientists in many fields. Kim et al. [61] conducted
experimental work on regular waves passing through two concentric cylinders. They measured the
wave heaves within the ring region defined by the cylinders and analyzed the interaction between a
solitary wave and an OWC device. In addition to understanding the oscillation effect, with respect
to the design of an OWC device for disaster prevention, it is important to simulate the impact of
an extreme wave (solitary wave) on OWC facilities to understand the status of the impacting wave.
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To this end, this article considers the influence of the height of the solitary wave, the size of the hollow
cylinder, and the draft on the wave diffraction and wave oscillation in hollow regions.

Overall, when a wave propagates to the continental shelf, the shallow-water characteristics of
the wave are significant. It is surprising that only a few studies have investigated the interaction of a
solitary wave with cylinders with a draft effect. Thus far, it seems that the analysis of the interaction
between a solitary wave and OWC is rare. Consequently, in this paper, a 3D fully nonlinear wave
model is applied to analyze the cases of a solitary wave hitting a solid or hollow circular cylinder
with different drafts. The results obtained in this study fill this knowledge gap. From an engineering
point of view, this article also has two main applications: (1) analysis of a long wave encountering the
circular support cylinder (pile) of a marine platform and (2) simulation of the heave and drop of water
levels when a long wave passes through an OWC device (a hollow cylinder).

2. Flow-Field Equations

A 3D free-surface flow region with a vertical cylinder is considered, as illustrated in Figure 1.
The fluid is assumed to be inviscid, incompressible, and the motion is irrotational. The model
formulations are based on a set of fully nonlinear potential flow equations; all variables are made
dimensionless by introducing the referencing length scale H*, the undisturbed water depth, the velocity
scale,

√
gH∗ (here g is a constant due to gravity), and

√
H∗/g as the time scale. In this model,

the right-hand referencing frame has its x-axis pointing in the positive (right) direction, the y-axis is
expanding laterally, and the z-axis is pointing up; the coordinate origin is located at the water level of the
undisturbed fluid region. The non-dimensionalized initial-boundary-value problem can be formulated
as the governing equation, initial condition, and associated boundary conditions. These equations can
be referenced in many books on classical wave mechanics, such as Stokers [62]. These equations are
listed as follows:

φxx + φyy + φzz = 0, in the flow-field region (1)

φz = ζt + φxζx + φyζy, at z = ζ (2)

φt + (φx
2 + φy

2 + φz
2)/2 + ζ = 0, at z = ζ (3)

Ωt ±
√
(1 + ζ)Ωx = 0, at x-direction lateral boundaries (4)

∂Ω
∂ñ

= 0, on the bottom, sidewalls, and cylinder surface (5)

where φ is the velocity potential function. Subscript characters with the coordinates denote the partial
differentiation; z= ζ is the wave surface, Ω stands for either theφ or ζ, the± sign in Equation (4) indicates
the lateral boundary used for right (+) and left (−) outgoing conditions, and ñ in Equation (5) is the solid
surface unit normal vector of fluid. According to Schember [63] and Wang [24,64], the right-moving
solitary waveform (ζ) and the depth-averaged potential function φ are expressed as:

ζ =
{
sech2k(x−Ct−X0) + A0 sech4k(x−Ct−X0)

}
/(1 + A0) (6)

φ(x) =
√

4A0/3tanhk(x−Ct−X0) (7)

where k =
√

3A0/[4(1 + A0)], wave celerity is C =
√

1 + A0, A0 = the incident wave height,
and X0 = the wave’s starting position. Wu [65] derived the relation between the potential function and
its average value in the flow region as:

φ(x, z) = φ−A0(
1
3
+ z +

z2

2
)φxx + O(ε5) (8)
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in which, ε =water depth/wavelength. Substituting Equation (7) into Equation (8) for t = 0, we get:

φ(x, z) =
√

4A0/3tanhk(x−X0)
{
1 + A0k2(

2
3
+ 2z + z2)sech2k(x−X0)

}
(9)

 
Figure 1. Schematic diagram of a wave passing through a vertical circular cylinder. (a) side view and
(b) top view.

Therefore, Equation (6) for t = 0 and Equation (9) are specified as the initial wave profile and
potential function in one x-z plane, respectively, which are equal in all the x-z planes and form the
initial 3D conditions.

When calculating waves, there are many methods available for obtaining a 3D solution to the
potential energy flow equation, such as the high-order spectral (HOS) method of Dommermuth
and Yue [66], which has attracted much attention in recent years. Its advantage is that it can be
used for the calculations of a large range of water types. As such, researchers have used the HOS
method to calculate a large-scale wave field in combination with computer fluid dynamics to calculate
details regarding areas of a wave that encounter a structure (Zhuang and Wan [67]). This article
does not focus on innovations in calculation methods, and does not compare our proposed method
with others. The numerical model of our work is based on the developmental work of Chang and
Wang [68], wherein a transient boundary-fitted curvilinear grid system is used to conform to the
moving free surface. The boundary-fitted curvilinear grid was first proposed by Thompson [69].
Here, the explicit–implicit hybrid finite difference scheme is adopted to solve the complete nonlinear
free- surface boundary conditions, and discretely solve the internal flow field using the 15-point
central difference method in each local computational element. For a detailed explanation of the grid
generation process and the finite difference method applied in this numerical method, please refer to
the Appendix A.
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3. Validations

First, the structure of a single-bottomed mounted circular cylinder is considered, and the
computation results are compared with those obtained in the experiment conducted by Mo [37].
In Mo’s experimental setup, the water depth was 0.75 m, the solitary wave height was 0.3 m, and the
cylindrical diameter was 1.22 m. In terms of the dimensionless scale of the water depth, the reference
length is a water depth H = 1, an incident wave height A0 = 0.4, and a cylindrical diameter D = 1.63.
As the cylinder is bottom-mounted, H = Hs = 1.0. This case is typically adopted to test a 3D nonlinear
water wave model. Mo [37] examined this case both experimentally and numerically, and provided
abundant data for a solitary wave encountering a single cylinder or multiple piles. First, to verify
our model, it is compared with that used by Mo. The calculation range is (xmax, xmin) = (−30, 30) and
(ymax, ymin) = (−30, 30). This study used six wave-gauge positions (see Figure 2) around the cylinder
(as shown in Figure 3). In Figure 3, t′ is the time shift with respect to the peak time at Gauge 4.
Although our model does not consider fluid viscosity, generally, it can efficiently identify the consistent
trends at all six gauge positions.

Figure 2. Plane view of wave-gauge locations for the experiment by Mo et al. (2010) in a dimensionless scale.
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Figure 3. Cont.
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Figure 3. Comparisons of wave elevations at six wave-gauge positions.

Next, a single cylinder with a circular structure is considered with a gap between the cylinder
bottom and channel bed. Chen and Wang [45] experimentally measured the wave elevations of a
solitary wave passing through a cylinder that does not make complete contact with the bottom bed.
The undisturbed water depth of their experiment was H* = 7.62 cm, and according to its dimensionless
channel experimental conditions, its length was (−40, 40), width was (−2.5, 2.5), wave gauge positions
G1 and G2 were −1.411 and 1.411, respectively, and the cylinder diameter D was 1.5. The wave gauge
measurements reported by the authors are for the case of Hs = 0.5. Compared with Chen and Wang’s
measured results shown in Figure 4, the results of the numerical simulation obtained in this study,
which are consistent with their experimental results, are shown in Figure 4a,b with A0 = 0.19 and
Figure 4c,d with A0 = 0.31. Because their channel width was W = 5 (only five times the still water
depth), the cylinder with D = 1.5 was very close to the side wall of the channel. Figure 5 compares the
difference in results obtained for W = 5 and 60, and shows that the wide channel W = 60 causes the
scattering dispersive waves around the cylinder to be relatively small and weak.

Figure 4. Cont.
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Figure 4. Comparisons of wave elevations at two gauges for a solitary wave passing through a
non-touching seabed cylinder (Hs = 0.5).
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Figure 5. Comparisons of wave elevations at two gauges for a solitary wave passing through a
non-touching seabed cylinder (Hs = 0.5). The results of W = 5 and 60 calculated and compared with the
experimental condition with W = 5.
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4. Results and Discussion

4.1. Solitary Wave Hitting a Circular Cylinder with Different Drafts and Sizes

Here, the influence of the gap between the bottom of the cylinder and the seabed on a solitary
wave hitting the cylinder is analyzed. A wave with A0 = 0.3 passes through a cylinder of D = 4,
for which different immersion depths (Hs) are simulated. Figure 6 shows a plot of the wave motions
for a circular cylinder that is semi-immersed at Hs = 0.5, with the left side of each figure showing the
top view to enable observation of the evolutions of the crest lines, and the right side showing a 3D
perspective. For example, in Figure 6 at t = 0, the distance of a solitary wave from the center of the
cylinder 15 times the water depth. In this figure, it can be seen that when t = 3, the solitary wave
approaches the cylinder but is not significantly affected by it. When t = 12, the wave touches the
cylinder’s surface, and runs up the front of the cylinder. Then, most of the wave passes through the
cylinder to form a transmitted wave. The wave is also scattered by the cylinder, and the water elevation
initially runs up the front of the cylinder and then drops and forms a system of diffraction waves
around it. At t = 18, the wave passed through the cylinder, and the crest lines behind the cylinder are
just slightly lower than those on both sides, such that the cylinder does not seriously eradicate the crest
lines. After the wave has completely passed through the cylinder (such as at t = 30), the shape of the
crest line that was damaged by the cylindrical structure returns to that of the original incident wave
and continue to propagate forward. That is, the crest lines gradually become straight again. Eventually,
a system of cylindrical diffraction waves radiates around the cylinder.

When a solitary wave passes through a cylinder, an impact runup is generated in front of the
cylinder, and a water level squeeze and rise occurs at the cylinder’s rear surface due to diffraction.
The rising wave elevation has a great impact on the structure of the cylinder, so it is important to
analyze the change in water levels at the front and rear of the cylinder for different submerged depths,
Hs. Figure 7a shows the water level histories of the front cylinder at point A (−2, 0), and Figure 7b
shows those of point B (2, 0) behind the cylinder. This figure shows the differences among Hs = 1.0
(complete immersion), 0.7, and 0.5. At an incident wave height of 0.3, although the Hs value changes,
there is no obvious difference in the overall phenomenon. The maximum water level at point A can
increase to about 0.5, which is about 1.7 times the height of the original wave. Then, the water level at
point A drops below the still water level and gradually returns to the still water level. The evolution at
point B gradually increases and then decreases, but all the recorded water levels at point B during this
interaction are higher than the still water level.

 

 

 

Figure 6. Cont.

101



J. Mar. Sci. Eng. 2020, 8, 1022

 
 

 

 

Figure 6. Wave patterns of a solitary wave passing through a partially immersed cylinder for A0 = 0.3,
D = 4, and Hs = 0.5. The left is a plane view, and the right is a 3D perspective.
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Figure 7. Front and rear wave elevations of a solitary wave passing through a vertically immersed
circular cylinder in water with different Hs for A0 = 0.3 and D = 4.

A careful examination of the effects of Hs for a deep immersion reveals that it produces a large
runup and depression at point A and a large increase in the runup at point B. When Hs = 1.0,
the maximum runup elevation of point B nearly reaches the height of the incident wave. However, if Hs

is smaller, the runup of point B is slightly reduced, and the water level starts to rise earlier. This means
that a larger gap (shallower Hs) allows more wave-induced flow to pass under the cylinder to form
earlier wave surges at the rear of the cylinder. As such, the water level rise occurs earlier, but the
volume of water squeezing and rising from the lateral sides of the cylinder after diffraction is weak, so
the maximum runup at point B is low.

Figure 8 shows the vertical-profile differences for a solitary wave passing through a cylinder with
immersions Hs = 1.0, 0.7, and 0.5. In this figure, the free-surface profiles at the symmetry plane (y = 0)
are plotted at various moments. When t = 9, it can be seen that the wave touches the cylinder, so there
is a rising runup at the front of the cylinder. Prior to this time, there is no obvious difference among the
three immersions (Hs = 1.0, 0.7, and 0.5). However, when t = 12, the wave rises higher. For example,
in the case of Hs = 0.5, there is a gap between the bottom of the cylinder and the seabed, so the
current caused by the wave will pass through the gap. Therefore, the larger the gap (i.e., shallower Hs),
the stronger the transmitted wave that initially emerges at the rear of the cylinder. However, the rear
water level changes over time. By t = 15, a wave reflection and transmission mechanism appears.
However, when t = 18 and Hs = 1.0, complete diffraction occurs (no current moves through the gap), so
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more diffraction waves will accumulate from the surrounding lateral areas of the cylinder, which will
result in greater surge behind the cylinder, such that the transmitted wave behind the cylinder will
become large. That is, at this time, the large gap creates a weaker runup at the rear of the cylinder.
At t = 30, we can see that the wave bypasses the cylinder and is destroyed but still appears as a solitary
wave, even though the wave height is slightly lower than the incident wave height (as denoted by the
horizontal dashed line in Figure 8f, which represents the original wave height). A detailed comparison
of the cases of Hs = 0.5 and Hs = 1.0 reveals that the transmission wave height at Hs = 1.0 is slightly
high and is accompanied by some trailing waves, but the reflected waves produce more trailing waves
for the case of Hs = 0.5. Generally, there is no significant difference between them.

Figure 8. The solitary wave A0 = 0.3 passes through an upright circular cylinder with D = 4 for Hs = 1.0,
0.7, and 0.5, comparing the wave profiles on y = 0.

104



J. Mar. Sci. Eng. 2020, 8, 1022

Figure 9 shows a comparison of the impact of different cylinder sizes on the waves at the front
and rear of the cylinder. We can see that the larger the cylinder, the larger the front runup and the
smaller the rear runup. If D is fixed, as shown in the figure, the larger is Hs, the larger are both the
front and rear runups. This echoes the results shown in Figure 7.
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Figure 9. Front and rear wave elevations of a solitary wave passing through a vertically immersed
circular cylinder in water for A0 = 0.3; Hs = 0.5 with different D and Hs.

4.2. Solitary Wave Hits a Circular Cylinder with a Hollow Zone

A wave passing through a hollow cylinder will generate an oscillation effect in the hollow water
column, which is helpful information for the design of an OWC device. This section discusses the
problem of solitary waves passing through a hollow cylinder (Figure 10). In addition to the incident
wave height (A0), other possible influencing parameters are the still water depth H (H = 1 after
normalization), the cylindrical immersion depth Hs, and the outer diameter r1 and inner diameter r2 of
the concentric circular cylinder (cylinder thickness dr = r1 − r2).
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Figure 10. Schematic diagram of waves passing through a hollow cylinder: (a) side view on y = 0 and
(b) top view.

For simplicity, this problem is discussed using A0 = 0.3 as an example, mainly to analyze the
influence of r1, dr, Hs, and W on wave oscillation in the hollow circular cylinder. Figure 11 shows
a hollow cylinder with r1 = 2, r2 = 1 (dr = 1), immersed at Hs = 0.5, with a channel width W = 10
to determine the characteristics of the change in the surrounding water level when a solitary wave
passes through this cylinder. Figure 11a shows plots of the time history of the water level at three
positions, a, b, and c, in the transverse direction. It is apparent that the wave runup and rundown
at points a and c are similar to those obtained in the previous water-level analysis of a wave passing
through a single solid cylinder at its front and rear positions, whereas Point b shows a change in the
water-level oscillation in the hollow area, with its oscillation amplitude obviously larger than those of
Points a and c. Figure 11b shows the water-level changes at Points e and f in the longitudinal direction.
This figure shows that Point f in the hollow area has a significant oscillation amplitude similar to that
of Point b, which indicates that the hollow area causes waves to generate an oscillation effect in the
hollow column area.

To analyze the influence of dr (or r2), Figure 12 shows the case of r1 = 3, Hs = 0.5, and W = 20.
That is, the outer diameter is held constant while the thickness (or inner diameter) is varied to observe
how the water oscillates in the hollow column. A comparison of Figure 12a,b reveals that in Figure 12a,
when r2 = 1, the difference in the water levels at points a, b, and c of the hollow area is small. However,
in Figure 12b, when r2 = 2 (which is larger than that in Figure 12a), the water levels of the hollow area
are significantly different at points a’, b’, and c’. This result indicates that when r2 = 1 (Figure 12a),
the water level of the hollow area oscillates more uniformly. Thus, if the hollow area is small (not greater
than the still water depth), the hollow water column will fluctuate more uniformly. This phenomenon
can be conceptualized and anticipated and can also be observed in the 2D water-level color contour
map in Figure 13. Figures 13a–g and 13a’–g’ correspond to Figure 12a,b, respectively. The planar view
shows the overall changes in the reflection, transmission, and diffraction of the wave as it encounters
the hollow cylinder. This result is indicated by the color change in the hollow zone. The hollow area in
Figure 13a–g is small (r2 = 1) and always shows a single color in subsequent figures, which indicates that
its water level is uniform in the hollow zone. In contrast, the color of the hollow area in Figure 13a’–g’
is not uniform.
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Figure 11. A solitary wave of height A0 = 0.3 passes through a hollow circular cylinder generating the
time histories of the water level at surrounding points.
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Figure 12. A solitary wave of height A0 = 0.3 passes through the hollow circular cylinder recording
wave elevations at points in the hollow area. A comparison of the wave elevations in the hollow area of
the hollow cylinder with different inner diameters.
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Figure 13. Cont.
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(c) t = 16 

 
(c’) t = 16 

 
(d) t = 18 
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Figure 13. The wave-elevation contours at various times for a solitary wave A0 = 0.3 propagating in
the channel width W = 20 through the hollow cylinder with immersion depth Hs = 0.5. The cylinder’s
conditions are (a–g): r1 = 3, r2 = 1 and (a’–g’): r1 = 3, r2 = 2.

Next, the influence of the outer diameter, inner diameter, and cylinder thickness on the fluctuation
is considered when W and one of the other factors are fixed.

4.2.1. Fixed Thickness, with Changes in the Outer and Inner Diameters

Figure 14 shows the water levels for a fixed channel width W = 15 and thickness dr = 1, with the
outer diameters r1 = 2, 3, and 4. Figure 8a–c show the effect of different Hs values on the rise and fall of
the water column. These figures reveal that when dr is fixed and the outer diameter becomes larger,
there will be a larger hollow area, which is not conducive to the formation of a uniform water level
over the entire hollow area. A smaller r1 value results in a better oscillation effect, and the larger is Hs

(e.g., Hs = 0.7), the more significant the oscillation, i.e., a water column with a smaller r1 and a larger
Hs has a better oscillation effect.
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Figure 14. Influence of outer diameter (fixed wall thickness) is considered: A solitary wave of height
A0 = 0.3 passing through a hollow cylinder has the same cylindrical plate thickness (dr = 1) but different
outer diameters (r1). The water level of the hollow center point varies with time. The immersion depths
(Hs) are not equal: (a) Hs = 0.3, (b) Hs = 0.5, and (c) Hs = 0.7.

4.2.2. Fixed Inner Diameter, with Changes in the Outer Diameter and Thickness

Another case for analyzing the influence of the outer diameter is obtained by fixing the inner
diameter r2 but changing the thickness. Similar to the analysis shown in Figure 14, Figure 15 shows
the water levels for a fixed inner diameter r2 = 1 and channel width W = 15. The inner diameter of
the hollow area is fixed so the influence of the outer diameter r1 can be observed. Figure 15a shows
that when the cylinder is not deeply immersed (e.g., Hs = 0.3 in Figure 15a), a larger outer diameter
helps to drive the amplitude to generate more regular motions. In Figure 15a, for the case of Hs = 0.3,
the larger is r1, the larger the amplitude (except for the main wave). If the immersion depth is deep,
this phenomenon does not occur, but a smaller outer diameter brings about larger amplitudes. That is,
if the immersion depth is not deep, the outer diameter can greatly improve the amplitude height and
regularity, but a deeper immersion depth and smaller outer diameter can generate larger amplitudes.
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Figure 15. The influence of outer diameter r1 (fixed r2) is considered: A solitary wave height A0 = 0.3
passes through a hollow cylinder with the same inner diameter (r2 = 1) but different outer diameters
(r1) and the water level at the central point of the hollow is recorded over time. The immersion depths
(Hs) are not equal: (a) Hs = 0.3, (b) Hs = 0.5, and (c) Hs = 0.7.

4.2.3. Fixed Outer Diameter, with Changes in the Inner Diameter and Thickness

For a fixed outer diameter r1 = 4 and channel width W = 20, here, the effect of changing the
thickness is analyzed. Figure 16 shows the case of a fixed outer diameter, which reveals that the
greater the thickness (that is, the smaller the hollow area), the greater the oscillation, and if Hs is larger
(e.g., Figure 16c), this phenomenon will be more obvious. However, the greater the thickness of the
structure, the greater the manufacturing cost, which is not practical. Therefore, it is also recommended
that the outer diameter not be too large.
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Figure 16. The influence of cylinder thickness (dr) is considered: A solitary wave of height A0 = 0.3
passes through the hollow cylinder with the same outer diameter (r1 = 4) but different cylinder plate
thicknesses (dr). The water levels at the hollow center point are recorded over time. The immersion
depths (Hs) are not equal: (a) Hs = 0.3, (b) Hs = 0.5, and (c) Hs = 0.7.

4.3. Influence of W on the Solitary Wave Hitting a Circular Cylinder with a Hollow Zone

Earlier in this article, the effect of W on a solitary wave against a solid cylinder was considered
(Figure 5). The results indicated that a wide response channel smoothens the fluctuation in the
diffraction of a solitary wave through a cylinder. In this subsection, the influence of W on a hollow
cylinder is considered. If r1 = 2 and r2 = 1 (dr = 1) are fixed, the influence of W can be analyzed.
Figure 17 shows that when Hs = 0.3 or 0.5, there is no obvious influence by W, but when Hs = 0.7,
W = 15 produces larger oscillations than either W = 10 or 20. This result is somewhat confusing.
To understand why W = 15 produces larger amplitudes, other W values were analyzed (W = 10–20)
for the case of Hs = 0.7. Figure 18 shows that there are larger amplitudes when W = 16. Under the
conditions of a fixed hollow cylinder size and immersion depth, there is an optimal W value that
generates the maximum amplitude effect.
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Figure 17. The influence of channel width W is considered: A solitary wave of height A0 = 0.3 passes
through a hollow cylinder with the same outer diameter (r1 = 2) and inner diameter (r1 = 1) but different
channel widths (W). Observe the wave elevations at the center point varying with time. The immersion
depths (Hs) are not equal: (a) Hs = 0.3, (b) Hs = 0.5, and (c) Hs = 0.7.
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Figure 18. Comparisons of time histories of wave elevations at the central point for a solitary wave
with A0 = 0.3 passing through a hollow cylinder with the same outer diameter (r1 = 2), inner diameter
(r1 = 1), and immersion depth Hs = 0.7 but different channel widths (W).
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5. Conclusions

In this study, a 3D fully nonlinear potential wave model was applied to consider the interaction of
a solitary wave with a vertical cylinder piercing the water at different depths with or without a hollow
zone. A solitary wave with A0 = 0.3 was used as the typical incident condition, and the model was
first compared with the experimental data obtained by other researchers for verification, and was then
applied to explore the wave–cylinder interactions. The conclusions are summarized below.

We first considered the interaction of a solitary wave with a single cylinder that has full contact
with the seabed and obtained reasonable results. For a solitary wave A0 = 0.3 passing through a
cylinder of D = 4, the peak of the wave passing through the cylinder was determined to be slightly
lower than the peaks on both sides that are undisturbed by the cylinder. When the wave has completely
passed the cylinder, the waveform destroyed by the cylinder can nearly be restored. The observed
runup elevations of the cylinder reveal that the maximum water level in front of the cylinder is about
0.5, which increases to approximately 1.7 times the original wave height (0.3) and then drops and
gradually returns to the still water level. The runup evolutions behind the cylinder gradually increase
and then decrease, but the recorded water elevations at the front and rear points remained higher than
the still water level. This phenomenon changes when there is a gap between the bottom of the cylinder
and the seabed. We analyzed the effect of the size of the gap between the bottom of a single cylinder
and the seabed on the runup and rundown evolutions. Overall, the main effect of the immersion depth
Hs is that when the Hs value is deep, greater runup and rundown occur in front of the cylinder, and the
maximum water elevation behind the cylinder is larger. However, the water level behind the cylinder
is always higher than the still water level. Regarding the effect of cylinder size D, the simulation results
indicate that the larger the D value, the larger the front runup and the smaller the rear runup.

We also considered the oscillation effect of solitary waves passing through a hollow cylinder.
The influencing parameters include A0, r1, r2 (dr), Hs, and W, for which A0 = 0.3; r1 = ~1–4; r2 = ~1–3;
Hs = 0.3, 0.5, and 0.7; and W = 10, 15, and 20 were considered to analyze the oscillation in the hollow
area under these conditions. The analysis showed that if r2 is small (e.g., r2 =1), the hollow area obtains
more uniform water level oscillation in the water column; the smaller the outer diameter (r1), the better
the oscillation effect; and the deeper the immersion depth (i.e., larger Hs), the more significant is this
phenomenon. For long waves, when Hs is large and r1 and r2 are small (r1 > r2), large wave fluctuations
can be produced in the hollow area. For the conditions considered in this study, when r1 = 2, r2 = 1,
and W = 16, and the immersion depth is deeper, more uniform, and larger amplitude oscillation waves
were observed in the hollow area. Therefore, the inner diameter should not exceed the depth of the
water, and the outer diameter should not be too large (if the thickness can withstand the external
forces, a less thick wall should be used). However, the effect of the W value was found to become more
obvious when only Hs is larger. All results show that the larger is Hs, the larger the oscillating wave
generated in the hollow area.

For nonlinear long waves, the wave energy is almost evenly distributed along the vertical depth,
so a hollow cylinder can be more deeply immersed to block and squeeze more wave energy passing
through the gap between the seabed and the cylinder bottom as it enters the hollow zone. For a deeper
immersion, the vortex effect caused by the flow separation becomes relatively important. This is a
problem that the model used in this study could not handle, and will be addressed by a more complete
model in future work.
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Appendix A

The following describes the grid generation, equation transformation, and numerical
discretization methods.

Appendix A.1. Grid Generations

The numerical grids are established by curvilinear coordinates. An algebraic grid generation
technique is used to generate the grids. The grid node numbers arranged along the ξ, η, and γ
coordinates are i = 1~IM, j = 1~JM, and k = 1~KM. The range of the calculation area in the x, y, and z
directions is assumed to be x(1) to x(IM), y(1) to y(JM) and z(i, j, 1) to z(i, j, KM). In this way, the grid
distribution formula is as follows:

x = x(i) = x(1) + Δx(i− 1), i = 1 ∼ IM (A1)

y = y( j) = y(1) + Δy( j− 1), j = 1 ∼ JM (A2)

z = z(i, j, k) = z(i, j, 1) +
{
ZKC − z(i, j, 1)

}
(k− 1)/(KC− 1), k = 1 ∼ KC (A3)

z = z(i, j, k) = ZKC +
{
z(i, j, KM) −ZKC

}
(k−KC)/(KM−KC), k = KC ∼ KM (A4)

here Δx =
{
x(IM) − x(1)

}
/(IM− 1), Δy =

{
y(JM) − y(1)

}
/(JM− 1), and ZKC is the vertical position

of the bottom of the cylinder (see Figure 1), and z(i, j, KM) is equal to free-surface elevation, that is ζi, j.

Appendix A.2. Equation Transformation

The calculation process needs to convert all the equations of the physical domain (x, y, z; t) into the
equations of the computational domain (ξ, η,γ; τ). After transformation, Equation (1) can be expressed as:

g11φξξ + g22φηη + g33φγγ + 2g12φξη + 2g13φξγ + 2g23φηγ + f 1φξ + f 2φη + f 3φγ = 0 (A5)

where gij (i, j = 1, 2, 3) and fi (i = 1, 2, 3) are grid geometric coefficients. Since x and y are uniform
grids, and the gridlines in the z-direction are vertical and straight, the grid geometric coefficients in the
formula can be simplified as:

g11 = 1/x2
ξ,

g22 = 1/y2
η,

g33 = [(zξyη)
2 + (yηxξ)

2 + (xξzη)
2]/J2,

g13 = −zξ/(x2
ξzγ),

g12 = 0,

g23 = −zη/(y2
ηzγ),

f 1 = f 2 = 0,

and f 3 = −
(
g11zξξ + g33zγγ + g22zηη + g13zξγ + g23zγη

)
/zγ

where J = xξyηzγ.
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The free-surface boundary conditions of Equations (2) and (3) can be expressed as:

ζτ = w− u(ζξ/xξ) − v(ζη/yη) (A6)

φτ −wζτ +
1
2
(u2 + v2 + w2) + ζ = 0 (A7)

In Equations (12) and (13), the water particle velocity (u, v, w) can be expressed as:

u = φx = (φξzγyη −φγzξyη)/J (A8)

v = φy = (−φγxξzη + φηxξzγ)/J (A9)

w = φz = φγyηxξ/J (A10)

The lateral conditions of Equation (4) can be derived for φ and ζ, respectively, as:

φτ −wζτ ±
(
φξ
xξ
− φγζξ

xξζγ

)√
(1 + ζ) = 0 (A11)

ζτ ±
√
(1 + ζ)(ζξ/xξ) = 0 (A12)

If the solid boundary grid is orthogonal (such as the seabed, bottom and wall of the cylinder,
and side boundary in the y-direction), the boundary solution can be directly obtained from the
Neumann condition of Equation (5).

Appendix A.3. Numerical Discretization

The transformed equations are discretized by the finite difference method. The details of the
numerical discretization process can be found in work by Chang and Wang [68]. The vital processes
are briefly described here; Equation (1) solves the points (i, j, k) in an element (Figure A1). Using the
central difference method, the point solution can be arranged as:

φi, j,k =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C22Bφi, j,k−1 +C22Tφi, j,k+1 + C32Cφi+1, j,k + C12Cφi−1, j,k + C23Cφi, j+1,k + C21Cφi, j−1,k

+C32Tφi+1, j,k+1 + C12Tφi−1, j,k+1 + C32Bφi+1, j,k−1 + C12Bφi−1, j,k−1 + C23Tφi, j+1,k+1
+C21Tφi, j−1,k+1 + C23Bφi, j+1,k−1 + C21Bφi, j−1,k−1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
/
{
2
(
g11 + g22 + g33

)} (A13)

In which,

C32C = C12C = g11; C22T = g33 +
f 3

2 ; C22B = g33 − f 3

2 ;

C23C = C21C = g22; C23T = C21B =
g23

2 ; C21T = C23B =
−g23

2 ;

C32T = C12B =
g13

2 ; C12T = C32B =
−g13

2 .

The subscription symbols T, C, and B in Equation (A13) indicate the grid coefficients at the upper,
middle, and lower levels, respectively (as labeled in Figure A1).
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i

jk

Figure A1. Schematic diagram of the numbered adjacent nodes in a grid element.

For free-surface boundary conditions, the first-order backward in the γ derivative and first-order
central difference in the ξ and η derivatives are adopted. For x-lateral boundary conditions, the first
forward and first backward methods are applied to the left and right truncated sections, respectively,
in the computational domain. The finite difference in the time derivative can be solved explicitly
and implicitly, and then the average value is used as the correct result. Based on these principles,
the differential formula for the dummy variable Q is expressed by the operator as:

δξQ =
Qn+1

i+1, j,k −Qn+1
i−1, j,k + Qn

i+1, j,k −Qn
i−1, j,k

4Δξ
(A14)

δηQ =
Qn+1

i, j+1,k −Qn+1
i, j−1,k + Qn

i, j+1,k −Qn
i, j−1,k

4Δη
(A15)

δγQ =
Qn+1

i, j,k −Qn+1
i, j,k−1 + Qn

i, j,k −Qn
i, j,k−1

2Δη
(A16)

δτQ =
Qn+1

i, j −Qn
i, j

2Δτ
(A17)

δQ =
Qn+1

i, j + Qn
i, j

2
(A18)

The superscript n in the formula represents the time step, Δξ = Δη = 1, and Δτ is the calculation
time interval. The free-surface boundary conditions are discretized using an explicit-implicit hybrid
method. The numerical calculation process uses the free-surface kinematic boundary condition to
solve ζ and the free-surface dynamic boundary condition to solve the boundary value φ. That is,
Equations (A6) and (A7) can be expressed as:

ζn+1
i, j = ζn

i, j + Δτ
{
δw− δu

(
δξζ

δξx

)
− δv

(
δηζ

δηy

)}
(A19)
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φn+1
i, j = φn

i, j + Δτ
{
δwδτζ− 1

2
δ
(
u2 + v2 + w2

)
− δζ

}
(A20)

The opening boundary values can be derived from Equations (A11) and (A12) and then expressed as:⎧⎪⎪⎪⎨⎪⎪⎪⎩ φ
n+1
IM, j,k = φn

IM, j,k + Δτ
{
δwδτζ−

√
1 + ζn+1

IM, j

(
δξφ
δξx
− δγφδξζδξxδγζ

)}
φn+1

1, j,k = φn
1, j,k + Δτ

{
δwδτζ+

√
1 + ζn+1

1, j

(
δξφ
δξx
− δγφδξζδξxδγζ

)} (A21)

⎧⎪⎪⎪⎨⎪⎪⎪⎩ ζ
n+1
IM, j = ζn

IM, j − Δτ
{√

1 + ζn+1
IM, j

(
δξζ
δξx

)}
ζn+1

1, j = ζn
1, j + Δτ

{√
1 + ζn+1

1, j

(
δξζ
δξx

)} (A22)

An over-relaxation iteration factor (SOR = 1.2~1.5) complements the solution process to accelerate
iteration convergence. In this paper, the grid spacing Δ ≈ 0.05 ∼ 0.25 is adopted, and the calculation
time interval is Δτ = 0.05~0.1. The numerical calculation process requires the convergence criteria∣∣∣Ωk −Ωk−1

∣∣∣ ≤ 10−6 at each time step, where Ω can be φ or ζ, and here the superscript k means the kth
iteration of the loop.
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Abstract: The purpose of this study is to perform a numerical simulation of caisson breakwater
stability concerning the effect of wave overtopping under extreme waves. A numerical model,
which solves two-dimensional Reynolds-averaged Navier–Stokes equations with the k−ε turbulence
closure and uses the volume of fluid method for surface capturing, is validated with the laboratory
observations. The numerical model is shown to accurately predict the measured free-surface profiles
and the wave pressures around a caisson breakwater. Considering the dynamic loading on caisson
breakwaters during overtopping waves, not only landward force and lift force but also the seaward
force are calculated. Model results suggest that the forces induced by the wave overtopping on
the back side of vertical breakwater and the phase lag of surface elevations have to be considered
for calculating the breakwater stability. The numerical results also show that the failure of sliding is
more dangerous than the failure of overturning in the vertical breakwater. Under extreme waves
with more than 100 year return period, the caisson breakwater is sliding unstable, whereas it is safe
in overturning stability. The influence of wave overtopping on the stability analysis is dominated
by the force on the rear side of the caisson and the phase difference on the two ends of caisson.
For the case of extreme conditions, if the impulse force happens at the moment of the minimum of
load in the rear side, the safety factor might decrease significantly and the failure of sliding might
cause breakwater damage. This paper demonstrates the potential stability failure of coastal structures
under extreme sea states and provides adapted formulations of safety factors in dynamic form to
involve the influence of overtopping waves.

Keywords: wave pressure; caisson breakwater; stability; wave overtopping; RANS model

1. Introduction

It is important to provide guidelines of structure stability for designing coastal protection
structures or harbor breakwaters. Many previous studies on wave-structure interaction have discussed
the seaward and lifting forces including those induced by the effects of wave overtopping and breaking
from the physical or numerical models. Among these studies, the most important historical failures
of the vertical structure have been documented [1]. Large-scale hydraulic experiments have been
performed over the past several decades, leading to different empirical formulations that allow for
the calculation of loads induced by wave breaking on vertical breakwaters [2–5]. Some semi-empirical
equations for impulsive loads on vertical breakwaters are based on experimental data and, in some
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cases, with prototype-measured data [6]. Recently, the most commonly semi-empirical formulas for
calculating pressures on a vertical structure wave have been developed [7–9]. When the wave obliquely
enters the elongated structure, the maximum wave force decreases [10,11]. Lately, research results have
reported that an increase in wave pressure caused by the diffracted wave can be one of the reasons for
destruction of the conventional caisson breakwater [12].

In the theoretical analysis, there are some idealized analytical models which have been presented
to study the forces exerted on the vertical structures [13,14]. However, these analytical approaches are
complicated and inconvenient due to the complex geometries. In order to overcome the limitations,
the numerical models have been developed since they are more flexible and efficient. The nonlinear
shallow water or Boussinesq equations are developed to simulate the wave–structure interaction
in coastal processes, especially for porous structures [15–22]. Besides, a boundary element method was
used to solve the unsteady Forchheimer equations and described the wave transmission and reflection
by a multilayer breakwater with arbitrary shapes [23]. Recently, the development of more efficient
Navier–Stokes solvers have allowed a more sophisticated modelling of the wave-structure interaction
problem [24–27]. For instance, the Reynolds-averaged Navier–Stokes (RANS) approach employing
the volume of fluid (VOF) method for the modelling of complex (turbulent) flows has become popular
in the past two decades [28–30]. A robust model was presented to investigate the functionality
of rubble mound breakwaters with special attention focused on wave overtopping processes [31].
Then a numerical analysis considering wave loads corresponding to a low-mound and a rubble-mound
breakwater with both regular and irregular incident wave conditions was carried out [32]. The results
showed that this RANS equation model had a high potential to become a complementary tool to
analyze the hydraulic response of caisson structures.

However, the existing research described above only considered the forces on the seaward and
bottom of the caisson breakwater. The harbor-side loads induced by wave overtopping on a caisson
breakwater have been investigated [33] and concluded that the backward loads should be considered
as failure mode when designing the caisson breakwater. Very little information has been reported
on wave forces acting on the backward side of caisson breakwater, which is an important factor
in calculating the sliding and overturning stabilities for the engineering design. In this study, we shall
extend the numerical model based on the Reynolds-averaged Navier–Stokes (RANS) equations to
simulate the extreme wave overtopping induced loads on the front, bottom and rear sides of caisson
breakwater. The numerical results are validated with the experimental data of surface elevations and
wave pressures acting on the caisson breakwater [34]. The numerical model is applied to actual caisson
breakwaters under various extreme wave conditions and the results are compared to the empirical
formulas to discuss the stability of sliding and overturning [35]. Finally, some conclusions are made.

2. The Numerical Model

In this paper we used a numerical model (COBRAS model) which is a depth and time resolving
2DV numerical model solving the Reynolds-averaged Navier–Stokes (RANS) equations and the k− ε
turbulence closure model to check experimental data. The RANS equations for the ensemble-averaged
velocity, < ui >, and the ensemble-averaged pressure, <p>, are well-known and can be expressed as

∂〈ui〉
∂xi

= 0 (1)

∂〈ui〉
∂t

+
〈
uj
〉∂〈ui〉
∂xj

= − 1
ρ

∂
〈
p
〉

∂xi
+ gi +

1
ρ

∂τi j

∂xj
−
∂
〈
u′iu′ j

〉
∂xj

(2)

in which i, j = 1, 2 for two-dimensional flow and τi j is the viscous stress. ρ, p and t denote
the water density, pressure and time. The Reynolds stress −ρ

〈
u′iu′ j

〉
is calculated with a nonlinear

eddy viscosity relationship [36]. This nonlinear closure relationship for Reynolds stress mimics
the more complete Reynolds stress closure without solving the transport equations of Reynolds
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stress. A demonstratation showed that standard linear eddy viscosity closure tends to over predict
the diffusion of turbulence under breaking waves [29], and the nonlinear relationship suggested above
predicts better turbulence statistics when compared with laboratory data of breaking wave over sloping
beaches [37]. The governing equations are solved by a finite difference scheme. A two-step projection
method is adopted to calculate the RANS equation. The evolution of free surface is calculated by
the VOF method. The functionality of rubble mound breakwaters with special attention focused on
wave overtopping processes uses the COBRAS model, and the numerical result comparison with
experimental data has good agreement [38]. The mean overtopping discharge at the root of the South
Breakwater of Póvoa de Varzim Harbour (Portugal) modelling by COBRAS model has good agreement
with physical model tests [38].

A small-scale (1:36) physical model was carried out in a wave flume (100 m × 1.5 m × 2 m) to study
the wave forces on a composite vertical breakwater [34], which was composed of an impermeable
vertical caisson and permeable rubble foundation as shown in Figure 1. The specifications of
the breakwater were as follows: the water depth was 0.526 m, the freeboard height was 0.153 m,
the mound height was 0.138 m and the caisson weight was 780.66 kg. There were four wave gauges
marked g1–g4 to measure the surface elevations and nine pressure transducers to measure wave
pressures where five pressure transducers were along the front face of the caisson (U1–U5) and
four pressure transducers were set on the bottom of the caisson (V1–V4). For the permeable rubble
foundation, the median diameter was 0.7 cm and the porosity was 0.49. The incident wave height and
period was experimental measured at wave gauge g1. Wave gauges (g2–g4) were used to calculate
the reflection of the breakwater. A numerical flume was implemented with the same characteristics
in the experimental setup. The computational grid system was discretized with non-uniform meshes
in the x and z directions (Δx = 0.1 m, Δz = 0.05 m). Thus, the total number of cell meshes was
300 × 34. Additionally, the total simulation time was 64 s and the Courant number was 0.3 for all
cases. The corresponding time step was automatically adjusted during calculations to satisfy stability
constrains by both advection and diffusion processes, in which the maximum time step was adequately
chosen as 10−2 s compared with experimental measurements. The aforementioned computational
conditions were used throughout this study.

Figure 1. Experimental setup for regular wave [34]. (a) is the side view; (b) is the detailed view of
the caisson breakwater.

The comparison of wave surface elevations for the four wave gauges between the numerical
results and experimental data for wave overtopping is shown in Figure 2. The agreement between
numerical results and experimental data was good except the wave gauge g2, where the vicinity of
a node of the partial standing wave effected the interaction of the incident wave and reflection wave.
Figures 3 and 4 show the comparison of wave dynamic pressure time series between the numerical
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simulations and experimental data for the regular overtopping wave condition (H = 0.25 m and
T = 2 s). The pressure transducers U1~U2 were above the still water label. In Figure 3, the pressure
transducers U3~U4 are exposed to air under the wave trough in that wave condition. The comparison
includes five pressure transducers along the vertical front face of the caisson (U1–U5) and four pressure
transducers underneath the caisson (V1–V4). The solid line represents the numerical simulations
while the dashed line represents the laboratory measurements. From Figures 2–4, good qualitative
comparisons between numerical simulation and experimental data are investigated. It indicates that
the numerical model could simulate the waves propagating through the porous medium. In general,
the COBRAS numerical model has a good prediction for the dynamic wave pressure time series at
the vertical face of the caisson than those beneath the caisson. To quantify the comparisons, a validation
method proposed by Wilmott was used as Equation (3) [39]

ϕ= 1−
∑∣∣∣Xnum −Xexp

∣∣∣2∑(∣∣∣Xnum −Xnum
∣∣∣2 + ∣∣∣Xexp −Xexp

∣∣∣2) (3)

Figure 2. Comparisons of the surface elevation in regular wave condition (H = 0.19 m, T = 1.67 s)
between numerical results (dashed line) and experimental data (solid line).
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Figure 3. Comparisons of the dynamic wave pressure along the front face of the caisson breakwater
in the typhoon wave condition (H = 0.25 m, T = 2 s) between numerical results (dashed line) and
experimental data (solid line).
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Figure 4. Comparisons of the dynamic wave pressure on the bottom of the caisson breakwater
in the typhoon wave condition (H = 0.25 m, T = 2 s) between numerical results (dashed line) and
experimental data (solid line).

In Equation (3), Xnum is the numerical result, Xexp is the experimental data and the “–” is
an averaging operator. The index of validation (ϕ), ranging from 0 to 1, represents the degree of
agreement between numerical predictions and experimental data, and the unit is dimensionless.
The validated results are shown as Table 1. The value of validated index, ranging from 0.71 to 0.96,
is acceptable. However, it has to be noted that a smaller index is found for the wave dynamic pressure
beneath the caisson breakwater. In general, the average value of all validated indexes is 0.8, which
indicates that numerical predictions from the COBRAS model and experimental data are consistent.
Consequently, the comparisons results provide confidence in the subsequent application of the model
to the prototype scale, and which is described in the next section. In this study, we focus on the load
on the rear sides of caisson breakwater induced by wave overtopping, so the overtopping discharge
won’t be concerned.

128



J. Mar. Sci. Eng. 2020, 8, 986

Table 1. The index of model validation.

Case ϕ Case ϕ Case ϕ

g1 0.960 U1 0.723 V1 0.714
g2 0.638 U2 0.777 V2 0.741
g3 0.873 U3 0.772 V3 0.739
g4 0.920 U4 0.888 V4 0.708
– – U5 0.895 – –

3. Stability Analysis of Prototype Vertical Breakwater

3.1. Prototype Wave Load Analysis

The validated numerical model was used to evaluate the total wave forces on the caisson
breakwater in Taiwan at a prototype scale. There are two parts of the caisson breakwater: the porous
rubble foundation and vertical caisson with parapet [40]. The vertical caisson is installed on a rubble
foundation, which has a thin filter layer between caisson and foundation and is placed on a foreshore
slope of 1 on 100. The design wave condition for the breakwater of Taichung harbor is 50 year return
period wave condition. The specifications of the breakwater is as follows: the water depth is 22 m,
the freeboard height is 11 m and the mound height is 6 m. Figure 5 shows a vertical breakwater
cross-section at Taichung harbor in Taiwan. Tests were simulated using regular waves for various
values of wave conditions as shown in Table 2. In order to understand the force contribution clearly,
the regular wave was applied. Besides the condition of different return period typhoon waves,
extreme waves due to climate change were also used [41]. According to [41], the wave height will
increase up to 65% and the corresponding wave period might increase to 25% in 2039 around Taiwan.
The numerical domain is 1125 m long and 80 m height. The mesh resolution at the structure is 0.2 m
in the x-direction and 0.5 m in the y-direction. The rubble mounted layers beneath the caisson are
defined using the porous flow parameter in Table 3.

Figure 5. The wave-structure interaction model setup of Taichung harbor setup [41].
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Table 2. The wave conditions (including return period of typhoon wave and extreme condition).

Case H (m) T (s) Return Period (Year)

1 7.77 11.30 50
2 8.46 11.70 100
3 9.24 12.20 200
4 9.45 12.30 250
5 12.87 14.13 50 *
6 13.70 14.63 100 *
7 14.47 15.25 200 *
8 14.63 15.38 250 *

mean water depth = 28.86 m at x = 0 m. * represents the climate change effected extreme wave condition [41].

Table 3. The porous flow parameter for rubble mounted layers.

Layer Porosity The Median Diameter (m)

1 0.49 0.118
2 0.53 0.387
3 impermeable materials

In the past, the existing researches only considered the forces on the seaward and bottom of
the caisson breakwater. Very little information has been reported on overtopping wave forces acting
on the backward side of caisson breakwater, which is an important factor in calculating the sliding
and overturning stabilities for the engineering design. In order to bring more insight on the wave
forces induced by the overtopping waves, the numerical model is extended for simulating the wave
pressure acting on the front, bottom and back sides of the caisson breakwater. A free body diagram
shown in Figure 6 was used to analyze the overtopping wave induced forces and moments acting
on the caisson breakwater. In Figure 6, W denotes the weight of caisson, f 1 denotes the horizontal
force acting on the front face of the caisson, f 2 denotes the horizontal force acting on the rear face
of the caisson and f 3 denotes the uplift force acting on the bottom of the caisson. Buoyancy force is
included in still water. The fixed reference point of the moment for the landward overturning is denoted
by the point s1, while that for seaward overturning is denoted by the point s2. The moment of f 1 is m1,
and the moments of f 2 is m2. The moment of f 3 at fixed point s1 is denoted by m3, and the moment of
f 3 at fixed point s2 is denoted by m4. The moment of W at fixed point s1 is mw1, and the moment of W
at fixed point s2 is mw2.

Figure 6. Free body diagram of load analysis.

The relative forces and moments acting on a vertical structure can be determined by integrating
the numerically calculated pressure over a portion of vertical structure. Figure 7 presents the time
histories of horizontal forces on the seaward-side (upper panel), harbor-side (middle panel) and
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uplift force for the studied case 1. In case 1, wave overtopping happens, indicating that all cases
in Table 2 are necessary to investigate the influence of wave overtopping (IWO) on the structure
stability. The force calculated included the behavior of flow transmitting through the rubble mound.
In case 1, the overtopping wave happened after t = 75 s, so the transmitting flow disturbed a fluctuation
of f 2 before overtopping. The calculated moments induced by the three forces are shown in Figure 7.
From Figure 7, the oscillation of the rear force f 2 and the induced moment m2 occurs after wave
overtopping. Moreover, the peak values occasionally appear at some instantaneous time which might
be caused by the jet of the overtopping wave. In addition, the differences between the water level on
the front face and that on the rear side of caisson breakwater will influence the pressure distribution
underneath the caisson. Therefore, the corresponding upward force f 3 and the induced moments
(m3 and m4) will vary with the surface elevation difference for wave overtopping. The negative
maximum of f 3 is larger than the positive maximum of f 3, which is the same as the experimental results
in [34].

Figure 7. The time histories of wave-induced forces and their moment acting on caisson in case 1.

3.2. Stability Analysis

It is important to safely design a vertical breakwater with respect to the stability criteria of sliding
and overturning. The movements of a caisson breakwater are influenced by the total active forces
exerted on the seaward, harbor side and underneath the vertical structure. The minimum safety factors
for sliding and overturning are suggested by [35] for engineering design and these values must not be
less than 1.2 in practice. These safety factors for sliding and overturning are reviewed as the following:

Using an empirical formula to calculate the safety factors for sliding and overturning, the force
acting on the rear side of the caisson was usually taken to be static for simplicity’s sake. Few literatures
studied the horizontal force acting on the rear side along the caisson for overturning wave.
Therefore, the total force determination requires a good understanding of the overtopping wave
behavior in the front and rear sides of the caisson as well as beneath the caisson. Here, the sliding
safety factor and overturning safety factor without the force on the backward side can be presented as
Equations (4) and (5).

fs = μ
W − f3

fp
(4)

f0 =
mW −m3

mp
(5)
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where μ is the coefficient of friction between the caisson and the foundation, W denotes the weight
of caisson, fp denotes the maximum horizontal force along the front side of caisson, mp denotes
the moment of fp at the point s1, and mw denotes the moment of W at the point s1.

Due to the rear side force being considered, the safety factor against seaward sliding and
overturning should be accounted. Consequently, the corresponding safety factor against landward
sliding and seaward are presented as Equations (6)–(9), where superscript “+” and “−” represent
landward and seaward, respectively. The subscript “s” and “o” mean the sliding and overturning.

f+s = μ
W − f3
f1 − f2

(6)

f−s = μ
W − f3
f2 − f1

(7)

f+o =
mW1 −m3

m1 −m2
(8)

f−o =
mW1 −m3

m2 −m1
(9)

For example, the time histories of the safety factors against sliding including sliding safety
factor (fs), landward sliding safety factor (fs+) and seaward sliding safety factor (fs−) in case 1 are
shown as Figure 8, and that against overturning including overturning safety factor f0, landward
overturning safety factor f+o and seaward overturning safety factor f−o in case 1 are shown as Figure 9.
The water wave in the rear side caused the sliding safety factor and overturning safety factor to oscillate,
which means Equations (6)–(9) provide a time series variation value as shown in Figures 8 and 9.
Overall, the caisson breakwater in Taichung harbor has sufficient stability for sliding and overturning
on the IWO in the 50 year return period wave condition.

Figure 8. The time histories of the safety factors against sliding among fs+(.), fs− (×) and fs (—) for
case 1.

Figure 9. The time histories of the safety factors against overturning among fo+ (.), fo− (×) and fo (—)
for case 1.

4. Results and Discussions

To investigate the structure stability on the IWO, the sliding and overturning safety factors
considering the water level fluctuates on the rear side of caisson were calculated under 50 to 250 year
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return period typhoon wave conditions as well as extreme wave conditions. The represented safety
factors for sliding on the IWO determined by the minimum of landward sliding safety factor and seaward
sliding safety factor was denoted by fs±. In the same way, the overtopping safety factors determined
by the landward overturning safety factor and seaward overturning safety factor, was denoted by fo±.
The comparisons of the safety factors against sliding are shown as Figure 10. Generally, the safety
factors following severe wave conditions get lower, and cases 6–8 are less than 1.2, indicating the risk
of sliding failure might occur in extreme wave conditions. Although fs± is closed to fs, fs± varies due to
the IWO.

Figure 10. Comparisons of the safety factors against sliding among the minimum of fs± (o), fs (×) and
safety criteria 1.2(—).

The safety factors against overturning are shown as Figure 11. All of the cases are greater than 1.2.
Therefore, sliding failure is more dangerous than the overturning failure in Taichung harbor breakwater.
Comparing between Figures 10 and 11, the tendency of safety factors between sliding and overturning
are similar. This study shows the impact of overtopping waves in respect of the phase difference
between the front and rear side. Not only wave condition but also the configuration of caisson
such as its width and crown height might also affect the safety factor of breakwater. The impact on
the fluctuation of the safety factor in case 2 is smaller than in case 1.

Figure 11. Comparisons of the safety factors against overturning among the minimum of fo ± (o), fo (×)
and safety criteria 1.2(—).

To focus on the IWO on the stability analysis of vertical breakwaters, the load analysis of case
4, an example of fo± < fo, is shown as Figure 12. When time is 189.5 s, the minimum safety factor
against sliding on the IWO fs± = 1.32 is greater than the safety factor against sliding in static fs = 1.43.
At that time, the force f 1 in Figure 12b is 4395 kN and the force f 2 in Figure 12c in dynamic is 1840 kN,
while that in static is 2084 kN, and the force f 3 in Figure 12d is 5614 kN. Because the force on the rear
side of caisson considers the IWO is less than the force in still water, that caused the corresponding
safety factor against sliding to be lower. Therefore, the impulse force happens at the moment of
the minimum of load in the rear side, the safety factor drops significantly and the failure of sliding
might cause breakwater damage. Furthermore, overtopping safety factors in case 4, an example of fo±
< fo, are shown at Figure 13. At 189.6 s, the minimum safety factor against overturning on the IWO
fo± = 1.921 is less than the safety factor against overturning in static fo = 2.048. At the time point,
the moment m1 in Figure 13b is 42,230 kNm, the moment m2 in Figure 13c in dynamic is 12,035 kNm;
while that in static is 14,317 kNm and the moment m3 in Figure 13d is 69,279 kNm. Since the moment
m2 on the IWO is less than that in static, the corresponding safety factor against overturning is lower.
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Figure 12. Comparisons of time histories of the safety factors against sliding and their loads for case 4.
(a) The safety factors against sliding among fs+(.), fs− (×) and fs (—); (b) The forces f 1 (—); (c) The forces
f 2 in static (—) and in dynamic (—); (d) The forces f 3 (—).

Figure 13. Comparisons of time histories of the safety factors against overturning and their moments
for case 4. (a) The safety factors against overturning among fo+ (.), fo− (×) and fo (—); (b) The moment
m1 (—); (c) The moment m2 in static (—) and in dynamic (—); (d) The moment m3 (—) and the moment
m4 (—).
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In summary, the risk of sliding is greater than that of overturning in Taichung harbor breakwater.
Under the extreme wave more than 100 year return period, the breakwater is unstable due to sliding,
but safe from overturning. The IWO on the stability analysis is dominated by the force on the rear side
of the caisson and the phase difference on the two ends of caisson.

5. Conclusions

To evaluate the stability of caisson breakwater concerning the effect of wave overtopping, a 2D
VOF-type RANS model using a k−ε turbulence closure (COBRAS) has been demonstrated to be
suitable for simulating the complex hydrodynamics induced by overtopping waves. Experimental
wave profiles and dynamic wave pressures on the seaward, backward and the bottom of the caisson
breakwater can be suitably simulated by the present model. The horizontal forces on the front and rear
sides and the uplift force as well as the moments on the caisson could also be analyzed. According to
the numerical simulations, the risk of sliding is greater than that of overturning in the case of caisson
breakwater in Taichung harbor. Under the extreme wave more than 100 year return period, the caisson
breakwater is unstable due to sliding, but that is safe for overturning. Therefore, it is important to
calculate the force on the rear side of the caisson and the phase difference of surface elevation on the two
sides of the caisson as we analyze the stability analysis for wave overtopping for engineering design.
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Abstract: In this paper, a Reynolds-averaged Navier–Stokes (RANS) equations solver, interFoam of
OpenFOAM®, is validated for wave interactions with a dike, including a promenade and vertical
wall, on a shallow foreshore. Such a coastal defence system is comprised of both an impermeable dike
and a beach in front of it, forming the shallow foreshore depth at the dike toe. This case necessitates
the simulation of several processes simultaneously: wave propagation, wave breaking over the beach
slope, and wave interactions with the sea dike, consisting of wave overtopping, bore interactions on
the promenade, and bore impacts on the dike-mounted vertical wall at the end of the promenade
(storm wall or building). The validation is done using rare large-scale experimental data. Model
performance and pattern statistics are employed to quantify the ability of the numerical model to
reproduce the experimental data. In the evaluation method, a repeated test is used to estimate the
experimental uncertainty. The solver interFoam is shown to generally have a very good model
performance rating. A detailed analysis of the complex processes preceding the impacts on the
vertical wall proves that a correct reproduction of the horizontal impact force and pressures is highly
dependent on the accuracy of reproducing the bore interactions.

Keywords: validation; wave modelling; shallow foreshore; dike-mounted vertical wall; wave impact
loads; OpenFOAM

1. Introduction

Low-elevation coastal zones often have mildly to steeply-sloping sandy beaches as part of their
coastal defence system. For countries in north-western Europe, coastal urban areas typically have
high-rise buildings close to the coastline. These buildings are usually fronted by a low-crested,
steep-sloped, and impermeable sea dike with a relatively short promenade, where the long (nourished)
beach in front of the dike acts as a mildly sloping shallow foreshore. This type of coastal defence
system therefore combines hard and soft coastal protection against flooding. Such hybrid approaches
are regarded by the Intergovernmental Panel on Climate Change (IPCC) with high agreement as a
promising way forward in terms of response to sea level rise [1]. Along the cross-section of this hybrid
beach-dike coastal defence system, storm waves undergo many transformation processes before they
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finally hit the buildings on top of the dike. Along the shallow waters of the mildly sloping foreshore
in front of the dike, sea/swell or short waves (hereafter SW, O(101 s)) shoal and eventually break,
transferring energy to both their super- and subharmonics (or long waves: hereafter LW, O(102 s))
by nonlinear wave-wave interactions. Further pre-overtopping hydrodynamic processes along the
mildly sloping foreshore include wave dissipation by breaking (turbulent bore formation) and bottom
friction, reflection against the foreshore and dike, and wave run-up on the dike slope. Finally, waves
overtop the dike crest, and post-overtopping processes include bore propagation on the promenade,
bore impact on a wall or building, and reflection back towards the sea interacting with incoming bores
on the promenade.

For the (structural) design of storm walls or buildings on such coastal dikes, the wave impact
force expected for specific design conditions needs to be estimated. Semi-empirical formulas, mostly
based on physical model tests, are commonly used in practice to assess wave forces and pressures on
coastal defences, at least in a preliminary design phase. However, semi-empirical formulas are usually
restricted within very specific ranges of application, currently limiting force prediction to dikes with
deep foreshore depths [2,3]. Such formulas do exist for dikes with very/extremely shallow foreshore
depths as well [4,5], but their application is also strictly limited. For the final design, therefore, often
detailed experimental campaigns are required [6]. Alternatively, during the last decade, numerical
modelling of these combined processes has become feasible [3,7–11]. Numerical modelling is also
able to provide a detailed and accurate assessment of a specific case. Moreover, numerical models
can provide information on physical quantities that are difficult to measure in a scaled model or in
prototype (e.g., detailed velocity fields, pressure distributions, etc.).

To study fully two-dimensional vertical (2DV) complex fluid flows, computational fluid dynamics
(CFD) techniques are typically applied. Relatively new mesh-free Lagrangian numerical methods,
such as Smoothed Particle Hydrodynamics (SPH) [12] and the particle finite element method [13],
have been recently validated and applied to several coastal engineering problems [9,14–17], showing
much promise. However, different from Eulerian grid-based methods, multi-phase air-fluid SPH
models are still quite scarce and have a high computational cost [18]. The more traditional Eulerian
numerical methods are already more consolidated. For example, volume-of-fluid methods (VOF)
based on the Reynolds-averaged Navier–Stokes equations (RANS) have been widely employed
during the last decades. Using RANS models, processes such as wave transformation [8,19,20],
wave overtopping [7,21,22], and wave impact on coastal structures [3,23–26] have been modelled
and validated, but never before at the same time (to the knowledge of the authors). They are
computationally very expensive to apply, but have shown their value particularly for wave-structure
interaction phenomena involving complex geometries. In addition, two-phase water-air RANS models
allow taking the effects of air entrapment on the wave impact processes into account [27,28].

Validation of numerical models is crucial before they can be reliably applied. Even though
plenty of works have been published on numerical modelling and validation of individual processes
previously listed, there is still a lack of literature about RANS model validation for wave impacts on
sea dikes and dike-mounted walls in presence of a very shallow foreshore. The main goal of this paper
is to validate a two-phase (water-air) RANS model for this specific case. Such a modelling approach
is deemed necessary to fully resolve the 2DV complex fluid flows of overtopped waves and bore
interactions on top of the promenade. The RANS solver (interFoam) for two incompressible fluids
within the open source CFD toolbox OpenFOAM® is chosen because of its increasing popularity for
application to wave-structure interactions. Validation of this numerical model is done by reproducing
large-scale experiments of overtopped wave impacts on coastal dikes with a very shallow foreshore
from the WAve LOads on WAlls (WALOWA) project [29]. The large-scale nature of these experiments
reduces the scale effects significantly compared to small-scale experiments, which can be particularly
important to the wave impacts on the dike-mounted vertical wall, especially in case of plunging
breaking bore patterns and impulsive impacts [30].

140



J. Mar. Sci. Eng. 2020, 8, 650

The paper is structured as follows. First, the methods used in the paper are explained in Section 2,
starting with the experimental model setup and a description of the tests used for the validation. This
is followed by a description of the applied RANS model and the numerical model setup. Finally,
the statistical model performance methods applied in this study are discussed. Next, in Section 3
the results of the qualitative and quantitative numerical model validation are provided, including a
comparison of model snapshots at key time instants during impacts on the vertical wall. This is finally
followed by Section 4 with a discussion on these results and the conclusions in Section 5.

2. Methods

2.1. Large-Scale Laboratory Experiments

The laboratory experiments (Froude length scale 1/4.3) were done during the research project
WALOWA in the Deltares Delta Flume, which is 291 m long, 9.5 m deep, and 5 m wide. This wave
flume is equipped with a piston-type wave maker capable of up to second-order wave generation (in
the frequency range 0.02 Hz–1.50 Hz) and includes active reflection compensation (ARC), which is an
active wave absorption (AWA) system to minimise reflections against the wave paddle. For a detailed
description of the model setup, reference is made to Streicher et al. [29]. The WALOWA dataset is open
access and is described by Kortenhaus et al. [31].

The model geometry consisted of a moveable sandy foreshore with a transition slope of 1:10 and a
slope of 1:35 up to the toe of the dike (Figure 1). The smooth impermeable concrete dike had a front
slope of 1:2, a promenade width of 2.35 m with an inclination of 1:100 in order to help drain the water
in case of wave overtopping, and finally a 1.60 m high wall. The wall height was designed to be high
enough to prevent wave overtopping during testing, but small amounts of overtopped water could
still be returned via a recirculation drainage pipe behind the wall.

Figure 1. Overview of the geometrical parameters of the wave flume and WALOWA model set-up,
with indicated wave gauge locations. Reprinted with permission from [29].

The WALOWA dataset includes both bichromatic and irregular wave tests. For validation of the
numerical model, the bichromatic wave test Bi_02_6 (EXP) and its repetition Bi_02_6_R (REXP) were
selected (Table 1). The bichromatic wave tests have the advantage to be relatively short in time, while
still considering the effects of wave dispersion and bound LWs, and are therefore more representative
of irregular waves than monochromatic waves. In this way, even numerical models with a high
computational demand are able to simulate the tests in a reasonable amount of computational time.
This specific bichromatic wave test was chosen because it is the only test that was conducted shortly
after a foreshore profile measurement and at the same time immediately followed by its repetition and
another foreshore profile measurement [32,33]. Since these bichromatic wave tests are relatively short
in duration and only limited changes (O(10−2 m)) were noted between the profile measurements before
and after [32], a fixed bed is a reasonable assumption for the numerical modelling. In addition, the
repeated test makes validation of the numerical model possible relative to the experimental uncertainty.
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Table 1. Hydraulic parameters for the WALOWA bichromatic wave test (EXP) and its repetition (REXP):
ho is the offshore water depth, ht the water depth at the dike toe, Hm0,o the incident offshore significant
wave height, Rc the dike crest freeboard, fi the SW component frequency, ai the SW component
amplitude, and βm (= a2/a1) the modulation factor.

TestID [-]
Duration

[s]
ho [m] ht [m]

ht/Hm0,o
[-]

Rc [m] f 1 [Hz] a1 [m] f 2 [Hz] a2 [m] βm [-]

Bi_02_6 (EXP) &
Bi_02_6_R (REXP) 209 4.14 0.43 0.33 0.117 0.19 0.45 0.155 0.428 0.951

During these tests, three bichromatic wave groups were generated with first order wave control
over 125 s, including 10 s of tapering at the beginning and end of the wave generation. Plunging
breakers occurred on the 1:10 transition slope (i.e., deep water Iribarren number ξ0 = tan α/(H/L0)1/2

with α the foreshore slope angle, H the wave height, and L0 the deep water wave length [34]: 0.5 < ξ0

≈ 0.7 < 3.3) and spilling breakers on the 1:35 foreshore slope (ξ0 ≈ 0.2 < 0.5). Considering this was a
test of a dike with a very shallow foreshore depth (Table 1: 0.3 < ht/Hm0,o < 1.0 [35]), the wave energy
at the toe of the dike was dominated by LW energy.

The measurement setup consisted of instruments to measure the water surface elevation along
the flume and on the promenade, the velocity of the overtopped flow on the promenade, and the
impact pressure and force on the vertical wall (Figure 2). All measurements were sampled at 1000 Hz
frequency and were synchronized in time.

Figure 2. (a) WGs deployed along the flume side wall to measure η; (b) PWs; (c) ECM to measure Ux;
(d) WLDMs installed on the promenade to measure η; (e) Hollow steel profile attached to two LCs and
(f) aluminium plate equipped with pressure sensors (PS) to measure Fx and p.

The water surface elevation η (with the vertical origin at z = ho) was measured with resistance-type
wave gauges (WG) deployed at seven different locations along the Delta Flume side wall (Figures 1
and 2a). WG02–WG04 were installed over the flat bottom part of the flume close to the wave paddle.
These wave gauges were positioned to allow a reflection analysis following the method of Mansard
and Funke [36]. WG07 was installed along the transition slope; WG11 and WG13 along the foreshore
slope. WG14 was installed close (~0.35 m) to the dike toe. The data of WG11 are not considered
further in the present analysis because of faulty data. Furthermore, to remove unwanted noise in the η
signals measured by the other WG’s from the wave paddle up to the dike toe, a low-pass 3rd order
Butterworth filter with a cut-off frequency of 1.50 Hz was applied. This frequency is well above the
frequencies of the super-harmonics of the primary waves and frequency components due to triad
interactions between the primary components and the difference frequency, which gain energy in the
shoaling and surf zone [37].

Flow layer level measurements η on the promenade were obtained by four resistance-type water
level distance meters (WLDM01–WLDM04, Figure 2d). Flow velocity measurements on the promenade
were obtained by four paddle wheels (PW01–PW04, Figure 2b), measuring the horizontal flow velocity
Ux in one direction (i.e., towards the wall) 0.026 m above the promenade. Additionally, a bidirectional
electromagnetic current meter (ECM, Figure 2c) was installed at the same cross-shore location as
WLDM02 and PW02 to obtain directional information of the incoming or reflected flow. The ECM disc
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was positioned 0.03 m above the promenade and sampled the horizontal velocity at 16 Hz. Further
detailed information on the sensor setup on the promenade and the post-processing of the η and
Ux data measured on top of the promenade was provided by Cappietti et al. [38]. During return
flow, positive Ux values were possibly incorrectly measured by the PWs, indicated by the ECM that
measured negative Ux values during return flow (compared to the measurements of the co-located
PW02). This will be further discussed in the comparison with the numerical model result (Section 3.1).
However, no such co-located measurements are available for other paddle wheels than PW02, so no
correction of the PW measurements during return flows was attempted.

The overtopped wave impacts on the wall were measured by horizontal force Fx and pressure p
measurement systems integrated into the wall. The horizontal impact force was measured by two
compression-type load cells (LC) connecting the same hollow steel profile to the very stiff supporting
structure (Figure 2e). Impact pressures were measured by 15 pressure sensors (PS). The first 13 PSs
were spaced vertically over a metal plate flush mounted in the middle section of the steel wall, with
PS14 and PS15 placed horizontally next to PS05 or the fifth PS from the bottom (Figure 2f). The initial
post-processing of the Fx and p signals, including baseline correction and filtering, is discussed by
Streicher [39]. Additional filtering was applied to remove the high frequency oscillations caused by
stochastic processes during dynamic or impulsive impacts, so that the signal can be reproduced by a
deterministic numerical model [40]. To achieve this, an additional 3rd order Butterworth low-pass
filter with a cut-off frequency of 6.22 Hz was necessary. This corresponds to a cut-off frequency of
3.0 Hz at a prototype scale, which is still well above the natural frequency of about 1.0 Hz for typical
buildings found along, e.g., the Belgian coast [41]. Furthermore, local spatial variability over the width
of the flume of the resultant Fx (i.e., derived from the LCs and pressure integrated) and p (i.e., PS05,
PS14, and PS15) time series was found to be low (not shown). This spatial variability over the width of
the experimental flume was therefore further neglected in the quantitative numerical model validation:
for Fx, the LC-derived signal was used and for p, the PS05 signal was used.

2.2. Numerical Model

2.2.1. Model Description

In this work, OpenFOAM v6 [42] was applied and validated, or more specifically interFoam,
a solver of the RANS equations, where the advection and sharpness of the water–air interface are
handled by an algebraic VOF method [43] based on the multidimensional universal limiter with explicit
solution (MULES) [44–46]. InterFoam with MULES has already been successfully applied for wave
propagation [45], wave breaking [20,47–50], wave run-up [20,50], wave overtopping [51,52], and bore
impact on a vertical wall [26].

Several open source contributions of boundary conditions for wave generation and absorption exist
for interFoam, of which the main developments are IHFOAM [53], olaFlow [54], and waves2Foam [55].
In the present study, olaFlow was chosen, which was found to be the most computational
efficient [53,56,57] and feature complete package at the time of the simulations presented in this paper.

The turbulence is modelled by the k-ω SST turbulence closure model [58], which has been
shown to be one of the most proficient in modelling wave breaking [47]. Two-equation turbulence
closure models are known to cause over-predicted turbulence levels beneath computed surface
waves, leading to unphysical wave decay for wave propagation over constant water depth and long
distance [49,59,60]. Turbulence modelling was therefore stabilized in nearly potential flow regions
by Larsen and Fuhrman [49], with their default parameter values [61]. Hereafter, the OpenFOAM
numerical model as presented here is simply referred to as OF.

2.2.2. Computational Domain and Mesh

Wave breaking is an inherently three-dimensional (3D) process due to the formation of 3D vortices
extending obliquely downward in the inner surf zone [62]. Even so, many examples exist where the
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wave kinematics during wave breaking could be approximated well by vertical two-dimensional (2DV)
RANS modelling [8,19,47–50,63,64]. To reduce the computational time as much as possible, OF is
therefore applied in a 2DV configuration (i.e., cross-shore section of the wave flume).

The OF model domain (Figure 3) starts at the wave paddle zero position (x = 0.00 m) and ends on
top of the vertical wall (x = 178.80 m). The bottom boundary is at its lowest point (z = 0.00 m) along
the flume bottom between the wave paddle and the foreshore toe, and extends up to z = 7.20 m, well
above the maximum measured surface elevations along the flume. The bottom is further defined by
the measured foreshore and dike geometry as described in Section 2.1. The vertical wall is included
up to its height of 1.60 m including the top which was given a slight inclination towards the model
boundary to allow overtopped water (limited to mainly spray in this case) to exit the model domain.

Figure 3. Definition of the OF 2DV computational domain, with coloured indication of the model
boundary types. The still water level (SWL) is indicated in blue (z = 4.14 m). The number in each of the
mesh subdomains of the model domain (demarcated by black dotted lines) is the refinement level β
applied in each subdomain (for β = 0, 1, 2, and 3: Δx = Δz = 0.18 m, 0.09 m, 0.045 m, and 0.0225 m).
Note: the axes are in a distorted scale.

The computational domain is discretised into a structured grid. To optimise the computational
time, a variable grid resolution is applied, where a higher resolution is defined only where it is necessary.
This is mostly the areas of the model domain where the water-air interface is expected to pass [46,56].
The expected location of the free surface along the flume during the entire test was estimated first by a
fast preliminary one-layer depth-averaged SWASH calculation (not shown: see [65] for the SWASH
model setup description). The minimum and maximum η along the flume and over the complete
test duration were obtained from the SWASH model result to define areas in which mesh refinement
should be done. These locations are delineated by the dotted lines in Figure 3, defining several areas
around the still water level (SWL). In front of the wave paddle, the refinement area is slightly higher to
accommodate the stabilisation of the newly generated waves, after which the refinement zone can
decrease in height when the waves have fully developed. Then, the refinement area is increased in
height again to allow room for wave shoaling and incipient wave breaking on the foreshore. The upper
limit can subsequently be lowered again due to wave breaking, but the lower limit is extended to
include the bottom boundary. This is done to properly resolve the entrained air pockets that have been
shown to travel towards the bottom during the breaking process in the inner surf zone [66]. The height
of the refinement zone on the dike was defined based on the maximum measured water level in the
experiment by the WLDM’s on the promenade and extended to the upper model boundary along the
vertical wall to resolve the run-up and splashing against the vertical wall.

In terms of the grid cell size in these refinement zones, about 20 cells are typically recommended
over the wave height H of a regular wave (i.e., H/Δz = 20, with Δz being the vertical cell size) [46,57].
Applied to the wave heights of the primary wave components of the bichromatic wave in Table 1,
a minimal vertical cell size of Δz = 0.045 m to 0.043 m is obtained. Smaller wave heights in the
bichromatic wave group are less resolved with this choice, but this is deemed acceptable because of
their relatively low steepness. A value of Δz = 0.045 m was chosen, because the water depth at the
wave paddle ho is divisible by it (i.e., ho/Δz = 4.14/0.045 = 92), meaning that the SWL can lie perfectly
along cell boundaries, or in other words, α-values between 0 and 1 are thereby minimised at the start
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of the simulation, which simplifies the initialisation of the SWL and is beneficial for an effectively still
SWL at the start of the simulation.

The mesh maintains an aspect ratio Δx/Δz of 1 (with Δx being the horizontal cell size) throughout
the entire computational domain, which has been shown necessary for accuracy [46,55,66] and
numerical stability in this study. One exception is a higher aspect ratio along the bottom and wall,
where layers were locally added to the mesh to resolve the boundary layer. Six layers were added over
the vertical cell size along those boundaries, with a growth rate of 1.2, leading to a maximum aspect
ratio of 18.

Outside the refinement zones, in the air and water phases, the mesh can be coarser [46,57]. The
structured mesh was given a base grid resolution of 0.18 m. This base resolution is multiplied by a
refinement ratio r, here defined as:

r =
1
2β

(1)

in which β signifies the refinement level. Each refinement level effectively refines every cell into four
new cells. The applied refinement levels are provided for each mesh subdomain in Figure 3. For the
air in the model domain, the base resolution was assumed (β = 0), except for a small area over the
dike (β = 1). In the water phase, refinement level 1 was assumed (Δx = Δz = 0.09 m) and was further
refined in the zone of the surface elevation up to the dike toe (level 2 or Δx = Δz = 0.045 m). Close to
the inlet boundary, however, a lower refinement level was necessary for numerical stability (β = 1)
over a very short distance (0 m < x < 0.50 m) where locally high water velocities (i.e., low Courant
numbers and low time steps) at the interface can occur due to the wave generation. On the dike up to
the wall, the mesh was refined even more (level 3 or Δx = Δz = 0.0225 m) to resolve thin layer flows,
the complex flows of bore interactions, and impacts on the vertical wall. In addition, a refinement level
3 was necessary to resolve the experimental pressure sensor locations along the vertical wall.

The mesh was generated by applying the cartesian2DMesh algorithm of cfMesh [67], which resulted
in a mesh with 318,381 cells, for the refinement levels indicated in Figure 3.

The adaptive time stepping is controlled by a predefined maximum Courant number maxCo (Co
= Δt |U|/ΔX, where Δt is the time step, |U| is the magnitude of the velocity through that cell, and ΔX
is the cell size in the direction of the velocity [68]) and a maximum Courant number in the interface
cells maxAlphaCo. Generally maxCo = maxAlphaCo is chosen, as well as in this paper. Larsen et al. [45]
have shown that a relatively low maxCo (~0.05) is necessary to obtain a stable wave profile over more
than five wave periods’ propagation duration. Here, however, a maxCo of 0.25 is used to balance
the accuracy and computational costs. Since the primary waves of the bichromatic wave group only
propagate over about three wave lengths up to the mean breaking point location (xb = ~120 m), this is
considered an acceptable assumption. Both the refinement level in the refinement zones around the
surface elevation zones (βsez) and the maxCo were verified in a convergence analysis (Appendix A).

2.2.3. Boundary Conditions

Since the model domain represents a 2DV simulation, no solution is necessary in the y-direction,
and the lateral boundaries of numerical wave flume were assigned an “empty” boundary condition.
Non-empty boundary conditions were defined for the remaining boundaries in the xz-plane (Figure 3).

The bichromatic waves from Table 1 were generated at the inlet by applying a Dirichlet-type
boundary condition: the experimental wave paddle velocity was imposed. The paddle displacement
time series is used by olaFlow to calculate the wave paddle velocity by a first-order forward
derivative [69]. Since the reflection in the numerical wave flume is expected to behave close to,
but not exactly the same as in the experiment, the theoretical paddle displacement without ARC was
selected and the AWA by olaFlow was activated instead. In addition to the paddle displacement, the
surface elevation at the wave paddle is provided, which allows olaFlow to trigger the AWA with fewer
assumptions [69]. The AWA implementation in olaFlow is most effective for shallow water waves. The
primary components of the bichromatic wave group are intermediate waves for the water depth at the
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wave paddle, but their reflection is expected to be low, since most of their wave energy dissipates over
the foreshore in the surf zone. However, reflected free long (infragravity) waves are expected to be
non-negligible (Section 3.2). They are shallow water waves and are by definition absorbed well by the
AWA system in olaFlow, preventing their re-reflection and therefore replicating the behaviour of the
ARC in the experiment.

Both the bottom and wall boundaries are fixed boundaries, including the sandy foreshore
(Section 2.1), along which the velocity vector field U has a Dirichlet-type boundary condition (U = (0, 0,
0) m/s), while the pressure p and α are given a Neumann boundary condition. Along the foreshore,
dike and wall, no-slip boundary conditions are assumed and a continuous scalable wall function based
on Spalding’s law [70] is implemented. The six boundary layers that were previously added in the
mesh along these no-slip fixed boundaries make sure that the scalable wall function criterion for the
dimensionless wall distance z+ (i.e., 1 < z+ < 300) is complied with. For the remaining boundary
conditions, initial conditions, and solver settings, the same settings were chosen as those reported by
Devolder et al. [48].

The OF simulations were run in parallel on a 24-core Intel Xeon E5-2680 @ 2500 MHz computer
with 128 GB of RAM. The scotch decomposition algorithm was used to divide the mesh into equal
amounts of cells for each processor, while minimising the number of processor boundaries [42]. The
cells along the inlet patch were forced onto the same processor, which benefits the computational
efficiency. In this setup, the simulation required a CPU time of about 85 h.

2.2.4. Data Sampling and Processing

The same data were sampled in OF at the same cross-shore locations as in the experiment
(Section 2.1). Applying the same sampling frequency of 1000 Hz in OF, however, would increase the
calculation time to unpractical levels because it affects the time stepping. Instead, a sampling frequency
of 80 Hz was maintained throughout, which is a compromise between the temporal resolution of the
output data and the calculation time.

To obtain η in OF, α was recorded at a fixed interval over a vertical line at each wave gauge
location. In post-processing, ηwas then obtained by vertical integration of α, thereby excluding air
inclusions produced in the surf zone, but taking into account all water volumes (i.e., even air-borne
water, e.g., in case of plunging waves, spray). This corresponds best to how η in the experiment was
measured: resistive wave gauges give a response proportional to the wire wet length [71], thereby
similarly excluding air pockets. However, it is acknowledged that some uncertainty remains regarding
how resistive type wave gauges measure the free surface in the presence of air–water mixtures along
the gauge. This could lead to discrepancies in the numerical–experimental model comparisons in the
surf zone and on top of the promenade [72].

The resulting numerical time series were filtered in the same way as the experimental data
(Section 2.1) and were synchronised to the experimental time reference. The synchronisation was done
based on the η time series at the three most offshore located wave gauges (i.e., WG02–03–04) by means
of a cross-correlation. The obtained numerical–experimental time lags for each of these WG locations
were subsequently averaged and rounded to the nearest multiple of the time series time step. This
time lag was then used to synchronise all numerical time series to the experimental time reference.
This makes sure that numerical errors (such as phase lag), which are important for model validation,
were retained.

Furthermore, to investigate the model performance for the SW and LW components separately,
the η time series were separated into ηSW and ηLW by applying a 3rd-order Butterworth high- and
low-pass filter, respectively. A separation frequency of 0.09 Hz was employed, which is in between
the bound long wave frequency (f1–f2 = 0.035 Hz) and the lowest frequency of the primary wave
components (f 2 = 0.155 Hz).
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2.3. Validation Method

The validation of the numerical model OF to the large-scale experiment EXP is done both
qualitatively and quantitatively. The qualitative validation entails a comparison of the time series of the
main measured parameters. However, it is recommended to apply model performance statistics as well
for a more quantified and objective validation [73]. Therefore, general numerical model performance
will be evaluated by applying a skill score or dimensionless measure of average error, such as Willmott’s
refined index of agreement dr [74]:

dr =

{
1 − MAE

cMAD , MAE ≤ cMAD
cMAD
MAE − 1, MAE > cMAD

(2)

where c is a scaling factor and is taken equal to 2 to obtain a balance between the number of deviations
evaluated within the numerator and within the denominator of the fractional part of dr; MAE is the
mean absolute error defined by:

MAE =
1
N

∑N

i=1
|Pi − Oi| (3)

with N the number of samples in the time series, and P the predicted time series together with the
pair-wise-matched observed time series O (for i = 1,2, . . . ,N), and MAD is the mean-absolute deviation:

MAD =
1
N

∑N

i=1

∣∣∣Oi − O
∣∣∣ (4)

where the overbar represents the mean of the time series. This model performance index dr is bounded
by [−1.0, 1.0] and, in general, more rationally related to model accuracy than other existing model
performance indices or skill scores. For the purposes of this paper, dr is used as a general measure of
the model performance, and a dr value of 0.5 is already considered to be a poor model performance.
Since it is a single measure of model performance, it can be more easily used to evaluate, for example,
the spatial model performance over the length of the wave flume.

Because a repetition of the selected experimental test is available (REXP), dr can be evaluated
between REXP and EXP as well. This can serve as a limit above which a dr value of the numerical
model signifies that the numerical model performance cannot be improved beyond the experimental
model uncertainty due to model effects, etc. Therefore, similar to the relative errors as defined by
van Rijn et al. [75], a relative refined index of agreement d′r is proposed here which provides the
performance of the numerical model relative to the experimental model uncertainty:

dr′ =

⎧⎪⎪⎨⎪⎪⎩ 1 − MAEnum − MAErexp
cMAD = 1 − (dr,num − dr,rexp), MAEnum − MAErexp ≤ cMAD

cMAD
MAEnum − MAErexp

− 1 = (dr,num − dr,rexp) − 1, MAEnum − MAErexp > cMAD
(5)

where the subscripts num and rexp indicate that the statistic is evaluated for the respective numerical
and repeated experimental data, and c is again taken equal to 2. When the numerator MAEnum–MAErexp

is negative (i.e., <0), the numerical error compared to the experiment is smaller than the experimental
uncertainty, which means that the numerical model performance cannot be improved. In that case
MAEnum–MAErexp = 0 is forced, so that d′r = 1. A classification of model performance based on ranges
of d′r values and corresponding rating terminology is proposed in Table 2.
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Table 2. Proposed classification of the relative refined index of agreement d′r and corresponding rating.

d′r Classification [-] Rating

0.90–1.00 Excellent
0.80–0.90 Very Good
0.70–0.80 Good
0.50–0.70 Reasonable/Fair
0.30–0.50 Poor

(−1.00)–0.30 Bad

To obtain more insight into where the error of the model originates from, pattern statistical
parameters are considered as well. They are here explained in terms of what they represent for a time
series of η. The first additional statistical parameter is the standard deviation σ, which is a measure of
the wave energy or wave height of a η time series. The normalised standard deviation is given by:

σ∗ =
σp

σo
(6)

where σp and σo are the standard deviations of the predicted and observed time series, respectively.
Another important statistical parameter is the bias B, given by:

B = P − O (7)

The bias indicates whether the model under- or over-predicts the observation, but provides no
further assurances on the accuracy of the model result. The bias represents the difference in wave setup
between two η time series. It is normalised by the standard deviation of the observed time series:

B∗ =
B
σo

(8)

The correlation coefficient R, is defined by:

R =

1
N
∑N

i=1

(
Pi − P

)(
Oi − O

)
σpσo

(9)

which is a measure of the phase similarity between two time series and the wave periods in the case of
η time series.

The length of the time series used for the analysis is based on the duration of the generated
bichromatic waves including tapering (i.e., 125 s), beginning at the first time step when the baseline
is first significantly exceeded (i.e., indicating arrival of the first wave). Since the experimental and
numerical time series have different sampling frequencies, the time series with the highest sampling
frequency was interpolated to the time steps of the time series with the lowest sampling frequency.

For some locations where wetting and drying occurs (i.e., on the dike, promenade, and vertical
wall), the measurement regularly returned to the baseline or zero-line meaning that as a bore passed by,
reflected against the wall and ran back down the dike slope, intervals were created in the time series
of (near-) zero values. Including these “non-event” times in the statistical analyses would bias the
statistics by:

• unnecessarily penalising the numerical model performance for an experimental measurement
error. For example, in the experimentally measured and processed time series of p and Fx, often
some residual instrumental noise or oscillations persisted during such non-event (or “dry”) times;

• unnecessarily rewarding the model performance towards (almost) perfect agreement. For example,
during the time between impacts no water reaches the wall and model performance would be
perfect during such times (disregarding measurement noise).
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It was therefore decided to focus the analysis on the event instances when the values of the time
series (either experimental or numerical, to penalise phase differences or impacts not modelled by the
numerical model) are larger than a certain threshold above the baseline. The threshold for each such
time series is chosen to be as low as possible, but higher than the residual noise in the experiment.

3. Results

3.1. Time Series

The numerical model results are first compared qualitatively in the time domain to the experimental
measurements of test EXP. The surface elevations η are compared in Figure 4, the horizontal velocity
Ux on the promenade in Figure 5, and the total horizontal force Fx and pressures p on the vertical wall
in Figures 6 and 7, respectively.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

 
(j) 

Figure 4. Comparison of the η time series at all sensor locations (a–j), including ηLW in (a–f) (bold lines).
The zero-reference is the SWL for (a–f) and the promenade bottom for (g–j).
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Figure 5. Comparison of Ux time series at all sensor locations (for the PWs in (a,c–e); for the ECM
in (b)). The zero-reference is the promenade bottom at the sensor locations. For OF, both Ux at the
measured height above the promenade and the depth-averaged Ux time series are shown.

Figure 6. Comparison of Fx time series for the vertical wall. The experiment is the LC force measurement.

 
Figure 7. Comparison of p time series for all vertical pressure sensor locations (for PS01–13 in (a–m)),
PS01 being the bottom PS and PS13 the top-most PS.
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The η time series compare very well between OF and EXP (Figure 4), especially at the beginning
of the simulation, but more discrepancies start to show over time and further along the flume. Overall,
frequency dispersion, the non-linear wave transformation processes (i.e., SW shoaling (Figure 4d),
breaking (Figure 4e,f), energy transfer to the subharmonic bound LW (Figure 4d–f)), overtopping
(Figure 4g), bore interactions, and reflection processes (Figure 4g–j) seem to be well-represented by OF.

The simulated Ux on top of the promenade appears to significantly underestimate the experimental
measurements (Figure 5). This underestimation mostly disappears when using the OF depth-averaged
velocity Ux instead, which is done for the remainder of the validation. In addition, OF shows much
better correspondence to the ECM than the PWs during return flow of a reflected bore (Ux < 0). This
confirms that the PWs did not measure correct velocities during those instances (e.g., 57 s ≤ t ≤ 63 s in
Figure 5b–c).

In terms of Fx and p on the vertical wall, OF generally reproduces the timing of the impact events,
including the evolution over time (Figures 6 and 7). However, the EXP time series peak values appear
to be underestimated by OF for both Fx and p, and for a few impacts, the first dynamic impact peak is
not entirely captured either (e.g., t = 82 s and 140 s). In the experiment, the lowest PSs were loaded
more often than the PSs positioned higher up the vertical wall, because of different bore impact run-up
heights. The lowest PSs also registered the highest values, indicating a mostly hydrostatic pressure
distribution along the vertical wall [76]. Both these observations were reproduced by OF. Validation of
the pressure distribution along the vertical wall is further investigated in Section 3.4.

3.2. Wave Characteristics

Based on the η time series the root mean square wave height Hrms is calculated in the time domain
and represents a characteristic wave height and measure of the wave energy. The evolution of Hrms,
the short- and long-wave components (i.e., Hrms,sw and Hrms,lw), and the mean surface elevation η or
wave setup over the wave flume up to the toe of the dike are displayed in Figure 8. The experimental
repeatability of Hrms appears to be near-perfect, since the EXP and REXP data points are almost
indistinguishable. The OF results for these wave characteristics are available along the complete
distance from the wave paddle until the toe of the dike location. The numerical results seem to follow
the experiments very well, although some discrepancies can be seen. The total and SW wave heights
(Hrms and Hrms,sw, respectively, in Figure 8) decrease in the OF result from the wave paddle up to the
toe of the foreshore and underestimate the EXP wave height along this distance. Over the foreshore,
the SWs start to shoal until their steepness becomes too high and, according to OF, start to break about
11 m from WG07 towards the dike. The location of incipient wave breaking (or decrease in Hrms), xb,
cannot be validated with the experiment, because of insufficient wave gauges in the wave breaking
zone. In any case, the EXP wave height increase due to shoaling (WG07) and decrease due to breaking
(WG13–14) are reproduced well by OF. However, over the foreshore, OF slightly underestimates the
wave amplitude. The experimental LW wave height (Hrms,lw in Figure 8) is slightly underestimated by
OF in front of the wave paddle (WG02–WG04), and at the dike toe (WG14).

In terms of the wave setup η, the wave set-down observed in the experiment offshore from the
foreshore toe is not reproduced by OF (ηOF remains close to zero). Further along the flume in the surf
zone, however, η is better predicted by OF, showing a smaller overestimation.
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Figure 8. Comparison of Hrms between OF and (R)EXP up to the dike toe. From top to bottom: Hrms,sw

for the SW components, Hrms,lw for the LW components, Hrms for the total η, the wave setup η, and
finally an overview of the sensor locations, SWL, and bottom profile.

3.3. Model Performance and Pattern Statistics

In this section, the model performance and pattern statics introduced in Section 2.3 are applied to
obtain a quantitative numerical model performance evaluation. Tables 3 and 4 provide the pattern
and model performance statistics for all sensor locations along the flume up to the vertical wall. The
evolution of dr and R at the WG locations along the wave flume up to the toe of the dike is visualised
for ηSW (dr,sw and Rsw), ηLW (dr,lw and Rlw), and η (dr,tot and R) in Figures 9 and 10 respectively, and of
dr for η and Ux on the promenade in Figure 11.

Figure 9. Index dr of REXP and OF with EXP up to the dike toe. From top to bottom: dr,sw for ηSW, dr,lw

for ηLW, dr,tot for η, and finally an overview of the sensor locations, SWL, and bottom profile.
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Table 3. Pattern and model performance statistics for all ηmeasurement locations.

Location
REXP OF

B* [-] σ* [-] R [-] dr [-] B* [-] σ* [-] R [-] dr [-] d′r [-] Rating [-]
WG02 −0.01 1.01 1.00 0.97 0.06 0.94 0.96 0.85 0.88 Very Good
WG03 −0.01 0.99 1.00 0.97 0.05 0.92 0.95 0.85 0.87 Very Good
WG04 −0.01 1.00 1.00 0.97 0.06 0.91 0.95 0.84 0.87 Very Good
WG07 0.01 1.00 1.00 0.97 0.06 0.94 0.94 0.84 0.87 Very Good
WG13 0.00 0.97 0.94 0.83 0.04 0.95 0.73 0.66 0.83 Very Good
WG14 0.00 1.00 0.98 0.92 0.05 0.89 0.91 0.82 0.90 Very Good

WLDM01 −0.02 0.99 0.99 0.92 −0.08 1.00 0.89 0.80 0.88 Very Good
WLDM02 −0.02 1.01 0.99 0.92 −0.05 1.01 0.91 0.82 0.89 Very Good
WLDM03 0.00 0.98 0.99 0.92 −0.03 0.98 0.90 0.82 0.90 Very Good
WLDM04 0.01 0.97 0.98 0.92 −0.00 1.00 0.87 0.79 0.87 Very Good

Table 4. Pattern and model performance statistics for all Ux measurement locations on the promenade.

Location
REXP OF

B* [-] σ* [-] R [-] dr [-] B* [-] σ* [-] R [-] dr [-] d′r [-] Rating [-]
PW01 0.02 0.96 0.91 0.80 −1.24 1.55 0.58 −0.10 0.10 Bad
ECM −0.02 1.05 0.87 0.81 −0.25 0.94 0.73 0.63 0.82 Very Good
PW02 −0.05 0.99 0.88 0.82 −0.66 1.22 0.65 0.29 0.48 Poor
PW03 −0.02 1.00 0.92 0.86 −0.57 1.06 0.68 0.40 0.54 Reasonable/Fair
PW04 −0.03 1.02 0.88 0.77 −0.42 0.88 0.58 0.37 0.61 Reasonable/Fair

Figure 10. Comparison of R for η of REXP and OF with EXP up to the dike toe. From top to bottom: Rsw

for ηSW, Rlw for ηLW, R for η, and finally an overview of the sensor locations, SWL, and bottom profile.

Figure 11. Index dr of REXP and OF with EXP from the dike toe up to the vertical wall. From top to
bottom: dr for η and Ux, and finally an overview of the sensor locations, SWL, and bottom profile.
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The evolution of dr,tot along the flume is very similar for both REXP and OF (Figure 9 and Table 3):
it remains constant until the shoaling zone (WG02–WG07), decreases over the surf zone (WG07–13),
and increases back up to the dike toe (WG13–14). This indicates that the decreased experimental model
repeatability of the surface elevation in the surf zone is at least part of the cause of the decreased
numerical model performance. The relative model performance d′r for η is consequently fairly constant,
corresponding to a model performance rating of Very Good, which remains consistently so up to the
last sensor location in front of the vertical wall. Considering ηSW and ηLW separately reveals that dr,sw

mostly follows the same trend as dr,tot, and that dr,lw,OF clearly has a different behaviour: dr,lw,OF is not
as high as dr,sw,OF in front of the wave paddle (i.e., dr,lw,OF = ~0.70 and dr,sw,OF = ~0.85 at WG02–WG04),
but steadily increases towards the dike toe, while dr,lw,rexp remains relatively constant, causing d′r to
slightly increase as well.

The pattern statistics B* and σ* represent the accuracy of the respective wave setup and wave
height from offshore until the dike toe and confirm the qualitative observations made in Section 3.2.
However, spatial information about the accuracy of the numerical wave phase modelling was not
included previously, and is shown separately here in Figure 10. The SW phase accuracy of OF decreases
significantly over the surf zone (R = ~0.90 to ~0.60), while it increases for the LWs (R = ~0.85 to ~0.97).
The total wave phase prediction accuracy of OF decreases at WG13 because it is located at a node
of the standing long waves in front of the dike (Figure 8), thus Rsw has a higher weight in R there.
Conversely, the dike toe (WG14) is located at an antinode, and therefore Rlw has higher weight in R
than Rsw, leading to an increase of R again at the dike toe.

Along the promenade, the dr for η and Ux is shown in Figure 11 and at first sight seems to indicate
that the OF model performance for Ux is much worse than that for η, primarily for comparisons with
the PW measurements, but also for the ECM measurement. Taking into account the experimental
uncertainty, however, the model performance rating for Ux of ECM is actually Very Good (d′r,ECM in
Table 4), which is the same as the OF model performance rating for η on the promenade (d′r,WLDM01-04
in Table 3). For the PW measurements, the OF rating for Ux is still worse (Reasonable/Fair to Bad), but
was explained before by the fact that the PW’s had faulty positive Ux measurements during return
flow (Section 3.1).

Although the wave setup at the dike toe is overestimated by OF (B∗WG14 > 0), η on the promenade
is on average underestimated (B∗WLDM01−04 < 0) as is Ux (B* < 0). Conversely, the bore wave height is
well-represented on the promenade (σ∗WLDM01−04 = ~1.00), while the wave height is underestimated at
the dike toe (σ∗WG14 = 0.89). The surface elevation phase difference between OF and EXP observed at
the dike toe (RWG14 = 0.91) is carried over on the promenade (RWLDM01–04 = ~0.90), but higher phase
differences are detected for Ux (RECM = 0.73).

Finally, the model performance in terms of p and Fx is evaluated at the vertical wall (Figure 12 and
Table 5). Both REXP and OF show the highest model performance at the lowest pressure sensor location
and a more or less linear decreasing model performance at PS locations higher along the vertical wall.
The relative difference between the dr of REXP and OF increases more along the vertical wall, leading
to a numerical model performance rating from Very Good for PS01–PS06, to Good for PS05–PS11, and
finally to Reasonable/Fair at the highest PS locations (PS12–PS13) (Table 5). Considering that the bottom
PSs registered the highest p values and are therefore the most determinative in the calculation of Fx, it
follows that the numerical model performance for Fx is rated Very Good as well. The pattern statistics
in Table 5 reveal the remaining numerical errors to be that p and Fx are generally underestimated by
OF (i.e., B* < 0.00 and σ* <1.00) and that the impact events still slightly mismatch in time between OF
and EXP (R < 1.00).
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Figure 12. Index dr of REXP and OF with EXP, for p at the vertical wall (horizontal axis).

Table 5. Pattern and model performance statistics for all p (PS) and Fx (LC) measurement locations.

Location
REXP OF

B* [-] σ* [-] R [-] dr [-] B* [-] σ* [-] R [-] dr [-] d′r [-] Rating [-]
PS01 0.00 1.00 0.98 0.92 −0.14 0.84 0.84 0.80 0.88 Very Good
PS02 −0.01 0.99 0.97 0.92 −0.10 0.82 0.77 0.77 0.84 Very Good
PS03 0.00 1.00 0.96 0.91 −0.13 0.75 0.71 0.75 0.83 Very Good
PS04 0.02 0.99 0.94 0.87 −0.13 0.74 0.66 0.72 0.85 Very Good
PS05 0.01 1.00 0.96 0.91 −0.11 0.75 0.61 0.69 0.78 Good
PS06 −0.01 0.97 0.96 0.90 −0.13 0.78 0.61 0.72 0.82 Very Good
PS07 −0.01 0.93 0.95 0.89 −0.17 0.76 0.53 0.67 0.78 Good
PS08 −0.05 0.86 0.94 0.86 −0.20 0.74 0.46 0.65 0.78 Good
PS09 −0.07 0.88 0.93 0.85 −0.25 0.78 0.39 0.61 0.76 Good
PS10 −0.04 0.93 0.94 0.90 −0.24 0.77 0.48 0.67 0.77 Good
PS11 −0.04 0.91 0.94 0.88 −0.33 0.57 0.37 0.63 0.75 Good
PS12 −0.20 0.79 0.89 0.78 −0.55 0.53 −0.05 0.42 0.65 Reasonable/Fair
PS13 −0.15 0.57 0.92 0.77 −0.59 0.33 0.12 0.40 0.63 Reasonable/Fair
LC 0.00 0.97 0.90 0.90 −0.12 0.74 0.73 0.76 0.85 Very Good

3.4. Bore Interactions and Impact

To explain some of the numerical successes and failures encountered in the reproduction of the
experimental bore impacts on the vertical wall, a detailed analysis is done of a selection of individual
impact events and the bore interactions leading up to them. The analysis is based on an investigation
of snapshots at important time instants during the first two largest impact events in the modelled time
series (Figure 7). The first (t = ~56 s) and second (t = ~82 s) main impact events are chosen because
they are good examples of a respective successful and less successful numerical reproduction of the
experimental impacts.

Numerical snapshots of the flow on the dike, including the velocity distribution along the vertical
cross-section at the ECM location or the pressure distribution along the vertical wall, are compared in
Figures 13 and 14 to the equivalent experimental data and snapshots based on side and top view video
images. Key time instants of overtopped bore behaviour are selected during these two main impacts
and are listed chronologically in Table 6. Some of the key time instants occur at slightly different times
in each model (due to slight wave phase differences). In those cases, the key time instants were selected
from each model result based on identifiable features in the bore interaction images, the Ux time series
or the Fx time series (e.g., peaks, troughs, . . . ), making sure a relevant comparison is made of the bore
interaction and the velocity or pressure profile.
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Figure 13. Snapshots of selected key time instants chronologically over the first main impact (a–f). The
OF snapshot (left) is compared to the equivalent EXP snapshot from the side view (centre) and top view
(right) cameras. In the OF snapshots, the colours of the water flow indicate the velocity magnitude |U|
according to the colour scale shown at the top. The red arrows are the velocity vectors, which are scaled
for a clear visualisation. Each OF snapshot has two inset graphs: at the top is a time series plot of Ux

(for EXP and Ux for OF) (a–c) or Fx (d–f), in which a circle marker (o) and a plus marker (+) indicate
the time instant of the numerical and experimental snapshot, respectively. Along the vertical wall, Ux

(a–c) or p (d–f) is plotted at the respective ECM sensor location or each PS location (the vertical axis
is z [m]). Along the promenade, four vertical grey dashed lines indicate the sensor locations on the
promenade, of which the WLDM gauges are also visible in the experimental snapshots (topped by blue
plastic bags). The location of the ECM is at the second vertical grey dashed line from the left. The time
instant of the numerical snapshot is provided by tOF.
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Figure 14. Snapshots of selected key time instants chronologically over the second main impact (a–f).
See the caption of Figure 13 for further descriptions.

Table 6. Description of the snapshots shown in Figure 13 (main impact 1) and Figure 14 (main impact 2).

Figure Description

Main Impact 1

Figure 13a Pre-impact of small overtopped wave.

Figure 13b Pre-collision of large overtopped bore and small
wave reflected from vertical wall.

Figure 13c Collision of large overtopped bore and reflected
small wave.

Figure 13d Impact on vertical wall of high velocity spray from
overturned bore.

Figure 13e Dynamic impact of overturned bore on vertical wall.

Figure 13f Quasi-static impact of overturned bore on vertical
wall.

Main Impact 2

Figure 14a Very small overtopped bore.
Figure 14b Impact of small overtopped bore on vertical wall.
Figure 14c Impact of large overtopped bore on vertical wall.

Figure 14d Impact of large overtopped bore on vertical wall,
continued.

Figure 14e Impact of large overtopped bore on vertical wall,
continued.

Figure 14f Return flow of large bore reflected from vertical wall.
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The first series of impacts mainly occurred while the LWs overtopped and reflected on the
dike-wall structure for the first time. A good indication of this time period is when η at the dike toe
(Figure 4f) was larger than the freeboard (i.e., 47 s ≤ t ≤ 70 s). During the LW overtopping/reflection,
several SWs propagated on top of the LW crest, overtopped the dike, and impacted the vertical wall
along with the LWs; after a very small first overtopped bore (t = ~48 s in Figure 6), a second larger
bore impacted and reflected on the vertical wall (t = ~52.5 s). While the reflected second bore returned
seawards, a third small wave overtopped and headed towards the vertical wall (Figure 13a, termed
“sequential overtopping bore pattern” by Streicher et al. [75]). This small wave then reflected against
the vertical wall, while a very large turbulent bore overtopped the dike crest (Figure 13b). At that
moment the small wave and large bores were propagating in opposite directions on the promenade.
Eventually they collided, and the larger incident turbulent bore was forced to overturn (Figure 13c).
This collision also caused spray to be ejected at a high velocity from the overturning wave tongue
(see (x, z) = (178.3 m, 4.9 m) in Figure 13c). This airborne water volume hit the vertical wall first
and separately from the main overturning wave tongue (see (x, z) = (178.5 m, 4.95 m) in Figure 13d),
causing a local pressure peak at the location of PS10 (see the p-profile in Figure 13d). Subsequently, the
main overturning wave hit the wall, causing a dynamic force peak Fx,1 (Figure 13e), and ran vertically
up the wall temporarily reducing Fx during maximum run-up (not shown). The following run-down
and reflection from the wall correspond to a second force peak Fx,2, this time of quasi-static nature
(Figure 13f). This type of bore interaction was called a “plunging breaking bore pattern” by Streicher
et al. [75], which (in this case) caused a quasi-static impact (Fx,1/Fx,2 < 1.20, according to Streicher
et al. [75]). This is valid for both the experiment and the numerical model result, indicating that OF
was able to reproduce these processes leading to a very similar shape of the pressure distribution along
the vertical wall (see pressure profiles in Figure 13d–f) and time evolution of Fx (see time series graph
insets in Figure 13d–f). Comparing Ux,ECM from EXP with the velocity profile from OF at the ECM
location (see velocity profiles in Figure 13a–c) reveals that OF locally, but consistently underestimated
Ux at the vertical measurement position of the ECM, which was also observed in Figure 5b.

The second series of impacts occurred during the second LW overtopping and reflection event
(Figure 4f–j: 74 s ≤ t ≤ 100 s). Again, SWs propagated on top of the LW crest, bringing bore interactions
to the promenade. This time, however, the bore interaction pattern modelled by OF that caused the
main impact was different from the pattern observed in EXP. First, a very small bore overtopped
the dike crest and was immediately followed by a much larger bore. In EXP, the smaller bore was
overtaken by the larger bore (Figure 14b–c, termed “catch-up bore pattern” by Streicher et al. [75]),
leading to a quasi-static impact. In the result from OF, however, the very small wave overtopped
sooner (Figure 14a), so that it had time to reflect against the wall (Figure 14b) before colliding with the
incoming larger bore (not shown). OF therefore modelled a collision bore pattern instead of a catch-up
bore pattern, greatly reducing the first impact force peak of the main impact (by ~65% compared to
EXP, Figure 14c). This also clearly affected the pressure profiles along the vertical wall: during the first
Fx peak, p is severely underestimated, but the distribution is still similar, with a local peak at PS04. The
p-profiles differentiate more at the Fx peak of the OF result (Figure 14d) and at the quasi-static Fx peak
in the EXP result (Figure 14e). In the experiment, a quasi-hydrostatic pressure profile was measured,
at both those time instants. In the OF result, however, a pressure peak is found at PS06, caused by a
vortex formed at the foot of the vertical wall upon which a strong flow impinged on the wall at that
location. After reflection of the bore, both models correspond again, showing a hydrostatic pressure
profile along the wall (Figure 14f).

4. Discussion

4.1. Wave Transformation Processes Until the Dike Toe

In Sections 3.1 and 3.2 it was already established that OF is capable of reproducing the wave
shoaling and breaking processes in terms of evolutions inη and Hrms. This section discusses the processes
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related to the LW transformations over the foreshore as modelled by OF and their correspondence to
observations in EXP.

The modulation factor βm of the SWs is high for the considered bichromatic wave conditions
(Table 1), indicating that the incident-bound LW amplitude was relatively high as well. Furthermore,
the normalised bed slope parameter βb can be calculated [37]:

βb =
hx

ω

√
g
hb

(10)

where hx is the foreshore slope (= 1:35), ω is the radial frequency of the bound LW (= 2π(f 1–f 2)), g
the gravitational acceleration, and hb a characteristic breaking depth (= 2.12 m at xb = 115 m). A
value of 0.28 is obtained, which means that the bound LW shoaling had a mild slope regime (βb <

0.3), so that the growth rate of the incoming LWs was much higher than that given by Green’s Law
(conservative shoaling), indicating significant energy transfer from the primary SWs to the bound
LW [77]. Additionally, in a mild-slope regime, LW shoreline dissipation and shoreline reflection are
high and low, respectively [37]. However, the beach considered here is not a beach by itself, but acts as
a foreshore to a steep-sloped dike. Consequently, no such expected decrease in LW energy towards
the shoreline is observed (i.e., Hrms,lw in Figure 8). Indeed, the dike was positioned in the shoaling
zone of the long waves, thereby preventing the LWs from breaking. Instead, LWs reflected against
the dike, indicated by the oscillations of Hrms,lw towards the dike in the OF result, which implies the
presence of a (partial) standing wave system. Wave gauges WG13 in the inner surf zone and WG14
at the dike toe were positioned at a node and anti-node of this standing wave system. This is also
clearly visible in the η time series plot, where ηLW is much closer to zero at WG13 (Figure 4e) than at
WG14 (Figure 4f). In the surf zone the LW previously bound to the wave group became a free wave,
traveling at its own wave celerity. Due to first-order wave generation at the boundary, other spurious
free LWs were generated as well at the wavemaker and propagated as free waves towards the dike [78].
During a standing LW crest at the dike toe, the LWs themselves overtopped the dike (i.e., when η >
freeboard Rc = 0.117 m, Figure 4f) thereby temporarily aiding several breaking SWs to overtop the
crest of the dike (the wave length of the free LWs was more than five times longer than the primary SW
components in the inner surf zone). These results have illustrated OF’s ability to reproduce the wave
energy transfer to the subharmonics and LW transformations over the foreshore until the dike toe. All
these observations also confirm that the contribution of LWs to the processes on the dike, including the
wave impact loading on the vertical wall, is very important in the case that is considered here.

4.2. Importance of Differences in Wave Generation Methods

Although the overall OF model performance was rated to be Very Good, a few differences
between the OF and EXP results remain to be explained. One of the largest OF inaccuracies was an
underestimation of the wave height, primarily observed at the offshore WG locations (WG02–WG04,
see Figure 8 and Table 3), suggesting an underestimation of the incident wave energy and/or numerical
diffusion. The underestimation was likely caused by differences between the numerical wave generation
method with static boundary in OF and the physically moving wave paddle in the EXP [69]. The wave
boundary condition by olaFlow allows for a tuning factor to be applied to Ux and η at the boundary, to
overcome a possible underestimation of the incident wave height. Such a calibration of the OF model
(with a tuning factor of 1.13) was found to solve the underestimation of the wave height (not shown),
but introduced or exacerbated other errors, finally leading to lower values of dr and decreased model
performance ratings for Ux,ECM and Fx.

Another remaining discrepancy between OF and EXP is found in η, which was primarily
overestimated by OF in the offshore region (Figure 8). Also, after calibration of the incident wave
height to EXP, Hrms (and consequently η) increased in the surf zone, exacerbating the η overestimation
there (not shown). The root cause of this difference is likewise related to the different wave generation
methods applied in EXP and OF. In the experimental wave flume, the finite body of water and
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conservation of mass caused water mass to be redistributed from offshore to the surf zone during
build-up of the wave setup, thereby causing a lowering of the mean water level in the offshore region.
This process developed differently in OF because of the static boundary condition including AWA.
The AWA assures a constant mean water level at the boundary [8,53], meaning that a net water mass
is added to the computational domain until a quasi-steady state is achieved when wave setup is
fully developed [55]. In this case, OF’s method is closer to the field condition, where generally a
large enough body of water is available to supply water mass for the wave setup to develop without
noticeably lowering the offshore mean water level. Nevertheless, in the context of the validation, this
difference in η is the cause of many of the remaining inaccuracies in the OF result compared to EXP,
because the waves propagated in slightly different mean water depths, which affected the non-linear
wave-wave interactions and wave phases in the surf zone. Consequently, it is believed to be the root
cause of the strong decrease of Rsw observed in the surf zone (i.e., locations WG13–14 in Figure 10).

These two remaining inaccuracies in the OF results compared to EXP (i.e., underestimation of
Hrms and overestimation of η) are both attributable to the differences in wave generation methods
applied. Although an overall Very Good model performance rating was achieved by OF, it is expected
that even better results can be obtained by applying a closed dynamic wave boundary condition in
OF, which mimics the EXP wave paddle movement. However, application of the dynamic boundary
condition of olaFlow proved to be highly unstable for the present case, and no result was achieved to
confirm this hypothesis.

4.3. OF Model Performance for Impacts on a Dike-Mounted Vertical Wall

The accuracy of a numerical wave model to reproduce wave overtopping over a dike with a very
shallow foreshore depends on the quality of the incident waves at the dike toe location [10]. The same
should therefore hold true for impacts on a dike-mounted vertical wall by such overtopped waves.

The overall Very Good model performance of OF in terms of p and Fx at the vertical wall can be
explained by a generally correct reproduction of bore interactions over the promenade of the dike.
Conversely, discrepancies (even small ones) in bore interactions between OF and EXP can lead to
significant differences in the impact type on the vertical wall, and consequently in p and Fx (Section 3.4).
In addition, the much lower values of B∗OF and ROF compared to B∗REXP and RREXP for Ux,ECM (i.e., B∗REXP
= −0.02 and RREXP = 0.87, B∗OF = −0.25 and ROF = 0.73 in Table 4) indicate an important contribution of
the underestimation of Ux and of phase differences in Ux between OF and EXP to the remaining errors
in the impact prediction by OF. The bore interactions on their part depend on the wave conditions
at the dike toe location. This is illustrated by the calibrated OF model results, which were found to
improve the wave height reproduction at the dike toe compared to the OF model (Section 4.2), while
errors increased for the wave setup and wave phases at the dike toe location, leading to a lower model
performance for the processes on the dike (not shown).

Even when the incident wave conditions at the dike toe would be perfectly reproduced, other
model limitations would still contribute to residual errors in the numerical results for the wave impacts
on the vertical wall:

• 3D effects in EXP (i.e., irregular and oblique wave fronts, wave breaking-induced 3D vortex
formation), which are unreproducible by a 2DV RANS model;

• Water-air mixing in bores and air pressure fluctuations in entrained air pockets by overturning
wave impacts on the wall, which are both processes not resolved by a multiphase numerical model
of two incompressible and immiscible fluids.

• The applied VOF method, which is known to smear the water-air interface over several grid cells
and to cause high spurious velocities in the air phase [45]. These limitations may be (partially)
overcome by applying the following recent developments:

o An alternative geometric VOF method, isoAdvector, has been developed to obtain a
sharper interface [79,80], specifically with applications for marine science and engineering
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in mind [46]. However, the sharper interface may lead to a larger error in the velocity near
the water surface [45] and the method is currently mainly tested and validated for wave
propagation, but not yet for wave breaking, overtopping, and wave impact, all processes
essential for this study.

o Spurious velocities may be avoided by implementing, e.g., the ghost fluid method [81],
although such an implementation is currently not available in any of the open source
OpenFOAM versions.

• The turbulence model, which has been carefully chosen as the state-of-the-art (Section 2.2.1), but
is still limited by its inherent assumptions.

• Douglas and Nistor [82] have shown that (compared to a dry-bed condition) a bore propagating
over a thin layer of water on the bed (i.e., wet-bed condition) can substantially increase the
steepness and depth of the bore-front and consequently affect the impact of the bore on the wall.
The near-bed resolution of the OF grid along the promenade might not have been able to correctly
reproduce wet-bed bore propagation in cases of a very thin layer of water, possibly even modelling
a dry-bed bore propagation instead.

• Differences between OF and EXP in the treatment of friction on the bed of the promenade. The
no-slip boundary condition and applied wall function in OF modelled a boundary layer, which
lowered Ux close to the bed more than was measured in EXP. On average, Ux was underestimated
by OF at the measurement locations of the PWs and ECM close to the promenade bed (Figure 5,
B* in Table 4 and Figure 13a–c).

Errors in the reproduction of the impact type and the first two model limitations listed above
are also apparent in the numerical reproduction of the pressure distribution along the vertical wall:
higher up the wall a decreasing OF model performance rating of p was observed (Figure 12, Table 5).
The highest PS locations are the most sensitive to errors in the impact and run-up patterns along the
vertical wall and to overly simplified water-air mixture modelling.

5. Conclusions

A RANS multiphase solver for two incompressible and immiscible fluids (water and air), interFoam
of OpenFOAM® with olaFlow wave boundary conditions (OF), was applied in 2DV for bichromatic
wave transformations over a cross-section of a hybrid beach-dike coastal defence system, consisting of
a steep-sloped dike with a mildly-sloped and very shallow foreshore, and finally wave impact on a
vertical wall. OF was not validated before in this context, where (prior to impact) waves undergo many
nonlinear transformations and interact with a dike slope and promenade. A large-scale experiment of
bichromatic waves and its repetition were selected for this validation. The repeated test allowed us
to assess the accuracy of the measurements, uncertainty due to model effects, and variability due to
stochastic processes in the experiment.

The validation consisted of both qualitative and quantitative comparisons. Pattern and model
performance statistics were employed for the quantitative validation. Based on Willmott’s refined
index of agreement dr, calculated for OF and the repeated test REXP with reference to the first test
EXP, a relative refined index of agreement dr

′ was proposed, which takes the experimental uncertainty,
derived from REXP, into account in the numerical model performance evaluation. Based on value
ranges of dr

′, a classification into model performance ratings was proposed as well.
After a convergence analysis of the most important numerical parameters (i.e., grid resolution

and CFL number), and without calibration of the numerical model, a model performance rating
of Very Good was achieved by OF compared to the experiment for all relevant design parameters
(i.e., η, Ux, p, and Fx), which demonstrates OF’s applicability for the design of such hybrid coastal
defence systems. Remaining discrepancies were found to be mainly caused by the different wave
generation methods applied in OF (static boundary) and EXP (moving wave paddle), which caused an
underestimation of the incident wave energy and an overestimation of the wave setup in OF compared
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to EXP. Consequently, when applying OF for a design of a hybrid coastal defence system, the incident
wave energy is recommended to be calibrated, while the wave setup development for a static boundary
condition with AWA in OF is actually closer to the field condition compared to EXP (finite water mass).

A detailed comparison of snapshots at key time instants of bore interactions leading up to two
selected bore impacts on the vertical wall revealed that slight errors in wave phases can lead to very
different bore interaction patterns on the promenade and finally to different bore impact types on
the wall.

Future work includes a detailed inter-model comparison between the OF model presented here, a
weakly compressible SPH model (DualSPHysics), and a non-hydrostatic wave model (SWASH) for the
same case [65].
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Appendix A. Numerical Convergence Analysis

The OF result is influenced by many of its settings, of which the spatial discretisation of the model
domain and time stepping are the most important [45]. Their convergence analysis is presented here.
The numerical model convergence analysis is based on η at the experimental wave gauge locations
over the wave flume up to the dike toe, since it is the most important driver of model performance of
the subsequent processes on the dike. The wave force at the vertical wall is not suitable as reference
for the grid convergence analysis, because relatively small differences in wave phase can cause very
different types of bore interactions on the promenade and therefore very different resulting bore
impacts (Section 3.4).

Appendix A.1. Model Convergence Statistics

For the convergence analysis, four customised statistical error indicators are considered, among
which the first three are defined to reflect several aspects of the η time series considered (i.e., wave
setup, wave height and wave phase):

• Freeboard normalised bias, NB:

NB =
B
Rc

(A1)

in which Rc is the freeboard, and B is the bias defined by (7). The bias or difference in the wave setup
is normalised with the freeboard which is one of the governing parameters for waves overtopping a
dike [83].

• Residual error of the normalised standard deviation, RNSD:

RNSD = 1− σ∗ (A2)

in which σ* is given by (6) and in which the observed time series is the reference time series and the
predicted time series is the considered time series. A positive RNSD signifies a higher wave height and
a negative RNSD signifies a lower wave height compared to the reference.
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• Residual error of the correlation coefficient, RCC:

RCC = 1−R (A3)

in which R is the correlation coefficient, given by (9), between the reference time series and time series
of interest. Lower RCC values indicate better phase correspondence of the considered time series to
the reference.

• Normalised mean absolute error, NMAE, given by:

NMAE =
MAE

Omax −Omin
× 100% (A4)

in which MAE is the mean absolute error, given by (3), and Omax and Omin are the respective maximum
and minimum values of the reference time series.

The closer these statistics are to zero, the lower the difference between the considered and reference
time series.

Appendix A.2. Convergence Analyses

The grid convergence analysis varies the refinement level in the surface elevation zone βsez up to
the dike toe (i.e., βsez = 0, 1, 2, 3; Figure 3) and uses the mesh with the highest level (i.e., βsez = 3 or Δx =
Δz = 0.0225 m) as the reference to which the other (coarser) resolution simulations are compared to.
Convergence is achieved when no other significant changes are observed compared to a finer grid
resolution model. The time stepping convergence analysis uses the run with the lowest maxCo number
(i.e., maxCo = 0.15) as the reference to which other temporally coarser simulations (i.e., maxCo = 0.45,
0.25) are compared to. The statistical error indicators from Section A1 are provided in Figures A1
and A2. All errors are close to or less than 5% at the toe of the dike for βsez = 2 (i.e., Δx = Δz = 0.045 m)
and maxCo = 0.25. Even though maxCo = 0.45 does not show much higher errors than a value of 0.25,
maxCo = 0.25 was preferred, because higher maxCo simulations were found to be prone to numerical
instabilities. In any case, as long as the maxCo number cannot be defined separately for the air and
water phases, the time step is mostly determined by the high spurious velocities that occur at the
water-air interface. Because these spurious velocities are much higher (2–3 times) than the velocities in
the water phase, much lower Courant numbers are actually obtained in the water phase [46]. This also
explains why only limited differences between the tested maxCo values are observed here.

Moreover, the NMAE shows in both cases a similar value at the toe of the dike (WG14) to that
of the ~3% obtained between EXP and REXP. The remaining numerical error is therefore assumed
acceptable, and the mesh resolution and time stepping can be considered sufficiently converged for
those settings (βsez = 2; maxCo = 0.25).

  
(a) (c) 

Figure A1. Cont.
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(b) (d) 

Figure A1. OF model grid resolution convergence analysis of the η time series at the WG locations
along the flume up to the dike toe (WG14) based on (a) the normalised bias, (b) the residual normalised
standard deviation, (c) the residual correlation coefficient, and (d) the normalised mean-absolute-error.
The reference is the finest mesh with a refinement level in the surface elevation zones βsez of 3.

  
(a) (c) 

  
(b) (d) 

Figure A2. OF model time step convergence analysis based on maxCo for the mesh with βsez = 2. The
reference is the lowest maximum Courant number applied (maxCo = 0.15). See caption of Figure A1 for
the description of (a–d).
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Abstract: Three open source wave models are applied in 2DV to reproduce a large-scale wave flume
experiment of bichromatic wave transformations over a steep-sloped dike with a mildly-sloped
and very shallow foreshore: (i) the Reynolds-averaged Navier–Stokes equations solver interFoam
of OpenFOAM® (OF), (ii) the weakly compressible smoothed particle hydrodynamics model
DualSPHysics (DSPH) and (iii) the non-hydrostatic nonlinear shallow water equations model
SWASH. An inter-model comparison is performed to determine the (standalone) applicability of the
three models for this specific case, which requires the simulation of many processes simultaneously,
including wave transformations over the foreshore and wave-structure interactions with the dike,
promenade and vertical wall. A qualitative comparison is done based on the time series of the
measured quantities along the wave flume, and snapshots of bore interactions on the promenade and
impacts on the vertical wall. In addition, model performance and pattern statistics are employed
to quantify the model differences. The results show that overall, OF provides the highest model
skill, but has the highest computational cost. DSPH is shown to have a reduced model performance,
but still comparable to OF and for a lower computational cost. Even though SWASH is a much more
simplified model than both OF and DSPH, it is shown to provide very similar results: SWASH exhibits
an equal capability to estimate the maximum quasi-static horizontal impact force with the highest
computational efficiency, but does have an important model performance decrease compared to OF
and DSPH for the force impulse.

Keywords: inter-model comparison; wave modelling; shallow foreshore; dike-mounted vertical wall;
wave impact loads; OpenFOAM; DualSPHysics; SWASH

1. Introduction

Urban areas situated along low elevation coastal zones need to be protected against wave
overtopping and flooding during storm conditions. Moreover, many existing sea dikes protecting such
coastal urban areas need to be adapted to be prepared for the effects of sea level rise, which is one
of the most challenging problems currently facing coastal communities around the world. A hybrid
soft-hard coastal defence system is a promising solution in this context [1]. Such a coastal defence
system consists of a soft mildly-sloped—usually nourished—beach that acts as a shallow foreshore
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to a hard steep-sloped sea dike. In many cases, structures on top of the sea dike (e.g., storm walls
and buildings fronted by a promenade) are still in danger of being loaded by overtopping storm
waves. In the design of these structures, such wave loading needs to be considered. However, this is
a challenging task, because along the cross section of a hybrid beach–dike coastal defence system,
storm waves are forced to undergo many transformation processes before they reach the structures on
the dike. These hydrodynamic processes include shoaling, wave dissipation by breaking (turbulent bore
formation) and bottom friction, energy transfer from the sea/swell or short waves (hereafter SW)
to their super- and subharmonics (or long waves: hereafter LW) by nonlinear wave–wave interactions,
reflection, wave run-up and overtopping on the dike, bore impact on a wall or building, and finally
reflection back towards the sea interacting with incoming bores on the promenade.

Therefore, typically experimental modelling is done for this specific case [2]. However, numerical
modelling has become a possibility as well by applying computational fluid dynamics (CFD) techniques.
In particular, Gruwez et al. [3] have already shown that numerical modelling with a Reynolds-averaged
Navier–Stokes (RANS) model (i.e., interFoam of OpenFOAM®) can provide very similar results to
large-scale experiments of overtopped wave impacts on coastal dikes with a very shallow foreshore
(i.e., from the WAve LOads on WAlls (WALOWA) project [4]). Yet, such Eulerian numerical methods
require often expensive mesh generation and need to implement conservative multi-phase schemes
to capture the nonlinearities and rapidly changing geometries. Conversely, meshless schemes can
efficiently handle problems characterised by large deformations at interfaces, including moving
boundaries and do not require special tracking to detect the free surface. Methods such as smoothed
particle hydrodynamics (SPH) [5] and the particle finite element method (PFEM) [6] are examples,
of which SPH is the most commonly applied in coastal engineering applications [7]. In SPH,
the continuum is replaced by particles, which are calculation nodal points free to move in space according
to the governing dynamics laws. Although, differently from Eulerian grid-based methods, multiphase
air–water SPH models are still quite scarce and have a high computational cost [8,9]. Several studies
on coastal engineering applications based on single-phase SPH have been published during the last
decades, for example, wave propagation over a beach [10], solitary waves [11], modelling of surf zone
hydrodynamics [12], wave run-up on dikes [13], tsunamis forces [14] and wave forces on vertical
walls and storm walls [15,16]. Still, single-phase SPH is also inherently expensive computationally,
therefore high-performance computing is required. In particular, graphics processing units (GPUs)
are employed to accelerate the computations, as, for example, in GPU-SPH [17] and DualSPHysics [18].

Up to now, it has been assumed that numerical models based on the full Navier–Stokes (NS)
equations (i.e., RANS and SPH) are necessary for the current case, particularly for the complex two
dimensional vertical (2DV) flows occurring on the dike and promenade in front of the structure
(or vertical wall) on top of the dike. However, bores impacting vertical walls have also been
modelled before with more simplified numerical models. Overtopped bores propagating over a
promenade and impacting a vertical wall show many similarities to tsunami bore impacts on vertical
walls. Tsunami bore impacts on vertical walls have been numerically modelled by Xie and Chu [19]
using shallow-water-hydraulics (SWH) equations, with a hydrostatic pressure assumption, and have
shown results consistent with experiments. The nonlinear shallow water (NLSW) equations have been
applied before for the modelling of wave overtopping on steep-sloped impermeable dikes [20] and for
violent overtopping of steep-sloped seawalls [21], but the lack of frequency dispersion was identified as
the limiting factor to be able to correctly reproduce wave grouping. Beyond simple bore propagation,
wave frequency dispersion has been added to the NLSW equations in several ways. One such example
is OXBOU, a one-dimensional horizontal (1DH) hybrid Boussinesq-NLSW model [22], in which the
Boussinesq equations treat the frequency dispersion prior to wave breaking. Whittaker et al. [23]
applied this model for the propagation of a transient focussed wave group, wave breaking, overtopping
and loading on an inclined seawall with a steep foreshore. They found that when the hydrodynamic
contributions are sufficiently small, the perturbed hydrostatic pressure force gives an accurate
approximation to the experimentally measured horizontal force. Another example is SWASH, a
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non-hydrostatic NLSW equations model, where frequency dispersion is resolved by approximation of
the vertical gradient of the non-hydrostatic pressure together with a vertical terrain-following grid
in a multi-layer approach [24]. It has been shown to be a very efficient and accurate method for the
simulation of wave transformations over a (barred) beach [25], including transfer of wave energy to the
LWs [26], and mean overtopping discharge [27] and maximum individual overtopping volume [28]
over dikes with a very shallow foreshore. However, SWASH has never been validated before for
(overtopped) bore impact loading on vertical walls.

To help identify and highlight the (dis)advantages of different types of numerical models relative
to each other, inter-model comparisons are typically performed. Vanneste et al. [29] compared a RANS
model (FLOW-3D) with DualSPHysics and SWASH for the application of wave overtopping and impact
on a quay wall with berm and storm wall on top. They found a qualitatively good correspondence of the
wave overtopping and impact on the storm wall for FLOW-3D and DualSPHysics, without an attempt
to assess the hydrostatic pressure result from SWASH. They showed that a one-layer SWASH model was
not able to accurately predict the wave overtopping in such a case. Buckley et al. [30] compared SWASH
with SWAN [31] and XBeach [32] for application to irregular wave transformations in reef environments,
where the formation of LWs was also found to be important and was reproduced by SWASH and XBeach.
St-Germain et al. [33] compared DualSPHysics and SWASH for monochromatic wave transformation
and overtopping on a dike with a shallow foreshore based on numerical snapshots and included a
visual validation of surface elevation time series with a physical experiment. In addition, they made a
numerical comparison of an irregular wave case. Both models appeared to give similar results for the
bulk parameters. However, their comparison was mostly qualitative and therefore not quantified with
model performance statics. Park et al. [34] did a laboratory validation and inter-model comparison of
two RANS models: a single-phase model (ANSYS-Fluent) and a two-phase model (IHFOAM, part of the
open source CFD toolbox OpenFOAM® [35–37]). They investigated non-breaking, impulsive breaking,
and broken monochromatic wave interactions with elevated coastal structures, and found that the
numerical accuracy of wave shoaling and breaking processes played a key role for the accuracy of the
forces and pressures on the structure. Both models provided similarly good results, but validation was
again mostly limited to a qualitative visual comparison of time series. One exception was the model
performance in terms of force and pressure, which was quantified by calculating a normalised residual
impulse of force/pressure. González-Cao et al. [38] both validated and inter-compared DualSPHysics
and IHFOAM to experiments of breaking monochromatic waves impacting a vertical sea wall with a
hanging horizontal cantilever slab, placed on a steep foreshore. They applied model performance and
pattern statistics and showed that both models provide comparable results, with IHFOAM narrowly
obtaining higher skill scores for low and medium resolutions, whereas for high spatial resolutions
both models provided a similar level of accuracy. Finally, Lashley et al. [39] applied a broad range of
wave models, including both SWASH and OpenFOAM®, to irregular wave overtopping on dikes with
shallow mildly sloping foreshores (similar to the case considered in this paper). They found that accurate
modelling of the LWs was essential to obtain accurate results for the mean overtopping discharge q and
that the most computationally expensive model is not always necessary to obtain an accurate result.
However, the analysis was strictly limited to the bulk parameters of wave transformation until the
dike toe and q, and did not consider time series nor individual wave related events.

Therefore, clearly there is still a lack of literature about inter-model comparisons of numerical
wave modelling for the combined processes leading to wave impacts on sea dikes and dike-mounted
walls in presence of a very shallow foreshore, which also includes a detailed quantitative analysis
based on both model performance and pattern statistics. The main goal of this paper is to investigate
which type of numerical model is most accurate and most applicable in practice for the considered
case. Three open source wave models are selected for standalone application, each representing one of
the most popular in its category: (i) a RANS model (i.e., interFoam of OpenFOAM®), (ii) a weakly
compressible SPH model (i.e., DualSPHysics) and (iii) a non-hydrostatic NLSW equations model
(i.e., SWASH). We chose to investigate the performance of each model as standalone for the present work
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in order to provide a detailed overview of model capabilities and limitations applied to wave–structure
interaction phenomena in very shallow water conditions. The RANS model is the same one as
presented by Gruwez et al. [3], which was validated with large-scale experiments of overtopped
wave impacts on coastal dikes with a very shallow foreshore from the WALOWA project [4]. In this
paper, the same experiment and RANS model are used as a basis for the inter-model comparison
with the (until now untested for this case) DualSPHysics and SWASH models. The analysis is done
both (i) qualitatively, based on a comparison of the time series of the main measured parameters
and snapshots of bore interactions and impacts on the dike, and (ii) quantitatively, based on model
performance and pattern statistics, to critically assesses the performance of all three models to reproduce
the large-scale experiment. The computational cost of each numerical model is also evaluated in terms
of computational and model setup time. Finally, the results are discussed by comparing to results of
the numerical models for the individual processes in other available literature, and the applicability of
each numerical model for a design case is investigated.

2. Methods

2.1. Large-Scale Laboratory Experiments

Experimental tests to study overtopped wave loads on walls were undertaken in the Deltares Delta
Flume. The model, at Froude length scale 1/4.3, consisted of a sandy foreshore and a concrete sea dike with
promenade (Figure 1). On top of the promenade a vertical wall was positioned. The water surface elevation
ηwas measured using wave gauges (WG) positioned over the wave flume and promenade, the horizontal
velocity Ux with an electromagnetic current meter (ECM) positioned on the promenade [40], and the
horizontal wave impact force Fx and pressures p by load cells (LC) and pressure sensors (PS), respectively.
Both bichromatic and irregular wave tests were conducted with active reflection compensation (ARC),
of which the repeated bichromatic wave test Bi_02_6 (Table 1) was chosen for the inter-model comparison.
The test included mostly plunging breakers on the 1:10 transition slope and spilling breakers on the
1:35 foreshore slope in front of the dike. All other relevant details of the tests and the processing of the
experimental data used in this paper for the inter-model comparison are provided by Gruwez et al. [3].
For further information on the experimental model setup, the reader is referred to the work in [4].
The WALOWA experimental dataset is available open access [41].

Table 1. Hydraulic parameters for the WALOWA bichromatic wave test (EXP) and its repetition (REXP):
ho is the offshore water depth, ht the water depth at the dike toe, Hm0,o the incident offshore significant
wave height, Rc the dike crest freeboard, fi the SW component frequency, ai the SW component
amplitude and δ (=a2/a1) the modulation factor. Reproduced from the work in [3], with permission
from the authors, 2020.

TestID [-] Duration [s] ho [m] ht [m] ht/Hm0,o [-] Rc [m] f1 [Hz] a1 [m] f2 [Hz] a2 [m] δ [-]

Bi_02_6 (EXP) &
Bi_02_6_R (REXP) 209 4.14 0.43 0.33 0.117 0.19 0.45 0.155 0.428 0.951

2.2. Numerical Models

2.2.1. OpenFOAM

The OpenFOAM®model and model setup as described by Gruwez et al. [3] is used. To summarise,
and citing the work in [3], the solver interFoam of OpenFOAM® v6 [42] is applied, “where the advection
and sharpness of the water–air interface are handled by the algebraic volume of fluid (VOF) method [43]
based on the multidimensional universal limiter with explicit solution (MULES)” [44–46]. The boundary
conditions for wave generation and absorption are managed by olaFlow [47], while “the turbulence
is modelled by the k-ω SST turbulence closure model” that was “stabilised in nearly potential flow
regions by Larsen and Fuhrman [48], with their default parameter values [49]”. Hereafter, OF refers to
the OpenFOAM® numerical model as presented by the authors of [3].
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Figure 1. (a) Overview of the geometrical parameters of the wave flume and WALOWA model setup,
with indicated WG locations. Reproduced from the work in [4], with permission from the authors, 2020.
(b) Front view of the vertical wall on the promenade with indication of the LCs and PS array.

2.2.2. DualSPHysics

In the present study, DualSPHysics v5.0 [50], based on the weakly compressible SPH method [18],
is applied, with the Wendland kernel [51] which controls the interactions between the particles based on
a smoothing length hSPH; and with artificial viscosity [52], tuned with parameter αav, which represents
the fluid viscosity, prevents particles from interpenetrating, and provides numerical stability for free
surface flows [53]. Moreover, employing the artificial viscosity scheme has been shown to exhibit
interesting features related to the turbulence field under breaking waves [12]. The weakly compressible
SPH method requires that the speed of sound is usually maintained at least 10 times higher than the
maximum velocity in the system (managed by the empirical coefficient coeffsound). One consequence
is that numerical pressure noise tends to develop [54]. To combat this, a density diffusion term
(DDT) was introduced in the continuity equation [54]. This so-called δ-SPH approach increases the
smoothness and the accuracy of pressure profiles. The δ-SPH method is applied in this study, by using
the improved DDT of Fourtakas et al. [55] where the dynamic density is substituted with the total
one. The modified Dynamic Boundary Conditions (mDBC) are employed for the fluid–boundary
interactions [56]. Waves are generated by means of moving boundaries that mimic the movement of a
laboratory wavemaker. The model also has its own embedded wave generation and absorption system
capable for generation of random sea states, monochromatic waves and multiple solitary waves [11,57].
Hereafter, the DualSPHysics numerical model as presented here is simply referred to as DSPH.

The DSPH 2DV model domain extends from the wave paddle, over the foreshore and dike up
to the vertical wall on top of the promenade (Figure 2). Some distance behind the vertical wall is
also included to allow limited wave or splash overtopping without recirculation of the overtopped
water. The boundary of the model domain and vertical wall consists of fixed particles. The water area,
bounded by the still water level (SWL) and the fixed bottom, consists of particles that are allowed to
move freely according to the SPH governing equations. The particles of the wave paddle move back
and forth in the x-direction to reproduce the realised wave piston motion of the experiment including
ARC. All fixed or wave paddle prescribed moving particles provide a boundary for the fluid particles
according to the mDBC.
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Figure 2. Definition of the DSPH 2DV computational domain, with coloured indication of the
model fixed and movable boundaries. The still water level (SWL) is indicated in blue (z = 4.14 m).
Note: The axes are in a distorted scale.

Unlike OF, where a variable grid resolution over the studied domain is used, no likewise or
adaptive refinement is implemented in DSPH yet, being still one of the unresolved questions in SPH,
also defined within the main SPHERIC Grand Challenges [58]. The resolution in DSPH is determined
by the initial particle spacing dp. Previous experience has shown that at least ten particles per regular
wave height (i.e., H/dp ≥ 10) are necessary to obtain an accurate regular nonlinear wave profile and
propagation [59]. However, to resolve the thin layer flows on the promenade, the water phase particles
are assigned an initial particle spacing of dp = 0.02 m, leading to a total of 1,309,056 particles in the
model domain. This choice is confirmed by a grid convergence analysis in Appendix A.

All simulations were carried out employing αav = 0.01, which is most commonly used for sea
wave modelling [16], and hSPH/dp = 2.12, where the smoothing length is calculated in DSPH according
to the initial interparticle distance as hSPH = coefh

√
2dp in 2DV. In the present calculations, coefh = 1.8

was assumed (usually in the range 1.2 to 1.8 [59]). The recommended and default density diffusion
parameter value of 0.1 was chosen. The results of a sensitivity analysis of these parameters showed
negligible influence (not shown). The so-calculated kernel size is equal to 0.051 m, which can be
considered as the effective model resolution since, citing Lowe et al. (2019), “the kernel size effectively
reduces the model resolution by smoothing the results over the length-scale hSPH”. It is therefore twice
the finest resolution used on the promenade in the OF model (i.e., dx = dz = 0.0225 m).

The symplectic position Verlet time integrator scheme was employed for time integration, with a
variable time step dependent on the Courant–Friedrich–Lewy (CFL = 0.18) condition, the forcing terms
and the diffusion term of Monaghan and Kos [10]. The DSPH simulations were run on a NVidia
GeForce GTX TITAN Black with 2880 CUDA cores and FP64 (double) performance of 1.882 TFLOPS.

2.2.3. SWASH

In this study, SWASH v5.01 is applied. SWASH (Simulating WAves till SHore) is based on
the nonlinear shallow water equations with addition of non-hydrostatic terms. It employs an
implementation of the equations of mass and momentum conservation similar to incompressible RANS
models, but with a significantly reduced vertical resolution. In the x-direction, the computational
domain is discretised in equally sized grid cells and in z-direction the water column is divided into a
fixed number of vertical layers K, each with a thickness of Δz = h/K (where h is the local water depth).
During wave breaking, SWASH does not model air inclusions and simulates it in a more simplified way,
without overturning waves and turbulent vortices, applying a shock-capturing scheme. Moreover,
for low vertical resolutions (K < 10), the bore front is approximated in a hydrostatic front approximation
(HFA), by analogy of the turbulent bore to a hydraulic jump and by ensuring conservation of mass and
momentum [25]. For a complete model description and numerical implementation reference is made
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to the works in [24–26]. Hereafter, the SWASH numerical model as presented here is referred to as
SW1L or SW8L depending on the amount of vertical layers K applied (respectively, K = 1 and K = 8).

In SWASH, no boundary condition exists that replicates the wave paddle motion from an
experiment. The SWASH 2DV model domain therefore starts at the first experimental wave gauge
(i.e., WG02, x = 43.5 m) so that the incident wave time series obtained from a reflection analysis can be
applied as a boundary condition for the incident waves. The domain extends further horizontally up
to some distance past the top of the vertical wall where overtopped water is allowed to exit the domain
(Figure 3). The model domain is vertically bounded by the free surface (z = η(x,t)) and a fixed bottom.

Figure 3. Definition of the SWASH computational domain, with coloured indication of the model
boundaries. The wavemaker and weakly reflective boundary is positioned at the most offshore wave
gauge WG02 location (x = 43.5 m). The SWL is indicated in blue (z = 4.14 m). Note: The axes are in a
distorted scale.

In the horizontal direction, rectilinear cell sizes are used. For relatively high waves, 100 grid
cells per wave length are recommended [60]. The shortest of the two primary components of the
bichromatic wave group has a wave length of approximately 30 m (or Δx = 0.30 m) for the water depth
at the wave paddle and about 12 m (or Δx = 0.12 m) for the water depth at the toe of the dike. A grid
size of 0.2 m is therefore assumed, which is confirmed by a grid convergence analysis in Appendix A.
To obtain a correct total water depth in each cell in the vicinity of the steep dike slope and the vertical
wall, a bottom level in the cell centres is necessary, which is taken equal to the upper-right corner of
each computational cell (by activating BOTCel SHIFT mode in SWASH), thereby preventing errors due
to bottom interpolation.

The number of vertical layers is determined by the value of kho (where k is the wavenumber) [61].
For both primary wave components, kho is below 1.0 and a one-layer approach (or depth-averaged,
K = 1) is acceptable with respect to frequency dispersion. Although a one-layer approach also appeared
to be sufficient in terms of accuracy of water surface elevation for the wave–structure interactions with
the dike and vertical wall, a second SWASH simulation was done as well using eight layers (K = 8)
to resolve more the flow on top of the dike and in front of the wall. This allows a comparison of the
velocity field in the snapshot comparisons with the other two numerical models (Section 3.5) and an
evaluation of the model performance of a multi-layer model. Discretisation of the vertical pressure
gradient is done by the implicit Keller-box scheme for SW1L, while the explicit central differences
layout was applied for SW8L to ensure robustness.

The input at the wavemaker boundary of SWASH is the incident η time series obtained at WG02
by a reflection analysis using the three offshore wave gauges (WG02, 03 and 04), and following the
method of Mansard and Funke [62] as it is implemented in WaveLab [63]. Note that the inter-distances
of the three wave gauges were not optimised for the considered bichromatic waves, but still the
reflection analysis was found to provide a reasonable incident time series. In addition, a calibration
factor of 0.95 is applied to the incident surface elevation time series to match the amount of wave
energy with the experiment in WG02 (see Section 3.2) introduced into the computational domain.
The wavemaker boundary has a weakly reflective boundary condition, which is a numerical active

175



J. Mar. Sci. Eng. 2020, 8, 985

wave absorption system emulating the effects of the experimental ARC. At the outlet boundary past
the top of the vertical wall, a Sommerfeld radiation condition is applied, which allows overtopped
water to leave the domain. A Manning’s roughness coefficient n value of 0.019 is applied for the entire
domain (default value [61]), for both the sand bottom and dike.

2.3. Data Sampling and Processing

Data sampling and processing of the OF model results and synchronisation of the numerical results
to the experimental data were discussed by Gruwez et al. [3] and remain valid here. The same methods
were applied to the DSPH and SW1L/SW8L model results. Of interest to repeat here is that a 3rd-order
Butterworth low-pass filter with a cut-off frequency of 6.22 Hz (i.e., 3.0 Hz at prototype scale which is
larger than the natural frequency of 1.0 Hz of typical buildings along the Belgian coast) was applied to
the Fx and p time series of both the experiment and numerical model results. This removed the high
frequency oscillations caused by stochastic processes during dynamic or impulsive impacts, so that the
experimental signal can be reproduced by the deterministic numerical models [3,64].

For the water surface elevation measurement, both the OF and DSPH methods have uncertainties
in a breaking region, where the free surface is complex and air/void inclusions are present. However,
experimental instruments, such as the resistive wave gauges applied here, can suffer from similar
uncertainties [3,12]. In the case of SW1L/SW8L, no air or void inclusions are modelled and η is available
explicitly from the governing equations.

The pressure was sampled in OF at the PS locations along the vertical wall, while Fx was calculated
by integration of p along the height of the LC (by using the OpenFOAM® library “libforces.so”).
In DSPH, p is calculated by interpolating the fluid particle pressure at a distance from the wall equal to
hSPH and forces are calculated as the summation of the acceleration values (solving the momentum
equation) multiplied by the mass of each boundary particle belonging to the vertical wall. In SWASH,
the total pressure, including both the hydrostatic and non-hydrostatic pressures, exhibited strong
oscillations in the grid cells closest to the vertical wall (not shown). Contrary to OF and DSPH,
the (numerical noise) oscillations were not removed completely by the applied filtering, with significant
residual—and in some cases even exacerbated—spurious oscillations. No immediate explanation
was found to their root cause. In any case, it was found that these oscillations are attributable to the
non-hydrostatic part of the pressure. Therefore, they disappeared entirely when only considering the
hydrostatic pressure. The SW1L/SW8L p and Fx time series are therefore limited to the hydrostatic
part in further analyses. For SW1L, the hydrostatic pressures at the pressure sensor locations were
then calculated by ρg(η-zPS), where ρ is the water density (1000 kg/m3), g the gravitational acceleration
(9.81 m/s2), η is taken from the grid cell closest to the vertical wall (which represents most closely the
bore run-up height against the vertical wall) and zPS is the z-coordinate of the considered pressure
sensor. For SW8L, the hydrostatic pressure was interpolated between the 8 vertical grid cell values
closest to the PS locations. The horizontal impact force Fx was obtained by integration of the hydrostatic
pressure along the vertical wall.

Furthermore, citing the work in [3], “to investigate the model performance for the SW and LW
components separately, the η time series were separated into ηSW and ηLW by applying a 3rd order
Butterworth high- and low-pass filter, respectively. A separation frequency of 0.09 Hz was employed,
which is in between the bound long wave frequency (f 1 − f 2 = 0.035 Hz) and the lowest frequency of
the primary wave components (f 2 = 0.155 Hz).”

2.4. Inter-Model Comparison Method

The inter-model comparison is done qualitatively by comparing the time series of the main
measured parameters between the numerical model results and the experimental data. The same
model performance and pattern statistics used in the detailed OF model validation by Gruwez et al. [3]
(Appendix B) are applied here for the quantitative model performance of DSPH and SW1L/SW8L and
the numerical inter-model comparison.
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For easier and faster selection of the best model performance between different models,
pattern statistics can be visualised in one graph. The Taylor diagram [65] is such an example,
which makes use of the relation between the normalised standard deviation σ∗ (Equation (A9)),
the correlation coefficient R (Equation (A11)) and the root mean square error (RMSE). While this
diagram allows a straightforward comparison of the performance for amplitude (represented by σ∗)
and phase (represented by R) between different models, no information about the bias is provided.
Moreover, the Taylor diagram relies heavily on the (centred) RMSE, which is known to be misleading,
because it is biased by extremes or outliers in the dataset and is dependent on the data sample
size [66]. Minimising the RMSE therefore does not always lead to an improved model performance [67].
Alternatively, Jolliff et al. [67] therefore proposed a skill target diagram, based on the normalised bias
B* (Equation (A10)) and the model skill score S:

S = 1−
(
e−

(σ∗−1)2

0.18

)(1 + R
2

)
, (1)

which has a scale between 0 and 1 (lower values present a better model prediction), and allows to
independently move σ∗ and R closer to 1. In a skill target diagram, B* is taken as the Y-axis of the target
diagram and Sσd as the X-axis, with σd being the sign of the standard deviation difference:

σd = sign
(
σp − σo

)
. (2)

Positive and negative X-axis values therefore indicate respectively a higher or a lower standard
deviation (or wave height when the considered variable is η) of the modelled time series compared to
the observed time series. The closer the model point is to the diagram origin, the better the model
performance is to represent the observation. The total model skill score based on this diagram can then
be summarised as the distance ST from the origin of the target diagram or

ST =

√
(B∗)2 + S2 (3)

which is bounded by [0, 1]. The closer ST is to zero, the better the skill of the model is to reproduce the
pattern of the experimental measurements. The main advantages of a skill target diagram are that it
clearly visualises the pattern statistics, and that it provides more insight into different aspects of the
model performance than a general numerical model performance statistic, such as Willmott’s refined
index of agreement dr (Equation (A5)).

So far, none of the statistics mentioned provide specific information on the model performance of
the peak forces and duration of the wave-induced force on the vertical wall. However, both are of
high significance to structural damage [68], and their model performance should be assessed as well.
The model performance to reproduce the experimental peak forces of each independent wave impact
event during the test is evaluated by a dr-value between predicted and observed maximum horizontal
force per impact event Fx,max (i.e., dr,Fx,max). The duration of the wave impact can be evaluated by the
impulse of the total horizontal force I:

I =
∫ tN

0
Fx(t)dt (4)

where tN is the total duration of the test. To evaluate the model performance, a normalised predicted
impulse is considered:

I∗ =
Ip

Io
(5)

where Ip and Io are the predicted and observed force impulses calculated by Equation (4), respectively.
The observed total horizontal force impulse is overestimated, equal to or underestimated by the
prediction when I* > 1, I* = 1 or I* < 0, respectively. Note that I* is evaluated for the complete Fx time
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series, so that phase differences are disregarded by this parameter. Therefore, I* purely evaluates the
correspondence of the total impulse on the vertical wall during the complete test.

3. Results

3.1. Time Series Comparison

The three numerical model results are first compared qualitatively in the time domain to each
other and to EXP. For the sake of brevity, not all measured locations, but a selection of sensor locations
is presented here. Sensor locations were selected to be representative for different areas along the flume
with clearly different physical behaviours of the waves. In Figure 4, the time series of η are compared at
measurement location WG04, representing the offshore waves between the wave paddle and foreshore
toe; WG07, representing the wave shoaling and incipient breaking area; WG13, representing the surf
zone; WG14, representing the inner surf zone and toe of the dike location; and WLDM02, representing
the bore interaction area on the promenade. For clarity, the ηLW time series are shown separately
in Figure 5. The time series of Ux are compared in Figure 6 at the ECM location on the promenade.
For the numerical models, actually the depth-averaged horizontal velocity Ux is shown instead, as
it was shown to deliver a better correspondence to EXP than Ux for OF [3]. The same was found to
be the case for DSPH (not shown), and SW1L only provides Ux, since it is a depth-averaged model.
In Figure 7, the time series of Fx are compared to the LC measurements, and in Figure 8 the time series
of p are compared at the PS locations selected at approximately equidistant positions along the array
(i.e., 0.28 m from PS01 up to PS09 and 0.24 m up to PS13).

Figure 4. Comparison of the η time series at selected sensor locations (a–e). The zero-reference is the
SWL for panels (a–d) and the promenade bottom for panel (e). Note: ηLW is shown as well, but only
for EXP (bold dotted lines in panels (a–d)). Adapted from the work in [3], with permission from the
authors, 2020.

From these figures, it is immediately clear that all three numerical models provide results that are
very close to EXP. Especially for η, differences appear to be very small with more significant differences
in the surf zone (Figure 4c,d) and on top of the dike (Figure 4e). Further differences are revealed when
comparing the η time series of the LW components only. OF does not correspond as well to EXP in the
offshore zone (Figure 5a) compared to the other two numerical models. In the surf zone, however,
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OF shows better correspondence to EXP together with SW1L, while DSPH starts to diverge more from
EXP for t greater than approximately 120 s (Figure 5c,d).

Reproducing Ux appears to be more challenging than η for all numerical models. Most of the
positive Ux peak values (i.e., flow towards the vertical wall) are reproduced, while some of the return
flow durations (i.e., t for Ux < 0) are modelled longer by OF than SW1L, with DSPH being in between
(Figure 6). Unfortunately, return flow velocities were often not captured by the ECM measurements in
EXP, mostly by too thin flow layers (no data).

Figure 5. Comparison of the ηLW time series at selected sensor locations (a–d). The zero-reference is
the SWL. Adapted from the work in [3], with permission from the authors, 2020.

Figure 6. Comparison of the Ux time series at the ECM location. The zero-reference is the promenade
bottom. Adapted from the work in [3], with permission from the authors, 2020.

Figure 7. Comparison of the Fx time series at the vertical wall. The experiment is the load cell force
measurement. Adapted from the work in [3], with permission from the authors, 2020.

For the Fx (Figure 7) and p time series (Figure 8), differences become more distinctive. DSPH shows
(small) negative or sub-atmospheric p peaks, not observed in EXP, that occur before some of the
dynamic impact peaks and mostly for the lowest PSs (Figure 8a). Both OF and DSPH appear to
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underestimate most peak values for both Fx and p, while phase differences with EXP are most apparent
for DSPH and SW1L.

Figure 8. Comparison of the p time series at selected sensor locations (a–e), PS01 being the bottom PS
(a) and PS13 the top-most PS (e). Adapted from the work in [3], with permission from the authors, 2020.

3.2. Spatial Distribution of Wave Characteristics

The evolution of the root mean square wave height Hrms, the SW and LW components
(i.e., Hrms,sw and Hrms,lw), and the mean surface elevation η (wave setup) over the wave flume
up to the toe of the dike are compared in Figure 9. All models agree on the general evolution of the
Hrms curves along the flume. The wave height slightly decreases from the wave paddle up to the toe of
the foreshore, more so in case of OF than DSPH (with DSPH closest to EXP): from the wave paddle
location to the foreshore toe, Hrms decreases about 10% more for OF than DSPH. SW1L shows a similar
behaviour from its offshore boundary (i.e., at WG02) until the foreshore toe and corresponds most
with DSPH. On the other hand, SW shoaling is overestimated by both DSPH and SW1L (Hrms,sw at
WG07 in Figure 9). In the surf zone, DSPH reproduces the energy loss due to SW breaking best of
all three numerical models (i.e., closest result to (R)EXP for Hrms,sw at WG13 and WG14 in Figure 9),
while SW1L overestimates and OF underestimates Hrms,sw there.

The LW wave height Hrms,lw evolution along the flume in the experiment is also reproduced by all
three numerical models. An unexpected peak appears in the DSPH result near x = 126 m, which is not
found in the results by OF and SW1L. Moreover DSPH significantly overestimates Hrms,lw at WG13,
while OF underestimates Hrms,lw at the dike toe (WG14).

Overall, DSPH provides the best correspondence with (R)EXP for Hrms followed by SW1L,
while OF clearly underestimates it for all measured locations. In terms of the wave setup η, however,
SW1L shows the best correspondence with (R)EXP, while OF and DSPH, respectively, over- and
underestimate it until at least WG07. In the inner surf zone, OF corresponds better with (R)EXP for η
together with SW1L, while DSPH significantly overestimates it (η at WG13–14 in Figure 9).
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Figure 9. Comparison of the root mean square wave height Hrms between each numerical model
and the (repeated) experiment up to the toe of the dike. From top to bottom: Hrms,sw for the
short wave components, Hrms,lw for the long wave components, Hrms for the total surface elevation,
mean surface elevation or wave setup η and an overview of the sensor locations, SWL and bottom
profile. Adapted from the work in [3], with permission from the authors, 2020.

3.3. Model Performance and Pattern Statistics

More than a qualitative validation and evaluation of inter-model performance is not possible
with the time series comparison of Section 3.1, especially when visually almost no discernible and
consistent trends of distinction between the model results can be made. The model performance and
pattern statistics, provided in Appendix B and Section 2.4, then become very useful for a quantitative
evaluation. As dr provides a single dimensionless measure of average error, it is suitable to provide
insight into the spatial variation of model error in the flume. In addition to the dr of each numerical
model, the dr of the repeated experiment (REXP) is also included in this analysis. A numerical model
dr higher than the dr of REXP means that the numerical error cannot be reduced further compared to
the experimental repeatability error and a near “perfect” model performance would be achieved with
regard to the experiment [3]. Therefore, a relative refined index of agreement d’r (Equation (A8)) and a
corresponding rating (Table A1) was defined by Gruwez et al. [3] which provides the performance
of the numerical model relative to the experimental model uncertainty. Tables 2 and 3 provide the
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dr-values and the pattern statistics at key locations (dike toe and on the promenade, respectively).
It is noted that the statistics for η reported in Table 3 were averaged over the four measured locations
(WLDM01—WLDM04), for the sake of brevity and because it better represents the statistics for the
processes on the promenade. The evolution of dr and R at the WG locations along the wave flume
up to the toe of the dike is shown, respectively, in Figures 10 and 11, for ηSW (dr,sw and Rsw), for ηLW

(dr,lw and Rlw) and for η (dr,tot and R), and of dr for η and Ux on the dike in Figure 12.
Offshore, DSPH has the best model performance (WG02-04 in Figure 10, rated Excellent)

followed by OF (rated Very Good), and this continues to be so up to the shoaling zone (WG07),
although the rating for DSPH drops slightly to Very Good. On the other hand, while SW1L starts
offshore with a (relative) model performance similar to OF (rated Very Good), a notable decrease in
(relative) model performance occurs in the shoaling zone (WG07, rated Good). All models show a
generally decreasing trend of dr,tot over the surf zone (WG07-13) and increases back up to the dike
toe (WG13-14). Over the surf zone, DSPH gradually becomes the least performing numerical model
(WG13-14, rated Good) followed by SW1L (WG13, rated Good). The relative model performance of
SW1L increases back to Very Good at the dike toe (WG14). The performance of OF is not as good as
DSPH in the offshore area (WG02-04), but becomes the highest of all three numerical models in the surf
zone (WG13-14, rated Very Good) and continues to perform the best on the dike as well (Figure 12),
where the dr of η remains more or less constant for all models, with exception of DSPH which increases
slightly back to a rating of Very Good.

Separating η into the SW and LW components reveals that dr,sw mostly follows the same trend as
dr,tot, with the exception that DSPH performs better than SW1L at the dike toe for dr,sw (Figure 10). On the
other hand, dr,lw clearly has a different behaviour: OF does not reproduce the incident LWs as good as
DSPH and SW1L, but its LW performance steadily increases towards the dike toe (Figure 10), where the
LW energy increases (Figure 9). SW1L shows the overall best LW performance as it shows similar dr,lw
values offshore to DSPH and similar values to OF in the surf zone. It is also revealed that the increase
in SW1L error at WG07 is mostly caused by a decrease in ηsw performance. Even though SW1L shows
the least performance in modelling ηsw over the foreshore, that does not seem to affect its capability
of reproducing the LW shoaling and energy transfer from the SW to LW components, with a similar
accuracy to OF for modelling ηlw in the surf zone. Increased accuracy of SWASH of the SW modelling
can be obtained however, with increased vertical resolution: the SW8L model exhibits much better
performance in the shoaling zone (i.e., SW1L: dr,sw,WG07 = 0.73, SW8L: dr,sw,WG07 = 0.86, not shown),
and attains the same model performance for η at the toe of the dike as DSPH (dr,sw,WG14 = 0.53).
However, because of the smaller wave height of the SW components at the dike toe compared to the
LW components (Figure 9), this improvement only slightly increases the overall model performance at
the dike toe (Table 2, SW1L: dr,sw,WG14 = 0.85, SW8L: dr,sw,WG14 = 0.86).

Table 2. Model performance and pattern statistics evaluated for η of REXP, OF, DSPH, SW1L and SW8L
at measured location WG14 (dike toe location). Adapted from the work in [3], with permission from
the authors, 2020.

Model [-] B* [-] σ* [-] R [-] dr [-] d′r [-] Rating [-]

REXP 0.00 1.00 0.98 0.92 1.00 Excellent
OF 0.05 0.89 0.91 0.82 0.90 Very Good

DSPH 0.21 1.02 0.85 0.71 0.79 Good
SW1L 0.04 1.09 0.87 0.77 0.85 Very Good
SW8L 0.08 1.00 0.88 0.78 0.86 Very Good

The pattern statistics B* and σ∗ in Table 2 represent, respectively, the accuracy of the wave setup
and wave amplitude at the toe of the dike [3], and spatial information of these errors could already be
derived implicitly from the η and Hrms graphs in Figure 9. Both were already discussed in Section 3.2.
The result is that at the toe of the dike, DSPH has the best result of the three numerical models in terms
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of reproduction of the wave height (Table 2, σ∗ = 1.02), but the worst result in terms of the wave setup
(Table 2, B* = 0.21). OF has the worst result for the wave height (Table 2, σ∗ = 0.89), while delivering a
close second-best result with SW1L for the wave setup (Table 2, B* = 0.05). SW1L provides the lowest
wave setup error (Table 2, B* = 0.04).

Table 3. Model performance and pattern statistics evaluated for η of REXP, OF, DSPH, SW1L and
SW8L averaged over all measured locations on the promenade (WLDM01—WLDM04) and for Ux at
the measured location ECM. Adapted from the work in [3], with permission from the authors, 2020.

Model [-] Parameter [-] B* [-] σ* [-] R [-] dr [-] d′r [-] Rating [-]

REXP
η −0.01 0.99 0.99 0.92 1.00 Excellent

Ux −0.02 1.05 0.87 0.81 1.00 Excellent

OF
η −0.04 1.00 0.89 0.81 0.89 Very Good

Ux −0.25 0.94 0.73 0.63 0.82 Very Good

DSPH
η −0.04 1.01 0.81 0.72 0.80 Very Good

Ux −0.26 0.92 0.68 0.62 0.81 Very Good

SW1L
η −0.03 0.96 0.78 0.74 0.82 Very Good

Ux −0.22 0.84 0.51 0.55 0.74 Good

SW8L
η −0.14 0.91 0.82 0.75 0.83 Very Good

Ux −0.09 0.86 0.62 0.59 0.78 Good

Figure 10. Comparison of dr, evaluated for REXP, OF, DSPH and SW1L with reference to EXP, up to the
toe of the dike. From top to bottom: dr,sw for ηSW, dr,lw for ηLW, dr,tot for η, and finally an overview of
the sensor locations, SWL, and bottom profile. Adapted from the work in [3], with permission from the
authors, 2020.

However, in the previous, spatial information about the accuracy of the wave phase modelling is
missing and is shown separately in Figure 11. From this figure it is clear that DSPH introduces the
largest error in wave phases over the surf zone up to the dike toe, and that the error is mostly due to
phase errors in the SWs. Additionally, an important contribution of phase error is present in the ηLW
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result of DSPH as well, which is not observed in the other numerical model results. Consequently,
at the toe of the dike the phase error is largest for DSPH (i.e., lowest R value in Table 2). However,
at the dike toe the difference with SW1L is small, while OF provides the best phase correspondence
with EXP.

Figure 11. Comparison of R evaluated for η (of REXP, OF, DSPH and SW1L with reference to EXP)
up to the dike toe. From top to bottom: Rsw for ηSW, Rlw for ηLW, R for η, and finally an overview of the
sensor locations, SWL, and bottom profile. Adapted from the work in [3], with permission from the
authors, 2020.

On top of the dike, the dr of Ux is provided in Figure 12 and Table 3, and indicates a lower model
performance for all three numerical models than obtained for η. However, for the relative model
performance d’r this difference significantly reduces, so that the same rating is obtained for Ux as for
η in case of DSPH and OF (Table 3, rated Very Good). SW1L (and SW8L) has the lowest d’r for Ux

and rating (Table 3, rated Good). Although the wave setup at the dike toe is overestimated by each
numerical model (Table 2, B* > 0), η on the promenade is generally underestimated and Ux as well
(Table 3, B* < 0). The bore wave height is best represented by OF (indicated by σ∗), closely followed by
DSPH and SW1L. Phase differences are observed for all numerical models (i.e., R < 1.00 in Table 3),
but are lowest for OF, followed by DSPH and SW1L.

Next the dr-values of the pressures at the vertical wall are compared in Figure 13 and the statistics
in Table 4. Again, all models show a lower model performance than REXP, and OF obtained the highest
value followed by SW1L and DSPH, both of which have very similar model performance along the PS
array. Model performances of all models tend to decrease and converge to each other towards higher
sensor locations on the vertical wall.
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Figure 12. Comparison of dr, evaluated for η and Ux (of REXP, OF, DSPH and SW1L with reference
to EXP) from the toe of the dike up to the vertical wall. From top to bottom: dr for η and Ux,
and finally an overview of the sensor locations, SWL, and bottom profile. Adapted from the work in [3],
with permission from the authors, 2020.

The dr value of Fx for each model is shown in an overview table (Table 4) together with the
other pressure and force related statistics. Even though OF has the highest model performance
in terms of the Fx time series (Table 4, dr,Fx = 0.76), the force peaks are better estimated by SW1L
(Table 4, dr,Fx,max,OF = 0.85 and dr,Fx,max,SW1L = 0.88), while it has the largest errors in the Fx time series
(Table 4, dr,Fx = 0.64). Moreover, SW1L underestimates the total impulse much more than OF does
(Table 4, I*

OF = 0.85 and I*
SW1L = 0.62). DSPH has a similar model performance as OF for the force

peaks Fx,max, while I* is in between OF and SW1L and its overall model performance for Fx is similar
to SW1L. Consequently, the relative model performance for Fx is rated Very Good for OF and Good
for DSPH and SW1L. While the model performance slightly increases for SW8L compared to SW1L
at the dike toe (Table 2) and on the promenade (Table 3), this does not translate into a better model
performance for the wave impact on the vertical wall; in fact, almost every Fx statistic is lower for
SW8L than for SW1L (Table 4).

Pattern statistics (B*, σ∗ and R) are included as well in Table 4. They indicate that all numerical
models underestimate the wave impact force and exhibit phase differences. OF shows the least overall
underestimation (i.e., B* closest to zero) and the least phase differences (i.e., highest R), while DSPH has
the highest σ∗ value. The results for Fx are slightly worse for the multi-layer model SW8L compared to
the single layer model SW1L, except for σ∗.

3.4. Skill Target Diagrams

After the spatial inter-model comparisons of Sections 3.1–3.3 based on the model performance and
pattern statistics, the pattern statistics are visualised here together in a skill target diagram as described
in Section 2.4 (Figure 14). The selection of observed locations that is considered for these diagrams,
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is the same as that for the time series plots (Section 3.1). This is to prevent as much as possible a
biased evaluation of the model skill in the target diagram, because a particular area had more sensors
(i.e., the offshore area for η and the lower half of the pressure sensor array for p). One exception is η
on the promenade, for which the pattern statistics were averaged over the four measured locations
(WLDM01–WLDM04), and therefore the values from Table 3 are used here as well. The general model
performance is visualised by a circle with a radius equal to the mean of the ST skill scores (Equation (3))
or distances from the origin of each model data point in the target diagram of either η (Figure 14a) or p
(Figure 14b). The repeated experiment (REXP) is visualised in the skill target diagrams as well, but only
by the mean skill circle for η and p. This circle is included to have a reference of the experimental
repeatability error. For both Ux and Fx only one representative observed location is available. They are
visualised as pentagrams together with the model data points for η and p, respectively.

Figure 13. Comparison of dr evaluated for p (of REXP, OF, DSPH and SW1L with reference to EXP) at the
vertical wall (horizontal axis). Adapted from the work in [3], with permission from the authors, 2020.

Table 4. Model performance and pattern statistics evaluated for p and Fx of REXP, OF, DSPH, SW1L and
SW8L at the respective measured locations PS05 and LC. Adapted from the work in [3], with permission
from the authors, 2020.

Model [-] Variable [-] B* [-] σ* [-] R [-] I* [-] dr,Fx,max [-] dr [-] d′r [-] Rating [-]

REXP
p 0.01 1.00 0.96 - - 0.91 1.00 Excellent

Fx 0.00 0.97 0.90 0.99 0.92 0.90 1.00 Excellent

OF
p −0.11 0.75 0.61 - - 0.69 0.78 Good

Fx −0.12 0.74 0.73 0.85 0.85 0.76 0.86 Very Good

DSPH
p −0.21 0.93 0.30 - - 0.51 0.60 Reasonable/Fair

Fx −0.21 0.78 0.55 0.73 0.84 0.66 0.76 Good

SW1L
p −0.43 0.74 0.43 - - 0.53 0.62 Reasonable/Fair

Fx −0.31 0.66 0.55 0.62 0.88 0.64 0.74 Good

SW8L
p −0.56 0.81 0.25 - - 0.46 0.55 Reasonable/Fair

Fx −0.37 0.71 0.40 0.54 0.87 0.60 0.70 Reasonable/Fair

186



J. Mar. Sci. Eng. 2020, 8, 985

(a) 
 

(b) 

Figure 14. Numerical model skill target diagrams (target: EXP) for selected sensor locations along the
flume. All markers are colour-filled according to the dr colour scale. The circles represent the mean
value of all markers for a specific model. The data points of REXP are not plotted for clarity, but only
the mean (black circle). (a) Target diagram with pattern statistics for η at locations WG04, 07, 13, 14 and
averaged pattern statistics over WLDM01-WLDM04 for the promenade (OF: circles, DSPH: squares;
and SW1L: triangles) and Ux at the ECM location (pentagrams). The magenta arrows indicate the
markers representing the model performance of η on the promenade (WLDM02). (b) p at approx.
equidistant locations PS01, 03, 05, 07, 09, 10–13 (OF: circles, DSPH: squares; and SW1L: triangles) and Fx

(pentagrams). Note: the target diagrams have different axis ranges.

None of the mean skill circles of the three numerical models have a smaller radius than the REXP
circle, which means that none of the models has an ideal model skill relative to the experimental
repeatability. In case of η, the model skill circle of DSPH is largest, and therefore DSPH has the lowest
overall model skill, followed by the smaller circles of SW1L and OF (highest model skill), respectively.
However, the Ux pentagrams suggest a better Ux model skill of DSPH than SW1L. For p, OF remains
the numerical model with the highest model skill, followed by DSPH and SW1L. The Fx pentagrams
have the same ranking.

In the η skill target diagram, the numerical model skill for the location on the dike is indicated by
an arrow. The remaining numerical model skill scores are those of the measured locations along the
flume up to the dike toe. For OF, they are positioned in the top left quadrant, which means that the wave
energy is underestimated (σd < 0) and the wave setup is slightly overestimated (B* > 0) (both confirmed
by Figure 9). For DSPH, the wave energy is mostly overestimated (σd > 0). The two points furthest
removed from the origin are the measured locations in the surf zone (i.e., WG13-14), where high B* and
low R-values (or wave phase differences) are the largest contributors to the decreased DSPH model
skill in this area. SW1L generally shows an overestimation of the wave energy (σd > 0) and increased
wave phase differences (lower R) in the shoaling and surf zones. Generally, SW1L has the best wave
setup results (lowest B* values). The Ux skill of all numerical models is one of a clear underestimation
(pentagrams in lower left quadrant), of both the mean value (B* < 0) and standard deviation (σd < 0),
and increased phase difference (low R-values). The same is valid for p and Fx, where all numerical
model skill points are also positioned in the lower left quadrant.

3.5. Snapshot Inter-Model Comparison

The numerical models applied in this paper typically have a higher spatial resolution of the
physical parameters of interest (e.g., η, U, p) than an experiment. This allows a comparison of snapshots
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between the numerical models. To allow a comparison of the velocity field, the multi-layered model
SW8L is used instead of SW1L. The first main impact series is most appropriate for such a comparison,
because accumulation of errors is lowest at the beginning of the test. Snapshots of the flow on the
dike and the pressure distribution along the vertical wall are compared in Figures 15–17. A few key
time instants in the Fx and Ux time series were selected during this series of impacts and are listed
chronologically in Table 5. These time instants were selected from each model result independent of
time, because due to phase errors these key time instants have occurred at (slightly) different times
between the models.

The first main impact was identified by Gruwez et al. [3] to be caused by a plunging breaking
bore pattern impacting on the vertical wall. The overturning wave arose when a large incoming bore
collided with a smaller bore that was reflected against the vertical wall only a few moments before.
This collision occurred at different locations on the promenade for each model and explains the timing
mismatch of the Fx impact peak with EXP (see Fx graph insets in Figure 15c). The timing of the smaller
bore impact corresponds with EXP in case of OF and SW8L, but is late for DSPH (time instant 1,
Figure 15a). For all numerical models, the large incoming bore arrived later than was observed in EXP.
This means that the collision between the reflected small bore and incoming large bore was timed
differently for each model, with repercussions for the subsequent impact of the overturned wave on
the vertical wall.

The best result is obtained by the OF model, which modelled a correct timing of the smaller
bore reflection against the wall, but the late arrival of the larger incoming bore (i.e., by approximately
0.3 s) caused the collision to occur further from the wall than in the EXP (time instant 2, Figure 17a).
Nevertheless, for the impact on the wall (time instants 3 and 4, Figure 15b,c), OF is able to—albeit
mostly qualitatively—reproduce the shape of the pressure distribution which is distinctly different
from a hydrostatic pressure distribution: both the pressure peak at PS10 for time instant 3 and the
general shape of the pressure distribution at time instant 4 are captured by the model. We direct
interested readers to the work in [3] for a more detailed description of this comparison. DSPH has a
very similar result, but the timing of the smaller bore was late as well (i.e., by approximately 0.7 s),
meaning that the collision with the larger bore occurred closer to the wall than observed in EXP
(time instant 3, Figure 15b). Although the model did not capture the pressure peak at PS10 for time
instant 3, it did manage to approach the pressure distribution qualitatively as well during the dynamic
impact (time instant 4, Figure 15c). Although SW8L managed to get the timing of the smaller bore
impact right (time instant 1, Figure 15a), the larger bore impacted the wall much later than in EXP
(i.e., by approximately 1.2 s). This means that no interaction between the bores was modelled on the
promenade. In any case, SWASH is a depth-integrated model, so it is inherently not able to model
overturning waves explicitly. Moreover, only hydrostatic pressure distributions are provided by the
model to avoid spurious numerical oscillations (Section 2.3). However, even with those limitations,
SW8L (and SW1L) still managed to predict an Fx peak during the dynamic impact (time instant 4,
Figure 15c), but the pressure distribution remains hydrostatic and therefore no local pressure peaks
were captured at all.

After the dynamic impact (time instant 4), the bore ran up the vertical wall (time instant 5,
Figure 15d) and reflected, causing a second quasi-static Fx peak (time instant 6, Figure 16a). In both
the OF and DSPH results, a clockwise vortex formed near the bottom of the wall during the run-up
process. However, in case of DSPH, this vortex was much stronger and lasted during the quasi-static
Fx peak as well. The p distribution of EXP was mostly hydrostatic, except for a small local peak
at PS06 (time instant 5), which seems to have been captured qualitatively by DSPH. On the other
hand, the strong vortex modelled by DSPH also caused a non-hydrostatic p distribution during time
instant 6, while it was mostly hydrostatic in EXP. In this time instant, again OF was closest to the EXP
observation. SW8L was not successful in correctly predicting the wave run-up against the vertical wall
during reflection of the large impacting bore (time instant 5) and consequently underestimated p and
Fx more than the other numerical models for time instants 5 and 6. During return flow (time instant 8,
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Figure 16b) the pressure distribution was mostly hydrostatic, and all numerical models were able to
predict the p distribution well. Only DSPH shows a pressure decrease near the bottom of the wall
(PS01), possibly caused by the persistent vortex modelled there, but now further removed from the
wall compared to the previous time instants 5 and 6.

  

(a) (b) 

  
(c) (d) 

Figure 15. Numerical comparative snapshots of the water flow on the dike. Colours are the velocity
magnitude |U| according to the colour scale shown at the top of each figure. The red arrows are the
velocity vectors, which are scaled for a clear visualisation. Each model snapshot has two inset graphs:
at the top is a time series plot of Fx in which a marker indicates the time of the snapshot, and along the
vertical wall p is plotted at each pressure sensor location (vertical axis is z [m]). Adapted from the work
in [3], with permission from the authors, 2020. (a) Time instant 1; (b) time instant 3; (c) time instant 4;
(d) time instant 5.
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In terms of U, generally similar velocity field patterns are found for all three numerical models
with differences mostly explained by (small) phase differences of the individual bores interacting on
the promenade or limitations in the physics it can represent (in case of SWASH). Considering the
velocity profile at the ECM location during a maximum incident Ux event (time instant 2, Figure 15b)
followed by a maximum return flow Ux event (time instant 7, Figure 17b), it can be seen that all
numerical models underestimate Ux of EXP close to the bottom for the incident bore (time instant 2),
while OF predicts it very well, DSPH slightly underestimates it, and SW8L overestimates it during the
return flow (time instant 7).

  

(a) (b) 

Figure 16. Figure 15 continued: (a) time instant 6; (b) time instant 8.

3.6. Computational Cost

Not only the model performance is of importance in practical applications of numerical models,
but also the computational cost that it requires. An overview is provided in Table 6 of the
model resolution, total amount of grid cells/particles and corresponding computational cost for
the computational hardware applied. The numerical convergence analyses in Appendix A showed that
the main characteristics of η at the toe of the dike would not change more than 5% by increasing the grid
or initial particle distance resolution beyond the values provided in Table 6. For OF, this was achieved by
Δx=Δz=H/20= Lm,t/260 (with H the wave height and Lm,t the mean wave length of the SW components
at the dike toe), for DSPH by dp = H/50 = Lm,t/585 and for SWASH by Δx = Lm,o/170 = Lm,t/60 (with Lm,o

the mean wave length of the SW components offshore).
Because of its Lagrangian description of the NS equations, DSPH has the advantage that it can be

highly parallelised and is therefore able to make use of the many computational cores available in
GPUs. On the other hand, OF and SWASH can be run in a parallelised way as well, but only on CPU
cores, which are typically much less numerous. Different hardware and different amounts of cores
are applied for each model, so only a qualitative comparison of the computational cost is possible.
However, the applied hardware is in each case currently representative of what is typically available at
research labs. OF and DSPH were run on multiple cores (CPU and GPU respectively) and SWASH on
a single core.

190



J. Mar. Sci. Eng. 2020, 8, 985

  

(a) (b) 

Figure 17. Numerical comparative snapshots of the water flow on the dike. Colours are the velocity
magnitude |U| according to the colour scale shown at the top of each figure. The red arrows are the
velocity vectors, which are scaled for a clear visualisation. Each model snapshot has two inset graphs
of Ux at the ECM location on the promenade: at the top is a time series plot of Ux in which a marker
indicates the time of the snapshot, and next to the vertical wall the numerical Ux-profile is plotted
over the water column at the ECM location (vertical axis is z [m]) together with the single point Ux

measurement by the ECM (+marker). Adapted from the work in [3], with permission from the authors,
2020. (a) Time instant 2; (b) time instant 7.

Table 5. Chronological list (in the EXP time frame) and description of the numerical model snapshots
shown in Figures 15–17.

Time Instant Figure Description

1 Figure 15a Dynamic Fx peak of the small wave impact preceding the main bore impact.

2 Figure 17a Local positive Ux peak at the ECM location preceding the dynamic force
peak of the main bore impact.

3 Figure 15b Local Fx peak preceding the dynamic force peak of the main bore impact.
4 Figure 15c Dynamic Fx peak of the main bore impact.

5 Figure 15d Local Fx minimum between the dynamic and quasi-static force peaks of the
main bore impact.

6 Figure 16a Quasi-static Fx peak of the main bore impact.

7 Figure 17b Local negative Ux peak at the ECM location after the quasi-static force peak
of the main bore impact.

8 Figure 16b Local Fx minimum after the quasi-static force peak of the main bore impact.

Because the flow in the vertical dimension is fully resolved by OF and DSPH in addition to the
horizontal dimension and at a much higher resolution, their computational cost is significantly higher
than for the depth-averaged SW1L model. The increase of calculation time compared to SW1L is
about 5000 times in case of OF and 1000 times for DSPH even though DSPH has more than 4 times
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the computational points than the OF model grid. Adding eight vertical layers to the SWASH model
(SW8L) leads to a factor 7 increase in calculation time (on a single core machine). Although it will not
affect this conclusion, it should be noted, however, that the SWASH computational domain is about
25% shorter compared to OF and DSPH, because waves are generated at the WG02 location in the
SWASH model (Figure 3).

Table 6. Grid resolution, number of cells and approximate computational times of each applied
numerical model.

Parameter OF DSPH SW1L SW8L

Δx [m] 0.0225–0.18 n/a 0.20 0.20
Δz [m] 0.0225–0.18 n/a - -
dp [m] - 0.02 - -
K [-] - - 1 8

# computational points [-] 318,381 1,309,056 1032 8256
hardware [-] 24 cores (CPU) 2880 cores (GPU) 1 core (CPU) 1 core (CPU)

computational time
[DD HH:MM:SS] 03 12:00:00 00 15:30:00 00 00:00:53 00 00:06:31

In the computational cost, the model setup time should also be included. This depends on the
experience of the practitioner, so the model setup time is only discussed here in general terms based
on experienced practitioners for each respective model. SWASH is the most straightforward in this
respect and requires the least “hands-on” time. The model setup of DSPH is also quite straightforward,
where SPH particles are initially created on nodes of a regular lattice in a few seconds. The model
domain boundaries and the water volume are defined by particles in DSPH, while an intricate mesh
is needed for Eulerian models such as OF. Fortunately, the mesh generation for OF has been made
much smoother thanks to automatic mesh generation algorithms such as cfMesh as applied here.
Still, OF is found to require the most model setup time (i.e., typically more than double). This is
certainly the case when a variable grid resolution is used because the refinement zones need to be
defined beforehand, and this can only be done accurately by having a reliable estimation of the location
of the surface elevation. This is most easily obtained from a fast SWASH model result (at least for
the wave propagation until the dike toe), or alternatively by introducing refinement zones iteratively
between OF model runs.

4. Discussion

4.1. Inter-Model Comparison of Wave Transformation Processes

4.1.1. Wave Transformation Processes Until the Dike Toe

The main prerequisite for a numerical model to obtain accurate results of the processes on the
dike (i.e., wave overtopping [27] and bore interactions [3]) is that the wave transformation and wave
setup are predicted well towards and particularly at the dike toe.

Because DSPH was the only model able to reproduce the wave paddle motion exactly as in
the experiment (note: OF has the functionality, but numerical instabilities prevented its successful
application [3]), it is not surprising that it was the best performing model in terms of η from offshore
up to the shoaling zone (Figures 9 and 11, WG02-WG07). In the EXP, Hrms decreased slightly (4%)
between the offshore region (Figure 9, WG02-WG04) and the shoaling zone (WG07), indicating an energy
loss greater than the Hrms gain due to shoaling, possibly due to bottom friction and/or model effects
(e.g., lateral wall friction, sediment transport on the sandy slope). However, too few EXP measurement
locations were available in this area to confirm this. In any case, all three applied numerical models
agreed that Hrms first decreased towards the foreshore toe, and then increased due to SW shoaling
(Figure 9). In case of both OF and SW1L, the Hrms decrease was more pronounced than DSPH and
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could be explained by wave energy losses due to bottom friction to a certain degree (i.e., in OF by the
no-slip boundary and in SW1L by parameterised bottom friction). However, these energy losses cannot
be explained by the bottom friction alone due to the relatively short propagation distance from the
offshore model boundary to the foreshore toe of less than three wave lengths. Viscous and/or diffusive
numerical schemes could have contributed as well, especially in the case of OF [45], which mostly used
second order discretization schemes but also included a first order scheme (i.e., Euler time discretisation
for the volume fraction of the VOF method) for numerical stability reasons [3]. Such numerical
diffusion was limited as much as possible in each model by a careful selection of parameters and
schemes, which is a balancing exercise between model accuracy and efficiency. DSPH is presently
unable to model bottom friction and the numerical diffusion was least noticeable of all three models,
causing the Hrms overestimation at WG07 by DSPH. SW1L/SW8L tended to overestimate the shoaling
(mostly for the LWs) so that an overestimation similar to DSPH at WG07 was obtained. Clearly OF
suffered most from (numerical) energy losses, as it started with approximately the same wave energy
at the wave paddle as DSPH, but underestimated EXP at WG07. DSPH and OF did agree on the
location of the mean breaking point (xb = ~120 m, Figure 9) and simulated both spilling and plunging
breakers, also observed in EXP [3]. Indeed, both models previously have been shown to predict the
breaking point (and hydrodynamics) similarly well for both spilling and plunging breakers (i.e., OF [69]
and DSPH [12]). SW1L/SW8L, on the other hand, predicted the breaking point to be located more
offshore (by about 10 m). Contrary to OF and DSPH, SWASH does not explicitly model the turbulent
wave front during the breaking process, but treats it at the sub-grid level instead by assuming similarity
to a hydraulic jump [25]. SW1L/SW8L therefore did not reproduce the overturning of the wave front.
Moreover, the vertical resolution (or K) for both SW1L and SW8L was too low to be able to model wave
breaking without the use of the HFA, which has been shown before to cause the breaking point to be
predicted too much offshore in case of plunging breakers (see their Figure 5 in [25]). Based on these
observations, the breakpoint was most likely better predicted by OF and DSPH than by SW1L/SW8L.
Although, it should be noted that SWASH has the potential to match the breakpoint location in Hrms by
increasing K to 20 layers [25] (not tested). In the surf zone, DSPH and SW1L/SW8L predicted very
similar wave heights until the dike toe and both models ended up slightly overestimating Hrms,EXP at
the dike toe, SW1L more than DSPH (σ* in Table 2). The evolution of Hrms was also very similar for OF,
but the values were lower because Hrms at the breakpoint was lower as well, with OF the only model
that underestimated Hrms,EXP at the dike toe.

Both wave set-down and set-up were overestimated by DSPH compared to EXP.
This overestimation in the shoaling and the surf zone was mostly caused by the overestimation
of the wave height and therefore radiation stresses in the same areas. The overestimation of the offshore
wave set-down (Figure 9, WG02–04) was a result of the overestimation of the wave setup in the surf
zone, and because of mass conservation and a finite water mass available in the computational domain.
Over about the final 5 m towards the dike toe, the wave setup suddenly increased, causing locally an
even higher overestimation of the wave setup and the worst correspondence there with EXP of all three
numerical models. This is most likely related to the small water depth this area relative to the particle
size dp. Indeed, a similar increase in wave setup was noted by Lowe et al. [12] in the shallowest water
depths near the shoreline and exacerbated for increasing dp values (see their Figure S1b of [12] in their
supplementary material). The mismatch of the mean water level between OF and EXP was already
explained by Gruwez el al. [3] to be a result of the static wave boundary condition treatments and the
general underestimation of the wave height. At each measurement location, the wave set-down/up
was best predicted by the SW1L model.

The accuracy of the wave phases was best for DSPH and approximately equal for OF and SW1L
in the offshore zone (Figure 11, WG02–WG04). However, in the surf zone towards the dike toe,
DSPH had the most wave phase errors (Figure 11, WG13–WG14), mostly caused by both the SWs
(Figure 4d,e) and LWs (Figure 5c,d) lagging behind those of EXP. In case of SW1L/SW8L, the wave
phase accuracy decreased at WG07 (Figure 11), where the SWs were leading those of EXP near its
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predicted breaking point (Figure 4b). This trend mostly continued in the surf zone until the dike toe
(Figure 4d,e), where SW1L/SW8L obtained a slightly better phase accuracy than DSPH (Figure 11 and
R in Table 2). The simplified wave breaking modelling with the HFA is thought to be the main cause
for the increased phase errors of the ηsw result in the surf zone observed for SW1L in Figure 11.

The observed numerical model accuracy for the reproduction of the wave amplitude, wave set-up
and wave phase of the EXP at the dike toe, lead to OF having the highest model performance at the dike
toe, followed by SW1L and DSPH (dr in Table 2). Although DSPH achieved the best wave amplitude
result, the errors in both wave setup and wave phase caused it to have the lowest model performance
at the dike toe location. OF also achieved the best overall model skill in terms of η over the foreshore
(and promenade), with the mean skill circle having the smallest radius in the target diagram (Figure 14,
left), again, respectively, followed by SW1L and DSPH.

It should be noted, however, that the results of all three models remain very close to each other
right up until the dike toe, which is reflected in the model performance rating for η: at the dike toe it
was Very Good for both OF and SW1L, while it was Good for DSPH, but only because the d’r value
fell just below the limit for a Very Good rating (i.e., d’r,WG14,DSPH = 0.79 < 0.80, Tables 2 and A1).
This means that all three numerical models are shown to be able to represent frequency dispersion,
and the nonlinear wave transformation processes: SW shoaling (Figure 4b), breaking (Figure 4c,d)
and energy transfer to the subharmonic bound LW (Figure 4b–d). This is a confirmation of what
has been proven before by Torres-Freyermuth et al. [70,71] for RANS modelling, by Lowe et al. [12]
for DualSPHysics and Rijnsdorp et al. [26] for SWASH.

4.1.2. Bore Interactions on the Promenade and Impacts on the Vertical Wall

The numerical model performances obtained for η at the dike toe were maintained along the
promenade, except for DSPH which showed an improved model performance to match with SW1L
closer to the vertical wall (Figure 12). Because of SW breaking over the foreshore, transfer of energy to
the LW, LW shoaling and reflection against the steep slope of the dike, the LW wave height became
almost twice the SW wave height at the dike toe location (Figure 9, WG14). Indeed, Van Gent et al. [72]
and Hofland et al. [73] have shown that the wave energy is dominated by LWs at the toe of a dike with
a very or extremely shallow foreshore. Therefore, the LWs at the dike toe had a dominant effect on the
wave overtopping processes on the dike [3], which is a confirmation of the same observation made by
Lashley et al. [39]. During each crest of the LWs at the dike toe, the freeboard decreased significantly
and the broken or breaking SWs were able to overtop the dike crest much more easily. Consequently,
the bore interactions on the promenade depended mostly on the SWs instead. This is shown by the
fact that the model performance of DSPH for ηLW at the dike toe was lower than SW1L (Figure 10),
while it was higher than SW1L for ηSW at the same location, and the model performance for the total η
increased on the promenade for DSPH relative to SW1L (Figure 12). This was mostly because of a better
wave amplitude and phase accuracy by DSPH than SW1L/SW8L on the promenade (Table 3, σ* and R,
respectively). Moreover, in terms of Ux for the bore interactions on the promenade, DSPH had a higher
model performance than SW1L and was comparable to OF. In any case, the highest model performance
for both η and Ux on the promenade was achieved by OF. This is mostly indicated by a higher
phase accuracy than both DSPH and SW1L/SW8L and a higher amplitude accuracy than SW1L/SW8L
(Table 3, R and σ*, respectively). OF obtained the highest phase accuracy on the promenade as a result
of the highest wave phase accuracy achieved at the dike toe (Figure 11, WG14), especially because of
the SW phase accuracy (i.e., Rsw) at the dike toe which was notably higher for OF than both DSPH and
SW1L/SW8L. At the dike toe, DSPH had the highest error in η by overestimating it (Table 2, B* = 0.21)
more than OF and SW1L/SW8L. Nevertheless, on the promenade DSPH underestimated η with a very
similar result as OF and SW1L (Table 3, B

∗
WLDM01−WLDM04 = −0.04). A possible cause for this change in

behaviour is that thin layered flows with a water depth on the promenade were not captured by DSPH
because the water depth was smaller than a couple of particles high. The fact that SW1L/SW8L was
also able to achieve a Very Good model performance for the overtopped flow layer thickness on the
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promenade (Table 3) indicates that a very good wave overtopping accuracy has been demonstrated as
well, which is a confirmation of previous validation works on wave overtopping over a dike with a
shallow foreshore modelled with SWASH [27,28].

Therefore, what seems to matter the most for the accuracy of the processes on the dike is to obtain
a good model performance at the toe of the dike. A correct wave phase and wave setup at the dike toe
is more important for a correct wave impact simulation than a correct wave amplitude at the dike toe.
Indeed, OF had the best overall performance at the dike toe, with the best wave phase and close second
best wave setup prediction (Table 2), while underestimating the wave amplitude, and showed the best
model performance in terms of η and Ux on the promenade (Table 3), and consequently also for Fx and
p at the vertical wall (Table 4, Figures 13 and 14b). Conversely, DSPH had the best wave amplitude,
but the worst wave setup and phase prediction at the dike toe and showed a lower performance in
terms of Fx at the vertical wall. In addition, the snapshot comparison of the first series of impacts
at the vertical wall (Section 3.5) confirmed that the wave phase accuracy was critical to obtain the
correct bore interaction pattern on top of the promenade, which was—in its turn—shown to be vital
to the accuracy of the impact itself. Likewise, SW1L showed similar SW phase errors at the dike toe
(Figure 11, Rsw), which consequently caused phase errors in the overtopped bores (R for SW1L/SW8L
is mostly lower than OF and DSPH for both η and Ux in Table 3) and their impacts on the vertical wall
(R for SW1L/SW8L is mostly lower than OF and DSPH for both p and Fx in Table 4). In Section 3.5,
this manifested itself in the SW8L result by a clear phase difference in the Ux time series (Figure 17)
and in the Fx time series of the main impact (Figure 15c), which were both a result of a phase error in η
for the largest bore of the first wave group arriving at the dike toe (see t ~55 s in Figure 4d).

In the context of the design of vertical walls on top of the dike (e.g., storm walls and buildings),
the accurate prediction of the force peak per impact event Fx,max and the total horizontal force impulse I
is of particular interest. The model performance for Fx,max was found to be similar for all three applied
numerical models (Table 4, dr,Fx,max). However, for I* important differences were noted, with the best
total impulse prediction obtained by OF, followed by DSPH and SW1L/SW8L, respectively. For SWASH,
the best result was obtained by the depth-averaged model SW1L. Adding vertical resolution (i.e., SW8L)
generally improved the model performance for η along the wave flume (not shown, except at the dike
toe in Table 2) and η and Ux along the promenade (Table 3). However, SW8L unexpectedly decreased
the model performance for Fx compared to SW1L, with slightly worse performance for Fx,max and a
higher error in I* (Table 4). The cause for this is unclear, but this might indicate that SW1L’s good
estimation of Fx could be—in part—caused by chance due to numerical errors (e.g., overestimation of
the wave height at the toe of the dike, Table 2, σ* > 1.00). Nevertheless, the SW1L/SW8L model results
show that SWASH can provide similar or only slightly worse model performance for Fx compared
to OF and DSPH, including the best estimation of Fx,max per impact event, albeit with an important
underestimation of I.

This comparison shows that SWASH, with a hydrostatic assumption for the calculation of
Fx, is able to provide a similarly accurate prediction of Fx (especially Fx,max) compared to more
complex and computationally expensive RANS or SPH models. Xie and Chu [19] already showed
that with the hydrostatic pressure assumption, a tsunami bore impact force on a vertical wall can
be obtained similar to OF (which includes non-hydrostatic effects as well) and experimental data.
This is confirmed and extended here for overtopped bore impacts on dike-mounted vertical walls,
determined from the SW1L/SW8L results based on the hydrostatic pressure only. Still, SW1L/SW8L had
a lower model performance than OF and DSPH for Fx, most probably due to the hydrostatic pressure
assumption. Indeed, while Whittaker et al. [23] found that the perturbed hydrostatic pressure gives an
accurate approximation to the pulsating horizontal force on a gently sloped seawall, they expected
the hydrodynamic contributions in Fx to increase in importance for steeper slopes (including vertical
walls), particularly in the case of breaking waves. In addition, it is important to note that a low-pass
filter was applied to both the experimental and numerical p and Fx time series that mostly removed
high frequency oscillations in the dynamic impact peak of the double peaked signal caused by a
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bore impact (Section 2.3). Because these oscillations are stochastic by nature, not even REXP was
able to reproduce them exactly and they cannot be reproduced by deterministic numerical models
(which is why they were filtered out). However, in both the OF and DSPH results such high-frequency
oscillations were present in the unfiltered signals (not shown). Although it is unclear whether they
are caused by numerical errors or actual physical processes (or a combination thereof), it still might
suggest that they are able to represent this phenomenon in some capacity. Conversely, in the case
of SW1L/SW8L, even in the unfiltered Fx signal no such high-frequency oscillations were observed,
because of the hydrostatic assumption.

Finally, OF is the only numerical model considered here that simulated both the water and air
phases, albeit as incompressible and immiscible fluids. Although OF had the best overall model
performance and some influence of the air was noted (especially for plunging wave impacts on the
vertical wall), no immediate proof has been found that the air phase contributed positively to the
model performance for the parameters considered in this paper. It is estimated that if there would have
been a contribution (positive or otherwise), the effect would be small compared to the relatively larger
errors in wave setup, height and phase. The fact that OF includes the air phase was actually more
cumbersome to the simulation than an advantage. Indeed, spurious velocities in the air phase near
the water–air interface caused significantly reduced time steps and consequently a large increase in
computational cost [45,46]. Although, as discussed by Gruwez et al. [3], these spurious velocities can
be overcome thanks to recent developments in OpenFOAM® [74] (however, presently not available
open source).

4.2. Application Feasibility of the Numerical Models for a Design Case

This section provides recommendations on which of the three numerical models to use when,
during the design of a structure on a dike with a shallow foreshore, a numerical model is used as an
alternative to or complementary to experimental modelling in a wave flume. In such a case, typically a
maximum expected wave impact force Fmax and corresponding impulse I for given design conditions
has to be predicted. Generally, two methods can be used to achieve this:

1. Modelling of a short-duration focused wave group. This method has been developed
recently [23,75] based on the NewWave approach [76] and aims to reproduce the extreme
event that causes Fmax in an irregular wave train, thereby significantly reducing the test duration.

2. Modelling of an irregular wave train of sufficiently long duration (i.e., 1000 waves or more)
to obtain statistically relevant results for Fmax.

In this paper, bichromatic waves were used for the inter-model comparisons, which included
many of the wave transformation processes found in irregular waves and focused wave groups
(e.g., frequency dispersion, and transfer of wave energy to sub- and superharmonics), so that this case
still provides a good indication of how each numerical model would perform in terms of accuracy in
each of these design methods.

Disregarding for a moment the numerical model performances for the estimation of Fmax (more on
that later), the computational time necessary to achieve a result becomes the determinative factor in
the choice between the three considered models. In the first method, a single wave group is modelled
to obtain a certain focus location relative to the structure. Such a test duration has a similar length to
the test considered here. For this design approach a standalone application of all three considered
numerical models is therefore possible. However, many combinations of the focus location and phase
at focus might be necessary to obtain the “true” Fmax for a given offshore design wave state [23],
which would be more challenging (in terms of runtime) for standalone application of especially OF,
but also DSPH.

In the second method, an irregular wave train typically needs to be modelled for a much longer
duration (i.e., 1000 waves or about a 55 times longer duration than the test considered here). The high
computational time or resources that this currently would require, proves unpractical for both OF
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and DSPH (i.e., in terms of time: approximately 190 days and 35 days, respectively, based on Table 6),
especially in case of coastal structures with a shallow foreshore where the lengthy foreshore needs to be
included in the computational domain. Moreover, in case of DSPH an increase in errors in the η results
was noted in the surf zone compared to EXP towards the end of the simulation (i.e., for t > 120 s in
Figures 4c–e and 5c,d). For longer simulations it is possible that this accumulation of errors continues
and exacerbates. A smaller particle size might solve this, but would increase the calculation time
significantly. Therefore, similar to OF, DSPH would benefit from (adaptive) mesh refinement or
variable resolution [77] to reduce the computational cost and increase the accuracy near and on top of
the dike. Alternatively, coupling or hybridization with a computationally less demanding but accurate
model regarding the wave transformations over the foreshore until the dike toe (e.g., SWASH [27])
is a possibility as well. Such a coupling would dramatically reduce the required computational time
necessary to model this type of cross section, making longer simulations of 1000 irregular waves a
practical possibility. For DSPH, such a hybridization with SWASH is already available [78]. Work in
this direction for OF has been initiated by Vandebeek et al. [79,80]. The authors actively encourage
further development and validation of these coupling approaches, especially since the coupling zone
in current developments is located in the pre-breaking area, so that still a large area of the foreshore
needs to be included in the model domain of DSPH and OF. Challenges remain in moving the coupling
zone more towards the dike toe location, which would achieve the highest reduction in computational
cost without losing too much accuracy for the processes on the dike. As opposed to both OF and DSPH,
standalone application of SWASH for this method is definitely practically feasible for both a single
layer and multi-layer approach, at least purely from a computational cost standpoint (i.e., for SW1L
and SW8L approximately 1 h and 6 h, respectively, for an irregular wave train of 1000 waves, based on
Table 6, and with even faster calculation times for parallel runs).

Another consideration in the choice between the three considered numerical models is of course
the accuracy of the numerical model in the estimation of Fx itself. In terms of I, SWASH clearly
underperformed compared to both DSPH and OF. Therefore, when I is important, OF is the
recommended model to apply (i.e., highest value for I*, Table 4). However, the inter-model comparison
provided in this paper has shown that all three models have a similar model performance in terms
of estimation of Fx,max for individual impact events (Table 4, dr,Fx,max). This means that for the
estimation of Fx,max, SWASH is actually the most recommended model to apply, because of the lowest
computational cost. Although, it is important to note that this conclusion is only valid for a relatively
straightforward geometry of a dike slope, promenade and vertical wall. For more complex geometries
of dikes (e.g., presence of roughness elements, small storm walls with or without parapets, etc.),
all numerical models considered in this paper remain untested and especially the simplified model
SWASH is expected to be insufficiently accurate, because the importance of vertical flows would
increase. However, a meshless approach could potentially be the most capable to capture nonlinearities
of fluid–structure interactions derived from extremely complex dike geometries.

Finally, the snapshot comparisons in Section 3.5 have shown that the p distributions modelled
by OF resembled most closely to EXP during each stage of a bore impact on the vertical wall and is
therefore recommended when pressure distributions are of particular interest. It is estimated that
DSPH should be capable of the same when the bore interactions are modelled more correctly by
lowering the wave phase error. On the other hand, because the non-hydrostatic effects in p needed to
be disregarded due to numerical discrepancies, SW1L/SW8L is limited to hydrostatic p distributions.

5. Conclusions

Three open source CFD models were applied in 2DV to reproduce large-scale wave flume
experiments of bichromatic wave transformations over a cross section of a hybrid beach-dike coastal
defence system, consisting of a steep-sloped dike with a mildly-sloped and very shallow foreshore,
and finally wave impact on a vertical wall: (i) the RANS solver interFoam of OpenFOAM® (OF),
(ii) the weakly compressible SPH model DualSPHysics (DSPH) and (iii) the non-hydrostatic NLSW
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equations model SWASH (depth-averaged (K = 1): SW1L, and multi-layered (K = 8): SW8L).
The inter-model comparison of those three numerical models to the experiment (EXP) demonstrated
that they are all capable of modelling the dominant wave transformation (i.e., propagation, shoaling,
wave breaking, energy transfer from the SW components to the bound LW via nonlinear wave–wave
interactions) and the wave–structure interaction (i.e., individual wave overtopping, bore interactions,
and reflection processes) processes involved leading up to the impacts on the vertical wall, albeit with
a varying degree of accuracy. Based on a time series comparison, all three applied numerical models
initially appeared to have a good correspondence of η, Ux, p and Fx to EXP. However, consistent
differences between the models were hard to distinguish in this purely qualitative way. The accuracy
was subsequently quantified more objectively by employing model performance statistics and the
nature of the errors was exposed by pattern statistics. These statistics were plotted over the wave
flume to provide spatial insight into the model performance, and the pattern statistics were plotted in
a skill diagram, which visualised both the model performance and pattern statistics in a summarised
way. In all statistics, the original EXP was used as the comparison reference, so that the repeated
experiment (REXP) statistics could be used as reference for an ideal numerical model performance.
While none of the numerical models managed to achieve such an ideal model performance, a rating of
Good to Very Good was achieved by all three of them for most parameters and measured locations.
The best overall model performance was achieved by OF, but required the highest computational cost.
Although DPSH managed the best reproduction of the wave height until the dike toe, accumulation
of errors in the wave setup and wave phase in the surf zone and near the dike toe caused a lower
model performance than OF at the dike toe and for the processes on the dike. From this, it followed
that accurate modelling of the wave setup and wave phases at the dike toe seem to be most important
for accurate modelling of the bore interactions on the promenade. An analysis and comparison of
snapshots of the numerical results on the dike revealed that these bore interactions are determinative
for the impacts on the vertical wall. Even though SWASH is a much more simplified model than both
OF and DSPH, it is shown to provide very similar results for the wave transformations until the dike
toe and even for the processes on the dike and impacts on the vertical wall. When the impulse of the
force on the structure is of lesser importance, SWASH is even most recommended for this application,
because it is able to predict Fx,max relatively accurate for each individual impact, with a significantly
reduced computational cost, compared to OF and DSPH. However, SWASH is limited to hydrostatic
pressure profiles for the impacts on the vertical wall, which is not always valid during more dynamic
impact events. In addition, when the force impulse is of importance and more accurate and detailed
wave–dike interactions are needed, OF is most recommended for this application. For future work,
it is suggested to investigate whether the same conclusion is valid (particularly regarding applicability
of SWASH) in the case of more complex dike geometries.
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Appendix A. Numerical Convergence Analyses

The numerical model convergence analyses of the DSPH and SW1L/SW8L models was done following
the same methodology as described by Gruwez et al. [3] for the OF model (see their Appendix A).

Appendix A.1. Model Convergence Statistics

For the convergence analysis, the four statistical error indicators as determined by [3] are considered:

• Freeboard normalised bias (NB):

NB =
B
Rc

(A1)

in which Rc is the freeboard, and B is the bias between the considered and reference time series.

• Residual error of the normalised standard deviation (RNSD):

RNSD = 1− σ∗ (A2)

in which σ∗ is given by (A9) where the observed time series is the reference time series and the predicted
time series is the considered time series.

• Residual error of the correlation coefficient (RCC):

RCC = 1−R (A3)

in which R is the correlation coefficient, given by (A11), between the reference time series and time
series of interest.

• Normalised mean absolute error (NMAE) given by

NMAE =
MAE

Omax −Omin
× 100% (A4)

in which MAE is the mean absolute error, given by (A6), and Omax and Omin are the maximum and
minimum value of the reference time series.

For their interpretation, reference is made to the work in [3].

Appendix A.2. Convergence Analyses

Appendix A.2.1. DSPH

Rota Roselli et al. [59] identified the most important parameters that influence the model accuracy
in terms of nonlinear wave propagation, among them the smoothing length hSPH, the artificial viscosity
parameter αav and the initial particle distance dp. However, the current case also includes wave
transformations over a beach with decreasing water depth towards the dike, for which dp is found
to be the most important parameter. The convergence analysis for DSPH is therefore focused on dp
(Figure A1).

Three initial particle distances (i.e., dp = 0.04 m, 0.03 m, 0.024 m) are compared to the finest
resolution (i.e., dp = 0.02 m). In Figure A1 it is shown that for dp = 0.024 m, most statistical errors stay
close to 5% at the toe of the dike, but approaches 8% for the NB, which is too high to be able to assume a
converged state. This indicates that the resolution might still be too low to be able to sufficiently resolve
the wave setup at the toe of the dike (~0.05 m based on the experimental result). To check convergence
of NB an even higher resolution of dp = 0.01 m would be needed. However, this resolution was not
practically feasible due to the huge amounts of data and computational costs involved. Therefore,
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the initial inter-particle distance dp of 0.02 m is assumed to be a sufficiently converged resolution and
is used for the analysis in the paper.

Figure A1. DSPH model inter-particle distance dp convergence analysis of the η time series at the WG
locations along the flume up to the dike toe (WG14), based on (a) the normalised bias, (b) the residual
normalised standard deviation, (c) the residual correlation coefficient, and (d) the normalised
mean-absolute-error. The reference is the highest resolution simulation with dp = 0.02 m.

Appendix A.2.2. SWASH

In case of the SWASH model, the convergence analysis is focused on the grid resolution. Grid cell
sizes Δx = 0.2, 0.4 and 0.8 m are considered, and the convergence statistics are applied with reference
to the finest resolution (Δx = 0.1 m). The result in Figure A2 shows that the convergence errors of
Δx = 0.2 m stay within +/−5% of the finest resolution. A resolution of Δx = 0.2 m is therefore used for
the analysis in the paper. The same conclusion is valid for both SW1L and SW8L (not shown).

Figure A2. Same as Figure A1 but for the SW1L model grid resolution convergence analysis. See caption
of Figure A1 for the description of (a–d). The reference is the finest grid model result with a horizontal
grid cell resolution of Δx = 0.10 m.
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Appendix B. Numerical Model Performance and Pattern Statistics

In this appendix, the equations are provided of the numerical model performance and pattern
statistics used in this paper. For more descriptions and interpretations, reference is made to the work
in [3]. The general numerical model performance is evaluated by applying Willmott’s refined index of
agreement dr [81]:

dr =

{
1− MAE

cMAD , MAE ≤ cMAD
cMAD
MAE − 1, MAE > cMAD

(A5)

where dr is bounded by [−1.0, 1.0], c is a scaling factor and is taken equal to 2, MAE is the mean absolute
error defined by

MAE =
1
N

N∑
i=1

|Pi −Oi| (A6)

with N the number of samples in the time series, and P the predicted time series together with the
pair-wise-matched observed time series O (for i = 1, 2, . . . , n), and MAD is the mean absolute deviation:

MAD =
1
N

N∑
i=1

∣∣∣Oi −O
∣∣∣ (A7)

where the overbar represents the mean of the time series.
In addition, a relative refined index of agreement d’r was defined by [3] which provides the

performance of the numerical model relative to the experimental model uncertainty (in case a repetition
of the experiment is available):

d′r =
⎧⎪⎪⎨⎪⎪⎩ 1− MAEnum−MAErexp

cMAD = 1−
(
dr,num − dr,rexp

)
, MAEnum −MAErexp ≤ cMAD

cMAD
MAEnum−MAErexp

− 1 =
(
dr,num − dr,rexp

)
− 1, MAEnum −MAErexp > cMAD

(A8)

where the subscripts num and rexp indicate that the statistic is evaluated respectively for the
numerical and repeated experimental data, and c is again taken equal to 2. When the numerator
MAEnum −MAErexp is negative (i.e., <0), the numerical error compared to the experiment is smaller
than the experimental uncertainty, which means that the numerical model performance cannot be
improved. In that case MAEnum − MAErexp = 0 is forced, so that d’r = 1. A classification of d’r and
corresponding rating terminology as proposed by the authors of [3] is provided in Table A1.

Table A1. Proposed classification of the relative refined index of agreement d’r and corresponding
rating. Reproduced from [3], with permission from the authors, 2020.

d’r Classification [-] Rating

0.90–1.00 Excellent
0.80–0.90 Very Good
0.70–0.80 Good
0.50–0.70 Reasonable/Fair
0.30–0.50 Poor

(−1.00)–0.30 Bad

The pattern statistics are provided by:

• The normalised standard deviation σ*:

σ∗ =
σp

σo
(A9)

where σp and σo are the standard deviations of the predicted and observed time series, respectively.
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• The normalised bias B*:

B∗ = B
σo

(A10)

where B is the bias between the predicted and observed time series.

• The correlation coefficient R:

R =

1
N
∑N

i=1

(
Pi − P

)(
Oi −O

)
σpσo

(A11)
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Abstract: Field surveys in recent tsunami events document the catastrophic effects of large water-
borne debris on coastal infrastructure. Despite the availability of experimental studies, numerical
studies investigating these effects are very limited due to the need to simulate different domains
(fluid, solid), complex turbulent flows and multi-physics interactions. This study presents a coupled
SPH–FEM modeling approach that simulates the fluid with particles, and the flume, the debris and
the structure with mesh-based finite elements. The interaction between the fluid and solid bodies
is captured via node-to-solid contacts, while the interaction of the debris with the flume and the
structure is defined via a two-way segment-based contact. The modeling approach is validated
using available large-scale experiments in the literature, in which a restrained shipping container is
transported by a tsunami bore inland until it impacts a vertical column. Comparison of the exper-
imental data with the two-dimensional numerical simulations reveals that the SPH–FEM models
can predict (i) the non-linear transformation of the tsunami wave as it propagates towards the coast,
(ii) the debris–fluid interaction and (iii) the impact on a coastal structure, with reasonable accuracy.
Following the validation of the models, a limited investigation was conducted, which demonstrated
the generation of significant debris pitching that led to a non-normal impact on the column with a
reduced contact area and impact force. While the exact level of debris pitching is highly dependent on
the tsunami characteristics and the initial water depth, it could potentially result in a non-linear force–
velocity trend that has not been considered to date, highlighting the need for further investigation
preferably with three-dimensional models.

Keywords: tsunami; wave; bore; flooding; debris; SPH; numerical modeling; SPH–FEM coupling;
fluid–structure interaction; coastal structures

1. Introduction

After the Indian Ocean Tsunami in 2004 and Great East Japan Tsunami in 2011,
which resulted in significant destruction of coastline infrastructure and enormous financial
losses [1], tsunamis have gained a great deal of attention. Due to the enormous amount of
energy, tsunami waves can travel many kilometers and pose significant threats to coastal
communities, taking away lives, and causing serious damage to coastal structures. In
spite of the low frequency of the occurrence of such events, due to population growth, the
urbanization trend and sea level rise, the exposure of coastal environments to extreme water
hazards is increasing. Past tsunamis revealed that much of the nearshore infrastructure
located in tsunami-prone areas is highly vulnerable to hydrodynamic loads. Extensive
damage to coastal buildings, bridges, seawalls, and breakwaters was reported after the
2004 Indian tsunami and the 2011 Tohoku tsunami [2–5]. FEMA P-646 [3] reported that the
Indian tsunami generated by a Mw9.1 subduction earthquake [3] caused extensive damage
to critical infrastructure and total loss of life over 310,000 [6]. Flooding caused by the 2011
Tohoku tsunami affected areas that were 7 miles away from the shore and damaged over
162,000 buildings and more than 300 bridges [5–9].
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Several numerical simulations and experimental studies have been carried out to date
to advance the understanding of tsunami forces on coastal structures. Palermo et al. [10]
described the tsunami-induced force components on nearshore structures and reported
that the hydrodynamic and surge components were a function of the instantaneous velocity
and water depth. Other studies focused on the experimental testing of tsunami bore loads
on rectangular buildings [11], piloti-type buildings [12], walls with overhangs [13] and
coastal bridges [14–17]. Some studies evaluated the effects of different wave forms on
coastal decks, including unbroken, breaking and post-breaking waves and bores [14,18],
and revealed fundamental differences in the effects caused by the two wave types. In fact,
Istrati et al. [18] demonstrated that turbulent bores applied horizontal forces that were
larger than the uplift forces by up to a factor of 2.2, while the unbroken waves exhibited
an opposite trend with a ratio of horizontal/uplift force decreasing down to 0.54. This
highlighted the need to be able to identify a priori the tsunami wave type that is expected
to impact a specific coastal area in order to design properly a new structure or strengthen
an existing one at that location. Fortunately, several simplified predictive load equations
have been developed in the literature for a range of different types of structures, for both
bores [19,20] and unbroken solitary waves [21,22].

Other critical aspects related to the hydrodynamic effects on coastal structures that
have been identified by previous studies include the high aleatory variability of bore impact
on structures [13,17], the importance of structural flexibility and dynamic fluid–structure
interaction [17,23,24], the critical role of trapped air below elevated decks [21,25–28] and
the demand on individual connections and columns [29]. For example, Robertson et al. [13]
found a significant variability in the impulsive uplift pressures applied by a turbulent
bore on the slab soffit of a vertical wall with an overhang, with the maximum pressures
at selected locations ranging between 3 and 7.5 kPa among the different repetitions of the
same bore. Similarly, Istrati [17] showed a large aleatory variability in the bore-induced
horizontal force on a bridge deck with the standard deviation in the experimental tests
being equal to approximately 20% of the average value. However, after the decomposition
of the total force into a slamming and quasi-static component, it was revealed that the
variability is generated by the slamming component. Moreover, several studies found
that the air entrapment below elevated decks with girders can significantly increase the
maximum total uplift forces generated by solitary waves [21,30]. However, the trapped air
can also increase the overturning moment, while it has a complex and inconsistent effect
on the total slamming and on the uplift demand in the offshore bearings and columns
generated by bores [28].

In addition to the adverse tsunami-induced effects on coastal structures documented
by the aforementioned studies focusing on ‘clear-water’ conditions, field surveys after
recent tsunamis revealed the presence of waterborne debris (e.g., containers, cars, wooden
poles), which can result in an increase in the uplift and drag forces and lead to significant
lateral displacement and potential instability of the structure [1,31,32]. Consequently,
the quantification of the impact forces caused by the waterborne debris attracted the
attention of several research studies, both numerical [33–35] and experimental [36–39].
According to Haehnel and Daly [36], the peak debris impact force is a function of the
impact velocity, the mass of the debris, and the effective stiffness. Como and Mahmoud [35]
evaluated the debris impact on interior and exterior wood structural panels using fluid–
structure interaction analyses and reported that the debris impact forces on an exterior
panel increased with the wave height, while this was not the case for the interior panels.
Ko [37] investigated experimentally the impact of a shipping container on a column and
reported that the in-water applied load was 1.2-fold larger than the corresponding in-air
condition, and had a longer duration. An equation to estimate the debris velocity based
on the relative distance of debris pick-up location and the structure was developed in
Shafiei et al. [38]. Derschum et al. [40] investigated the debris impact on structures and
reported that the initial impoundment depth had a significant effect on the impact angle.
Moreover, the same study observed a non-linear movement of the debris with a reduced
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impact velocity close to the structure, which was attributed to the formation of splitting
streamlines and a stagnation zone in front of the coastal structure.

Yang [41] studied the tsunami-induced debris loading on bridge decks using the
material point method. The results of the analyses showed that the presence of debris
increases the applied loads on bridges, with the in-water analyses giving up to 35% larger
debris impact forces than the in-air cases. Oudenbroek et al. [42] carried out an experimental
and numerical study to evaluate the failure mechanism of selected bridges in Japan. The
results confirmed that debris accumulation had significant effects on the hydraulic demand
on bridges by increasing the uplift and drag forces, which could lead to the structural
failure of the bridge. Istrati et al. [43] carried out a three-dimensional (3D) numerical
investigation on the effects of tsunami-borne debris damming on coastal bridges. The
results demonstrated that a shipping container trapped below the offshore overhang of
a bridge has a negligible effect on the horizontal load but it can increase the overturning
moment (pitching), which could consequently increase the probability of failure of the
offshore bearings and connections that have to withstand this moment. If the container is
trapped at locations offset from the mid-length of the span (e.g., close to the supports of
the span), significant yaw and roll moments are generated due to 3D effects, which could
lead to unequal distribution of the loads to the structural components of the two bent caps
or abutments.

The majority of the numerical studies conducted to date on tsunami and extreme flood-
ing effects on structures used mesh-based solvers that employed the finite volume [26,42]
or the finite element method [23,44], while some of them used particle-based methods
including smoothed particle hydrodynamics [45–47] or hybrid particle-finite methods such
as PFEM [48]. SPH is a Lagrangian-based meshless technique, in which continuum prop-
erties of the fluid are discretized by a set of non-connected particles that carry individual
material properties describing the medium, including, position, velocity, mass, density,
pressure, and other physical quantities [49]. The Lagrangian nature of the SPH makes this
method well suited to problems with large deformations and distorted free surface. The
major advantage of using SPH is in dealing with free-surface problems where there is no
need for special treatments for the free surface in order to simulate highly non-linear and
potentially violent flows [50]. In recent years, SPH has been widely utilized to simulate
a wide range of coastal and ocean engineering applications, such as solitary waves on
beaches [51], breaking waves [52–55], wave–structure interaction and impact on coastal
structures [45–47,56–60], and wave overtopping on offshore platforms [61]. Although
the SPH method is one of the most matured forms of meshless techniques for cases of
large deformations, such as during the breaking process of a wave, the computational
accuracy and efficiency in simulating small deformation of solid bodies are lower than that
of the FEM approach [62]. However, in the context of coastal structures and their dynamic
response to large wave loads, the hybrid SPH–FEM approach could be utilized to take
advantages of the ability of: (a) the SPH method to simulate complex free-surface flows and
large fluid deformations, and (b) the FEM to simulate the dynamics of the structure [63,64].

The number of available numerical studies of tsunami-borne debris loading on coastal
structures is quite limited, which can be attributed to the challenging multi-physics nature
of the phenomenon. This phenomenon involves a complex fluid flow with turbulent wave
breaking, a non-linear debris–fluid interaction with large deformations, a contact between
the debris, the fluid and the coastal structure, and a dynamic structural response. Given
(i) the catastrophic effects of large tsunami-borne debris, such as containers, in past tsunami
events, and (ii) the good performance of SPH in other coastal engineering applications, the
aim of this manuscript is to present a coupled SPH–FEM numerical modeling approach
and evaluate its accuracy in simulating both the debris flow and the impact on a coastal
structure. Therefore, this paper presents first a detailed explanation of the governing
equations and modeling approach. Then, a comprehensive comparison of the coupled
SPH–FEM models against experimental data available in the literature [37,65] is presented
in terms of wave propagation and tsunami inland flow, debris motion and impact on a

209



J. Mar. Sci. Eng. 2021, 9, 1068

downstream coastal structure. Following the verification phase, a preliminary investigation
focusing on the role of the debris restraints, the tsunami characteristics, and the initial water
depth is conducted in order to shed light on the underlying physics of the debris–fluid
interaction and impact on structures, and identify some critical parameters that govern this
complex phenomenon.

2. Numerical Method

The SPH technique employed in this research is available in LS-DYNA [66] and
is based on weakly compressible smoothed particle hydrodynamics (WCSPH). Several
numerical investigations of fluid–structure interaction (FSI) were conducted using the SPH
formulation in LS-DYNA to study large deformation problems [55,65,67]. For example,
Pelfrene [55] used the SPH method for the simulation of free-surface water flow with focus
on regular and breaking wave, and found that the solver is able to simulate the free-surface
flow and capture the main features of the plunging breaking wave. Moreover, Grimaldi
et al. [67] and Panciroli et al. [68] used the same method to investigate the impact of a
solid body on water and both of them showed a good comparison with experimental
results, justifying the selection of this solver for the numerical investigation conducted in
the current study.

2.1. SPH Governing Equations
2.1.1. Kernel Approximation

In the SPH method, the particles are the computational framework on which the
governing equations are resolved. This method is based on a quadrature formula on
moving particles. Traditional SPH formulation exhibits very substantial pressure oscil-
lation when modelling fluid flow. Instead of using the traditional computational grid,
the conservation laws of continuum mechanics are defined by partial equations. For any
SPH pseudo-particle, the function describing the field Ω is approximated in the form of a
“kernel function”, which is stated as the integral form of the product of any function and
kernel function [66,69]:

< f (x) >=
∫

Ω
f
(
x′
)
W

(
x − x′, h

)
dx′, (1)

where x and x′ are the position vectors of the material points in a domain Ω; f (x) is the
continuous function of the field corresponding to the coordinate x; f (x′) is the value of
quantity at the point x′; W(x − x′, h) is the bell-shaped smooth kernel function, where h is
the smoothing length, defining the influence volume of the smooth function which varies
in time and in space.

The smoothing function determines the range of computation with other particles
and therefore has a significant effect on precision and accuracy of the analyses. The kernel
function can be constructed taking in account a number of conditions and should satisfy
the following properties [49]:

1. The smoothing function is normalized:

∫
Ω

W
(

x − x′, h
)
dx′ = 1, (2)

2. There is a compact support for the smoothing function:

W
(
x − x′, h

)
= 0, f or

∣∣x − x′
∣∣ > κh, (3)

where κ is the constant that determines the effective area of the smoothing function. This
area is called the support domain.

3. W(x − x′, h) is non-negative for any x′ within the support domain. This is necessary
to achieve physically meaningful results in hydrodynamic computations.
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4. The smoothing length increases as particles separate and reduces as the concentration
increases.

5. With the smoothing length approaching zero, the kernel approaches the Dirac delta
function:

lim
h→0

W
(

x − x′, h
)
= ∂

(
x − x′

)
, (4)

6. The smoothing function should be an even function.

The forms of kernel functions usually include a quantic spline function [70], a cubic
spline function [71] and a Gaussian kernel function [72]. By balancing the calculation
accuracy and efficiency and considering that the commercial software LS-DYNA was used
for the simulations throughout this study, the following B-spline smoothing function was
adopted [66]:

W(x, h) =
1

h(x)d θ(x), (5)

where d is the number of space dimensions (2 or 3) and θ(x) is the cubic B-spline function
defined by:

θ(x) = C ∗

⎧⎪⎨
⎪⎩

1 − 3
2 x2

xj +
3
4 x3

xj f or xij ≤ 1
1
4 (2 − xij)

3 f or 1 < xij ≤ 2
0 f or 2 < xij

(6)

where C is a constant for normalization, depending on the number of space dimensions
and xij is the relative distance of particles i and j.

2.1.2. Particle Approximation

The second key aspect in SPH formulations is the particle approximation, which
enables the system to be represented by a finite number of particles that carry an individual
mass and occupy an individual space. For the SPH method, Equation (1) can be transformed
into discretized forms by summing up the values of the field function within the support
domain defined by the smoothing length h as follows [69]:

< f (xi) >= ∑n
j=1

mj

ρj
f (xi) W(xi − xj, h) = ∑n

j=1

mj

ρj
f
(
xj
)

Wij, (7)

where < f (xi) > is the kernel approximation operator; f
(

xj
)

is the physical value at
the jth position, i is the number of any particle in the domain; n is the total number of
particles within the influence area of the particle i; and mj and ρj are the mass and density
associated with particle j. Thus, the value of particle i is approximated using the weighted
average of the function values at all particles within the support domain of particle j. The
partial approximation of the spatial derivation of a function can be expressed as in Das and
Holm [73]:

< ∇. f (xi) > = ∑n
j=1

mj

ρj
f (xi). ∇ Wij, (8)

where

∇ Wij =
xi − xj

rij

∂Wij

∂rij
(9)

2.2. SPH for Viscous Fluid

The smoothing kernel and particle approximation can be used for discretization of
partial differential equations (PDEs). The SPH formulation is derived by discretizing the
Navier–Stokes equations spatially, thus leading to a set of ODEs which can be solved via
time integration. Substituting the SPH approximations for a function and its derivative to
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the partial differential equations governing the physics of fluid flows, the discretization of
these governing equations can be written as follows [74]:

dρi
dt = ∑n

j=1 mj (xβ
i − xβ

j )
∂Wij

∂xβ
i

,

dvα
i

dt = ∑n
j=1 mj (

σ
αβ
i
ρ2

i
+

σ
αβ
j

ρ2
j
)

∂Wij

∂xβ
i

,

dvα
i

dt = ∑n
j=1 mj (

σ
αβ
i

ρiρj
.
∂Wij

∂xβ
i

− σ
αβ
j

ρiρj
.
∂Wij

∂xβ
j

),

dei
dt = − pi+Πij

ρ2
i

∑n
j=1 mj (vi − vj)

∂Wij

∂xβ
i

,

dxα
i

dt = vi + ε ∑n
j=1

mj
ρj

(vi − vj) Wij,

(10)

where the superscripts α and β are the coordinate directions; g is the acceleration of
gravity; σ is the particle stress; v is the particle velocity; e is the internal energy per unit
mass; ε is the shear strain rate (ε ∼= 0.5) and Πij is the Monaghan artificial viscosity [75].
In the analysis of the interaction between waves and structures, Πij can prevent the
non-physical shock of the solution results in the impact area and effectively prevent the
non-physical penetration of particles when they are close to each other. The role of artificial
viscosity is to smoothen the shock over several particles and to allow the simulation of
viscous dissipation, the transformation of kinetic energy to heat. Therefore, to consider the
artificial viscosity, an artificial viscous pressure term Πij is added.

From Equations set (10), the following particle body forces can be derived [76]:

Fpressure
i = −∑j mj

pi + pj

2ρj
∇W(rij, h)Fviscosity

i = μ ∑j mj
νi + νj

2ρj
∇2W(rij, h) (11)

where rij = xi − xj, and μ is the viscosity coefficient of the fluid. The pressure pi is
computed via the constitutive equation:

pi = K (ρi − ρ0 ) (12)

where K is the stiffness of the fluid and ρ0 is the initial density.
The acceleration of particle i is derived from:

ai =
1

ρi

(
Fpressure

i + Fviscosity
i + Fexternal

i

) (13)

where Fexternal
i represents external forces such as body forces and forces due to contacts.

2.3. Sorting

In the SPH method, the location of neighboring particles is important. The sorting
consists of finding which particles interact with which others at a given time. A bucket sort
is used that consists of partitioning the domain into boxes where the sort is performed. With
this partitioning, the closest neighbors will reside in the same box or in the nearest boxes.
This method reduces the number of distance calculations and therefore the computational
time [66].

2.4. Equation of State (EOS)

When the SPH method is applied in solving the FSI problems, the fluid is treated as
weakly compressible, which means that an equation of state is utilized to determine the
dynamic fluid pressure based on the variation in density and internal energy of particles.
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The equation of state is originally applied to SPH by Monaghan [69] to model free-surface
flows for water, which is stated in the following form:

P = k0[(
ρ

ρ0
)γ − 1] (14)

where ρ0 denotes the reference water density, ρ is the current density, γ is a constant
parameter and often set to 7 for water, and k0 is used to govern the maximum fluctuations
of pressure, and is usually taken as follows [45]:

c0 =

√
γk0

ρ0
≥ 10 vmax (15)

where c0 is the speed of sound in water at the reference density. In order to satisfy the
Courant–Friedrichs–Lewy (CFL) condition, the real speed of sound should be at least
10-fold faster than the maximum fluid velocity. Satisfying this criterion will keep the
density variations to within less than 1% and ensure low compressibility while allowing
for a relatively large time step size.

2.5. Time Integration

The CFL condition requires the time step to be proportional to the smallest spatial
particle resolution, which in SPH is represented by the smoothing length. LS-DYNA uses a
simple and first-order scheme for integration. The time step is calculated by the following
expression [66]:

δt = CCFL mini(
hi

ci + vi
) (16)

2.6. Contact Definitions

The interaction between the SPH and FE elements is defined using a penalty-based
contact algorithm in which the SPH is always defined to be the slave part and the finite
elements are defined to be the master. When a node is in contact with the surface, each slave
node is checked for penetration. If the slave node penetrates, a restoring force is applied to
prevent further penetration. This magnitude of this The restoring force is defined by [66]:

f = kdn (17)

where d is the penetration distance, n is the surface normal vector and k is a penalty factor,
comparable to a spring constant. The stiffness factor k for master segment si is given in
terms of the bulk modulus Ki, the volume Vi, and the face area Ai of the element that
contains si as:

ki =
Ai Ki fsi

max (shell diagonal)
(18)

where fsi is a scale factor for the interface stiffness and is normally defaulted to 10. The
constant K should be set large enough to minimize penetration and instabilities, but it
should not be too large that it generates artificially large forces. As the contact location and
the direction may be difficult to predict, the automatic contacts are recommended, since
they can detect the penetration at each time step, irrespective of whether it is coming from
the slave or master part. The automatic contacts determine the contact surface by projecting
normally from the shell mid-plane to a distance equal to half of the contact thickness. It
must be noted that the solver can simulate the contact between flexible structures, rigid
and flexible structures, or between rigid bodies only. Interestingly, even in the case of rigid
bodies where the deformations are not calculated, it is possible to define a bulk modulus at
the material level, which enables the user to adjust the contact parameters (e.g., contact
stiffness) and avoid numerical spikes in the contact forces.
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3. Experimental Work

The experimental study described in Ko and Cox [65], and Ko [37] was adopted for
benchmarking the numerical SPH-FE modeling approach. These experiments had been
conducted in the Large Wave Flume (LWF) at O.H. Hinsdale Wave Research Laboratory
(HWRL) at Oregon State University. The flume is 104.24 m in length, 3.66 m in width,
and 4.57 m in depth, and is shown in Figure 1. The LWF is equipped with a piston-type
dry-back wavemaker that has a 4 m maximum hydraulic stroke actuator and a maximum
speed of 4 m/s, which can generate both regular and random waves, as well as solitary
waves, to simulate hurricane and tsunami waves. The LWF has adjustable bathymetry
made of 20 square configurable concrete slabs. The flume includes a series of bolted holes
with vertical patterns every 3.66 m along the flume for supporting test specimens, as well
as, the concrete bathymetry slabs.

Figure 1. Cross-section of the Large Wave Flume (LWF) depicting the bathymetry, column location and flume instrumenta-
tion of the experiments of Ko and Cox [65] used for the validation study.

The coastal structure was represented by a column assembly located between bays 17
and 18, and was equipped with a load cell to measure the debris impact force. An aluminum
1:5 scale model of the standard intermodal container was used as the debris specimen.
Given the fact that a standard container has dimensions of 6.1 m in length, 2.44 m in width,
and 2.9 m in height, at 1:5 scale, the model had dimensions of 1.22 m × 0.49 m × 0.58 m,
while the draft of the empty container was 9.1 cm. The longitudinal orientation is defined
so that the major axis of the debris is parallel to the x axis and the direction of tsunami
propagation. The debris specimen is located 3.5 m away from the column in the x direction.
In order to control the movement of the debris and maintain the debris’ orientation, guide
wires had been installed in the LWF between bays 15 and 18. The debris specimen was
allowed to move freely in the x and z directions, i.e., horizontal and vertical directions, but
it was restrained in the y direction, which means that there was no translation across the
flume width and no yaw.

To measure the free-surface time history and fluid velocity in the x direction, several
resistance and ultrasonic wave gages, and acoustic doppler velocimeter (ADV) had been
installed along the flume. The error function method proposed by Thomas and Cox [77]
was used to generate the wave paddle displacement in the aforementioned experiments.
To maximize the volume and duration of the tsunami inundation process, the full 4 m
stroke of the wave maker had been used. The time for the wave paddle to travel the full
4 m stroke, i.e., error function period, is denoted as Terf.

4. Coupled SPH–FEM Modeling

4.1. Numerical Settings

A numerical model of the experimental setup was developed using particles (SPH)
for the fluid, and finite elements (FEM) for the flume walls, the debris specimen and
the column. The bathymetry and experimental setup shown in Figure 1 was simulated
via a two-dimensional model that represented a slice crossing through the mid-width of
the flume, and cutting the debris and the column in two equal halves. This assumption
was possible due to the debris restraints used in the experiments, which eliminated the
movement of the debris across the flume width (normal to the tsunami flow). In this model,
the wavemaker was represented with rigid shell elements with a prescribed horizontal
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motion equal to the input wavemaker displacements of the experiments found in Ko and
Cox [65].

The influence of different SPH particle sizes on the computational time and numerical
results was investigated by comparing sizes of 1, 2 and 3 cm, as shown in Appendix A.
Decreasing the initial particle size improves the accuracy of the numerical results; however,
too small sizes could cause numerical instability [78]. Considering the computational time,
numerical accuracy, and calculation efficiency, the particle size of 1 cm was selected in the
final numerical models presented herein. The debris and the column were generated using
shell elements that had the same size with the fluid particles (1 cm), as shown in Figure 2.
The final 2D numerical model consisted of 14,571 shell elements and 1,193,075 SPH particles.
Given the fact that no significant deformations of the debris were observed in the selected
experimental results [65] during the debris–flow interaction and impact on the structure,
the debris was simulated as a rigid body. In the case of a ‘rigid’ assumption the properties
of the rigid shell elements are not considered in the calculation of the time step of the
explicit analyses, meaning that the time step is determined only by the remaining elements
and particles. This in turn allows the explicit solver to use a significantly larger time step
and reduce the required computational time per analysis.

Figure 2. Numerical models with large debris: side-views of the debris, the column and the wave maker.

Given the 2D nature of the numerical model, several additional calculations and
assumptions had to be made in order to ensure compatibility with the actual experiments.
First, the 2D geometries of the container and the column were simulated (see Figure 2).
However, since the sides of the container were not simulated in the 2D model, its thickness
and density were adjusted in order to simultaneously satisfy the required draft of 9.1 cm
and exhibit a rotational inertia that was equivalent to the one of the experimental specimen.
Then, by assuming that the ratio of the debris’ mass to the column’s mass is identical in
both the numerical and experimental models, the density of the column was determined
accordingly. With the beneficial effect of the ‘rigid’ assumption in mind (in terms of
computational time), and the expected small effect of the steel column deformation on
the overall phenomenon (e.g., fluid flow around the column and the debris–fluid–column
interaction), the column was assumed to be rigid as well. Despite this assumption, since the
objective of this paper was to investigate the accuracy of predicting the impact forces, the
contact stiffness was reasonably calculated by the solver via the bulk modulus (defined at
the material level) and Equation (18) to avoid artificially high numerical spikes generated
by a rigid-to-rigid body contact.

Key parts in the development of the numerical models included the definitions of the
SPH–FEM and FEM–FEM contacts interfaces. In fact, different contact algorithms were
employed to define the interaction (i) between the fluid (SPH) and the flume wall, the
wavemaker and the debris specimen (FE), and (ii) between the debris and the column. The
interaction between the FE and the SPH particles was defined in the numerical simulation
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via the *CONTACT_2D_NODES_TO_SOLID contact card, with the master-slave penalty
algorithm, in which the shell elements were assigned the role of the master part and the SPH
particles the slave part. Moreover, the contact between the floating debris and the column
was determined via the *2D_AUTOMATIC_SURFACE_TO_ SURFACE contact type, which
is a segment-based two-way contact. Such segment-based contacts are preferred over
node-based contacts, since the penetration can be easily traced even if it happens at
locations far from existing nodal locations, and consequently tend to be more accurate but
computationally more expensive. It must be noted that the contact between the fluid and
the column was not simulated in the 2D model because it would generate a reflection of
the bore when it reached the structure, which is not realistic given the fact that in the actual
experiments the bore can escape from the sides of the column.

Despite the speed-up of the numerical analyses due to the aforementioned assump-
tions, it was not feasible to run the 2D model on a regular desktop and therefore all the
computational analyses were run on the high-performance computing (HPC) cluster at the
University of Nevada, Reno, using up to 80 cores per analysis. The analysis time ranged
between 15 and 21 h depending on the hydrodynamic characteristics (i.e., water depth),
which affected the total number of SPH particles.

4.2. Accuracy of Numerical Modeling
4.2.1. Free Surface and Fluid Velocities

In order to quantify the accuracy of the numerical model, the results of the free-surface
and fluid velocity histories at two different distances from the wavemaker, were compared
with those measured in Ko and Cox [65]. Wave gage 1 (wg1) and adv1 are the closest to
the wavemaker and are located at the end of the first horizontal part, with x = 24.930 m
for both instruments and z = 1.240 m for the adv. In addition to this location where the
wave has propagated only over a horizontal slab, the numerical results are also compared
with the experimental results at x = 35.890 m (see wg2 and adv2), which is located along
the sloped part. The z coordinate of adv2 is 1.236 m. Figure 3 shows the variation of the
free-surface at (a) wg1 and (b) wg2, and the fluid velocity at (c) adv1 and (d) adv2 for
all trials of the experimental tests with parameters of h1 = 2.496 m and h2 = 0.13 m, and
Terf = 30 s from [65], where h1 and h2 corresponds to the initial water depth offshore (at
wavemaker location) and on the coast close to the debris, respectively. It can be observed
that both the free-surface and fluid velocity histories computed by the numerical model
are in good agreement with the experimental data, both in terms of the peak values and
temporal evolution. There are some underpredictions of the maximum wave height and
some overpredictions of the velocity but those do not exceed 6% for the selected wave. In
addition to this good agreement, the encouraging thing is that the numerical model can
predict the relative increase between wg2 and wg1 of the maximum free surface, indicating
that the SPH–FEM coupled approach can capture the interaction of the fluid with the
sloped part of the flume and result in a similar non-linear transformation of the wave
during the shoaling process.

Figure 4 shows a comparison of the numerically predicted maximum values of the free
surface at the locations (a) wg1 and (b) wg2 with the experimental data for all the tested
tsunami waves (Terf = 30 s, 40 s, 45 s) for h1 = 2.496 m and h2 = 0.13 m. Promising agreement
with the experimental was achieved, with the maximum deviation from the average value
of the measured data at wg1 being 6.3%, 11.7%, and 13.7% for Terf = 30, 40 and 45 s,
respectively. At wg2, the maximum differences are 4%, 15.9%, and 15.2%. As expected, both
the numerical and experimental data show that the shorter Terf, i.e., Terf = 30 s gives greater
inundation depths at the two locations. This also seems to be true for the peak velocities,
especially those measured at adv2, as shown in Figure 5. The latter figure presents the
experimentally and numerically recorded maximum velocities at (a) adv 1 and (b) adv2
for the same hydrodynamic conditions as in Figure 4 (h1 = 2.496 m). Similarly to the free
surfaces, the SPH–FEM approach can predict reasonably the maximum fluid velocities
with maximum deviations of 3%, 4.7%, and 2% at adv1 for the three different tsunami
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bores (Terf = 30, 40, and 45 s), respectively. At adv2, the maximum differences are 6%, 14%,
and 22%, respectively. It is noteworthy that (i) the experimentally recorded peak fluid
velocities in Ko and Cox [65] had significantly larger variability than the measurements
of the free surface, and (ii) the most sensitive experimental results corresponded to the
measured velocities of the slower flows (e.g., for Terf = 45 s), for which the numerical
modeling yielded the largest deviations (underprediction of approximately 25%).

4.2.2. Debris Motion

Although the reasonable predictions of the free surface and fluid velocities achieved
by the numerical simulations increase the confidence in the SPH solver and the coupled
SPH–FEM approach, one of the most critical aspect for future risk assessment studies
is the ability to estimate the debris transport and propagation overland. To this end,
Figure 6 shows the velocity history of the debris specimen for one of the hydrodynamic
conditions with h2 = 0.13 m and Terf = 30 s. The debris velocity was generated based on
the publicly available videos on DesignSafe (i.e., Ko and Cox [65]), using a color-based
tracking algorithm. However, it must be noted that the estimated velocities (from the
videos of the experiments) could potentially entail some errors due to the fact that the
ceiling cameras could not be perpendicular to the top surface of the debris for the whole
propagation process (from its initial position up to the coastal structure). A more accurate
estimate would require a perspective correction, as in Ko [37], which was not done herein
due to the lack of adequate information.

Figure 3. Variation of the free surface and fluid velocity at different locations along the flume. Experimental [65] and
numerical results for h1 = 2.496 m and Terf = 30 s.
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Figure 4. Maximum free-surface values of experiments [65] and numerical simulations for h1 = 2.496 m, and three wave
cases with Terf = 30, 40 and 45 s.

Figure 5. Maximum fluid velocities of experimental tests [65] and numerical simulations for h1 = 2.496 m, and three wave
cases with Terf = 30, 40, and 45 s.

Since the debris specimen was modeled as a solid body, in order to evaluate the
accuracy of the debris velocity from the SPH–FEM simulation, the velocity was output at
four nodes of the debris, which corresponded to the external corners. Figure 6 presents the
nodal velocities at the lower right and left corner together with the experimental velocity
and a reasonable agreement is observed. The numerical and experimental simulations seem
to give similar debris velocities when the bore reaches the container and starts transporting
it. However, as the debris propagation continues, the numerical model seems to accelerate
more and reach a larger velocity than the experimental specimen before the impact on the
column. This in turn causes the numerical model of the container to cross the 3.5 m (initial
distance between debris-column) faster and impact the column earlier than the experiment.
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Figure 6. Debris velocity histories: Estimated based on the experimental tests of [65] and results from
the numerical simulations for h1 = 2.496 m, Terf = 30 s.

One of the possible explanations for the observed differences lies in the 2D formulation
of the current numerical model, which implies that the pressures applied from the bore
on the offshore face of the debris (i.e., the mechanism causing the debris movement) are
uniform across the debris width. However, in the actual experiments the pressures on
the offshore face of the debris (and below its bottom side) are expected to be smaller at
locations close to the sidewalls than the mid-width due to 3D effects. In other words, some
of the bore pressures on the debris are relieved close to the vertical sides of the debris
since the bore can propagate along these sides, given that there is a large area between the
flume walls and the debris. Moreover, it must be clarified than in the presented numerical
results the debris was restrained to move only in the horizontal direction, i.e., the direction
of the bore propagation, eliminating any pitching that could potentially attenuate the
debris transport.

The decision to restrain the debris was made based on the findings of Ko [37], who
stated that there was significant variability in the experimentally recorded impact forces
due to: (i) the “off-centered” impact of the debris on the load cell, and (ii) the effect of
the pitch angle that was present in some trials but not in others. For example, it can be
estimated from the figures of Ko and Cox [65] that for a debris velocity of approximately
1.4–1.5 m/s the “off-centered” impact can give maximum impact forces that are reduced
by approximately 40% relative to the centered case. This explains why in the aforemen-
tioned study was decided to consider only the centered experimental results, and why
in the present numerical investigation the debris was not allowed to pitch during the
validation phase.

4.2.3. Debris Impact Force

Figure 7 shows the time histories of the debris impact forces on the column for two
selected hydrodynamic conditions, with Terf = 30 s and Terf = 45 s for the same initial water
depth h2 = 0.13 m. Subfigures (a) and (b) correspond to Terf = 30 s for the numerical and
experimental data respectively, and subfigures (c) and (d) show the same results but for
Terf = 45 s.The agreement between the computations and the different trials of the physical
tests is reasonable, both in terms of the peak impact force and in the overall trends. For
instance, for the case of Terf = 30 s, the SPH–FEM models predict a relatively higher impact
force than the experiments by approximately 15%. However, this can be explained by the
fact that as shown in Figure 6 the numerically predicted impact velocity was approximately

219



J. Mar. Sci. Eng. 2021, 9, 1068

20% higher than the experimental one. Given the fact that the majority of the available
simplified equations for debris impact loads, such as those presented in FEMA P646 [3]
and ASCE [79], are a linear function of the impact velocity, it is reasonable to obtain larger
impact forces from the numerical simulations since they predict larger velocities. Apart
from the similarities in the results, there are also two noticeable differences:

• In the numerical simulations, the impact force on the column is applied earlier for
Terf = 30 s and later for Terf = 45 s compared to the physical tests. However, these
differences in the instants could be justified by the differences in the debris velocities,
which were most likely overpredicted and underpredicted, respectively, as indicated
by the trends in the maximum values. In other words, it is reasonable for the debris
impact to occur earlier when the numerical models overpredict the magnitude of the
impact, because the reason is the larger debris velocity.

• Immediately after the primary impact force, the column in the physical tests experi-
enced a second short-duration impact force, which is relatively small compared to
the main impact. However, this trend was not observed in the numerical results. In
contrast, the simulations show a long duration load after the initial impact, which
seems to have a nearly constant magnitude. This difference can be attributed again
to the 2D simplification made in the numerical models, which are unable to allow
the fluid to escape from the sides of the debris after the initial impact on the column
and relieve the pressures applied on its offshore face. This leads consequently to the
stagnation of the flow in front of the offshore face, resulting in a nearly steady-state
horizontal damming load.

Figure 7. Comparison of the debris impact forces: experimental tests [65] and numerical simulations for h1 = 2.496 m, and
two wave cases with Terf = 30 s and 45 s.
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The trends of the peak values of the impact forces observed in the previous figure
are also verified in Figure 8, which plots the corresponding maximum values from the
experiments and the computational models for all three hydrodynamic flows (Terf = 30,
40, and 45 s) with h1 = 2.496 m and h2 = 0.13 m. In fact, this figure reveals that the
maximum deviation from the measured values is 14%, 25%, and 19% for the three flows,
respectively, which is promising given the differences in the debris velocities. Moreover,
another observation that reinforces the confidence in the SPH–FEM modeling approach is
that it presents similar trends with the physical tests (as a function of Terf,) since both of
them give larger debris velocities and impact forces for the smallest Terf = 30 s representing
the more transient flow with the largest fluid velocities.

Figure 8. Maximum values of debris impact force on column: experimental tests [65] and numerical
simulation for h1 = 2.496 m, and three wave cases with Terf = 30, 40, and 45 s.

5. Role of Debris Restraints

Given the fact that in the validation section the debris was restrained in order to make
it more consistent with the experiments, it is essential to assess the role of the restraint
for the debris–wave interaction, the debris transport overland and the impact on the
structure. To this end, the restrained model of the previous section was compared with
another model that allowed the debris to move freely in the 2D plane (horizontal and
vertical displacement, and pitching). Figure 9 presents several selected snapshots of the
tsunami flow with Terf = 30 s for h2 = 0.13 m as the free debris propagates towards the
column location, from the instant that the bore starts moving the debris up to the instant of
the second impact. Among these snapshots, ‘e’, ‘f’, ‘g’ correspond to following instants:
(i) slightly before the first impact on the column, (ii) after the 1st impact, and (iii) at the
instant of the 2nd impact on the column, respectively. As shown, the debris starts pitching
in the clockwise direction up to the point that the onshore bottom corner tends to touch
the bottom of the flume, after which it immediately changes the direction of pitching. It is
also revealed that the large counter-clockwise pitching continues until the debris reaches
the column location, which results in a non-normal impact angle and a consequently non-
uniform contact of the onshore vertical face of the debris with the column, affecting the
contact area and consequently the maximum impact forces. After the initial impact, the
debris bounces back and re-impacts the column with a clockwise pitching angle, which
generates a smaller magnitude impulse.
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Figure 9. Selected instants of the debris−wave interaction and impact on the column of the free
debris. Numerical results for the hydrodynamic case with h1 = 2.496 m, h2 = 0.13 m and Terf = 30 s.

Figure 10 presents a quantitative comparison between the debris motion of the two
cases. In the case of the free debris four locations are selected for presentation, including,
the lower left corner (C1), the lower right corner (C2), the upper right corner (C3), and the
upper left corner (C4). The x-displacement vs. y displacement curves for the free movement
debris reveals that the two lower corners move in the opposite y direction as the debris
moves along the x direction. A similar motion trend is observed for the two upper corners
as well. The opposite movement in the y direction indicates the initiation of the debris
rotation. To evaluate the level of the pitching, the rotation angle of the debris is calculated
using the corner displacements and is presented on the right subplot of Figure 10. Based
on this figure it becomes evident that the debris starts rotating clockwise after the bore
reaches its location (negative rotation), then as it transports inland it changes the direction
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of rotation until it reaches the maximum rotation of approximately 37◦ slightly before the
primary impact on the column, and then rotates in the opposite direction as it interacts
with the column, until it stabilizes at a zero angle and the long duration damming process
is initiated.

The debris velocity and impact forces histories for the free and restrained container
models are presented in Figure 11. Interestingly, although it was expected the peak impact
velocity to be affected by the pitching, the expectation was that the free debris would
exhibit a more significant wave–structure interaction (due to the larger vertical displace-
ments and rotation), which would dissipate more of the energy of the bore leading to a
smaller horizontal debris velocity and a delayed arrival at the column location. While the
delayed arrival did happen as expected and the debris velocity was indeed smaller than
the respective velocity of the restrained model, this was true only at some instants during
the debris transport inland and not at the instant of the impact on the column. The impact
velocity of the free debris was surprisingly larger than the restrained one, which highlights
the complexity and non-linearity of the debris interaction with the turbulent flow.

Another interesting finding can be reached from the subplot of the impact forces,
according to which, the column experiences a significantly larger impact force from the
restrained debris than the free case, although the latter one impacts the column with
a larger velocity. The debris restraint seems to increase the maximum impact force by
approximately a factor of 2.3 relative to the free case and reach the experimentally recorded
values. The above trend could be attributed to the presence of debris pitching that affects
the impact angle on the column, since as was observed in the swinging in-air tests of
Ko [37] the cases with a zero pitch angle tended to give larger impact forces than the larger
pitch angles, even when the debris impact velocities were the same.

The above finding indicates that future predictive equations might have to be a func-
tion of not only the impact velocity but also the impact angle, while design methodologies
and risk assessment frameworks should be able to predict these two parameters. Ideally,
the location of the impact on the coastal structure should also be estimated since the struc-
tural damage caused by the container could be very localized (close to the point of contact)
if the debris impacts a coastal structure with a non-normal pitching angle.

Figure 10. Debris trajectory (left) and rotation (right) for the restrained debris and free debris. Numerical results for the
hydrodynamic case with h1 = 2.496 m, and h2 = 0.13 m and Terf = 30 s.
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Figure 11. Debris velocity (left) and forces on the column (right). Experimental and numerical results (of restrained and
free debris) for the hydrodynamic case h1 = 2.496 m and Terf = 30 s.

6. Effect of Hydraulic Conditions on Debris Motion and Impact Forces

6.1. Tsunami Flow Characteristics

To gain further insight into the debris–flow interaction and impact on coastal struc-
tures, this section will evaluate the effects of the flow characteristics by considering the
three different cases with Terf = 30 s, Terf = 40 s, and Terf = 45 s for h1 = 2.496 m and
h2 = 0.13 m tested in [37]. In this section, the debris will be considered free in the 2D plane
since it is considered more realistic, despite the fact that the restrained model captured
better the experimental data. Comparison of the free surface and fluid velocity at a location
close to the container, i.e., x = 62 m, is depicted in Figure 12. As discussed in [37], the
error function (Terf) affects the wave characteristics, and particularly the wave height and
fluid velocity. The new figure shows that although there are similarities in the free-surface
histories for all three waves, the smallest Terf (which corresponds to the faster movement of
the wavemaker) exhibits the largest peak values for the free surface and the fluid velocity,
with the most noticeable differences observed in the fluid velocities. Interestingly, as the
Terf increases the flow height and fluid velocity is reducing, while the duration of the
inundation is elongated, which indicates that the flow is switching from a highly transient
bore to a more steady-state flow.

Figure 13 presents two selected snapshots of the debris–fluid interaction as the con-
tainer propagates inland for two selected tsunami waves with Terf = 30 s, and Terf = 45 s,
respectively. While both waves present similar trends in the debris motion, which com-
prises of a clockwise rotation followed by a counter-clockwise one, the faster moving bore
results in larger particle velocities around the debris that in turn cause larger pitching of the
container. This would indicate that the pitching of the debris is mainly caused by the larger
velocities, and not that much by the differences in the free surface, which are much smaller.
Figure 14 plots the vertical movement of the lower-right corner of the container and its
rotation throughout the propagation inland. This figure illustrates that the debris flow is
indeed highly dependent on the tsunami characteristics and that the fastest bore (Terf = 30 s)
can cause pitching angles that are approximately 85% larger than those of the slowest wave
(Terf = 45 s). This larger rotation leads to an increase in the upward vertical movement of
the offshore face of the container, which enables it to impact structural locations at higher
elevations.
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Figure 12. Variation of free surface (left) and fluid velocity (right) at x = 62 m: Numerical results for h1 = 2.496 m and three
wave cases with Terf = 30, 40, and 45 s.

Figure 13. Snapshots of debris−tsunami interaction and impact on the column. Numerical results for h1 = 2.496 m and two
wave cases with Terf = 30 s (top) and 45 s (bottom).

Combining the trends of the previous figures and snapshots, it is possible to identify
three characteristic time instants in the motion of the debris for the case of Terf = 30 s, as
shown below:

• T1: This time instant represents the initiation of the debris rotation. It occurs slightly
after the tsunami has started pushing the debris inland. After that initial contact with
the bore, the debris starts accelerating and as the flow below the debris increases and
the bore front surpasses the debris, the latter one starts rotating clockwise (see also
snapshots b. and c. in Figure 10).

• T2: This instant corresponds to the largest clockwise rotation, at which point the lower
right (onshore) corner has displaced downward so much that it impacts the floor of
the flume. When this impact takes place, a restoring force is applied to the debris
causing it to start rotating in the opposite direction (counter-clockwise).
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• T3: After the primary debris impact on the flume floor and the initiation of the
counter-clockwise rotation, the debris continues rotating in this direction until it
reaches the maximum pitch angle, which tends to occur slightly before the primary
debris impact on the column. At this instant, it is possible for the lower left (offshore)
corner of the debris to touch the floor of the flume before it impacts the column.
However, this will depend on the initial relative distance between the debris and the
coastal structure, as well as, the hydrodynamic conditions. This means that instant
T3 represents the maximum clockwise pitching angle, which might be close to the
impact angle, but not necessarily the same. Future studies should investigate different
debris–structure relative distances, and a larger range of hydrodynamic conditions in
order to determine the dependence of the maximum pitching angle and the impact
angle on these parameters. Ideally, such studies should employ three-dimensional
models, which are expected to be more accurate than two-dimensional models.

Figure 14. Numerical results of the free debris: vertical displacement (left) and rotation (right), for h1 = 2.496 m and three
wave cases with Terf = 30, 40, and 45 s.

The debris impact forces on the column, including both time histories and the peak
value versus the impact velocity, are presented in Figure 15 for all the tsunami waves of
h2 = 0.13 m. As expected, larger tsunami waves have more energy and higher particle
velocities, which lead to higher values of the debris impact velocities and impulsive forces
on the column. This is why the wave with Terf = 30 s exerts the largest impact force on
the column. Interestingly, the largest/fastest tsunami bores also result in higher damming
loads, with Terf = 30 s giving almost 3-fold larger values than Terf = 45 s. However, this
observation must be taken with caution, since, as explained earlier, the 2D nature of the
numerical models can lead to over-prediction of the damming loads. Last but not least, the
right subplot of Figure 15 reveals that contrary to the existing simplified equations of debris
loads (e.g., FEMA P626 [3]), the impact forces might not necessarily be a linear function
of the impact velocity, at least for the specific hydrodynamic conditions. In fact, when the
debris velocity increases above a certain limit (e.g., 1.1 m/s for this water depth) the rate
of the increase in the impact force with the velocity decreases, resulting in a non-linear
increase in the force. This behavior can be explained by the trends observed in the previous
figures, according to which, the largest impact velocity corresponds to the fastest bore
(Terf = 30 s) that cause significant pitching of the debris and non-normal impact on the
column. Ultimately, the results presented herein indicate that the debris impact forces
might be a function of both the debris velocity and pitching angle at the instant of the
impact on the coastal structure. However, this indication must be further verified with
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validated three-dimensional models. Ideally, such future models should simulate the
debris and the coastal structure as flexible bodies, since that will enable a more realistic
prediction of the impact duration and determine its dependence on the debris velocity and
pitch angle.

Figure 15. Free−debris histories (left) and maximum values of debris impact on the column vs. the impact velocity (right).
Numerical results for h1 = 2.496 m h2 = 0.13 m, and Terf = 30, 40, and 45 s.

The above findings seem to extend and complement the findings of previous studies,
which have demonstrated the critical role of the relative tsunami–structure or debris–
structure angle, in the estimation of hydrodynamic and debris loads, respectively. For
example, Istrati and Buckle [44,80] demonstrated the dependence of the maximum tsunami
loads on the skew angle of a bridge and the angle of attack (obliqueness of the wave),
respectively, while Haehnel and Daly [36] and Derschum et al. [40] revealed experimentally
the dependence of the debris loads on the yaw angle of the impact on the structure, for
wooden logs and shipping containers, respectively. The former research study proposed
a reduction coefficient for cases of oblique debris impact on a structure, and was later on
the basis for the development of the orientation coefficient (equal to 0.65) in the Tsunami
chapter of ASCE 7-16 [79]. Interestingly, the debris rotation and oblique collisions between
adjacent containers were suggested as a critical factor in Stolle et al. [81], since these could
result in energy losses and consequently reduce the impact forces on coastal structures. The
latter authors simplified the estimation of the impact loads induced by multiple debris, by
assuming them to be a function of an area coefficient that accounted for the impact debris
geometry and compactness. However, they noted that accounting for the impact angle of
the agglomeration in future studies, would be physically more realistic. Last but not least,
the experimental observations of Shafiei et al. [38] are perhaps the closest in agreement
with the findings of the current study, since they observed that the debris always impacted
the vertical structure at non-zero pitching angle, which ranged between 3 and 10◦ and 15
and 30◦ for a rigid rectangular box and a disc, respectively. This pitching angle had a major
effect because it governed the variability of the impact accelerations and caused a large
vertical load (in the case of a horizontal tsunami flow) that was approximately 60% of the
horizontal one.

6.2. Initial Water Depth

In addition to the effect of the tsunami characteristics, it is of interest to evaluate the
effect of the initial water depth on the debris motion, and the debris interaction with the
column and the bottom of the flume. For this purpose, two of the water depths tested in
Ko [37], i.e., h1 = 2.496 and 2.664 m and a new depth with h1 = 2.8 m were considered for
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a range of tsunami flows. These offshore water depths translated into local initial water
depths of 0.13, 0.30 and 0.43 m, respectively, at the debris location. Figure 16 illustrates
(a) the variation of the free surface, (b) thefluid velocity, (c) the debris vertical displacement,
(d) the debris rotation, (e) the debris velocity and (f) the impact force. The free-surface
histories are plotted close to the offshore side of the debris, at x = 62 m, and are calculated
relative to the initial water level, while the fluid velocities are plotted at the same x
coordinate at the level of the initial free surface (i.e., 9.1 cm above the bottom of the debris).
This means that the absolute elevation of the locations at which the fluid velocities are
plotted are different for each water depth, but the relative distance from the bottom of the
debris is the same. The figure reveals small differences in the maximum bore heights and
nearly negligible differences in the fluid velocity histories close to the debris location, for
three water depths. There are some differences in the free-surface history of the shallower
water level relative to the two larger depths, with the most obvious difference in the bore
front and the instant of the arrival at x = 62 m. In the case of the deeper water, the tsunami
waves are arriving slightly faster, which is attributable to the increase in the wave celerity
offshore caused by the increase in the water depth. Nonetheless, the tsunami bores at
the debris location are similar enough for the three water depths, enabling the proper
investigation of the effect of this parameter.

Interestingly, despite the smaller bore height in the case of the h1 = 2.496 m relative
to the other depths, this case exhibits the largest vertical displacement of the debris (at
its onshore corner) and the largest pitching. In fact, the maximum pitching angle seems
to consistently decrease with the increase in the water depth, with the shallowest case
inducing an approximately 5-fold larger maximum pitching angle relative to the deepest
case of 2.8 m. This demonstrates that the rotation of the debris is highly dependent on the
initial water depth. Moreover, in addition to the differences in the magnitudes, it can be
observed that the previously identified pattern in the debris motion, which involved an
initial clockwise debris rotation followed by a counter-clockwise one before the impact on
the column, is not consistent for all the water depths. For larger initial depths it is possible
to notice an opposite sequence of debris rotations (i.e., for h1 = 2.66 m) or just a clockwise
rotation before the initial debris contact with the column (i.e., for h1 = 2.8 m). Last but not
least, in contrast to the differences in the vertical displacement and rotation of the debris,
the debris horizontal velocities present more similarities. The major difference is observed
in the fact that the deeper cases exhibit a gradual increase in the debris velocity, which
becomes nearly constant as it approaches the coastal structure, while in the shallowest case
more abrupt increases in the debris velocity are observed that result in a larger impact
velocity on the column. Despite the larger debris impact velocity for h1 = 2.496 m (for the
specific tsunami bore), this case gives similar impact forces with the large water depths,
which can be justified by the higher level of pitching in the former case.

Figure 17 presents selected snapshots for the three water depths and Terf = 40 s, as
the debris moves inland and impacts the coastal structure. This visual representation of
the phenomenon verifies the previously observed trends, with the two larger water depths
being associated with nearly a consistent debris orientation (small rotation) contrary to the
shallow water that is dominated by debris pitching effects. Moreover, despite the similar
bore velocities at x = 62 m (a few meters from the debris) observed in Figure 16, the fringe
plots of the fluid particle velocities reveal that there are significant differences in the flow
around the debris, since in the shallow case the flow seems to accelerate more below the
debris. This is probably due to the fact that in the latter case the bore is more restricted and
does not have as much space to propagate below the debris as in deeper waters, resulting
in faster flows horizontally that tend to uplift on one side of the debris and consequently
rotate it. Another major difference lies in the fact that when the initial water level is low,
the pitching of the debris can move one of its corners downwards so much that it impacts
the bottom of the flume. This contact between the debris and the flume complicates further
the debris–fluid interaction and is a distinguishable feature of the small water depths only.
Last, but not least the snapshots reveal major differences in the fluid flow below the debris
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after the initial impact on the column, which affects the number of secondary impacts and
their magnitude, as well as, the damming loads. For example, smaller damming loads can
be noticed in the case of larger water depths, because less of the bore gets reflected on the
structure and more of it propagates onshore by moving below the debris. However, these
differences might be exaggerated by the 2D assumption made in the development of the
numerical models.

Figure 16. Time histories of the free surface, fluid velocity, motion of the debris (y displacement and rotation), debris
velocity and debris impact force on the column. Numerical results of free debris for Terf = 40 s and three water depths with
h1 = 2.496, 2.664 and 2.8 m.
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Figure 17. Snapshots of debris-tsunami interaction and impact on the column. Numerical results of free debris for Terf = 40 s
and three water depths with h1 = 2.496 (top), 2.664 (center) and 2.8 m (bottom).

The maximum debris impact forces as a function of the impact velocities for all the
water depths and bores, are presented in Figure 18. This figure reveals, that although for
larger water depths (e.g., h1 = 2.66 and 2.8 m) the relationship between the maximum debris
impact force and impact velocity is nearly linear, which agrees with existing predictive
equations (e.g., FEMA P646 [3] and ASCE [79]), for small water depth the trend seems to
be non-linear. In fact, in the latter case, after the exceedance of the debris velocities above a
certain limit, the impact force increases less than what a linear force–velocity assumption
would suggest, indicating that predictive equations that utilize such an assumption might
yield conservative results. To investigate whether such an indication is true, additional
parametric investigations are required, followed by direct comparisons with available
simplified equations, which is beyond to scope of this manuscript. However, the results
presented herein raise the question on whether future predictive equations of debris loads
should: (i) be a function of the water depth, so that for large initial water depths a linear
impact force–velocity relationship is used and for shallow depths a non-linear one that will
account for the possibility of debris pitching and non-normal impact angle on the structure,
especially if the structure is located close to the location of the debris entrainment, and
(ii) limit the applicability of the linear force–velocity equations to a certain velocity limit,
above which, the rate of the force increase with the velocity will drop significantly.
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Figure 18. Maximum values of the debris impact force as a function of the impact velocity for three
water depths and nine tsunami bores.

As explained earlier, the indications of this preliminary numerical investigation should
be verified with follow-up expanded studies that will include a wider range of hydrody-
namic conditions (e.g., faster flows and more water depths) and different relative distances
between the debris and the coastal structure. The latter parameter is especially crucial,
since as observed in Goseberg et al. [82] the debris tended to yaw towards an equilibrium
position as it propagated inland, in which the long axis was perpendicular to the flow
direction. It would be interesting to see if the pitching of the debris will be damped out in
the case where it could propagate for a longer distance before impacting the structure. If
such a behavior was true, then the significance of pitching effects documented herein might
be applicable only to locations near the debris entrainment by the bore, and disappear after
a certain propagation distance. Moreover, although the current 2D SPH–FEM models were
validated against the restrained debris experiments of Ko [37] and Ko and Cox [65], future
studies should employ 3D numerical models that will be able to simulate both the yaw
and roll of the debris, in order to ensure that the influence of the pitching angle on the
impact forces identified by the current study is not affected by the 2D assumption. Last but
not least, given the observed complex interaction of the debris with a simplified vertical
coastal structure, it would be interesting for future studies to investigate how to debris will
interact with more complex structural geometries, such as elevated decks with overhangs,
piloti-type buildings with columns or multiple structures in urban environments.

7. Summary and Conclusions

Given the documented catastrophic effects of large debris in past tsunamis, and the
difficulty of simulating numerically such effects, this study presents a coupled SPH–FEM
modeling approach and evaluates its capability to predict both the debris–fluid interaction
and the impact on a coastal structure. In this modeling approach the fluid was modeled via
particles, based on the weakly compressible smoothed particle hydrodynamics, while the
wavemaker, flume, debris and structure were modeled with mesh-based finite elements.
The interaction between the fluid and solid bodies was defined via node-to-solid contacts,
while the interaction of solid bodies (e.g., debris–flume, debris–structure) was defined via
a two-way segment-based contact that could trace the impact at any location of the body.
For the validation of the coupled modeling, the large-scale experimental data from Ko and
Cox [65] and Ko [37] were selected as a benchmark. In these experiments, a tsunami-like
wave was generated offshore via a wavemaker, which then propagated over a complex
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bathymetry, forming a transient flow on the coast that entrained the debris and propagated
it onshore until it impacted a vertical column. The fact that the debris was restrained
experimentally to move only in the direction of the flow (i.e., no yaw and no movement
across the flume width) enabled the development of a two-dimensional (2D) numerical
model instead of a 3D one, which reduced consequently the required computational time.

The comparison between the experimental and numerical results revealed an overall
acceptable accuracy of the SPH–FEM coupled modeling approach, with some parameters
being estimated more accurately than other, as explained below:

• The free surface and fluid velocities had good agreement with the experimentally
recorded results, both offshore and during the wave propagation along the slope.
The deviation of the maximum wave height from the average value of the experi-
mental tests ranged between 4% and 15.2%, while the deviation of the maximum
fluid velocities was between 2% and 22%, depending on the location along the flume
and the tsunami flow. These results showed that the numerical model can predict
the relative increase in the free surface and fluid velocities as the wave propagates
over the sloped part and undergoes a non-linear transformation, indicating that the
fluid–flume contact worked properly.

• The SPH–FEM models estimate similar debris velocities with the experiments, espe-
cially when the bore reaches the container and starts transporting it. However, as the
debris propagation inland continues, the numerical model tends to accelerate more
and reach an impact velocity that is approximately 20% larger than in the experiments,
leading consequently to some differences in the arrival time at the column location.
One possible explanation for these differences lies in the 2D formulation of the cur-
rent numerical model, which implies that the pressures applied from the bore on the
offshore face of the debris is uniform across the debris width, which is not necessarily
the case in real 3D environments.

• The deviation of the numerically predicted maximum debris impact forces on the
column from the experimental data was in the range of 14–25% for the investigated
hydrodynamic flows. However, these differences are consistent with the observed
differences in the debris impact velocities. Overall, the numerical results presented
similar trends with the physical tests since both gave larger impact forces for the more
transient and faster tsunami flows.

Following the verification of the numerical modeling, a preliminary investigation was
conducted with the aim to gain an insight into (i) the sensitivity of the results to the debris
restraints, and (ii) the role of the hydrodynamic conditions. The analyses of the 2D free
debris revealed that for small water depths, the debris starts rotating clockwise upon the
arrival of the bore, then as it transports inland, it changes the direction of rotation until it
reaches the maximum counter-clockwise pitching angle slightly before the primary impact
on the column. The prominent pitching effect during the debris transport inland resulted
in higher impact velocities relatively to the restrained debris, which was unexpected,
highlighting the complexity and non-linearity of the debris interaction with the turbulent
flow. Moreover, despite the larger impact velocity of the free debris, the applied impact
forces were smaller by approximately 56% relative to the restrained one. This is attributed
to the fact that the free debris continues pitching until it reaches the column location,
which results in a non-normal impact angle and a consequently non-uniform contact. This
non-normal pitching angle reduces the contact area between the debris and the column,
and consequently the maximum impact forces.

The comparison of different tsunami flows revealed that the 2D motion of the debris
is highly dependent on the tsunami characteristics, with the largest wave (i.e., faster flow
inland) causing pitching angles that were approximately 85% larger than the smallest wave.
In fact, there was some indication that the pitching of the debris was caused mainly by the
high velocities of the turbulent flow passing below the debris, justifying why faster bores
caused more debris pitching. Moreover, the comparison of similar tsunami flows for three
different water depths demonstrated that the debris–fluid interaction is also dependent on
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the initial water level at the debris location, with the debris pitching decreasing consistently
with the increase in the water depth. When the water level is low the bottom corners of
the debris can impact the bottom of the flume if the pitching angle is large, complicating
further the debris–fluid interaction and impact on the column. Interestingly, although for
larger water depths the relationship between the maximum debris impact force and impact
velocity is nearly linear, which agrees with existing predictive equations, for the small
water depth a non-linear trend was observed. In fact, in the latter case, after the exceedance
of the debris velocity above a certain limit, the impact force increased less than what a
linear force–velocity relationship would suggest.

Despite the limited investigated hydrodynamic conditions, the observed trends raise
the question on whether debris load equations should: (i) be a function of the water depth,
so that for large initial water depths a linear impact force–velocity relationship is used
and for shallow depths a more complex equation is developed that will account for the
debris pitching angle at the instant of impact, and/or (ii) limit the applicability of the linear
force–velocity equations to a certain velocity range, above which, the rate of the force as a
function of the impact velocity will drop. Future studies should consider a wider range
of hydrodynamic conditions (e.g., faster flows, more water depths) and different relative
distances between the debris and the coastal structure in order to determine if the pitching
effects observed herein are going to be damped out as the debris propagates over longer
distances. Such studies should employ 3D numerical models that will be able to simulate
both the yaw and roll of the debris, in order to ensure that the influence of the pitching
angle is not exaggerated by the 2D SPH–FEM models used in this study.
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Appendix A

The sensitivity of the numerical results to the SPH particle size was investigated for
the fastest bore with Terf = 30 s. This appendix (Figures A1–A3) shows the numerically
predicted free surface, debris velocity and impact force for particle sizes equal to 1, 2 and 3 cm.

Figure A1. Variation of the free surface at different locations along the flume. Experimental [65] and numerical results for
three particle sizes, for h1 = 2.496 m and Terf = 30 s.

Figure A2. Debris velocity histories. Estimated based on the experimental tests of [65] and numerical results for three
particle sizes, for h1 = 2.496 m and Terf = 30 s.
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Figure A3. Debris impact forces. Experimental [65] and numerical results for three particle sizes, for h1 = 2.496 m and Terf = 30 s.
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Abstract: The Pont del Petroli is a dismissed pier in the area of Badalona, Spain, with high historical
and social value. This structure was heavily damaged in January 2020 during the storm Gloria
that hit southeastern Spain with remarkable strength. The reconstruction of the pier requires
the assessment and characterization of the wave loading that determined the structural failure.
Therefore, a state-of-the-art Computational Fluid Dynamic (CFD) code was employed herein as
an aid for a planned experimental campaign that will be carried out at the Maritime Engineering
Laboratory of Universitat Politècnica de Catalunya-BarcelonaTech (LIM/UPC). The numerical model
is based on Smoothed Particle Hydrodynamics (SPH) and has been employed to simulate conditions
very similar to those that manifested during the storm Gloria. The high computational cost for a full
3-D simulation has been alleviated by means of inlet boundary conditions, allowing wave generation
very close to the structure. Numerical results reveal forces higher than the design loads of the pier,
including both self-weight and accidental loads. This demonstrates that the main failure mechanism
that led to severe structural damage of the pier during the storm is related to the exceeded lateral soil
resistance. To the best of the authors’ knowledge, this research represents the first known application
of SPH open boundary conditions to model a real-world engineering case.

Keywords: fluid–structure interaction; waves; smoothed particle hydrodynamics; SPH; Pont del
Petroli; storm Gloria

1. Introduction

In January 2020, the sea storm Gloria [1] struck the Mediterranean coasts of Spain and France
with remarkable strength. The combination of extreme wave conditions, wind velocities, and the long
event duration caused severe damage to assets and infrastructures. Many coastal platforms suffered
from extensive damage due to the impact of big waves and fatigue. One of these is the Pont del Petroli,
a pier located in Badalona, in the northern area of Barcelona, Spain. It is a structure integrated into the
coastline with high historical, scientific and social value, and it was heavily damaged by the storm
Gloria. Changes in the bathymetry of the area where the pier is built, together with extreme wave
conditions that were not accounted for in the design and building process of the pier, led to stresses that
the structure was eventually unable to withstand. As a result, the main platform of the pier suffered
from serious damage, most likely due to the induced shear stress in the concrete and exceeded soil
bearing capacity. Moreover, one of the beams that form the footbridge was completely washed away.
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Parts of the damaged structure were removed after the storm for safety reasons. The local authorities
of Badalona intend to repair and rebuild the pier mainly for its social and historical value to the city of
Barcelona. However, there is a lack of knowledge regarding the exact weather conditions that led to
such high damage during storm Gloria.

With the aim to cover this gap, an experimental campaign is currently under development at the
Maritime Engineering Laboratory at Universitat Politècnica de Catalunya—BarcelonaTech (LIM/UPC),
in Barcelona, Spain. The main goal is to reproduce the loads exerted on the pier by wave conditions
similar to those that manifested during the sea storm Gloria. The pier will be modeled in the large-scale
wave flume of the Maritime Engineering Laboratory at UPC. In preparation for the experimental
campaign, numerical simulations have been chosen as a means to obtain accurate predictions of water
flow around the pier under certain extreme weather conditions.

The use of Computational Fluid Dynamics (CFD) for enabling the study of fluid–structure
interaction (FSI) and wave–structure interaction (WSI) problems, as well as the structural analysis
of onshore and offshore facilities, has a long history. The first methods were based on potential
flow theory [2–6], usually resorting to a velocity potential that satisfies a set of simplified
governing equations (often times represented by the Euler equations) throughout the fluid domain.
The employment of these techniques would request assumptions such as irrotational, inviscid fluid
flow, linear or nonlinear wave theory and small displacements. However, the solution of the
Navier–Stokes (NS) equations, with the incorporation of an accurate treatment for the viscous terms as
well as the air–water interface, is generally required for WSI problems involving violent breaking and
extreme wave loads. These equations can generally be discretized on a 2- or 3-D grid by the use of
well-established techniques such as the Finite Volume (FV) or Finite Element (FE) methods. With the
advent of new and more powerful hardware, including Central Processing Unit (CPU) and Graphics
Processing Unit (GPU), the efficiency and effectiveness of the aforementioned methodologies have
improved significantly, allowing the study of real-life problems [7–11].

In the last few decades, numerous additional CFD algorithms have been devised and perfected to
address the ever increasing complexity of computer-aided simulations for the solution of challenging
engineering problems. Among these is Smoothed Particle Hydrodynamics (SPH) [12–14], a fully
Lagrangian meshless method that has been adapted from an original astrophysics framework to
subsequent use in problems of free-surface hydrodynamics [15–17]. SPH has numerous advantages
when simulating problems in the context of offshore and other marine structure analyses. Due to
their fully Lagrangian nature, SPH particles do not require explicit routines that model advection,
therefore the treatment of free-surface boundary conditions becomes seamless also in the case of large
deformations, such as during the breaking process of a wave. Moreover, SPH has excellent conservation
properties, not only for energy and linear momentum, but also for angular momentum. These and
other aspects make SPH particularly suited for studying WSI and FSI problems [18,19]. In [20], several
test cases were investigated, including a dam break flow past a fixed rigid column and the dynamical
response of a floating object to the impact of incoming waves. The results suggest excellent agreement
of SPH simulations with experimental benchmark data. In the context of marine structures and their
dynamical response to large wave loads, the work of [21] proposes a hybrid SPH-FE method where
the strength of SPH in simulating complex free surface flow is mixed with the high accuracy of the FE
method in simulating the dynamics of the structure. Therein, a dam break flow was also investigated
but with the presence of a flexible structure downstream, showing very good agreement with other
methods. The authors of [22] build on the idea of coupling with other methods by employing a
state-of-the-art SPH code together with a lumped-mass mooring dynamics model for the simulation
of floating moored devices in regular waves. The comparison with experiments suggests that SPH is
an excellent candidate for simulating freely and moored floating objects undergoing WSI. However,
the authors anticipate the need for more work to cover a larger range of sea states, with an emphasis
on irregular waves. All the aforementioned cases employ a one-phase flow approach, where the
liquid is generally (though not always) modeled as a weakly-compressible fluid while the gas phase is
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neglected. Nevertheless, the capability of SPH of handling two-phase flow is also an active area of
research with significant contributions available in the literature. The interested reader is referred to
the following studies for a representative (though non-exhaustive) list of computational analyses with
multi-phase SPH models in the contest of FSI and WSI [19,23–25].

In the present work, the open-source SPH code DualSPHysics [26] was employed to simulate
the local wave conditions that determined the failure of the Pont del Petroli, and to analyze the
wave–structure interaction. In particular, DualSPHysics was employed to characterize the wave loads
on each pier element, with particular attention to those that were severely damaged during the sea
storm Gloria. DualSPHysics is currently one of the most advanced CFD models based on SPH, with the
latest developments significantly improving the efficiency of the solver for use on GPU and multi-GPU,
as well as for coupling with other schemes and techniques [27–29]. Results from this work will be
instrumental in the subsequent experimental campaign that will be carried out for the final design of
the upgraded Pont del Petroli.

A description of the damage brought by storm Gloria to the Pont del Petroli and the possible
source of it is presented next.

2. Study Case

2.1. The Pont del Petroli Pier

The Pont del Petroli was built in the 1960s to enable the transfer of oil from tankers onto land.
The pier extends for approximately 250 m at sea near the Badalona sandy beach, close to Barcelona,
Spain (Figure 1). The pier went out of industrial usage in 1990. In 2001, there was a popular opposition
to its demolition and a proposal to adapt the pier for public use. The Pont del Petroli was then handed
over to the Badalona City Council in 2003, with the council starting construction work in 2009 to
repurpose the jetty into a leisure facility for public use. Taking advantage of this remodeling, LIM/UPC
designed, integrated and installed scientific equipment all along the pier, effectively creating a base for
sea and atmospheric monitoring. Because of this, the pier is now the only of such equipped coastal
stations on the Catalan coast, unique on the Eastern coast of Spain, and a very rare instance in the
entire Mediterranean sea. The pier has a front platform located 6 m above the mean water level that
can be reached via a 3 m-wide and 240 m-long footbridge. The platform consists of a 9.75 m × 6.75 m
armored concrete slab supported by perpendicular beams, also built in concrete. The footbridge
structure is made of π-shaped concrete beams, each being 15 m long, and is supported by one pile
cap on each extreme. Between 2 and 4 metallic 14 inch diameter piles are connected to the pile caps
to support the whole structure. In total, there are 16 groups of piles, 14 of which with only two piles
connected to the pile cap, while the remaining two are connected with four piles. A total of 20 piles are
placed below the platform, connected to the supporting beams.

Sketches of each element are depicted in Figure 2. The piles below the pile caps present an
inclination of 7.5 degrees with respect to the vertical direction. The piles are embedded about 6 m
deep into the sandy bottom, as detected from the original design report. The main exposed area,
the self-weight and the total distributed load for each element that forms the pier are reported in
Table 1. All values are extracted from the original report on the structural design of the pier and have
been checked carefully. The water depth and beach profile at the Pont del Petroli location changed
significantly since its date of construction. Initially conceived with a water depth of 12 m at the deepest
point (i.e., at the toe of the platform), the pier experienced radical changes related to both the water
depth and bottom slope. LIM/UPC carried out 19 bathymetric surveys in the period between 2011 and
2020, the last one being carried out right after storm Gloria. Results from these surveys are shown in
Figure 3, where the original profile from the design report is highlighted in blue while the profiles right
before and after the passage of storm Gloria are indicated in red. The x-distance is measured from
the land-side—the beginning of the footbridge. The platform toe is located at x = 240 m. The most
seaward footbridge beam and the platform are located between x = 216 and x = 240 m. The vertical
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axes express the distance from the mean water level, being positive if upwards. While for the rear
part of the pier, from the fourth pile cap to the shoreline, the bottom slope did not show remarkable
modifications and remained on average between 1:30 and 1:25, the front and most seaward part,
from the fourth pile cap to the platform, showed the greatest change, especially in terms of the local
water depth. The local sand accretion determined a reduction of the water depth from the initial 12 to
almost 9 m. While an almost linear trend had been observed during the past years, a sudden change
was surveyed after storm Gloria in early 2020. The measured water depth at the toe of the platform
was observed to be 8 m, hence 4 m less than the design value.

Figure 1. 1980s (left) and 2017 (right) aerial photos of the Pont del Petroli. Originally constructed for
industrial purposes, the pier is now open to the public. (Sources: Concepció Riba).

Figure 2. Geometrical details and top view of the platform, beam and pile cap forming the Pont del
Petroli pier. The sketches are extracted from the first design report and provided by the Maritime
Engineering Laboratory of Universitat Politècnica de Catalunya-BarcelonaTech (LIM/UPC) for the
present manuscript. The sketches belong to the original project deposited in the 1965 archive “Colegio
de Ingenieros de Caminos, Canales y Puertos de Madrid”, PN 9280/65, under José Entrecanales Ibarra.
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Figure 3. Beach profiles at Pont del Petroli. The original beach profile from the design report is
indicated by a blue line. In red, the two profiles surveyed by LIM/UPC before and after storm Gloria.

Table 1. Main characteristics of the Pont del Petroli pier elements.

Element
Main Exposed Area
(Volume)

Self-Weight
Distributed Vertical
Load (Self-Weight +
Accidental Load)

Final Design
Vertical Load

Platform 9.75 m × 6.75 m 32.90 tons 2.00 tons/m2 131.62 tons

π-shaped beam 15.00 m × 3.20 m 29.25 tons 3.60 tons/m2 54.00 tons

Pile cap (2 piles) 4.40 m × 0.8 (×1.2) m 9.12 tons 12.30 tons/m2 54.12 tons

Pile cap (4 piles) 4.40 m × 0.8 (×2.0) m 15.20 tons 15.80 tons/m2 60.20 tons

2.2. Storm Gloria: Description and Damage to the Pont del Petroli

Since its refurbishment and opening to the public in 2009, the Pont del Petroli pier has been
subjected to several storms, some of which caused serious damage and a subsequent need for major
repair work (i.e., storms in 2107 and 2020). In particular, the sea storm Gloria left the pier badly
damaged, forcing the local government to close public access to it. The pier platform and the first
beam attached to it experienced the most severe damage. The platform was partly destroyed and the
beam was washed away together with the first pile cap.

It is difficult to characterize the wave climate in the area surrounding the Pont del Petroli.
The closest buoy to the pier is located at Puertos del Estado [30], located just outside the Barcelona
harbor (Lat. 41.32◦ N, Long. 2.20◦ E), south of Badalona. However, the buoy stopped recording
data during storm Gloria. The latest available data were recorded on 19 January 2020 at 21:54,
Barcelona time: the maximum recorded wave height was 5.64 m. The most complete and available
information to date on the characteristics of storm Gloria can be found in the readings by the buoy of
Capo Begur (Lat. 41.90◦ N, Long. 3.66◦ E), several kilometers north-east of Badalona (Figure 4). At the
same time that the Barcelona buoy stopped working, the maximum wave height recorded at by the
Capo Begur buoy was 6.8 m, approximately half of the 13.8 storm peak occurred (and recorded) 1 day
later. The significant wave height, Hm,0, recorded at Capo Begur was higher than 6.0 m for 44 h, with a
peak value of 7.8 m. The main wave and wind direction was east-northeast. Of all the recordings from
the Capo Begur buoy in the period between 2001 and 2017, only a handful of them show wave heights
close to or larger than 7.0 m, as the values recorded during storm Gloria: Hm,0 = 7.4 m from the north
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in 2003, Hm,0 = 7.2 m from north-east in 2010 and Hm,0 = 6.9 m from north-east in 2016. These values
notwithstanding, there is no trace of extreme data similar to that of storm Gloria, especially in terms of
the duration of the storm peak and the strong winds (greater than 70 km/h).

Figure 4. View of the Catalan coast between Barcelona and Capo Begur. (Map Data: Google Earth, SIO,
NOAA, U.S. Navy, NGA, GEBCO).

The intensity of the sea storm Gloria caused damage to the measurement station installed by
LIM/UPC at Pont del Petroli. Hence, there is almost no direct recorded information of the wave climate
close to the pier in that occurrence. Due to the lack of local data, LIM/UPC carried out a study where
the wave propagation was simulated by means of the numerical model SWAN [31] for several stretches
of the Catalan coast between Barcelona and the town of Blanes, in Costa Brava. The results from the
wave propagation model were used to characterize the wave climate at a water depth between 20 and
25 m; values that will be employed for the wave generation in the planned experimental campaign.
The results showed values of Hm,0 ranging between 5.5 and 6.5 m. A visual representation of waves
during the storm Gloria was made possible by pictures and videos from the media, press release and
photo amateurs, suggesting that waves as large as 7 m and higher reached and hit the Pont del Petroli
during the storm, see for example Figure 5.

Figure 5. A large wave hitting the platform of the Pont del Petroli during storm Gloria.
(Source: Badalona City Council).
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3. Numerical Model

3.1. The DualSPHysics Code

DualSPHysics [26] is an open-source code based on Smoothed Particle Hydrodynamics (SPH)
that has been developed to study real engineering problems. Its high computational efficiency is
mixed with its ability to be executed on both CPU and GPU with powerful parallel computing
capabilities. The underlying rationale behind SPH is to discretize the fluid with a set of particles,
whose physical quantities (position, velocity, density and pressure) are obtained via interpolations of
the same quantities evaluated at the surrounding particles [17]. The weighted contribution of these
neighbor particles is accounted for using a kernel function, W, with an area of influence that is defined
using a characteristic smoothing length, h. In DualSPHysics, the quintic Wendland kernel [32] is
used and defined to vanish beyond 2h. Particles are initially separated by a uniform particle distance,
dp, which is also used as a reference value to define the (constant) smoothing length. In this work,
h/dp = 2, so that 2h = 4dp, giving an idea of the number of neighbors per particle, at least during the
initial time step.

The Navier–Stokes equations can be written in a discrete SPH formalism using Wa,b as the kernel
function, which depends on the normalized distance between particle a and the neighboring particles
b = 1, . . . , Na:
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Here t is time, r is the position vector, v is the velocity vector, p is the pressure, ρ is the density, m is
the mass, ca is the speed of sound at particle a and g is the acceleration of gravity. For the term Πa,b,
the artificial viscosity proposed in [13] is used. Specifically, the constants suggested in [33,34] are
chosen to guarantee a correct wave propagation. Moreover, the density diffusion term described in [35]
is chosen, with a value δ = 0.1 as recommended therein. The fluid is treated as weakly compressible,
with an equation of state employed to calculate the pressure of the fluid as a function of its density.
Hence the system in Equations (1) to (3) is closed by using:

pa =
ca

2ρ0

γ

[(
ρa

ρ0

)γ

− 1
]

(4)

where γ = 7 is the polytropic exponent and ρ0 is the fluid reference density. The speed of sound was set
to be ten times the maximum fluid velocity, keeping density variations within 1% of ρ0 and therefore
preventing the introduction of major deviations from an incompressible approach. The calculated
speed of sound at the start of the simulation was approximately 110 m/s, with an average 5 steps per
second of simulation (about 242,000 steps total) and a runtime per physical second equal to 1600 s on
average. The symplectic position Verlet time integrator scheme [36], which is second-order accurate in
time, was used here to perform time integration of flow quantities. A variable time step was calculated
according to the procedure in [37], involving the Courant–Friedrich–Lewy (CFL) condition, the force
terms and the viscous diffusion term.

The solid boundary conditions, needed for idealizing the seabed and the coastal structures,
are discretized by a set of boundary particles that differ from the fluid particles. The Dynamic
Boundary Particles (DBPs) [38] are boundary particles that satisfy the same equations as fluid particles,
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however, they do not move according to the forces exerted on them. Instead, they remain either fixed
in predefined position or move according to an imposed/assigned motion function (i.e., for moving
objects like wave-makers). When a fluid particle approaches a boundary particle, and thus the
distance between the two becomes smaller than the interaction distance, the density of the affected
boundary particles increases, resulting in a pressure increase. This, in turn, results in a repulsive force
being exerted on the fluid particle due to the pressure term in the momentum equation. DBPs have
been successfully used for marine and coastal engineering problems [33,39–41] due their capability
of discretizing complex 3-D geometries without the need of implementing cumbersome mirroring
techniques [42] or complex semi-analytical wall boundary conditions [43].

One option to achieve wave generation in SPH would see the employment of a moving
boundary that mimics the displacement of a wavemaker in experimental wave tanks. This approach
has been used extensively in the literature [34,44–46]. Although the generation of waves with a
wavemaker-like moving boundary is robust and often accurate, a computational domain size of at
least 3 to 4 wavelengths is needed to accurately resolve the physics [47]. Combining this requirement
with the need for an adequate level of resolution to properly capture the free surface deformation leads
to limitations on the physical time that can be simulated, mainly due to the extremely large number of
particles that occur. In light of these considerations, a technique based on open boundary conditions
was herein adopted for the generation of waves, specifically by enforcement of user-defined inlet
conditions. This novel approach has first been introduced in DualSPHysics in [29] and has proven
successful in reducing the computational domain size down to only one wavelength. The interested
reader can find detailed information on the SPH inlet/outlet algorithm in [42] and its application to
wave generation in [29,46].

3.2. Validation

As described in previous sections, experimental testing on the Pont del Petroli pier is scheduled
to follow the numerical modeling phase described in this work. No previous attempts at simulating
the case proposed herein could be found in the literature, therefore it is imperative to assess the
capability of DualSPHysics to tackle this problem by means of other similar research published in the
literature, with a special focus on wave–structure interaction. In all the references listed in this section,
the numerical results obtained with DualSPHysics are compared with reference solutions such as
experimental data, analytical solutions and other model solutions, proving that the implemented SPH
model is accurate when predicting wave loads, wave run-up, etc. The model setup for the numerical
work carried out herein employed default or similar parameter settings to those reported in [33,39,48].

The work in [44] is one of the first examples where wave–structure interaction was studied with
a forerunner of DualSPHysics, i.e., SPHysics [49,50] including proper validation with experimental
data. Therein, numerical results were compared with field measurements of the movement of a caisson
breakwater under the forcing of periodic waves. Promising agreement with experimental data was
obtained for the displacement and the horizontal forces on the caisson. Modeling of wave loading
on coastal structures was also presented in several other works [39,51–53]. The impact of tsunami
waves was studied in [54,55] using DualSPHysics, showing a good agreement between numerical
data and physical tests. Moreover, different theories for the generation of solitary waves have been
tested in [51], with satisfactory agreement obtained between numerical surface elevations and wave
loads with respect to experimental data. The authors of [56] present the first successful application
not only of DualSPHysics but, more generally, of a SPH-based 3-D model for studying wave run-up
on a real coastal defense and resolving fluid trajectories in between the breakwater armor blocks.
Later, DualSPHysics was employed in the analysis of wave run-up for the design of coastal defenses.
The authors of [57] first validate run-up time series with experiments using a porous breakwater for
which an exact geometry was used. The authors of [58] employed the same model to deepen the
knowledge of the influence of the curvature in a dike line on wave run-up, after proper validation
against 3-D physical model tests from a wave basin facility. Finally, the interaction between waves and
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floating objects was studied in detail by [22], where the numerical results of nonlinear waves interacting
with freely and moored floating objects are compared with experimental data. Good agreement was
obtained for the motions of the floating body (heave, surge and pitch) and the mooring tensions.

3.3. Model Set-Up

The numerical model was conceived of to prepare the experimental testing that will be carried
out at LIM/UPC. Therefore, the design of the different simulations was done in a way to accurately
mimic the experimental facility where the physical testing will be carried out. The experimental
campaign will be executed in the large-scale wave flume CIEM at LIM/UPC. The flume is 100 m long
and 3 m wide, and equipped with a wedge-type wavemaker. Tests will be carried out with an initial
water depth of 2.6 m, measured close to the wavemaker location. The water depth was chosen as a
compromise between the technical capabilities of the wavemaker and the model scale. The model
of the Pont del Petroli pier will be reproduced at a geometrical scale of 1:10, based on the Froude
similitude. A beach with 1:15 slope extends between x = 27.80 m and x = 60.13 m, x = 0 being the
position of the wavemaker at rest. The pier model will be placed starting from x = 54.00 m, being this
the location of the front platform. At this location, the local water depth is 0.84 m, corresponding to
8.4 m in the prototype, similar to the post-Gloria survey. The rear part of the foreshore consists of a
1:25 slope up to the back of flume. A sketch of the model layout is depicted in Figure 6. The pier will
be built with all the original details, from the platform to the third beam that forms the footbridge,
being this the part of the structure that was exposed to the waves impact. The piles will not be modeled
to follow a conservative approach where the loading on the platform, footbridge and pile cap will be
maximized, skipping the partial sheltering effect of the piles. The main focus of the numerical analysis
is to measure the water load on the platform, the first pile cap and the first footbridge beam. These are
the most seaward elements that experienced heavy damage during storm Gloria. The pier model will
be equipped with load cells and pressure sensors during the experimental campaign. The numerical
model will thus provide important and necessary information for the measurement design and setup
of the instrumentation.

Figure 6. Sketch of the experimental layout. The 2-D numerical model mimics this layout to a
great extent. Conversely, the 3-D model has an open boundary for wave generation at the inlet,
i.e., at x = 50 m.

Prior to tackling the full 3-D problem, a 2-D model of the CIEM flume and Pont del Petroli pier was
realized with DualSPHysics. The scope of this first analysis is twofold. On the one hand, it provides
preliminary information on the expected loads on each pier element. On the other hand, it allows for
studying the wave transformation and breaking process on the 1:15 beach slope for different wave
conditions and initial water depths. The water surface elevation and velocity field that are needed
as a forcing boundary condition in the full 3-D case are thus extracted from the 2-D cases. Waves are
generated in the 2-D study mimicking the experimental wedge-type wavemaker. The whole flume
length is therefore reproduced. An initial interparticle distance of dp = 0.02 m is employed. Such a
resolution is chosen as a result of a sensitivity analysis where the dp parameter varies between 0.01 and
0.04 m. Simulations were run on a NVIDIA GeForce RTX 2080 (2944 CUDA cores, 1.80 GHz maximum
clock rate). The total number of SPH particles was equal to 304,805. The runtime per physical second
was approximately 71 s. To reduce computational time and thus avoid simulating very long irregular
wave trains (usually equal to 1000 waves), only regular waves were modeled. Irregular waves will be
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simulated during the experimental campaign. Due to the lack of local data against which validating
the wave propagation model, a range of wave conditions have been considered, i.e., wave height H
varying between 6.1 and 9.0 m and wave period T varying between 9.6 and 12.7 s (these values are
expressed in prototype scale). When modeling the entire flume length in 3-D, a particle resolution
equal to 2 cm would lead to an excessive number of SPH fluid particles, approximately 150 times
the number of particles in the 2-D case. This would imply a very expensive and time consuming
computation despite the availability of powerful hardware. Therefore, an inlet boundary condition
is employed to tackle the 3-D analysis. As seen in Figure 6, the inlet is located at x = 50 m, right
before the breaking zone for the tested conditions, and only 4 m (40 m in real scale) from the pier head.
At the inlet buffer, the water surface elevation and velocity have been enforced. The initial number
of SPH fluid particles is equal to 1,729,260, with this number varying slightly during the simulation.
About 831,000 new particles are generated during the execution. A physical time of 20 s was simulated,
corresponding to 2–3 generated wave impacts on the structure. The runtime per physical second is
about 26.7 min, varying slightly in each simulated test. For the 3-D model, a NVIDIA GeForce RTX
2080 Ti has been employed (4635 CUDA cores, 1.63 GHz maximum clock rate).

The water surface elevation to be imposed at the inlet has been measured from the 2-D model.
Initially, the velocity has been calculated based on the linear shallow water theory:

u(t) = η(t)
√

g
d

(5)

where η(t) is the water surface elevation, g is gravity and d is the initial water depth at the inlet
position. Equation (5) returns a uniform velocity profile along the whole water depth. The value of
the water depth at the inlet is equal to 1.16 m, expressed in model scale. The orbital velocity has been
sampled in the 2-D model via 10 measurement points along the water depth, from the bottom to the
free surface. These sampled velocities have been compared with the ones calculated via Equation (5),
with lower peaks obtained for the SPH velocities. Therefore, Equation (5) has been corrected. The final
equation for the velocity is as follows:

u(t) = η(t)
√

g
η(t) + d

(6)

Using findings from the 2-D simulations, two different wave conditions were selected as the worst
case scenario for the case with a 8 m water depth at the platform toe. Values of wave height and
period are reported in Table 2. Case A has a wave height of 0.65 m and period of 3.80 s in model
scale, corresponding to real scale values of 6.5 m and 12.0 s respectively. For Case B, H = 0.82 m and
T = 4.00 s, corresponding to H = 8.2 m and T = 12.7 s in real scale values, respectively. To investigate
the variability of the forces exerted by the waves in a wider range of wave velocities, three different
test cases were defined for each wave condition. Specifically, for each test the velocity calculated from
Equation (6) was multiplied by a scaling factor, see Table 2.

Table 2. 3-D test cases chosen for the Smoothed Particle Hydrodynamics (SPH) model.

Test Case
Wave Conditions at Generation
in 2-D (in Prototype Scale)

Scaling Factor for u(t) from
Equation (6)

A1
H = 6.5 m, T = 12.0 s

1.00

A2 1.05

A3 1.10

B1
H = 8.2 m, T = 12.7 s

1.00

B2 0.95

B3 1.05
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4. Results and Discussion

Four snapshots of the results from the simulation of test cases A1 and B1 are depicted in Figures 7
and 8, respectively, corresponding to the impact of the first simulated wave on the pier. The colors
represent the magnitude of horizontal velocity. The two test cases differ in the wave breaking process.
In A1, the wave is still shoaling on the 1:15 (Figure 7a) when it bumps into the pier platform (Figure 7b).
In B1, the wave starts to break before the structure. A characteristic plunging breaker profile can
be identified in Figure 8a: the wave crest, characterized by very high velocities, is curling over and
dropping onto the wave trough. During this process, the plunger encounters the pier platform where
it is transferring most of its momentum (Figure 8b). Large splashes are produced as seen in Figure 8c,
and part of the wave energy is finally transferred above the platform deck for wave overtopping
(Figure 8d). The waves overtopping the platform are then falling onto the platform, exerting a
downwards force on the platform deck. Wave overtopping can also be noted for case A1 (Figure 7c),
though volumes are smaller than those in case B1.

Figure 7. Snapshots of the SPH horizontal velocity contours for the test case A1. (a) Time: 10.350 s;
(b) Time: 10.800 s; (c) Time: 10.975 s; (d) Time: 11.100 s.

Horizontal and vertical forces were measured on the platform: the first pile cap and the first
footbridge beam. The beam was washed away during storm Gloria. The SPH model results will help
understanding the mechanism that led to the failure. The Badalona City Council has commissioned
a survey right after the storm to check the status of the pier, also including those elements that fell
into the sea, namely the first pile cap (including the two piles) and the first footbridge beam. From the
damage report, it appears that the whole system was composed of two piles and the pile cap failed
most probably because the bearing capacity of the soil was exceeded by the action exerted by the
waves on the piles and the pile cap. The survey revealed that the pile cap is still connected to the piles
and that the whole system hit the base of the second group of piles after them, and is currently lying
on the sea bottom. The bending of the system composed by the two piles and the pile cap towards the
beach freed the footbridge beam that moved “sliding” towards the base of the platform, bumping onto
the two piles supporting the platform and damaging them. The footbridge beam does not show any
damage and is lying on the sea bottom. This fact confirms its failure due to rigid body displacement.
It is very likely that the sliding of the beam was also eased by the vertical uplifting force exerted by the
waves under the beam, which reduced its effective weight, and hence the friction between the beam
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and the pile cap. Despite the aforementioned considerations, the damage report does not present any
calculation supporting the hypothesis of a bearing failure and consequent sliding of the beam into
the sea.

Figure 8. Snapshots of the SPH horizontal velocity contours for the test case B1. (a) Time: 10.350 s;
(b) Time: 10.600 s; (c) Time: 10.850 s; (d) Time: 11.100 s.

Forces measured by DualSPHysics are initially normalized by the total vertical load used for
the design of each pier element, including self-weight and accidental load, as reported in Table 1.
Horizontal and vertical forces on the platform are shown in Figure 9 for all test cases. The time is
normalized by the wave period T on the x-axis. For the vertical forces, the normalized value is lower or
very close to 1, the worst case corresponding to case B3. The forces exerted by the waves are therefore
lower than the ones used for the platform design. The horizontal forces are very high, up to 2.5 times
the vertical force. The horizontal force is mainly exerted on the front concrete beam located below
the platform deck and will be partly transferred to the pile cap right after the platform. The platform
front beam did not show heavy damage, therefore it can be argued that the platform was stiff enough
to withstand a similar load. The vertical force on the first footbridge beam is depicted in Figure 10,
normalized by the design total load. The measured vertical force is lower or equal to the design
load, while the horizontal force is negligible. Nevertheless, the first beam was actually washed away
during storm Gloria. The load exerted on the pile cap are also plotted in Figure 10. Contrarily to the
observations made for the pier platform, it can be seen that test cases A1–A3 led to the maximum loads
on the pile caps. As argued before, it is possible that the failure of the beam is likely a consequence
of the failure of the first pile cap. Based on the results of the damage report from the Badalona City
Council, it is highly probable that the failure of the pile cap was a consequence of the bearing failure
at the foundation of the two piles beneath it. Therefore, instead of using the deign vertical loads to
normalize the forces exerted on the pile cap, a different procedure was followed.
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Figure 9. Time history of the normalized (a) horizontal and (b) vertical forces on the pier platform for
different tested wave conditions.

Figure 10. Time history of the normalized forces on the beam and pile cap for different tested wave
conditions: (a) horizontal force on the pier beam, (b) vertical force on the pier beam, (c) horizontal force
on the pile cap and (d) vertical force on the pile cap.

4.1. Derived Pile Axial Loads and Soil Bearing Capacity

The vertical and horizontal forces exerted by the waves on the pile cap will eventually generate
new stresses on the piles and pile foundation. Even though the piles are not modeled numerically,
it is always possible to calculate the forces and moments induced by the waves on the pile base and
foundation. The value of the pile tolerable load is reported in the pier design report: specifically,
the tolerable normal load calculated at the Ultimate Limit State (NU) is equal to 81.80 metric tons.
The bearing capacity of the soil foundation is calculated in terms of the maximum axial load. This load
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is evaluated considering the total vertical load coming from the pile cap and the footbridge beams
on each pile, and the wind action. The latter is the only horizontal action considered during the
design and acts perpendicularly to the footbridge, hence perpendicularly to the considered wave
action. The wind generates a moment that is transferred from the pile cap to the piles (and to their
foundation) as a pair of axial forces. The pile driving into the soil is equal to 6 m, as reported from the
design. The method proposed by [59] is employed to calculate the bearing capacity at each pile, Q f .
This amounts to 107 metric tons.

In the design report, the wave action was neglected, most likely due to considerations that the
piles are very slender and, consequently, the inertia or drag forces were assumed to be negligible.
Furthermore, the action of the waves on the pile caps was not foreseen. When the design and remodel
had been performed, the water depth below the platform and footbridge was actually larger than the
one surveyed after storm Gloria. The deeper water and the unforeseen conditions generated by storms
like Gloria might justify the choice to neglect any action on the pile caps, which are located 6 m above
the mean water level. Having neglected the action of waves on the pile cap, the lateral resistance to
the piles is not assessed. Waves acting on the pile cap generate a moment that is transferred from the
piles to the soil. This bending actions should be balanced by the lateral soil resistance, calculated for
cohesionless soils like sand. Here, a simple method proposed by [60] is employed for a characterization
of the lateral resistance. This is evaluated in terms of ultimate horizontal load that the piles driven in
the sand can bear. The expression for the ultimate horizontal load, HU , is:

HU =
DL3Kpγ

2(e + L)
(7)

where L is the embedded pile length into the sand, e is the eccentricity of the horizontal load, D is the
pile diameter, γ is the effective soil weight and Kp is the passive earth pressure coefficient. The values
of γ and Kp are assessed based on the standard penetration test (SPT) N value, as included in the
design report, resulting in γ = 1750 kg/m3 and Kp = 4.40. The value of L is 6 m and the eccentricity
happens to correspond to the level arm, i.e., the distance between the pile head and base, equal to 12 m
in the present case. The calculated value of HU is 32.82 metric tons (for a 2 pile cap system).

The normal load at the pile base can be derived from the forces on the pile cap as follows:

Nwaves =
1
2

(
Vpile cap − Wpile cap − 1

2 Wbeam
)

cos 7.5◦ (8)

where Vpile cap is the vertical force measured on the pile cap and exerted by the wave action, Wpile cap is
the weight of the pile cap and Wbeam is the footbridge beam weight. The vertical load exerted by
the waves is actually directed upwards, similarly to an uplifting force, whereas the weight of the
structure is acting downwards, against the wave action. Finally, the action on the pile cap is expressed
in terms of the normalized variables N∗ = Nwaves/NU and H∗ = 0.5 Hpile cap/HU , where Hpile cap is
the horizontal force measured on the pile cap. Results are reported in Figure 11: the maximum value
of N∗ is smaller than 0.3 for test case A2, whereas larger values with a maximum of H∗ = 2.2 are seen
for test case A3. These results show that the ultimate lateral resistance is exceeded before the axial
pile resistance. For test cases B1–B3, both N∗ and H∗ results lower than 1, in stead. Although the piles
are not modeled directly in DualSPHysics, the action exerted by the waves on the piles was assessed.
To this end, the modified Morison’s equation was employed [61], to take into account the slamming
force due to the breaking waves:

Fw,pile = FD + FI + FS (9)

where FD and FI are the drag and inertia forces based on Morison’s equation, respectively. The inertia
component can be neglected, being the Keulegan–Carpenter number for the present cases larger than
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150. From [62,63], the expression for the maximum drag force for breaking wave conditions can
be derived:

FD = CDρgDHb
2(1 − λ)2KD (10)

being CD the drag coefficient (equal to 1 for the present case), Hb the breaking wave height, λ the
curling factor, KD a non-dimensional factor for the maximum drag force, ρ the water density, and D
the pile diameter. The maximum slamming force can be expressed as:

FS = 0.5CSρDCb
2ληb (11)

where CS = π is the slamming coefficient, Cb is the breaking wave celerity equal to [g(db + ηb)]
0.5,

db and ηb are the water depth and wave crest height at breaking [64], respectively. Equations (9)
to (11) have been applied to the six text cases reported in the present work. The total force calculated
by Morison’s equation has been normalized by the ultimate horizontal load, leading to values of
Fw,pile/Hu = 0.6 − 0.8. Hence, for the final pile stability assessment, the drag and slamming forces
must be taken into account. In fact, for test cases A1–A3 drag and slamming forces result in the same
order of magnitude of those transmitted from the pile caps. For test cases B1–B3, if drag and slamming
forces are added to the calculated values of the horizontal force measured on the pile cap, then the total
horizontal force on each pile will exceed the lateral soil resistance, leading once again to pile instability.
The aforementioned results suggest to carry out future analyses on the on the wave forces exerted on
the piles, which is outside the scope of the present work.

Figure 11. Time history of the normalized pile axial load (a) and lateral soil resistance (b).

From all aforementioned results and discussions, it can be argued that the first failure mechanism
that led to the failure of the whole system (pile cap, piles and beam) is the foundation failure,
corroborating the hypotheses in the damage report from the Badalona City Council.

5. Conclusions

The SPH-based open source code DualSPHysics is applied to model the interaction between sea
waves and the Pont del Petroli pier, in Badalona (Spain). The pier experienced severe damage after
the sea storm named Gloria struck the coast of Spain in January 2020. One beam forming the pier
footbridge was washed away together with one pile cap. Moreover, several piles show large damaged
areas. The numerical model employed herein allows us to: (a) characterize the wave loads exerted on
the pier and help with the design and setup of the upcoming experimental campaign in the large-scale
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wave flume at LIM/UPC; (b) provide preliminary information regarding the main failure mechanisms
that led to the observed damage. The numerical model was employed to simulate conditions similar
to the ones caused by storm Gloria. Due to the lack of information on local wave conditions during the
storm in the Badalona area, a preliminary wave propagation study was carried out with the SWAN
model. Visual observations at Pont del Petroli showed waves as high as 7–8 m, overtopping the
pier platform and footbridge. The bathymetric survey carried out after the storm revealed a drastic
modification of the sea bottom below the pier with sand accretion that led to a reduction of the water
depth by 1–2 m on average.

Initially, a 2-D analysis was performed for different wave conditions and water depths, with the
wave height varying between 6.1 and 9.0 m and the wave period ranging between 9.6 and 12.7 s.
Initial water depths at the pier toe between 8 and 10 m were considered. The 2-D model results were
reported in terms of the exerted loads and wave breaking patterns. The latter ones were compared with
visual observations during the storm Gloria. Then, two wave conditions were selected for further 3-D
simulations, i.e., wave height values of 6.5 and 8.0 m, corresponding to wave periods of 12.0 and 12.7 s,
respectively. The water depth at the pier toe for the 3-D simulations corresponds to the post-Gloria
survey, i.e., about 8 m in prototype. While the 2-D discretization is made to closely mimic the layout
of the wave flume at LIM/UPC and employed the same wave generation system (i.e., a wedge-type
wavemaker), an inlet boundary condition is chosen for the 3-D simulations. Free surface elevation and
velocity for the inlet area have been extrapolated from the 2-D results. This way, the 3-D model is more
efficient, since the inlet is placed in the vicinity of the pier and the wave breaking point, allowing to
optimize the computational effort while retaining a high accuracy.

Horizontal and vertical forces have been measured on three elements: the pier head platform,
the first pile cap and the first seawards π-shaped beam forming the footbridge. Existing formulas for
wave loads on exposed jetties [65,66] could not be directly applied since they were derived for jetties
on the horizontal bottom. In the present work, the piles are not modeled numerically, however the
forces exerted on the pile cap were used to calculate the expected loads at the pile base and foundation.
The direct action exerted by the waves on the piles was computed by means of Morison’s formula for
slamming loads and breaking waves [62]. The forces measured on the platform and the footbridge
beam were compared with the design loads, including self weight and accidental loads. The measured
vertical forces are comparable or lower than the design ones. Larger forces are measured horizontally,
especially for the most extreme wave conditions (H = 8.0 m, T = 12.7 s). The obtained values were
employed to specify the required features of load cells and pressure sensors to be used during the
experimental campaign at LIM/UPC: nominal force/pressure, breaking load, sensitivity, accuracy
and measuring ranges. Snapshots of the SPH results show that for such large waves, the breaking
process starts before the platform. The wave, already a plunger, is thus impacting the platform on its
front, transferring a big portion of its momentum to the structure. Part of the energy is transmitted via
overtopping on the platform deck and the footbridge, leading to vertical forces directed downwards.
For the case with H = 6 m and T = 12 s, the waves reach the platform with no apparent breaking.
The loads on the platform are smaller than the ones of the larger wave conditions, however the pile
cap shows larger impacts. The forces exerted on the pile cap were used to calculate the axial load
that the pile cap would transfer to the two piles below it. The horizontal force on the pile cap was
compared with the ultimate lateral resistance of the soil for the embedded pile length and eccentricity.
For the comparison the contribution of drag and slamming forces on the piles due to the wave action
was considered, too. The results prove that the exerted horizontal force is far larger than the later soil
resistance, while the axial pile loads are smaller than their tolerable loads.

The numerical results from this SPH simulation campaign suggest that the exceeded lateral
soil resistance might be the cause of the heavy damage observed after storm Gloria, supporting the
hypothesis in the damage report by the Badalona City Council. The lateral soil resistance was exceeded
by the wave force exerted on the piles and the pile cap, leading to the overturn of the system piles +
pile cap. As a consequence, the footbridge beam lost its support and slid into the sea.
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To the best of the authors’ knowledge, this work represents the first known application where a
SPH inlet boundary condition is employed to model a real-world engineering test case. Findings in this
manuscript will provide the basis for the proper design of an experimental campaign that will be carried
out at the Maritime Engineering Laboratory of Universitat Politècnica de Catalunya-BarcelonaTech
(LIM/UPC) with the aim of upgrading the design of the Pont del Petroli.
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