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Over the last few decades, the use of computational fluid dynamics (CFD) and experimental fluid
dynamics (EFD) methods has penetrated into all fields of engineering. CFD is now becoming a routine
analysis tool for design in some fields (e.g., aerodynamics of vehicles), and its implementation in other
fields (e.g., chemical and marine applications) is being quickly adopted. Additionally, in the last decade,
open source software has had a tremendous impact in the use of CFD. Laser-based methods have also
made significant improvements in methods to obtain data for the validation of the CFD codes.

This book contains the successful submissions [1–12] to a Special Issue of Energies on the
subject area of “Engineering Fluid Dynamics”. The topic of engineering fluid dynamics includes
both experimental as well as computational studies. Of special interest were submissions from
the fields of mechanical, chemical, marine, safety, and energy engineering. We welcomed both
original research articles as well as review articles. After one year, 22 papers were submitted and
12 were accepted for publication. The average processing time was 65.2 days. The authors had the
following geographical distribution: China (four); Italy (two); Korea (one); Germany (one); UK (one);
Ireland (one); Australia (one); Sweden (one); Japan (one); Spain (one); Norway (one).

Papers covered topics such as heat transfer in shell and helically coiled tube heat exchangers [1],
the multiphase modeling of sprays [2], flashing flows [4], as well as mixing in a bubbling fluidized
bed [8]. Two papers related to heating ventilation and air condition (HVAC) are included,
namely evaporation and condensation in the underfloor space of detached houses [9] and air
distribution in a railway vehicle [10]. Three papers dealt with various aspects of pumps and turbines:
a performance prediction method for pumps as turbines [3]; noise radiation in a centrifugal pump [5];
periodic fluctuations in energy efficiency in centrifugal pumps [7]; and study of a high-pressure
external gear pump [11]. One paper used both laser doppler velocimetry (LDV) and CFD in the study
of flow behind a semi-circular step cylinder [6]. Finally, a paper investigated the influence of the
equivalence ratio (ER) and feedstock particle size on birch wood gasification [12].

I found the task of editing and selecting papers for this collection to be both stimulating and
rewarding. I would also like to thank the staff and reviewers for their efforts and input.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: This study performed evaluations of the shell and helically-coiled tube heat exchangers
with various dimple arrangements, that is, flat, inline, staggered, and bulged, at different Dean
numbers (De) and inlet temperatures of a hot channel. Conjugated heat transfer was analyzed to
evaluate the heat transfer performance of the exchangers through temperature difference between the
inlet and outlet, Nusselt number inside the coiled tube, and pressure drop of the coiled tube by using
3-D Reynolds-averaged Navier–Stokes (RANS) equations with shear stress transport turbulence
closure. A grid dependency test was performed to determine the optimal number of the grid system.
The numerical results were validated using the experimental data, and showed good agreement.
The inline and staggered arrangements show the highest temperature differences through all De.
The staggered arrangement shows the best heat transfer performance, whereas the inline arrangement
shows the second highest performance with all ranges of De and the hot channel’s inlet temperature.
The inline and staggered arrangements show the highest pressure drop among all inlet temperatures
of the hot channel.

Keywords: shell and tube; heat exchanger; odor control; heat transfer; dimple; condenser;
pyrolysis; RANS

1. Introduction

Pyrolysis is defined as one of the most effective and efficient processes of thermal decomposition
to obtain energy in the form of char from resources in an anoxic condition. This process has the
ability to convert sewage sludge, biomass, and other carbonaceous materials to reusable fuels [1].
Biomass pyrolysis results in three products: biochar, bio-oil, and gas [2]. Biochar is a solid carbon-rich
byproduct obtained through the thermal stabilization of biomass or any other organic matter [3].
Bio-oil has a good feedstock for power generation as it contains high amounts of energy, which is, in
some cases, comparable to that of the fossil fuels after upgrading [4]. Moreover, gas produced through
pyrolysis has high energy, which is, in some cases, comparable to that of the coal used in industries
as feedstocks for fuel [5,6]. Food wastes are known as good resources of pyrolysis among various
raw materials.

Food wastes have a high energy content. Consequently, they offer a good potential as feedstocks
for pyrolysis in power plants [7]. Therefore, many researchers and industry officials have focused on
food-waste pyrolysis as a future source of energy supply. However, in the pyrolysis of food wastes,
numerous types of odors are generated and the dust formed in the process, including the dry process,

Energies 2016, 9, 1027 3 www.mdpi.com/journal/energies
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can be a factor of ignition [8,9]. One of the best and commonly used methods to solve this problem
is condensation [10]. By condensing, the byproducts (such as the odors or dust) of the pyrolysis
process are reduced and removed. The shell and tube heat exchanger (STHX) systems have played an
important role to realize condensation [11], and it is important to increase the heat transfer performance
for the best condensation conditions.

Therefore, many researchers focus on the STHX systems, especially on the heat transfer
performance. Selbaş et al. [12] estimated the minimum heat transfer area required for a given
heat duty, as it governs the overall cost of the heat exchanger, by using the genetic algorithms
(GA) with varying design variables, such as the outer tube diameter, tube layout, number of tube
passes, outer shell diameter, baffle spacing, and baffle cut. In addition, they concluded that the
combinatorial algorithms, such as GAs, provide significant improvement in the optimal designs than
the conventional designs. Babu and Munawar [13] applied differential evolution (DE) and its various
strategies for the optimal design of STHXs. They determined that the DE, an exceptionally simple
evolution strategy, is significantly faster than the GA and yields the global optimum for several key
parameters. Xie et al. [14] experimentally investigated three heat exchangers by applying an artificial
neural network (ANN) to the heat transfer analysis of STHXs with segmental or continuous helical
baffles, and predicted outlet temperature differences on each side and overall heat transfer rates. As a
result, the maximum deviation between the predicted results and experimental data was less than 2%,
and the ANN showed superiority for prediction than correlation. Fesanghary et al. [15] explored the
use of global sensitivity analysis (GSA) and a harmony search algorithm (HSA) for design optimization
of STHXs from the economic viewpoint; total cost of STHXs are identified using GSA. They compared
the HSA results with those obtained using GA, and revealed that the HSA can converge to an optimum
solution with higher accuracy. Guo et al. [16] applied the field synergy principle to the optimization
design of an STHX with segmental baffles by using the GA to solve the heat exchanger optimization
problems by using multiple design variables. The comparison with the conventional heat exchanger
optimization design approach, with the total cost as the objective function, shows that the field synergy
number maximization approach is more advantageous. Zhang et al. [17] experimentally compared
several STHXs: one with segmental baffles and four with helical baffles at helix angles of 20◦, 30◦, 40◦,
and 50◦. The results show that, based on the same shell-side flow rate, the heat transfer coefficient of
the heat exchanger with helical baffles is lower than that of the heat exchanger with segmental baffles,
while the shell-side pressure drop of the exchanger with helical baffles is even lower.

As mentioned above, many researchers have focused on the STHX systems to enhance the heat
transfer performance during condensation of odorized materials. However, there has been no attempt
to develop a new combined system with the dimpled helical tube that enhances the heat transfer
performance of the STHX systems. The tube was devised to intentionally enhance the heat transfer
performance. Thus, the superiority of the dimpled helical tube was evaluated. However, the various
arrangements of the dimples, such as staggered, in-lined, and alternating arrangements, must be
assessed. Therefore, the present study suggests several arrangements of the dimples on the helical
tube; the heat transfer performance was evaluated in terms of the Nusselt number. In addition, the
effect of the Dean number (De) on the heat transfer performance was estimated. Furthermore, the
performance of the proposed STHX systems was comparatively assessed using 3-D Reynolds-averaged
Navier–Stokes (RANS) equations.

2. Configurations of the Shell and Helically-Coiled Tube Heat Exchanger Systems

Figure 1 presents dimensions of the shell and helically-coiled dimpled-tube heat exchanger system.
The overall system has a length of 230 mm and diameter of 120 mm. The coolant enters through the
inlet of 12 mm diameter, and exits through the same diameter outlet. The outer and inner diameters of
the helical tube are 12 and 9 mm, respectively. The helical tube has 10 turns with the coil pitch of 17 mm
and a curvature radius of 2Rc, as shown in Figure 1a. The height (Hd) and diameter (Dd) of the dimple
are 1.336 and 6.903 mm, respectively; the pitch of the dimple (p) is 5.628 mm, as shown in Figure 1b.
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Figure 2 shows the schematic of the dimple arrangement. The dimples on the helical tube are arranged
in the following three arrangements: staggered, inline, and bulged. Further, this tube’s heat transfer
performance was compared with that of the flat helical tube. The heat transfer enhancement structure
consists of two dimples: concave and convex dimples. However, the bulged arrangement consists of
convex dimples.

 

(a) (b) 

Figure 1. Dimensions of the shell and helically-coiled dimpled tube heat exchanger system: (a) overall
system; and (b) dimple.

(a) (b) 

(c) (d)

Figure 2. Schematic of the dimple arrangement: (a) flat; (b) inline; (c) staggered; and (d) bulged.

3. Numerical Analysis

The present numerical analysis was performed using commercial computational fluid dynamics
code ANSYS CFX 17.0 (© 2016 ANSYS, Inc., Canonsburg, PA, USA) [18] to solve the governing
equations for 3-D steady turbulent flow and conjugate heat transfer in the heat exchanger system.

5
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For a steady, incompressible, turbulent flow, the continuity and Reynolds-averaged Navier-Stokes
equations are given as:

∂

∂xi
(ρui) = 0 (1)

∂

∂xj

(
ρuiuj

)
= − ∂p

∂xi
+

∂

∂xj

[
μ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
∂uk
∂xk

δij

)
− ρu′

iu
′
j

]
+ Su

i (2)

where ui and u′
i are mean and fluctuating velocities, respectively, and Su

i is a production term. The shear
stress transport (SST) model [19] with automatic wall treatment is used as a turbulence closure model.
In addition, a second-order-accurate numerical scheme was used to discretize the governing equations.
Moreover, a high-resolution scheme that uses a special nonlinear procedure at each node was used to
discretize the advection terms.

Figure 3 shows the computational domain and boundary conditions. Water and Behran
Hararat oil were respectively used as working fluids for the shell-side fluid and tube-side coolant.
The thermophysical properties of the oil [20] were varied to state the dependency of the working fluid
on temperature with an accuracy of 1.0%. The importance of temperature-dependent properties was
already emphasized by many researchers [21,22]. The properties were defined as follows:

μ = −1.31 × 10−7T3 + 3.2813 × 10−5T2 − 2.916875 × 10−3T + 9.9418750 × 10−2

Cp = 3.7093T + 1814.3575

k = −8.7 × 10−5T + 0.164570

ρ = −0.725T + 877.350

(3)

where T (◦C) is the caloric mean temperature of oil through the coiled heat. At the shell-side inlet,
a mass flow rate of 0.06 kg/s was applied with a temperature of 287.15 K; at the tube-side inlet, a
mass flow rate of 0.008–0.054 kg/s was assigned to maintain the De in the range of 17–195 with a
temperature of 45 ◦C, 55 ◦C, and 75 ◦C. The De is defined as follows:

De = Rei

(
d

2Rc

)1/2
(4)

where Rei is the Reynolds number at the inside of the coiled tube, d is the diameter of the coiled
tube, and Rc is the curvature radius. A relative pressure of 0 Pa was applied at both the shell- and
tube-side outlets. At the contact surface between the solid and fluid domains, an interface condition
was applied to estimate the conjugate heat transfer by using a general grid interface connection [18],
which has been applied to many numerical analyses of different physical domains, such as rotating
and stationary domains [23], or fluid and solid domains [24]. All of the wall surfaces on the outside of
the heat exchanger and calculation domain were assumed to be nonslip and adiabatic.

6
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Figure 3. Computational domain and boundary conditions.

Figure 4 shows an example of the computational grid system, which comprises a tetrahedral
mesh in most parts, and a hexahedral mesh near the inlet and outlet, to obtain more accurate inlet
and outlet flow velocity profiles and reduce the overall number of grids. The mesh was finer in the
helically-coiled tube and its surroundings for a complex flow phenomenon. A growth factor of 1.2 was
adopted from the concentrated region to have a proper expansion factor for calculation stability.

(a) 

 
(b)

Figure 4. Example of the computational grid system: (a) overall and (b) wall treatment.
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As the convergence criteria, the root-mean-square relative residual values of all the fluid and solid
parameters were set to 1.0 × 10−5. The computational time per analysis was about 12 h, and the time
was dependent on the complexity of the geometry and the number of the grid system.

4. Result and Discussion

To determine the optimal number of the grid elements, three nodes of the grid system in the
range of 900,000 to 3,300,000 were tested; Figure 5 illustrates the test result for a flat helical tube at
De = 111. The Nusselt number on the inner surface of the coiled tube (Nui) was used as a criterion for
the comparison and is defined as Nui = hidi/k, where hi and k are the area-averaged convective heat
transfer coefficient at the surface of the inner fluid domain and the thermal conductivity of the inner
fluid, as shown in Equation (3), respectively. The deviation of the coarsest grid system (0.9 million)
shows a relative error of 12.22% compared with the finest grid system (3.3 million), while the deviation
of the second finest grid system (1.9 million) shows a relative error of 2.19%. Resultantly, approximately
1.9 million nodes was decided to be the optimum number of nodes for calculation; however, the number
of nodes varied with the shape of the coiled tube from 1.9 to 2.1 million.

Figure 5. Grid dependency test.

To assess the validity of the numerical solutions, the results were compared with the experimental
data of the flat coiled tube, as shown in Figure 6. The validation was performed for Nui with various
De and two temperatures at the inlet of the tube-side. The results of Ti = 55 ◦C showed a deviation
of 14.0% relative error at De = 31.8, and 1.7% averaged relative error at De > 66.7. The results of
Ti = 70 ◦C showed 5.7% averaged relative error at De > 140, and 11.5% averaged relative error at
De < 98.3. Overall, the present numerical results show good agreement with the experimental data.

8
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Figure 6. Validation of the numerical results with the experimental data [20] for the Nusselt number
inside the helically-coiled tube.

Figure 7 presents the temperature difference charts of the hot channel with various De.
The difference was calculated as ΔT = Thot,in − Thot,out. The deviation in each case shows an almost
similar trend. The inline and staggered arrangements show the highest temperature differences through
all De values, whereas the staggered arrangement shows a slightly higher temperature difference.
In addition, the bulged arrangement shows a higher temperature difference at lower De (<40) with
Thot,in = 45 and 55 ◦C; however, as De increases, results similar with those of the flat case are observed.
At Thot,in = 70 ◦C with a higher De (>100), the flat case shows a slightly higher temperature difference.
It was obvious that increase in the residence time of the hot channel fluid increased the temperature
difference of the hot channel.

9
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(a) 

(b)

(c)

Figure 7. Temperature difference charts of the hot channel with various De: (a) Thot, in = 45 ◦C;
(b) Thot,in = 55 ◦C; and (c) Thot,in = 70 ◦C.

Figure 8 shows temperature contours inside the helically-coiled tube with the velocity vector of
the cold channel on the y–z plane at x = 0; De = 17.87 and inlet temperature of the hot channel is 45 ◦C.
The results were focused on the temperature variation inside the coiled tube with a circumferential

10
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fluid flow on the shell-side. The hot fluid was affected by the centric fluid flow rather than outer fluid
flow on the shell-side; therefore, the thermal layer inside the tube started at the inner surface for all
cases. The high temperature fluid flows along the shape of the helically-coiled tube and the fluid that
is closer to the center of the shell flows more slowly than the fluid that is farther from the center of the
shell due to the centrifugal effect. Moreover, the fluid inside the shell-side flows faster at the inner area
than at the outer (near wall) area. As the inline and staggered arrangements show rapid temperature
variation in the coiled tube, the thermal layer was observed simultaneously from the inner and outer
surfaces, and a lower temperature of the hot channel was observed near the exit, as shown in Figure 7.

Figure 9 presents the Nusselt number inside the helically-coiled tube with various De values
and inlet temperatures of the hot channel. The staggered arrangement shows the best heat transfer
performance, while the inline arrangement shows the second best performance for all ranges of De
and inlet temperature. The bulged arrangement shows a higher than the flat arrangement at a lower
De (<30); however, the flat arrangement shows a higher Nui value at a higher De (>40) at Thot,in = 45 ◦C.
A similar result can be observed for Thot,in = 55 ◦C. The deviation between each case was increased
with a higher De value at all inlet temperatures.

 
(a) 

 
(b)

 
(c)

Figure 8. Cont.
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(d)

Figure 8. Temperature contours inside the helically-coiled tube with a velocity vector of the cold
channel on the y–z plane at x = 0: (a) flat; (b) inline; (c) staggered; and (d) bulged.

(a)

(b)

Figure 9. Cont.
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(c) 

Figure 9. Nusselt number inside the helically-coiled tube with various De: (a) Thot, in = 45 ◦C; (b) Thot,in

= 55 ◦C; and (c) Thot,in = 70 ◦C.

Figure 10 shows pressure drops at the helically-coiled tube with various De. The inline and
staggered arrangements with the best heat transfer performance show the highest pressure drop for all
inlet temperatures of the hot channel, and the flat arrangement shows the lowest pressure drop for all
inlet temperatures. The deviations between each case increased with the De for all inlet temperatures.

Overall, introducing the staggered arrangement structure to the shell and helically-coiled tube
system efficiently enhanced the heat transfer performance; however, the pressure drop increased
through the system.

It is generally known that the performance of the dimple, as a device of heat transfer augment, can
be influenced by the shape of the dimple, such as the dimple height, dimple width, and dimple periodic
arrangement. In a further study, the effect of geometric variables of the dimple will be investigated to
optimize the system and to generalize the results to other dimple systems.

(a)

Figure 10. Cont.
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(b)

(c) 

Figure 10. Pressure drop at the helically-coiled tube with various De: (a) Thot,in = 45 ◦C;
(b) Thot,in = 55 ◦C; and (c) Thot,in = 70 ◦C.

5. Conclusions

This paper described the evaluations of the shell and helically-coiled tube heat exchangers with
various dimple arrangements, flat, inline, staggered, and bulged, at different De and inlet temperatures
of the hot channel. These evaluations were performed for determining the temperature difference
between the inlet and outlet, Nusselt number inside the coiled tube, and pressure drop of the coiled
tube by using 3-D RANS equations with SST turbulence closure. A grid dependency test was performed
to determine the optimal number of the grid system; approximately 190 million nodes were found
to be optimal for calculation. The numerical results were validated using the experimental data, and
showed good agreement within the average relative error of 1.7%–5.7%. The inline and staggered
arrangements show the highest temperature differences for all values of De, and the bulged and flat
arrangements show lower temperature differences. The staggered arrangement shows the best heat
transfer performance, followed by the inline arrangement for all ranges of De and inlet temperature
of the hot channel. The inline and staggered arrangements show the highest pressure drop and the
flat arrangement shows the lowest pressure drop through all inlet temperatures of the hot channel.
The performance is expected to be enhanced further by optimizing the geometric configuration through
a range of optimization techniques [25–28].
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Nomenclature

Cp specific heat (J/kg·K)
d diameter (m)
De Dean number
h convective heat transfer coefficient (W/m2·K)
H height (m)
Nu Nusselt number
p pitch (m)
Rc curvature radius (m)
Re Reynolds number
T temperature (K)
x, y, z Cartesian coordinates (m)

Greek symbols

μ dynamic viscosity (Pa·s)
k thermal conductivity
ρ density (kg/m3)
ν kinematic viscosity (m2/s)
τ shear stress (N/m2)

Subscripts

d dimple
hot hot channel
cold cold channel
in inner
out outer
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Abstract: Atomization spray of non-Newtonian liquid plays a pivotal role in various engineering
applications, especially for the energy utilization. To operate spray systems efficiently and well
understand the effects of liquid rheological properties on the whole spray process, a comprehensive
model using Euler-Lagrangian approaches was established to simulate the evolution of the
atomization spray for viscoelastic liquid. Based on the Oldroyd model, the viscoelastic linear
dispersion relation was introduced into the primary atomization; an extended viscoelastic version
of Taylor analogy breakup (TAB) model was proposed; and the coalescence criteria was modified
by rheological parameters, such as the relaxation time, the retardation time and the zero shear
viscosity. The predicted results are validated with experimental data varying air-liquid mass flow ratio
(ALR). Then, numerical calculations are conducted to investigate the characteristics of viscoelastic
liquid atomization process. Results showed that the evolutionary trend of droplet mean diameter,
Weber number and Ohnesorge number of viscoelastic liquids along with axial direction were
qualitatively similar to that of Newtonian liquid. However, the mean size of polymer solution
increased more gently than that of water at the downstream of the spray, which was beneficial to
stable control of the desirable size in the applications. As concerned the effects of liquid physical
properties, the surface tension played an important role in the primary atomization, which indicated
the benefit of selecting the solvents with lower surface tension for finer atomization effects, while,
for the evolution of atomization spray, larger relaxation time and zero shear viscosity increased
droplet Sauter mean diameter (SMD) significantly. The zero shear viscosity was effective throughout
the jet region, while the effect of relaxation time became weaken at the downstream of the spray field.

Keywords: viscoelastic fluid; atomization spray; numerical modeling

1. Introduction

Atomization of non-Newtonian liquid has become increasingly prevalent in various engineering
applications, such as injection of gelled fuels for propulsion system [1], spray coating for painting [2,3]
manufacture of pharmaceutical tablets [4], and materials processing for suspension plasma
spray [5].The non-Newtonian droplets can provide attractive and variegated properties to meet
the specific requirements. The constitution relation for non-Newtonian liquids are complicated
since the relationship between shear stress and rate of strain exhibits non-linear behavior. For the
widespread shear-thinning liquids, there are several rheological models to describe the variation
of viscosity along with strain rate [6,7], such as power-law model, Carreau model and Oldroyd
model [8]. Among them, Oldroyd model with three constants can effectively describe the rheological
characteristics for viscoelastic liquids.
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For the atomization of non-Newtonian liquid, the external two-phase flow outside of the nozzle
orifice can be generally divided into two parts, the near-field region and the far-field domain,
where specific physical phenomena govern the flow.

In the near-field region, the primary atomization in which the liquid stream disintegrates into
ligaments and drops by interacting with the gas takes place. The studies on primary atomization
can be classified into three approaches: experimental measurements, theoretical analysis and
modeling calculations.

Based on the techniques of high speed camera and phase Doppler anemometry, experiments
provided visualized approaches to reveal the morphology and detailed information of the primary
atomization such as breakup length, geometry, spray angle and so on [9]. Dumouchel [10] has
reviewed the experimental investigate dedicated to the primary atomization step for Newtonian
liquids. Aliseda et al. [11] extracted the images of liquid jet break-up which is closed to the nozzle
orifice from high-speed visualizations for several Weber and Reynolds numbers for viscous and
non-Newtonian liquids. They observed that at lower Weber numbers the Kelvin–Helmholtz instability
grew slowly and several intact wavelengths were observed prior to break-up, In contrast at larger weber
number, the Rayleigh-Taylor (R-T) instability was arresting. Acceleration of the interface resulted in the
R-T instability creating ligaments of fluid which eventually break-up into droplets. This experimental
finding could inspire us to use the R-T instability to describe the breakup of cylindrical ligaments.
Harrison et al. [12] experimentally examined the spray cone angle with three types of polymer
solutions and studied the cone angle as a function of type of polymer and reduced concentration.
Chao et al. [13] evaluated the effect of polymeric additives on spray structure from photographs of
the sprays. Their studies show the correlations between additive concentrations and the formation
of droplets. These experimental investigations are very helpful for understanding the features of
viscoelastic liquid breakup and give some guidance to build up models.

The theoretical analysis of primary atomization mainly focused on the derivation of dispersion
relations between the surface wave growth rate and the wave number, which is based on two instability
analysis: Rayleigh-Taylor (R-T) and the Kelvin-Helmholtz (K-H) instability. Various breakup modes
resulted in different dispersion relations. Sirignano and Mehring [14] have reviewed the basic
mechanism of distortion and disintegration of liquid streams. For the non-Newtonian liquid, especially
viscoelastic, the linear instability dispersion relationship is more complex than the Newtonian liquid.
Middleman [15] firstly performed a linearized stability analysis on viscoelastic jet to predict the
stream disintegration. Goren and Gorttlieb [16] expanded the Weber’s Newtonian liquid linear
stability analysis by involving an equivalent liquid viscosity and including an unrelaxed axial tension
into the dispersion equation which can be used to explain the stabilization of the viscoelastic jet.
Joseph et al. [17] took the high relative velocity between liquid and the acceleration of droplets into
consideration and obtained the dispersion relation based on R-T instability. Yang et al. [18] used linear
stability analysis to investigate the instability of a three-dimensional viscoelastic liquid jet surrounded
by a swirling air stream.

For the modeling of primary atomization, the direct numerical simulation (DNS) of multiphase
flows which is based on the one-fluid formalism coupled with interface tracking algorithms [19–22] is
a promising approach to thoroughly investigate the whole process. As reviewed by Villermaux [20] and
Gorokhovski et al. [21], the DNS of turbulent primary atomization process is still in its infancy owing
to the high computational cost and big numerical challenges. In addition, most of the numerical
studies are focused on the Newtonian liquids, few investigations have devoted to viscoelastic
liquids since the complicated rheological relations further enhanced the difficulties [22]. Instead,
based on some simplifications and assumptions of the gas-liquid interface, and involving the instability
analysis, we can find a compromising way to establish a viable physical model and predict the size of
ligaments/droplets after primary atomization directly and effectively.

At the far-field domain, the droplets produced by primary atomization are unstable in the
turbulent spray, and will undergo a series of events such as secondary breakup, collision and
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coalescence. For non-Newtonian spray, the effects of viscoelasticity on the droplets evolution
and distribution in the downstream field have attracted numerous industrial applications [23,24].
For different applications, the requirements of droplet size and distribution are different, for instance,
finer droplets are desirable for combustions and painting spray [25]. On the contrary, in pesticide
sprays [26] and anti-misting jet, too small drops are undesirable. The evolution of droplets at the
downstream of the spray is critical to the final outcomes. However in the downstream of the spray,
there is a scarcity in literature to investigate the evolution and distribution of atomized drops, especially
for the atomization of viscoelastic liquids.

In the experimental aspect, most studies devoted to determine the features of non-Newtonian
droplet secondary breakup. Rivera [27] used the high-speed photography to find that Non-Newtonian
drop secondary breakup mode is qualitatively similar to those observed for Newtonian drops. The only
major difference is that the bag stretches more before it ruptures and the resulting breakup fragments
persist longer than their Newtonian counterparts. Dechelette et al. [28] experimentally investigated
the combined effect of polymers and soluble surfactants on dynamics of jet breakup and formation of
satellite drop. Ma et al. [29] found the particle size distribution was fit to the Rosin-Rammler function
through 3-D phase Doppler methods. Hartranft and Settles [25] indicated that extensional viscosity
had the dominant influence on sheet breakup features compared to Weber number, which means
the traditional Weber number may not qualify to describe the breakup of non-Newtonian fluids.
These experimental investigations can support us to extend the breakup mode of Newtonian drop to
the viscoelastic version.

In the modeling aspects, for the secondary atomization, some investigations have devoted to build
up physical models to illustrate droplet breakup. Xue et al. [30] used a two-dimensional computational
approach to predict the effect of coupled surfactant and non-Newtonian mechanisms on the formation
of satellite drops. Rivera [27] extended the Taylor analogy breakup (TAB) model to describe the inelastic
non-Newtonian liquid with power-law model and validated the model with experimental data. It is
noted that most of previous models are unable to account for the whole spray pattern and its evolution
without considering the poly-dispersion of droplets as well as collision and coalescence [31]. There is
very few investigations devoted to establish the numerical models accounting for the evolution of
viscoelastic liquid spray [32], due to the complexity of rheological behavior and statistical difficulties.

As such, the motivation of this paper is to logically expand the above mentioned research efforts
and aim specially to shed light on the simulations of the downstream of the spray for viscoelastic liquid.
The numerical model will consider the primary breakup, secondary breakup, droplet tracking and
collision. For primary breakup, Goren and Joseph’s dispersion relationship will be used to describe
the linear instability of viscoelastic liquid. For secondary atomization, the TAB is extended to the
viscoelastic version based on the rheological analysis. For droplet collision, the criterion of coalescence
is modified by the rheological properties. The numerical calculations will try to give some detailed
information about the evolutions of droplet distribution, size distribution and critical dimensionless
numbers (such as Weber number and Ohnesorge number). Results will involve three parts. Firstly,
the primary atomization model is validated and compared by experimental data. Then, the evolution of
spray field is investigated in detailed by comparison of polymer solution and water. Finally, the effects
of rheological properties on spray performance are discussed.

2. Mathematical Models

The mathematical model considers two parts. As shown in Figure 1, the first one is the primary
breakup sub-model, which predicts gas velocity at the nozzle exit and the droplet mean size.
The second sub-model calculates the evolutions of the gas flow and the droplets spray accounting for
secondary breakup, collision and coalescence, momentum transfer. The initial droplets characteristics
in the second sub-model are provided by the first sub-model calculation. In droplet-gas two-phase
flow, the two-way coupling of gas and droplet phase is considered, while the effect of primary breakup
jet on the environment gas is neglected.
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Figure 1. Schematic of the effervescent atomization spray.

2.1. Sub-Model of Primary Atomization

The primary atomization is a process that the liquid stream disintegrates into ligaments and
drops by interacting with the gas. It is a complex gas-liquid flow. In order to simplify the process,
we extracted the main features of the primary atomization from experimental observations.

At present study, effervescent atomizer is chosen since it has so far been found effective for high
viscosity liquids [33], in which the gas is introduced into the liquid at low pressure to form a bubbly
two-phase mixture upstream of the orifice. As indicated by experimental observation, the flow pattern
closed to the nozzle exit is similar to annular. Then, as illustrated in Figure 1, the primary breakup
sub-model for effervescent atomizer can be established through three steps.

The first step is estimation of the annular sheets as well as the cylindrical ligaments.
The momentum equation of the annular flow combined with the state equation can be written as:

RT ln
(
ρgRT

)
+

1
2

( .
ml ALR
ρgπr2

g

)2

= const (1)

where ρg is the gas density, rg is the radius of gas flow,
.

ml is the mass flow rate of liquid, and ALR
is the air-liquid ratio by mass. The radius of gas flow can be written in terms of orifice radius rorific
and void fraction ϑ, rg =

√
ϑrorifice. The interface velocity slip ratio vslip under different flow rate is

expressed as [34]:

vslip =

√
ρl
ρg

√
ϑ

1 + C(1 − ϑ)
(2)

where C is the experimental coefficient of the mass flow rate scaling. The interface velocity slip ratio
and void fraction are related by:

1 +
ρgsr

ρl ALR
=

1
ϑ

(3)

By solving Equations (1)–(3), ρg, ϑ and vslip can be calculated for different operating conditions.
The thickness of annular liquid sheet is then calculated from δlig = 4(ro − rg)/

√
π, which is also the

diameter of the typical cylindrical ligament. Besides, the gas velocity inside the nozzle orifice can
be expressed as Vg1 =

.
mg/(Anoz × ϑ× ρg), where Anoz is the area of the nozzle orifice and

.
mg is the

gas flow rate. According to the energy conservation equation, the gas velocity at the nozzle exit can

be derived from Vg2 =
√

Vg1
2 + 2RT log(Pin/Pout), where R is the gas constant, T is the temperature,

Pin is the pressure inside the nozzle, and Pout is the pressure outside the nozzle.
Secondly, the formed ligaments are approximated by cylindrical jets. The ligaments will breakup

into fragments at the wavelength of the most rapidly growing wave. The dispersion relations based
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on instability analysis are used to determine the critical wave number. Here, Joseph’s dispersion
relationship [17] is used to describe the linear instability of viscoelastic liquid.

Joseph’s dispersion relationship is derived by considering the acceleration of a drop exposed to
a high speed air stream. The equations of ligament motion coupled with boundary conditions are
solved to deduce the expression of the disturbed interface:

−
[

1 +
1
α2 (−

.
ak +

σk3

ρl
)

]
− 4

k2

α

μve
ρl

+ 4
k3

α2 (
μve
ρl

)
2
(
√

k2 + αρl/μve − k) = 0
(
ρl >> ρg

)
(4)

Equation (4) is an approximate analysis of Rayleigh-Taylor instability based on viscoelastic
potential flow which gives the critical wavelength and growth rate to within less than 10% of the exact
theory. In Equation (4), k is the magnitude of the wave number, α is the amplification rate, and σ is the
liquid surface tension. μve is the effective shear viscosity of the liquid, μve = μ0(1 + αλ2)/(1 + αλ1)

(Section 2.2.2), for viscoelastic liquid, μve is large and αρl/(k2μve) << 1, then (
√

k2 + αρl/μve − k)
can be assumed to be αρl/2kμve.

.
a is the acceleration of the liquid ligament:

.
a =

Fcd

mlig
=

cdρg(ug − ul)
2

ρlδlig
(5)

where cd is the drag coefficient. As the ligament Reynolds number Relig = ρgδlig
∣∣ug − ul

∣∣/μg is
between 3 and 1000, here cd = 24(1+Relig

2/3/6)/Relig. Then, Equation (4) reduces to be a three-degree
polynomial of α as follows and can be solved analytically:

λ1ρlα
3 + (ρl + 2μ0λ2k2)α2 + (2μ0k2 − .

akρlλ1 + σk3λ1)α− .
akρl + σk3 = 0 (6)

Based on the above dispersion relation, the critical breakup wave number that corresponds to
the maximum growth rate can be used to calculate the wavelength of a typical ligament fragment.
Finally, assuming that each fragment is stabilized to one spherical droplet under the influence of
surface tension, the Sauter mean drop diameter SMD (defined as the ratio of volume–surface mean
diameter ∑

i
npd3

p/∑
i

npd2
p) can then be calculated from the conservation of mass:

SMD =

[
3π

δlig
2

k

]1/3

(7)

2.2. Sub-Model of Droplet-Gas Two-Phase Flow

The second sub-model is based on hybrid Euler-Lagrangian coordinate system to describe
the evolution of spray. The flow field is axisymmetric, and the parcels are tracked in
three-dimensional coordinate.

2.2.1. Gas Phase

For the turbulent gas spray, the conservation equations of mass, momentum and energy are
written as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρg
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2
3
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= −p∇·ug −∇·q + ρgε+ Q

(8)
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where ug is the gas velocity vector, F is the momentum transfer between the gas and the discrete
liquid phase, K is the turbulent kinetic energy per unit mass, σs is the viscous stress tensor, q is the
heat flux vector, ε is the viscous dissipation rate, and Q is the heat transfer between the gas and the
liquid phase. Turbulence effects were modeled by the standard k − ε model. F and Q are defined
as: F = −(αgVcell)

−1∑
P

NPFp, Q = (αgVcell)
−1∑

p
Np
[
Qp + Fp

(
ug − ul

)]
, where αg is the fraction of gas

in the computational cell, Vcell is the cell volume, Np is the number of droplets in this parcel, and Fp

is the force acting on each droplet, Qp is the heat flux through surface of each droplet, and ul is the
droplet velocity.

For the discrete droplets, the momentum equation can be given as:
Fp = πr2

l ρlCD
∣∣ug − ul

∣∣(ug − ul
)
/2, where Fp is the force exerted on droplet, ml is the mass of

droplet, rl is the radius of droplet, g is the gravity force, and CD is the coefficient of the drag force
and can be expressed as: CD = 24/Rel + 6(1 + Re−1/2

l ) + 0.4. Here the droplets are assumed to be
spherical, and the effect of droplet deformation on drag coefficient is not taken into consideration.

2.2.2. Liquid Phase

Secondary Atomization

In this section, we first analyze the constitutive relations of the Newtonian and viscoelastic liquids,
introducing more physical properties to describe the viscoelastic contributions. Then, the TAB model
which is based on Taylor’s analogy between an oscillating droplet and a spring-mass system was
extend to a non-Newtonian version to describe the deformation and distortion of viscoelastic liquids.

For the Newtonian fluid, the shear stress τij can be expressed as:

τij = −μdij (9)

where μ is the Newtonian viscosity, and dij is the rate of deformation tensor. In cylindrical coordinates,
dij with (i, j) component can be taken as: dij = ∂ur/∂z + ∂uz/∂r.

For the viscoelastic fluid, according to Jeffreys’ study [35], the rheological model can be expressed
with three constants (μ, λ1, λ2) as follows:

τij + λ1
∂τij

∂t
= −μ(dij + λ2

∂dij

∂t
) (10)

Using the kinetic theory of transient mechanical response in small amplitude motions,
the variables (ur, uz) in Equations (9) and (10) can be written as f (r, z, t) = F(r)eikz+αt, where k
is the wave number, and α is the growth rate of a perturbation. As deduced by Middleman [15],
Equations (9) and (10), respectively become the following:

Trz(r) = −μ(ikUr(r) +
dUz(r)

dr
) (11)

Trz(r) = −μ
1 + αλ2

1 + αλ1
(ikUr(r) +

dUz(r)
dr

) (12)

By comparing the above two dynamical equations, it concludes that they are identical,
the Newtonian viscosity μ can be replaced by μve = μ(1 + αλ2)/(1 + αλ1) for the viscoelastic model.
Based on the above analysis, the original TAB model proposed by Amsden et al. [36] can be used as
a foundation for the viscoelastic version. The derivation of viscoelastic version of TAB model include
three aspects as below.

First is the modification of deformation equation. The TAB model is based on the Raleigh–Taylor
instability analysis, describing the droplet distortion by a forced, damped, harmonic oscillator in which
the forcing term is given by the aerodynamic interaction between the droplet and gas; the damping is
due to the liquid viscosity, and the restoring force is supplied by the surface tension. Droplet distortion
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is denoted by the deformation parameter, ζ = 2τ/r, where τ denotes the change of radial cross-section
from its equilibrium position and r is the initial drop radius. The deformation equation of ζ in terms of
the normalized distortion parameter is:

..
ζ+

5μl
ρlr2

.
ζ+

8σ
ρlr3 ζ =

2ρg|Urel |2
3ρlr2 (13)

where ρl is the density, μl is the viscosity, σ is the surface tension, Urel is the relative drop–gas velocity,
and the subscripts g and l denote the gas and liquid, respectively. It is assumed that the external
aerodynamic force is normal to the drop and the turbulence fluctuations of the surrounding gas are
ignored. In reality, there are various modes when droplets breakup as they are subjected to the stresses
of the surrounding turbulence gas. However, it is impossible to describe all secondary breakup modes
in a single model, therefore only the fundamental mode of oscillation is considered in TAB model.

For a viscoelastic version of TAB model, the constant Newtonian shear viscosity μl was replaced
by a viscoelastic viscosity μve. In the expression of μve, the growth rate of a perturbation α can be taken
by the rate of strain

.
γ:

μve = μ0
1 +

.
γλ2

1 +
.
γλ1

(14)

where λ1 is the fluid relaxation time, λ2 is the retardation time, and μ0 is the zero shear viscosity.
The rate of strain

.
γ is approximated as

.
γ = Urel/2r0. As indicated in Equation (14), on the one hand,

μve will approach zero shear viscosity μ0 when the rate of strain
.
γ is close to 0. On the other hand,

μve will approach μ0λ2/λ1 when
.
γ becomes larger. Therefore, when λ2 < λ1 and the rate of strain

is increasing, μve < μ0, which means that the liquid is shear thinning. For dilute polymer solutions,
the relationship of retardation time and relaxation time is λ2 = λ1ηsolvent/ηsolution [37], where ηsolvent
and ηsolution are the viscosity of solvent and solution, respectively.

Second, the breakup criterion is changed. In TAB model, drop breakup occurs when the
normalized drop distortion ζ(t) exceeds the critical value of 1. For Newtonian droplet, the stability
limit has been determined experimentally to be Weg = ρgU2

relr/σ = 6. For high viscous liquid,
the effect of viscosity on the stability should be related to the breakup criterion. As proposed by
Brodkey [38], the critical Weber number can be modified by introducing the Ohnesorge number:

Weg.crit = 6(1 + 1.077Oh1.6), Oh = μl/
√

2ρlσr (15)

when Oh ≤ 0.1, the value of this expression approximates to 6, which means the case of low viscosity
for Newtonian liquid is recovered. When Oh is higher, the stability limit is increased and scales as
μ1.6

l in the asymptotic limit. Based on the Brodkey’s empirical relation, an effective Weber number is
introduced to instead of the regular one [38]:

Wee f f
g =

Weg

1 + 1.077Oh1.6 (16)

for the viscoelastic liquid, μve is used instead of μl in Oh number.
Third, the creation of the product droplets is also revised. The population dynamics is used to

define the rate of droplet creation. For each breakup event, with the mass conservation principle, it is
assumed that the number of product droplets is proportional to the number of critical parent drops,
where the proportionality constant depends on the drop breakup regime:

d
dt

m(t) = −3Kbum(t) (17)

where m(t) denotes the mean mass of the product drop distribution, and the breakup frequency Kbu
depends on the drop breakup regimes. Breakup frequency Kbu = 0.05ω as suggested by Amsden et al. [36]
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is used. The drop oscillation frequency ω is given by ω2 = 8σ/(ρlr3)− 25μ2
l /(4ρ2

l r4), where μl is also
replaced by μve for viscoelastic version.

Droplets Collision

Droplet collision is calculated by a statistical method, rather than a deterministic method since
the real collisions process is highly stochastic. All the droplets in one computational parcel behave in
the same manner, they either do or do not collide, which is depended on the probability of the collision
whether larger than a random number. For collision result, an impact parameter, ψ = χ/(r1 + r2)

is involved to judge the outcomes, where χ is the distance between the center of one drop and the
relative velocity vector Urel , r1 and r2 are the radii of small and large droplets, respectively. The criteria,
χcr determines the transition boundary: drops coalescence when χ ≤ χcr, and bounce when χ > χcr.
χcr can be expressed as:

χcr
2 = (r1 + r2)

2min[1.0, 2.4 f (γ)/Wel ] (18)

where the collision Weber number for Newtonian liquid defined as: Wel = ρl |Urel |r1/σl .
For viscoelastic liquid, Wee f f

l = Wel/(1 + 1.077Oh1.6) is used instead of Wel . f (γ) is a function
of the radius ratio γ: f (γ) = γ3 − 2.4γ2 + 2.7γ (γ = r2/r1 ≥ 1).

According to the conservation of momentum, the drop velocity after a bouncing collision is [36]:
u1new = {u1m1 + u2m2 + m2(u1 − u2)[(χ− χcr)/(r1 + r2 − χcr)]}/(m1 + m2). The droplet velocity
after coalescence is calculated as unew = (u1m1 + u2m2)/(m1 + m2). m1 and m2 are the mass of
the small and large droplets, respectively; and u1 and u2 are the velocity of the small and large droplets,
respectively. The new radius after droplet coalescence is rnew = (r3

1 + r3
2)

1/3.

3. Numerical Setup

Figure 2 shows the computational mesh and boundary conditions of numerical model. The radius
and axial lengths of the computational regime are 6 cm and 15 cm respectively, and 2π in the
circular direction. The computational domain is in a cylindrical coordinate system with size of
56 (radial) × 65 (axial) × 32 (azimuthal). Finer meshes are used for the core region of the spray.
The grid dependency has been validated in our previous studies [39,40] and the computational
results are convergence under present mesh size.

 
(a) (b) 

Figure 2. Geometry and computational mesh: a middle section plane. (a) Middle section plane;
and (b) Cross section plane.

As presented in Table 1, there are five types of boundary conditions involved for the gas field.
The parcels are introduced in the system at the nozzle exit, which has the original size calculated from
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primary breakup sub-model with Rosin-Rammler distribution: FR−R(D) = 1 − exp
{−(D/SMD0)

qco
}

,
where qco indicates the value of the width of the distribution. The Rosin-Rammler distribution
is a prevalent size distribution used in the atomization field [41], and the experimental data also
supported the Rosin-Rammler function for non-Newtonian fluid atomization spray [31]. The number
of parcels should be large enough to reduce statistical fluctuation. Usually, a total number of 10,000
computational parcels are injected into the flow for each case.

Table 1. Five types of boundary conditions involved in the model.

Type Location Conditions

Open

1 Line BC
v(x, 0, θ) > 0: P, T, u are assigned the same as that in ambient
v(x, 0, θ) ≤ 0: ∂u/∂y = 0, ∂φ/∂y = 0 (φ = P, T)

2 Line CD
u(6, y, θ) < 0: P, T, v are assigned the same as that in ambient
u(6, y, θ) ≥ 0: ∂φ/∂x = 0, ∂v/∂y = 0

3 Line DE
v(x, 15, θ) < 0: P, T, u are assigned the same as that in ambient
v(x, 15, θ) ≥ 0: ∂u/∂y = 0, ∂φ/∂y = 0

Wall Line AB u, v, w = 0; T = 300 K; turbulent wall function

Inlet Line OA Data from primary breakup sub-model

Axis x = 0 ξ| x=0 = (
N
∑

i=1
ξi)/N (ξ = u, v, T, ξi: ξ at Δx from the centerline); w = 0

Periodic θ = 2π Circular direction: periodic boundary conditions

4. Results and Discussion

4.1. Validation of Primary Atomization

Figure 3 shows a comparison of experimental data [42] and model predictions for polymer
solution atomization at Pinj = 0.35 MPa, Dnoz = 1 mm and ALR ranging from 0.02 to 0.11. The physical
and rheological properties are listed in Table 2. The polymer solution were formulated by adding
poly(ethylene oxide) to solvent having a common composition of 60% glycerine–40% water solution
by mass. Polyethylene oxide (PEO) molecular weights of 100,000 were used at mass concentrations
of 0.001%, 0.01% and 0.15% [42]. The dispersion relations proposed by Joseph are solved analytically.
Results show that, with an increase in air–liquid mass flow ratio (ALR), droplet SMD will decline
significantly, especially at lower ALR. The agreement between the predictions and measurements is
qualitative achieved within 5%–20%. Joseph’s model is effective to capture the influence of rheological
properties on the breakup process of polymer solution and to quantitatively predict the resulting
droplet sizes. However the shortcoming is that the divergence may occur when the liquid ligament is
not similar to the flattened drop. Therefore, at lower ALR, the divergence is obviously since the liquid
ligaments is slender.

Table 2. Physical properties of the fluids in Figure 3 [42].

Code
Polymer

Concentration

Zero Shear Viscosity η0 Relaxation Time λ1 Surface Tension σ

mPa·s s 10−3 J/m2

1 0.001% 11 2.8 × 10−7 65.1
2 0.01% 11.1 1.4 × 10−5 62.6
3 0.15% 15.4 2.06 × 10−4 62.6
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Figure 3. Comparison of experimental data and model predictions for the Sauter mean diameter (SMD)
versus air-liquid mass flow ratio (ALR) at Pinj = 0.35 MPa, Dnoz = 1 mm.

4.2. Evolution of Spray Field

Among the investigations of the far-field region, the particle size evolution along with the axial
distance is the primary interest. Figure 4 firstly validates the numerical results of water’s SMD with
experimental data [43] and then compares the downstream variation of SMD for water and polymer
solution. Both experiment and simulations were conducted based on the same operating conditions.
The operating parameters and liquid physical properties are listed in Table 3.

 

Figure 4. Droplet Sauter mean diameter along with the dimensionless axial distance for water and
polymer solution.

Table 3. Operating parameters and liquid physical properties of baseline case.

Parameters Value Parameters Value

Dnoz (mm) 1 η0 (10−3Pa·s) 15
σ (10−3J/m2) 65 ηsolvent (10−3Pa·s) 10

ALR 0.06 λ1 (s) 2.0 × 10-6
.

ml (g/s) 10 Pinj (106 Pa) 0.35
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As shown in Figure 4, an agreement between the simulation results and experimental data
has been obtained for the case of water, and the divergence of the experiment and simulation is
between 2.5% and 25%. In Figure 4, the viscoelastic liquid added the difficulties in the breakup of
ligaments and droplets, impairing the atomization effect by increasing the drop size in the whole
process, which is consistent with the results of other researchers [12,44]. Further, in both the cases of
water and polymer solution, the droplet diameter first decreases and then increases with the axial
distance. This phenomenon can be explained by the competition between breakup and coalescence
effects. Figure 5 shows the occurrence number of droplets breakup and collision. Close to the nozzle
exit, with high kinetic energy and large velocity difference between the droplet and atomization gas,
turbulence breakup dominates, causing the drop size to rapidly decrease, while, further downstream,
as the kinetic energy decay and small velocity difference, turbulence breakup ends and droplet
coalescence plays an important role, causing the drop size to gradually increase.

Figure 5. Occurrence number of droplets breakup and collision.

Besides the common and well-known points, there are two noteworthy differences between these
two types of liquids. First, in Figure 4, the gap between the mean size of water and polymer solution is
shortened along with the development of the jet. Before the nadir of the curve, the case of polymer
solution decays more steeply than that of water. In contrast, after the nadir of the curve, the case of
water rises more obviously than that of polymer solution. On the rising part of the curves, the increasing
degree of water is about 123%, while the case of polymer solution is less than 57% (this value is
calculated from (SMDLx/Dnoz=140 − SMDLx/Dnoz=4)/SMDLx/Dnoz=4). This phenomenon indicates that
the mean size of polymer solution increases more gently than that of water at the axial distance
(5–100)Lx/Dnoz, which is benefit to control the desirable size in industrial applications. Secondly, in
Figure 5, the occurrence numbers for water are higher than polymer solutions for both breakup and
collision process in the upstream of the spray. This is because droplets breakup time and frequency
depend on the competition between the aerodynamic force and restoring force. An increase in liquid
viscosity will delay and weaken the breakup process, resulting in higher droplet size. The decrease
of the frequency of droplet secondary breakup would also lead to the number of product droplets
decreasing, therefore the collision occurrence number of polymer solutions is obviously less than that
of water in the upstream region. However, when the axial distance beyond 40Lx/Dnoz, the collision
occurrence number for polymer solution exceeds that of water. Since the droplets collision process
were influenced by the droplet size and concentration rate. Concentrated drop distribution causes
the collision happening frequently. The outcome of collision was also affected by the liquid viscosity.
For the polymer solution droplets, impact parameter increased due to higher viscosity, leading to
an increase in possibility of droplet coalescence after collision. However, the change of collision
occurrence number did not influence the trend of SMD in Figure 4 significantly, due to the occurrence
number is too small compared to the total particle number.
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The most important factors influencing the droplet breakup can be grouped into
two dimensionless numbers, the Weber number (We) and the Ohnesorge number (Oh). The average
Weber number is defined as We = ρg

∣∣Urel
∣∣2SMD/σl . Here the modified weber number (Equation (16))

is used for the polymer solution. The average Ohnesorge number is expressed as Oh = μl/
√
ρlσlSMD.

For viscoelastic liquid, the constant viscosity μl was replaced by a viscoelastic viscosity μve.
The evolutions of Weber and Ohnesorge number along with the axial direction are illustrated in

Figure 6. Weber number indicates the ratio of the inertial force to the surface tension force, in which
the trend is basically determined by the gas-liquid relative velocity. At the nozzle exit, We is higher
due to the large difference between the velocity of droplet and gas, causing the secondary breakup
of droplets. In this period, We of polymer solution is larger than that of water due to the larger SMD
at the beginning. Then at downstream of the spray, We dramatically declines as the kinetic energy
dissipated and We of polymer solution is less than that of water since We for viscoelastic liquid is
modified by the effective viscosity. The effective Weber number decreased as liquid viscosity increasing.
The Ohnesorge number is the ratio of an internal viscosity force to an interfacial surface tension force,
which significantly increases with the increase of liquid viscosity. For both water and polymer solution,
the Oh curves have a peak at about 4 mm from the nozzle exit, which is corresponding to the nadir of
the curve of droplet size (as shown in Figure 4). In short, the case of polymer solution has a greater
magnitude of change for both We and Oh due to introducing the changes in viscosity.

Figure 6. Evolutions of Weber and Ohnesorge number along with axial direction for water and
polymer solution.

In addition to drop size and critical numbers, liquid viscosity can also affect the spray pattern.
Figure 7 shows the spatial distributions of droplet size and number for water and polymer solution,
respectively. The cross-sectional plane is located at the axial distance of 50 mm. It can be seen from
Figure 7 that the spatial distribution of droplets becomes wider for water. The distribution range of
water case is about 40% larger than the polymer solution. It can be explained as the ligaments and
fragments are more likely to adhere due to viscoelastic properties. Furthermore, finer droplets are
easier for the gas to accelerate and carry them outward of the centerline, resulting in the spray angle
will expand. In turn, the distribution will also affect the droplet size. Concentrated drop distribution
causes the collision happening frequently and the droplet size increasing, which is in accordance with
that indicated in Figure 5.
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(a) (b)

(c) (d)

Figure 7. Spatial distribution of the drop number and size at the axial distance of 50 mm. (a) Number
distribution of water; (b) Size distribution of water ; (c) Number distribution of polymer solution;
(d) Size distribution of polymer solution.

4.3. Effects of Viscoelastic Parameters

Figure 8 shows the analysis of the effects of rheological properties on primary atomization.
Figure 9 explores the evolutions of droplet size along with axial direction for various liquid properties.
For polymer solutions, the rheology properties can be adjusted through the addition of polymer
molecules. The liquid physical properties of base case are as the same as that of code 2 in Table 2.
All cases in Figures 8 and 9 share the same operating conditions except the specified parameters
in the legend of the figure. In order to compare the behavior of Newtonian and viscoelastic liquid,
the calculated results of water spray have been added into Figures 8 and 9.
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Figure 8. Droplet SMD versus ALR for various liquid properties.

 

Figure 9. Droplet SMD along the axial distance for various liquid properties.

Obviously, from Figures 8 and 9, the increases in relaxation time and zero-shear viscosity cause the
atomization quality deteriorates since the growth rate of the disturbance wave reduces and the liquid
becomes stringier to resist the disruptive force, while small surface tension brings the droplet size to
decrease significantly. The case with surface tension of 20 × 10−3 J/m2 is almost identical to the case
of water. In both instability analysis and TAB model, the surface tension can resist the occurrence and
development of instability and smooth the disturbance. That is, a decrease in surface tension brings
the ligaments and droplet less stability. This finding shows the importance of selecting solvents with
lower surface tension for the polymer solution when finer atomization effects are desirable. Moreover,
the effects of relaxation time become weaken at the downstream of the spray field. The case with
shorter relaxation time approaches to the base case since the influence of relaxation time depends on
the gas-liquid relative velocity. When the relative velocity declined rapidly, the effective viscosity of
viscoelastic liquid is mainly up to zero shear viscosity.

5. Conclusions

A comprehensive mathematical model has been proposed to simulate the outflow of the
effervescent atomization for viscoelastic liquid, accounting for primary atomization droplet tracking,
secondary breakup and droplet collision. The computational models have included two parts.
The first one is the primary breakup sub-model. With the simplification and assumptions of the
atomization of liquid stream, the primary breakup sub-model has been established based on the
viscoelastic linear dispersion relation. The second sub-model can calculate the evolutions of the

30



Energies 2016, 9, 1079

droplets spray, in which the gas-liquid two-phase flow has been simulated by the Euler-Lagrangian
approach. Both the droplet secondary atomization model and collision model have been extended to
the viscoelastic version by introducing rheological parameters. The main findings of the present study
can be summarized in four points:

(1) Based on the comparison with experimental data and the predicted results of other dispersion
relation, the primary model using Joseph’s relation effectively captured the influence of
rheological properties on the breakup process of polymer solution and to quantitatively predict
the resulting droplet sizes.

(2) The evolutionary trend of droplet mean diameter, Weber number and Ohnesorge number of
viscoelastic liquids along with axial direction were qualitatively similar to that of Newtonian
liquids. The SMD for the case of polymer solutions were obviously larger than that of water
throughout the spray field. While, the gap of SMD between water and polymer solution became
shorten along with the development of the jet. This phenomenon indicated that the mean size of
polymer solution increased more gently than that of water at the axial distance (5–100)Lx/Dnoz,
which benefited the stable control of the desirable size in the applications.

(3) The changes of Weber and Ohnesorge number for polymer solution were more dramatic than
that of water, since the viscosity of the viscoelastic liquid was influenced by the relative velocity
of gas and droplets. Besides, the distribution range of water was about 40% larger than that
of polymer solution in present study, which indicated the spray angle became narrow for the
viscoelastic liquids.

(4) In primary atomization, the surface tension was the dominating physical property for viscoelastic
liquid rather than relaxation time and zero shear viscosity. When the finer atomization effects
were desirable, it was important to select solvents with lower surface tension for the polymer
solutions, while, concerning the evolution of atomization spray, larger relaxation time and
zero shear viscosity increased droplet SMD significantly. The zero shear viscosity was effective
throughout the jet region, while the effect of relaxation time became weaken at the downstream
of the spray field.
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Abstract: Small and micro hydropower systems represent an attractive solution for generating
electricity at low cost and with low environmental impact. The pump-as-turbine (PAT) approach
has promise in this application due to its low purchase and maintenance costs. In this paper, a new
method to predict the inverse characteristic of industrial centrifugal pumps is presented. This method
is based on results of simulations performed with commercial three-dimensional Computational
Fluid Dynamics (CFD) software. Model results have been first validated in pumping mode using data
supplied by pump manufacturers. Then, the results have been compared to experimental data for a
pump running in reverse. Experimentation has been performed on a dedicated test bench installed in
the Department of Civil Construction and Environmental Engineering of the University of Naples
Federico II. Three different pumps, with different specific speeds, have been analyzed. Using the
model results, the inverse characteristic and the best efficiency point have been evaluated. Finally,
results have been compared to prediction methods available in the literature.

Keywords: energy saving; PAT; urban hydraulic network; numerical modeling

1. Introduction

Electricity generation presents many issues and is studied with different techniques in order
to reduce its production cost and environmental impact. Conventional production with fossil fuels
presents problems associated with the high cost, rapid depletion and detrimental environmental
effects of these fuels. Renewable energy is probably the best solution for environmental issues, and
many solutions have been developed since the last century, such as hydropower, hydrogen, fuel cells,
biofuels, and solar power generation.

Among the renewable sources, small hydropower represents a very attractive source of energy
generation. In many countries, small and micro hydropower systems are an important means
of electricity generation. An efficient solution, from the point of view of energy efficiency, is the
adoption of a turbine, but the purchase and maintenance costs of turbines make their implementation
economically unattractive, especially for small hydropower [1–6].

Reverse-running centrifugal pumps (also called pumps as turbines or PAT) are a solution for
generating and recovering power in small and micro hydropower situations. Pumps are relatively
simple machines, inexpensive (compared to a hydraulic turbines), and readily available worldwide.
It has been estimated that the capital payback period of a reverse-running pump in the range of
5–50 kW is less than two years [7,8]. Moreover, the use of PAT could be suitable because manufacturers
of turbines worldwide are less numerous than pump producers, the market for turbines is smaller
compared to pumps, and pumps are mechanically simple and require less maintenance. Moreover, an
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integral pump and electric motor can be purchased for use as a turbine and generator set; pumps are
available in a wide range of heads and flows and in a large number of standard sizes. Generally,
pumps have short delivery times, spare parts (such as seals and bearings) are easily available and the
installation can be done using standard pipes and fittings.

The use of a pump running in reverse mode to generate electricity is not new; the first
applications started almost 80 or 90 years ago and many theoretical and experimental studies have been
done [2–6,9,10]. Much research is still being conducted, especially to predict the operating conditions
and the efficiency of centrifugal pumps running in reverse [11].

The selection of a proper PAT for an existing site represents a critical issue because pump
manufacturers do not supply the characteristic of the pump running in reverse. Many methods have
been used to predict the inverse characteristic of a pump, based on numerical models, experiments, or
theoretical procedures [4–10].

This research has demonstrated that these methods can be used only for a limited set of pumps.
None of them, in fact, allows prediction for the reverse running conditions for all geometries and over
a wide range of pump specific speeds. Several studies, based on a modeling approach with CFD code,
are available and generally show good correspondence with the available experimental data [4,10].

A study [4] carried out with a computational model of a PAT is based on the concept called “flow
zone”. The flow regime within a PAT is divided into four major flow regions (volute casing, impeller,
casing outlet and draft tube). A comparison has been made between the experimental and numerical
results of a single stage end suction centrifugal pump that was operated in turbine mode at a speed
of 800 rpm. CFD predictions of the hydraulic parameters were in good correspondence with the
experimental results, but deviations (within 5% to 10%) have been found at certain load regions.

Nautiyal et al. [5,6] carried out a study on the application of CFD and its limitations for PAT
using cases reported by previous researchers [4,9,10]. The study reported that CFD analysis was an
effective design tool for predicting the performance of centrifugal pumps in turbine mode and for
identifying the losses in turbo-machinery components such as the draft tube, impeller and casing,
but there was some deviation between the experimental results and the CFD modeling results.
Barrio et al. [11] carried out a numerical investigation on the unsteady flow in commercial centrifugal
pumps operating in direct and reverse mode with the help of CFD code. The results of their simulation
were in good correspondence with the experimental results. The study revealed that in the reverse
mode, the flow only matched the geometry of the impeller at nominal conditions; re-circulating fluid
regions developed at low flow rates (near the discharge side of the blades) and high flow rates (near
the suction side).

Many correlations based on theoretical approaches are available to predict the performance of a
PAT. Several researchers (Stepanoff, Childs, Sharma, Wong, Williams, Alatorre-Frenk, and others) have
presented correlations for predicting the performance of a pump-as-turbine [5]. These correlations
were based upon either pump efficiency or specific speed. However, deviations of more than 20%
have been found between the experimental and predicted reverse operation of standard pumps [12].
The objective of these correlations is to calculate the best efficiency point (BEP) of pumps for operation
in turbine mode by using the pump operation data provided by the manufacturer.

In 1962, Childs [13] presented a PAT prediction method based on the efficiency of the pump.
A similar approach was then presented by McClaskey and Lundquist [14] and Lueneburg and
Nelson [15] in 1976 and 1985, respectively.

Hancock [16] stated that for most pumps the turbine BEP lies within 2% of the pump mode BEP.
Grover and Hergt [17,18] proposed a PAT prediction method based on specific speed for the turbine
mode (obtained similar to the specific speed for a pump). Grover’s method is applicable for the turbine
mode specific speed range between 10 and 50 [17]. A comparison between experimental results and
the methods proposed by the above researchers show relatively large deviations; therefore, the use of
these formulae must be confined to an approximate selection of PATs.
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Finally, a large number of experimental studies can be used to evaluate the inverse characteristics.
These are often limited to the specific pumps tested, so that they cannot serve as a valid tool for pump
selection, but are very useful for tuning and validating theoretical and modeling analyses.

In this paper, authors present a methodology for obtaining the reverse characteristics of a pump,
starting from the results of three-dimensional CFD models. After a description of all prediction
methods available in the literature, in the third section the adopted modeling approach is described.
Three pumps have been studied and modeled using the three-dimensional CFD commercial code
PumpLinx®, developed by Simerics Inc.® (1750 112th Ave NE, Ste C250, Bellevue, WA, USA). In the
fourth section, the test bench layout is shown with all the transducers’ characteristics.

Numerical models have been validated with experimental data obtained on a dedicated test bench
installed in the Department of Civil Construction and Environmental Engineering of the University of
Naples Federico II. Simulations have been run in both direct (as pump) and reverse (as turbine) modes
with good accuracy.

In the fifth section, the models’ results have been used to predict the efficiency curves of the three
analyzed pumps in both modes. At the end of the paper, results of the proposed methodology have
been compared to the prediction methods described in the second section. Analysis has demonstrated
that the existing prediction methods underestimate or overestimate the real operation.

In this paper, the authors have shown only the first step of a research done on PAT. Other pumps
are under study using the same modeling approach in order to realize a macro database for the
prediction of pump performance as turbines. The final aim is the identification of a new prediction
method more accurate than the others already available in literature. Using the new prediction method,
a reduction of the experimentation will then be realized allowing an easy and fast choice of the PAT for
each application.

2. Literature Overview on Prediction Methods

A methodology to calculate the inverse characteristic of a commercial pump is presented in this
paper. The proposed approach is based on results of CFD modeling using a commercial code developed
to simulate centrifugal machines. Therefore, it is important to describe prediction methods already
available in literature. In fact, these methods, will be used in the last section of the paper to analyze
the proposed methodology and to discuss our results. The following equations summarize different
methods to predict the pump inverse characteristics. They are based on theoretical or experimental
analyses [13–24]. Stepanoff [19] calculates the head, flow rate at the BEP in reverse mode using the
efficiency, head and flow rate value at the BEP in direct mode. All relations between head and flow
rate are reported in Equation (1).

Ht
Hp

= 1
ηp

; Qt
Qp

= 1√
ηp

; ηT = ηP; Nst = Nsηp (1)

Alatorre-Frenk [20] calculates the head, flow rate and efficiency at the BEP in reverse mode
using the efficiency, head and flow rate value at the BEP in direct mode. Correlations are presented
by following:

Ht
Hp

= 1
0.85ηp

5+0.385 ; Qt
Qp

=
0.85ηp

5+0.385
2ηp

9.5+0.205 ; ηt = ηp − 0.03 (2)

The prediction method developed by Sharma [21] calculates the head and flow rate at the BEP in
reverse mode using the efficiency, head and flow rate value at the BEP in direct mode:

Ht
Hp

= 1
ηp

1.2 ; Qt
Qp

= 1
ηp

0.8 ; Pt = Pp; ηt = ηp (3)
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Schmiedl [22] as Sharma [21] calculates the head and flow rate at the BEP in reverse mode
using the efficiency, head and flow rate value at the BEP in direct mode. Correlations are reported
by following:

Ht
Hp

= −1.4 + 2.5
ηp

; Qt
Qp

= −1.5 + 2.4
ηp

2
ηt
p = 1.158 − 0.265Nst (4)

Head and flow rate at the BEP in reverse mode can be evaluated with correlations of Grover [17]
using the specific speed value of the PAT at the BEP (Nst = Nsηp). All relations between head and
flow rate are listed by following. ⎧⎪⎪⎨⎪⎪⎩

Ht
Hp

= 2.693 − 0.0229Nst
Qt
Qp

= 2.379 − 0.0264Nst
ηT
ηP

= 0.893 − 0.0466Nst

(5)

As Grover [17], knowing that Nst = Nsηp, Hergt [18] calculates the head and flow rate at the BEP
in reverse mode using the specific speed value of the PAT at the BEP:

Ht
Hp

= 1.3 − 6
Nst−3 ; Qt

Qp
= 1.3 − 1.6

Nst−5 (6)

Relations of Childs [13] evaluate the head and the flow rate at the BEP in reverse mode using the
efficiency, head and flow rate value at the BEP in direct mode. Equations are reported by following:

Ht
Hp

= 1
ηp

; Qt
Qp

= 1
ηp

; ηt = ηp (7)

Moreover, Derakhshan and Nourbakhsh [24] introduced a method based on theoretical analysis
to evaluate the BEP of an industrial centrifugal pump. This method is based on the geometrical and
hydraulic characteristics of the pump in direct mode. The final formula to evaluate the turbine’s
maximum efficiency is:

ηt =
Pnt

γ× Qt × Ht
=

γ× Qt × Ht − Pvt − Plt − Pet − Pit − Pmt

γ× Qt × Ht
(8)

All of presented methods are based on different hypotheses. In Section 6 of this paper, all methods
will be compared with the results of the proposed modeling methodology. The comparison has
confirmed that each prediction method can be used only for a limited set of pumps. None of them,
in fact, allows the prediction in the reverse running conditions for all geometries and over a wide
range of pump specific speeds. In some cases, performance is underestimated or overestimated by as
much as 30%.

3. Simulation Model

Three different centrifugal pumps have been modeled in order to obtain the necessary data
to predict the performance of the pumps by the described procedures. The analyzed pumps are
commercial ones and have three different specific speeds. The main characteristics are summarized
in Table 1. It was decided to use pumps with different heads (from 3.9 to 60 m) and flow rates
(from 45.4 to 148 m3/s) to have different geometries and operating conditions to better test the
prediction method.
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Table 1. Pumps characteristics.

Impeller
Diameter (mm)

Delivery Outlet
Diameter (mm)

Hbep (m) Qbep (m3/h)

(Ns 37.6) 190 80 39 148
(Ns 20.5) 200 70 60 45.4
(Ns 64.0) 120 80 3.9 54

On the top side of Figure 1, the disassembled pump with a NS = 37.6 is shown. This pump is
a shrouded one with one- channel impeller and six blades and is called Pump 1. Starting from the
real geometry in a .step format, the fluid volume has been extracted. In Figure 1, the fluid-volume is
colored in green while the solid impeller is in blue and the solid rotor in red. In the same way, fluid
volumes of others two pumps have been extracted and then modelled using a 3D-CFD approach.

 

Figure 1. Geometry and fluid volume.

The study has been approached using the commercial code PumpLinx®. PumpLinx® is a
three-dimensional CFD software developed by Simerics Inc. (1750 112th Ave NE, Ste C250, Bellevue,
WA 98004, USA) [25–29]. It numerically solves the fundamental conservation equations of mass,
momentum and energy and includes robust models of turbulence and cavitation.

The fluid volume of each pump has then been meshed with the PumpLinx® grid generator using
a body-fitted binary tree approach. These grids have been demonstrated to be extremely accurate and
efficient [25–29]. In fact, the parent-child tree architecture allows for an expandable data structure with
reduced memory storage, the binary refinement is optimal for transitioning between different length
scales and resolutions within the model, the majority of cells are cubes, and, since the grid is created
from a volume, it can tolerate inaccurate CAD surfaces with small gaps and overlaps. It is important
to underline that, cells are hexagonal not deformed therefore the skewness is zero [30].

Figure 2 shows the binary tree mesh of three pumps under study: Pump 1 (Ns = 37.6), Pumps 2
(Ns = 20.5) and Pump 3 (Ns = 64).

It is important to underline that using the binary tree approach in the boundary layer can easily
increase the grid density on the surface without excessively increasing the total cell count. In this way,
the grid has been subdivided and cut to conform it to the surface in regions of high curvature and
small details [27]. Impellers and rotors fluid volumes of each model have been meshed separately.
A maximum cell size of 0.025 has been chosen, where no cell in the volume can have a cell side larger
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than the maximum cell size. The minimum cell size has been fixed at 0.0001. The minimum cell size
is a parameter used to limit how small cells can be in attempting to resolve the geometry using the
general mesher. No cell in the volume can have a cell side smaller than the minimum cell size. The cell
size on surfaces has also been fixed at 0.00625. This parameter is used to control the size of the cells
for all surfaces of a mesh volume. Using a pure Eulerian approach the mesh of rotors is deformed by
squeezing and expanding the cells. The rotor mesh is colored in green in Figure 2.

 

Figure 2. Binary tree mesh for three pumps.

A mesh sensitivity, as well known, is fundamental in studying any new problem with a CFD solver.
The target is to allow excellent accuracy (in comparison with experimental tests) and computational
efficiency. Pumps fluid volumes have been meshed increasing and decreasing the already described
parameters: maximum cell size, minimum cell size and the cell size on surfaces. For each case the best
compromise between results accuracy and computational time has been found and by following all
mesh characteristic are listed:

PUMP 1 (NS = 37.6): Total number of cells: 851.673

Total number of faces: 3.383.745

Total simulation time: 8.9 h as Pump, 9 h as PAT
PUMP 2 (NS = 20.5): Total number of cells: 1.039.450
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Total number of faces: 3.926.412

Total simulation time: 4.2 h as Pump, 4.8 h as PAT
PUMP 3 (NS = 64): Total number of cells: 324.596

Total number of faces: 3.348.318

Total simulation time: 4.5 h as Pump, 4.8 h as PAT

Simulations have been run with an Intel(R) Xeon(R) CPU 2.66 GHz (two processors). It is
important to underline that models are transient, and during simulations there is a simultaneous
treatment of moving and stationary fluid volumes. In particular, each volume connects to the others via
an implicit interface. Mismatched grid interfaces can identify overlap areas and match them without
interpolation. These faces, during the simulation process, are treated no differently than an internal
face between two neighboring cells in the same grid domain.

Using the models described it has been possible to study the internal fluid dynamics of each
pump working in the direct (as pump) and reverse (as turbine) modes. A mature turbulence model
has been implemented. It has been demonstrated that for these applications one of the more accurate
model to study turbulence is the k–ε model and RNG k–ε model. Other turbulence models, such as
LES and RNG k–ε model, might also provide good results but the adoption of higher order turbulence
models would have increased the computational time with no relevant improvement of the results.
Authors have also applied the presented strategy confirming the solution accuracy [25–29,31–33] in
other analyses.

Therefore, in this research, the k-epsilon model has been used providing a good accuracy and
computationally efficiency. This model is used by the adopted CFD code since it has been available for
more than a decade and has been widely demonstrated to provide good engineering results for a wide
range of applications [29,31–33]. The standard k–ε model, used for the simulations presented in this
paper is based on the following two equations [25–29,31,32]:

∂

∂t

∫ 0

Ω(t)
ρkdΩ +

∫ 0

σ
ρ((v − vσ)× n)kdσ =

∫ 0

σ

(
μ+

μt
σk

)
(∇k × n)dσ+

∫ 0

Ω
(Gt − ρε)dΩ (9)

∂
∂t

∫ 0
Ω(t) ρεdΩ +

∫ 0
σ
ρ((v − vσ)× n)εdσ =

∫ 0
σ

(
μ+ μt

σε

)
(∇ε× n)dσ+

∫ 0
Ω

(
c1Gt

ε
k − c2ρ

ε2

k

)
dΩ (10)

where c1 = 1.44, c2 = 1.92, σk = 1, σε = 1.3, where σk and σε are the turbulent kinetic energy and the
turbulent kinetic energy dissipation rate Prandtl numbers.

The turbulent kinetic energy, k, is defined as [25–29,31–33]:

k =
1
2
(
v′·v′) (11)

where v’ is the turbulent fluctuation velocity, and the dissipation rate, ε, of the turbulent kinetic energy
is defined as [25–29]:

ε = 2
μ

ρ

(
S′

ijS
′
ij

)
(12)

In which the strain tensor is [29,31]:

S′
ij =

1
2

(
∂u′

i
∂xj

+
∂u′

j

∂xi

)
(13)

with ui’ (i = 1, 2, 3) being components of v’.
The turbulent viscosity μt is calculated by [16,23,24,32,33]:

μt = ρCμ
k2

ε
(14)
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with Cμ = 0.09.
The turbulent generation term Gt can be expressed as a function of velocity and the shear stress

tensor as [16,23,24]:

Gt = −ρu′
iu′

j
∂u′

i
∂xj

(15)

where τ′ ij = ρu′
iu′

j is the turbulent Reynolds stress, which can be modelled by the Boussinesq
hypothesis [15,16,23,24,32,33]:

τ′ ij = μt

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3

(
ρk +

∂uk
∂xk

)
δij (16)

With the built models, simulations have first been run comparing the results in the direct and
reverse working modes. Model results for Pump 1 at 2900 rpm are shown in Figure 3; in Figure 3a
the pressure distribution at the BEP in the 0–9 bar pressure range is presented. The fluid properties of
water have been used in all the simulations.

 

 

(a) 

(b) 

Figure 3. Model results for Pump 1 (Ns = 37.6) at 2900 rpm. (a) Pressure distribution;
(b) velocity vectors.

Figure 3b shows the velocity vectors in the fluid volume; the velocity range (0–32 m/s) is the same
for the direct and reverse modes. In this picture, it is possible to visualize the flow evolution inside the
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machine and the acceleration/deceleration of the fluid. Both figures confirm that the velocity is higher
in the reverse mode.

Similarly, Figure 4 shows the pressure distributions for pump 2 (NS = 20.5) and pump 3 (NS = 64)
at 2900 rpm.

(a) (b) 

Figure 4. Pressure distribution in the fluid volume of pumps 2 and 3 at 2900 rpm. (a) Ns = 20.5;
(b) Ns = 64.

For the direct mode, CFD models have been validated using the data supplied by the pump
manufacturers. In Figure 5, the head vs. flow rate plots (as the blue curves) are shown. Across the
range of flow rates (30–207) m3/h, the head varies from 47 m to 3 m. In the plots in Figure 5,
the model results are shown in red. The comparison in Figure 5 demonstrates the accuracy of the
adopted methodology; in fact, the percentage error is always less than 4% while for many points the
error is near zero.

 

Figure 5. Model validation: Comparison between manufacturer’s data and model results.
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4. Ns 37.6 Pump Model Validation with Experimental Data

Once the model had been validated in the pumping mode, it was decided to also validate it in the
reverse mode, to assess whether the model reproduces the turbine mode well. Because the proposed
methodology is based only on the results of the CFD model under reverse conditions, the validation
under reverse conditions was necessary to confirm the entire methodology.

The model of centrifugal Pump 1 has been validated with data from an experiment performed
on a dedicated test bench of the Department of Civil Construction and Environmental Engineering
of the University of Naples Federico II. The bench enables testing a centrifugal pump running in
reverse mode. The aim of this activity was to further validate the simulation model under reverse
conditions. The test bench reproduces a full-scale hydraulic network, made up of four nodes (Figure 6).
An external pump increases the water pressure to simulate the behavior of a real urban network while
an air chamber stabilizes the flow rate. The tested pump has been installed in one node where two
pressure-reducing valves (PRV) regulate the water flow rate and the pressure at the inlet and outlet of
the pump. The pressure is regulated with a valve installed at the network inlet, while the flow rate
at the outlet is varied with a butterfly valve. Valves are remotely controlled with electronic actuators
controlled by a dedicated homemade software program, with an external PLC [34–40].

 

Figure 6. Test bench—water grid of the Department of Civil Construction and Environmental
Engineering of the University of Naples Federico II.
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The electric motor of the pump is linked to an inverter and the produced electrical power is
connected to the urban power grid. In the node, two pressure transducers, P1 and P2 (Burkert® model
8314), and a flow meter Q (Siemens® mag 500) have been installed. All test bench data have been
acquired by a homemade acquisition system. Furthermore, a 360-tooth encoder has been installed on
the electrical motor to acquire the shaft speed.

The hardware system is based on a data acquisition board NI DAQ Card (12-bit ADC converter
resolution, 16 input channel, two 24 bit counters), a 68-pin shielded desktop connector block
(NI TBX-68). NI LabView performs a homemade software.

The pressure is acquired with Buckert transducers. Sensors are installed upstream and
downstream of the PAT, as it is shown in Figure 6. The characteristics of the pressure transducers are
as follows:

• Ceramic technology
• 0–10 bar pressure range
• ±0.25% accuracy
• 2 ms response time

The electric motor shaft speed is acquired with a BAUMER BHK 16.05A.360-I2-5 incremental
encoder, with 360 teeth, while, as already said, the flow rate is measured with an electromagnetic
Siemens mag 500 transducer, (accuracy 0.25%, response time 1 s). The sample frequency was 1 Hz.

The experiments have been performed only in steady-state conditions, varying the water flow
rate and the pressure at the inlet of the pump, for different shaft speeds. In particular, the flow rate has
been varied between 8 and 21 L/s, and the shaft speed between 300 and 2200 rpm. During the test,
pressure at the inlet and outlet of the pump have been acquired at a sample frequency of 1 Hz.

As stated above, the tests have been done in steady-state conditions, running the pump in reverse
mode. The flow rate, the pressures at the inlet and outlet of the pump and the shaft rpm were measured.
In Figure 7, all results of the experimental campaign are shown.

 
(a)

Figure 7. Cont.
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(b)

Figure 7. Experimental results. (a) Head; (b) Efficiency.

To examine the PAT performance, the total head (m) versus shaft rpm is reported, varying the
water flow rate for all the examined conditions. Results confirm what is known from the literature:
the PAT head increases with the rpm and with the flow—rate, and it can be easily noted that, for the
tested conditions, the head varies between 0.1 and 1.8 m.

In Figure 8, the whole validation of the simulation model is presented: it shows that the model
reproduces the experimental data well with very small differences between the experimental and the
model results for all the running conditions that were analyzed.

 

Figure 8. Model validation.
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5. Model Results

After the validation phase in pump and turbine mode, simulation models have been used to
predict the efficiency curves of the three analyzed pumps. Then, all the simulations have been
performed to obtain the data necessary to evaluate the inverse characteristics.

The specific head ψ can be evaluated as:

ψ =
gH

n2D2 (17)

The specific capacity ϕ depends by the flow Q and the impeller diameter D:

ϕ =
Q

nD3 (18)

The specific power is defined as:

π =
P

ρn3D5 (19)

While the efficiency can be evaluated as:

η =
P

ρQH
(20)

where H (m), Q (m3/s), and P (W) are the head, flow rate and power, respectively. The rotational speed
is n (RPS) and D (m) is the impeller diameter. In the reverse mode simulation, the boundary conditions
in pump and PAT mode were the same (declared data in pump mode). The boundary conditions in
reverse mode are summarized in Table 2.

Table 2. Boundary conditions.

Boundary Conditions Pump 1 Pump 2 Pump 3

Outlet pressure 1.9 bar 1.9 bar 1.9 bar
Inlet Volumetric Flow 90/210 m3/h 30/85 m3/h 48/90 m3/h

Tin 293.15 K 293.15 K 293.15 K
Psat 2886 Pa 2886 Pa 2886 Pa

The specific head, the specific power and the efficiency have been evaluated for both pump and
turbine mode and for all the studied pumps. These are plotted versus specific capacity in Figure 9.

It is clear that at high capacity the specific head in reverse mode is always higher than in direct
mode. In reverse mode, pumps have a larger power range than in direct mode. The trends are quite
different and the curves arising at low flow rate and at higher capacities have a higher power value
than in direct mode. In pump mode, the efficiency has a typical “bell shape” while in PAT mode its
profile resembles that of a Francis turbine: it increases at low flow rates and reaches a maximum value
at high flow rates. Moreover, the pump with the low specific speed works with low flow rates but
high heads in direct mode. In reverse mode at high flow rates, the head is higher than the direct-mode
value. The pump with the high specific speed works at high flow rates but low heads. In reverse
mode, working with the same flow rates, the maximum head is also higher than the direct-mode value.
For all pumps, the maximum value is lower than the direct-mode value. For low specific speed pumps,
this maximum value is approximately equal to the direct-mode value, while for high specific speed
pumps, it is lower.
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Figure 9. Specific head, specific power and efficiency.

In conclusion, in Table 3, the BEP values are summarized:

Table 3. Boundary conditions.

Boundary
Conditions

Pump 1 Pump 2 Pump 3

Direct
Mode

Reverse
Mode

Direct
Mode

Reverse
Mode

Direct
Mode

Reverse
Mode

Head (m) 39 61 45.4 67 3.9 4.6
Capacity (m3/s) 0.041 0.05 0.017 0.021 0.015 0.022

Power (kW) 20.5 19.98 10.01 10.24 1.05 0.75
Efficiency 0.787 0.663 0.743 0.741 0.543 0.487

6. Comparison of Prediction Methods

After the evaluation of the inverse characteristics, the results of the proposed methodology have
been compared to the prediction methods available in literature. To this end, all the previously
discussed methods have been applied to the three analyzed pumps. Some methods predict only the
head and flow rate, while others also predict power and efficiency. In Table 4, all the results are shown
for Pump 1.

The flow rates calculated using the methods of Sharma and of Hergt and Schmiedl are very close
to those of the proposed CFD methodology. Grover’s and Alatorre-Frenk’s methods overestimate
this value while the other methods underestimated the value by a margin of 10%–15%. All methods
underestimate the head value, except for Grover’s. These values diverge with errors of up to 30%.

Evaluating the percentage deviation as:

percentage deviation =
predicted value − c f d value

c f d value
× 100 (21)

In Figure 10 the deviations between the predictions of these methods and the simulated data are
plotted vs. the pump specific speeds for all three pumps.
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Table 4. Comparison for pump 1.

Methods H (m) Q (m3/s) P (kW) η

Model results 61.42 0.05 19.98 0.663
Stepanoff 49.55 0.0463 22.5 0.787

Alatorre-Frenk 42.79 0.091 28.92 0.757
Sharma 51.99 0.0498 20.5 0.807

Schmiedl 43.94 0.0514 16.82 0.759
Grover 78.59 0.0657 36.92 0.729
Hergt 41.90 0.0508 - -
Childs 49.55 0.0522 19.96 0.787
D&N 58.56 0.0411 18.17 0.769

(a)

(b)

Figure 10. Prediction methods comparison. (a) Head Percentage Error; (b) Capacity Percentage Error.

It easy to observe that in some cases the deviation is very high. To evaluate the Derakhshan and
Nourbakhsh efficiency [24], the CFD model results were used as shown in Figure 11. In this figure,
the relative velocity magnitude (m/s) is shown and the angle between the relative and absolute velocity
is highlighted in red, at BEP conditions and in pump mode.
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Figure 11. Relative velocity magnitude.

7. Conclusions

In this paper a methodology to predict the inverse characteristic of a centrifugal pump has been
presented. This methodology is based on the results of a three-dimensional simulation model built with
a commercial CFD code. Three industrial pumps have been analyzed, with different specific speeds.
First, the simulation models have been validated with data supplied by the pump manufacturers.
Then the results of an experimental campaign have been used to validate a model simulating the pump
working in reverse conditions.

Starting from the CFD model results, the specific head, capacity, power and efficiency
have been evaluated and the best efficient point of all the analyzed pumps was found.
Furthermore, several prediction methods have been applied to the tested pumps and their predicted
values were compared with those of the proposed methodology. Some methods (e.g., Childs’ method)
are not in accord while others (e.g., Stepanoff’s method) show small relative differences.
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Nomenclature

PRV Pressure Reducing Valve
PAT Pump as Turbine
CFD Computational Fluid Dynamic
BEP Best Efficiency Point
Hp Pump head
Qp Pump flow rate
Pp Pump power
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ηp Pump overall efficiency
Ht Turbine head
Qt Turbine flow rate
Pt Turbine power
ηt Turbine overall efficiency
ψ Specific head
ϕ Specific capacity
π Specific power
η Efficiency
Ns Pump specific speed
Nst Turbine specific speed
z Impeller’s blade number
Pit Power losses due to leakage
Pvt Volute power losses
Pet Kinetic energy losses
Pnt Turbine net power
Pit Hydraulic losses of the impeller in turbine mode
n Surface normal
k Turbulence kinetic energy
p Pressure (Pa)
Q Flow rate (m3/h)
rpm Revolution per minute
U Initial velocity
u Velocity component (m/s)
u′ Component of v’
v Velocity vector
v′ Turbulent fluctuation velocity
μ Fluid viscosity (Pa-s)
ρ Fluid density (kg/m3)
τ̃ Shear stress tensor
c1, c2 Constant
σk Turbulent kinetic energy
σε Turbulent kinetic energy dissipation
S’ij Strain tensor
μt Turbulent viscosity
Gt Turbulent generation
τij Turbulent Reynolds stress
ε Turbulence dissipation
Ω Control volume
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Abstract: The flashing phenomenon is relevant to nuclear safety analysis, for example by a loss of
coolant accident and safety release scenarios. It has been studied intensively by means of experiments
and simulations with system codes, but computational fluid dynamics (CFD) simulation is still
at the embryonic stage. Rapid increasing computer speed makes it possible to apply the CFD
technology in such complex flow situations. Nevertheless, a thorough evaluation on the limitations
and restrictions is still missing, which is however indispensable for reliable application, as well
as further development. In the present work, the commonly-used two-fluid model with different
mono-disperse assumptions is used to simulate various flashing scenarios. With the help of available
experimental data, the results are evaluated, and the limitations are discussed. A poly-disperse
method is found necessary for a reliable prediction of mean bubble size and phase distribution.
The first attempts to trace the evolution of the bubble size distribution by means of poly-disperse
simulations are made.

Keywords: flashing; computational fluid dynamics (CFD) simulation; two-fluid-model; mono-disperse;
poly-disperse

1. Introduction

Flash boiling (flashing) is a process of phase change from liquid to vapor. It distinguishes itself
from traditional boiling by the way the liquid gets superheated. It is caused by depressurization or
pressure drop instead of heating. For this reason, flash boiling is sometimes also called “adiabatic
boiling”, namely without external heat sources. Another more familiar phenomenon of the same
type is “cavitation”. Under the term of cavitation, we often understand an isothermal process,
where the growth or collapse of pre-existing vapor nuclei is an inertia-controlled process driven
by the pressure difference across the gas-liquid interface. The phase change is controlled by
pressure drop, and its recovery while liquid temperature remains constant. In this case, the vapor
generation rate can be approximated by using the Rayleigh-Plesset equation. On the other hand,
the phase change process in flash boiling is similar to that in traditional boiling with external heat
sources. It is characterized by nucleation and the inter-phase heat transfer rate, namely by thermal
non-equilibrium. The superheated liquid is cooled down by giving up surplus energy to vapor
generation. The effect of pressure non-equilibrium between the inside and outside of a vapor bubble is
often neglected. Nevertheless, an actual phase change process taking place in superheated liquid due to
depressurization is controlled by both thermal (temperature difference) and mechanical (i.e., pressure
difference) effects. The terms of “cavitation” and “flashing” above represent only simplification
assumptions, i.e., neglecting thermal or mechanical effects, in theoretical treatments. The ratio of

Energies 2017, 10, 139 53 www.mdpi.com/journal/energies



Energies 2017, 10, 139

thermal and mechanical non-equilibrium contribution to bubble growth and phase change is dependent
on the temperature (or pressure) level at which the process is taking place. At a high pressure level,
especially in low depressurization rate situations, the phase change process is dominated by the
inter-phase thermal heat transfer and is often treated as a flash boiling process.

The flash boiling phenomenon has a fundamental and decisive presence in many industrial
and technical applications, where significant pressure drop is present. In nuclear engineering, as an
example, it can take place in the following scenarios:

1. Large break loss-of-coolant accidents (LOCA) of pressurized water nuclear reactors;
2. Pressure release through blow-off valves at the pressurizer or steam generator;
3. Two-phase critical flow problem through nozzles;
4. Flashing-induced instability in natural circulation systems.

Under these circumstances, the properties of the flashing flow, such as the discharge flow rate,
vapor generation rate, void hold-up, as well as two-phase morphology, are of key safety and economic
importance. All of these quantities are influenced by the degree of non-equilibrium substantially.

Since the middle of the last century there have arisen many theoretical and experimental
investigations on two-phase flashing flow owing to great concern in nuclear safety. With respect to
the theoretical study, simplifying and empirical assumptions usually have to be adopted due to the
complexity of its nature. The degree of non-equilibrium is accounted for partially or neglected fully.
Therefore, the general validity of available methods is largely limited. So far, one-dimensional approaches
or system codes are routinely applied to deal with such kinds of issues. However, the flashing two-phase
mixture has a strongly three-dimensional nature, which is accompanied with a large heterogeneous
gaseous structure and high gas volume fraction. All of these features along with the micro-scale bubble
dynamic processes require a more sophisticated prediction tool with high time and space resolution,
such as the CFD (computational fluid dynamics) technology. Furthermore, the drawback of increased
computational effort in CFD simulations is being offset by the rapidly increasing speed and decreasing
hardware costs of parallel computers. Therefore, there exists a need to assess the restrictions and update
the closures for flashing situations.

2. State of the Art of CFD Simulation of Flashing Flow

Recently, promising CFD research on flashing flows has been published, such as in [1–9].
All of these simulations are based on the framework of a simplified two-fluid-model for bubbly
flow, where the interfacial area density for inter-phase exchange is obtained by the particle model.
Furthermore, they all assume a mono-disperse interface morphology. That means that the bubble size
in each computational cell has a single value instead of a spectrum at any given time.

Laurien and his co-workers studied water evaporation and re-condensation phenomena caused by
steady-state pressure variation inside a three-dimensional complex pipeline [1–4]. Frank [5] simulated
the well-known Edwards pipe blow-down test [10] using a one-dimensional simplified mesh in CFX
(a commercial CFD code of the company ANSYS). Both of them employed a five-equation model
including two continuity equations, two momentum equations for liquid and vapor, respectively, and
one energy equation for liquid. The vapor was assumed to remain always at the saturation condition
corresponding to local pressure, which is uniform inside and outside the bubble. The assumption
is reasonable in the case of a small depressurization rate. For the computation of interfacial area
density, a constant bubble diameter, e.g., dg = 1 mm, is prescribed in the whole domain. In addition,
the momentum interaction between the gas and liquid phases is modelled only as a drag force while
the effect of non-drag forces is ignored. However, Liao [11] showed that non-drag forces have a
significant effect on the spatial distribution of phases.

Later on, Laurien [4] suggested that a model presuming bubble number density instead of
bubble size, which allows bubble size to grow, is more close to the physical picture of boiling flow.
This assumption is acceptable when the nucleation zone is sufficiently narrow and bubble dynamics,
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such as coalescence and break-up, is negligible. Otherwise, an additional transport equation for the
bubble number density with appropriate source terms or even a poly-disperse method is necessary.

Maksic and Mewes [6] simulated flashing flows in pipes and nozzles by using a four-equation
model, where a common velocity field is assumed for both phases. The inter-phase heat transfer
is assumed to be dominated by conduction. However, it has been shown that in most flashing
expansion cases, the convective contribution due to the relative motion of bubbles dominates the heat
transfer [12]. Neglecting of inter-phase velocity slip obviously under-predicts the vapor generation
rate [11]. Wall nucleation was considered as a unique source of bubble number density in the additional
transport equation. The Jones model [13–16] was used to determine the nucleation rate. Inter-phase
mass, momentum and energy transfer due to nucleation were ignored.

Marsh and O’Mahony [7] simulated the nozzle flashing flow using a six-equation model in
FLUENT (a commercial CFD code of the company ANSYS), with separate mass, momentum and
enthalpy balance equations for liquid and vapor. Inter-phase mass and momentum, as well as energy
transfer resulting from both nucleation and phase change were accounted for. However, the effects
of non-drag forces on momentum exchange and the heat transfer between vapor and vapor-liquid
interface were neglected. A modified version of the Blander and Katz nucleation model [17] was
employed to compute the source of bubble number density. The original model was found to create
large numerical instability, which is based on the classical homogeneous nucleation theory.

Mimouni et al. [8] simulated the cavitating flow using a six-equation model in NEPTUNE_CFD.
The vapor temperature was ensured to be very close to the saturation temperature by using a special
heat transfer coefficient. Besides the drag, added mass and lift force were included in the inter-phase
momentum transfer. The contribution of nucleation to the vapor generation rate, as well as momentum
and energy transfer were considered by the slightly modified Jones model [13–16]. The original model
was shown to be insufficiently general by the authors. Nevertheless, the effect of nucleation and
vaporization on the mean bubble size was ignored, namely, a constant bubble size was assumed.

Janet [9] studied the performance of various nucleation models in a flashing nozzle flow by using
the five-equation model in CFX Version 14.5. It was found that predictions obtained with the Jones
model are more reliable than the RPI (Rensselaer Polytechnic Institute) [18] and Riznic models [19].

Besides closure models for heat transfer coefficient and nucleation rate, basic differences among
the above model setups can be summarized as follows.

Although in [7,8], the energy equation of the steam phase was solved, special treatments on heat
the transfer coefficient were needed to maintain numerical stability. As a consequence, steam was either
near saturated or no heat transfer to the interface. Based on these considerations, the five-equation
model is chosen for the present work, which is proven to be sufficient. Various mono-disperse particle
models are applied to flashing scenarios relevant to nuclear safety analysis. The limitations of each
approach are discussed, and subsequently, a poly-disperse model free of open parameters is established
for flow conditions with a broad spectrum of bubble size.

The rest of this paper is structured as follows. Section 3 begins with a brief mathematical
description of applied transport equations, as well as the main closure relations. Results and discussions
of the mono-simulations are found in Section 4. Section 5 presents a poly-disperse method and the
simulation results. Suggestions for future work in Section 6 conclude the paper.

3. Physical Setup

3.1. Fundamental Transport Equations

The ensemble-averaged mass, momentum and energy conservation equations for individual
phases are given as follows. Steam is assumed to stay always at the saturated state corresponding
to local absolute pressure, and a common pressure field p is assumed for both phases.
Pressure non-equilibrium at the steam-water interface is neglected.
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The unknown terms Γlg, Flg and El describe the mass, momentum and heat flux to the liquid
phase from the interface, which have to be modelled by constitutive relations or closure models. Ui
and Hl,i represent interfacial values of velocity and enthalpy carried into or out of the phase due to
phase change. They are determined according to an upwind formulation:

→
Ui =

⎧⎨⎩
→
Ug, if Γlg > 0 (condensation)
→
Ul , if Γlg < 0 (evaporation)

, (6)

Hl,i =

{
Hl,sat, if Γlg > 0 (condensation)
Hl,tot, if Γlg < 0 (evaporation)

, (7)

where Hl,sat is liquid saturation enthalpy. The saturation parameters are interpolated from the published
IAPWS-IF97 steam-water property tables corresponding to local pressure.

3.2. Main Closure Models

3.2.1. Inter-Phase Mass Transfer

As discussed in the Introduction, phase change in a flashing process is assumed to be induced by
inter-phase heat transfer, which is called “thermal phase change model” in CFX. The volumetric mass
transfer rate is related to heat flux density as follows:

Γlg =
El · Ai

Hg,sat − Hl,i
, (8)

where Ai is the interfacial area density and Hg,sat is the vapor saturation temperature.

3.2.2. Interfacial Area Density

The particle model is adopted for interfacial transfer between two phases, which assumes that one
of the phases (here water) is continuous and the other (steam) is dispersed. The surface area per unit
volume is then calculated by assuming that steam is present as spherical particles of mean diameter dg.
Using this model, the interfacial area density is:

Ai = 6
αg

dg
or
(
6αg
)2/3(

πng
)1/3. (9)

Either mean diameter dg or the number density ng has to be known. They are prescribed or
obtained by solving additional transport equations; see Table 1. Depending on the way of calculating
dg or ng, mono-disperse and poly-disperse methods are derived. In the latter case, dg represents the
Sauter mean diameter of a size spectrum.
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Table 1. Model setup available for CFD simulation of flashing flow.

Papers
Number of

Conservation Equations
CFD Software Particle Model for Interfacial Area Density with

[1–3] Five CFX 4.2 prescribed size
[4] Five CFX 4.2 prescribed number density
[6] Four CFX 4.2 additional transport equation for number density
[7] Six FLUENT 6.2.16 additional transport equation for number density
[8] Six NEPTUNE_CFD prescribed size
[9] Five CFX 14.5 additional transport equation for number density

3.2.3. Inter-Phase Heat Transfer

The sensible heat flux transferring to water from the steam-water interface, El, is given by:

El = hl(Tsat − Tl) (10)

where hl is the overall heat transfer coefficient. It is approximated by the Ranz–Marshall correlation [20,21],
which is applicable for spherical particles. It has been widely used such as in [1–5,8,9].

3.2.4. Nucleation Model

The effect of nucleation is investigated by considering two kinds of nucleation mechanisms,
namely wall nucleation and bulk nucleation. The wall nucleation rate is computed according to the
Jones model [16].

Jhet,1,W = 0.25 × 10−7 R2
d

R4
cr
· Cdp(Tl − Tsat)

3, (11)

where Rd and Rcr are bubble departure radius and critical radius, respectively. The constant
Cdp = 104 (K−3·s−1).

Heterogeneous nucleation due to impurities in the bulk flow is accounted for with the model
given by Rohatgi and Reshotko [22].

Jnuc,1,B = Nim,B ·
√

2σ

πmW
· exp

⎛⎝−16πσ3 ϕ

3kBTl

(
Tsat

Tl − Tsat

ρg
−1 − ρl

−1

ΔHL

)2
⎞⎠, (12)

where mw is the mass of a single liquid molecule, kB the Boltzmann constant and ΔHL latent heat.
Nim,B is the number density of impurities (nucleation sites) in the bulk, and ϕ is the heterogeneous
factor. Both Nim,B and ϕ are treated as adjustable constants; Nim,B = 5 × 103 (m−3) and ϕ = 10−6 are
adopted in this work.

3.2.5. Turbulence Model

Turbulence in the liquid phase is described by a standard shear stress transport (SST) model
augmented by the addition of more source terms. These source terms describe the effect of bubbles,
i.e., the bubble-induced turbulence (BIT).

Concerning the source for the k-equation, there is a general agreement that the bubbles’
contribution to turbulence generation comes from the work done by interphase drag force, i.e.,:

ϕk = 0.75ρl
CD
dg

αg

∣∣∣∣→Ul −
→
Ug

∣∣∣∣3, (13)

Similar to single-phase dissipation, the ε-equation source is obtained by scaling ϕk with a
time scale:

ϕε = CεB
ϕk
τ

, (14)
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where CεB is an adjustable constant and set to one. The time scale τ is approximated with the ratio
between bubble size and turbulence intensity [23]:

τ =
dg√

kl
. (15)

3.2.6. Inter-Phase Momentum Transfer

Inter-phase momentum transfer occurs due to interfacial forces acting on each phase by interaction
with the other phase. In the present work, both drag force and non-drag forces like, lift force, wall
lubrication force, virtual mass force and turbulent dispersion force, are considered, i.e.,:

→
F lg =

→
F lg,D +

→
F lg,L +

→
F lg,W +

→
F lg,VM +

→
F lg,TD. (16)

These forces have to be computed according to appropriate models. So far, identical relations are
commonly used for air-water and steam-water dispersed flows. The baseline-closure models defined
in the previous work [24] are adopted.

In the following text, the above transport equations and closure models will be used in the CFD
simulation of various flashing scenarios. Results obtained with different assumptions for interfacial
area density are presented below.

3.3. Numerical Schemes and Convergence Criteria

In the simulation the coupled volume fraction algorithm was used, which allows the implicit
coupling of the velocity, pressure and volume fraction equations. The high resolution scheme was
selected to calculate the advection terms in the discrete finite volume equations. The discretization
algorithm for the transient term was the second order backward Euler. The upwind advection and the
first order backward Euler transient scheme were used in the turbulence numerics. The convergence
of the simulation was monitored by using the criterion of the root mean square residual throughout
the domain of less than 10−4.

4. Mono-Disperse Simulation Results

4.1. Edwards and O’Brien Blowdown Test

4.1.1. Description of the Test

In nuclear safety analysis, the Edwards and O’Brien test [10] represented a standard problem
for the verification and assessment of computational programs [25,26]. It consisted of fluid
depressurization studies in a horizontal straight pipe 4.096 m long with an inner diameter of 0.073 m;
see Figure 1. One end of the pipe is a fixed wall, while at the other end, a glass disc was mounted,
which was designed to burst to initiate the depressurization transient.

Figure 1. Edwards and O’Brien blowdown test.

The pipe was filled with sub-cooled water, whose initial conditions ranged from 3.55 MPa to
17.34 MPa and from 514.8 K to 616.5 K. At the burst of the glass disc, the depressurization wave
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propagates through the pipe, and water becomes superheated and vaporizes suddenly. Measurements
were performed at several horizontal positions.

4.1.2. Simulation Results

The problem investigated in the present work has initial conditions of 7.00 MPa and 513.7 K. A
pressure boundary was assumed for the outlet, and the background pressure was 1 atm. The simulation
is done on a 3D cylinder grid, and furthermore, the five-equation model mentioned above with
the prescribed bubble diameter (dg = 1 mm) as in [3] is applied. The results of absolute pressure
and void fraction at the position x = 1.469 m are presented in Figure 2a,b and compared with the
experimental data.
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Figure 2. Evolution of flow parameters at x = 1.469 m after the disc burst: (a) absolute pressure; (b) void
fraction; (c) discharged mass flow rate change with the time.

One can see that the water inside the pipe vaporizes completely within a half second after the
burst of the glass disc. The agreement between simulation and measurement is acceptable, especially
at the later stage. In contrast, considerable deviations are present at the early stage of depressurization.
The lowest pressure in the simulation, which corresponds to the maximum superheat degree and is
required to trigger the onset of flashing, is obviously lower than that in the measurement. Furthermore,
the rate of vapor production is under-predicted at the beginning, while in the period from 0.1 s to 0.2 s,
it is over-predicted. It is acknowledged that the simplifying assumption of a constant mean bubble size
is responsible for the deviations. It is inconsistent with the physical picture of the process, although it
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is widely used. The size of pre-existing nuclei in the sub-cooled liquid is substantially smaller than
the prescribed value of 1 mm. This indicates a significant under-prediction of interfacial area density
available for the initiation of flashing. On the other hand, steam bubbles grow rapidly during the
flashing process, leading to a mean size much larger than 1 mm in a short time. Nevertheless, the effect
of this uncertainty is weakened with the increase of the void fraction. The effect of prescribed bubble
size was investigated in [27].

The discharged mass flow from the blowdown pipe is shown in Figure 2c below. Due to lack of
experimental information, the results are compared with those obtained by two classical system codes,
i.e., RELAP5 and TRACE, from the recent work [28]. One can see that the maximum value is reached
shortly after the burst, where the difference between the codes is largest. According to RELAP5, the
mass flow increases rapidly from 0 to 100 kg/s at the moment of the burst, while TRACE and CFX
give a significantly lower maximum value with a delay around 0.1 s. In addition, the change of mass
the flow rate with time delivered by CFX is much more gentle and smooth in comparison to that by
RELAP5 and CFX.

4.2. Flashing-Induced Instability Problem in Natural Circulation

4.2.1. Description of the Problem

Since the middle of the 1980s, it has been recognized that the application of passive safety systems
can contribute to improving the economics and reliability of nuclear power plants. In some advanced
designs, natural circulation is used as a means for residual heat removal. For example, in a German
BWR (boiling water reactor) concept, namely, the KERENA™ reactor [29], the containment cooling
condenser (CCC) is the key component of a natural cooling circuit; see the red shaded region in
Figure 3. In the case of overpressure, surplus steam in the containment condenses on the outside wall
of CCC. Heat released by condensation is transferred to the cooling water inside the CCC tubes and
finally to the shielding/storage pool vessel (SSPV) through natural circulation.

Figure 3. Section picture of KERENA™ containment [30]. CCC: containment cooling condenser;
SSPV: shielding/storage pool vessel.
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In the experimental investigation performed by AREVA [30], a severe water hammer was
experienced. The flow instability is believed to come from the rapid formation and subsequent
destruction of steam bubbles inside the circuit. Natural circulation systems are characterized by a
downcomer and a riser, which connect to a heated and a cooled section at the ends, respectively.
Nearly saturated warm circulating water can flash to vapor inside the riser if no boiling occurs in the
heated section. Liquid temperature remains constant till flashing begins if the heat loss through the
riser is negligible (adiabatic), while saturation temperature decreases with increased altitude.

The production of vapor in a flashing process taking place in natural circulation has a periodic
oscillation character [31]. The circulation flow rate increases as a result of vapor production, which
further leads to a low liquid temperature entering the riser. It can be lower than the saturation
temperature at the exit of the riser. As a consequence, the flashing is suppressed, which leads to a
decrease in flow rate and subsequently an increase in liquid temperature. Therefore, flashing can
take place again in the adiabatic riser and generates a self-sustained oscillating flow. The feature of
high frequency oscillation and rapid phase change requires high resolution and can cause numerical
instability and convergence problems in high-resolved CFD simulations.

4.2.2. Simulation Results

For the simulation, a 3D pipe section is constructed on the basis of the riser in the AREVA test
facility; see Figure 4. Two inlets are connected to two CCC condensers. For details on the experiments
please, refer to [27,29]. Boundary conditions, such as inlet temperature, mass flow rate and outlet
pressure level are provided by the experimental data. Furthermore, the single-phase condition at the
inlet is assured by choosing a proper time segment according to the measurement. The start time for
simulation is chosen as 4600 s. Furthermore, a mono-disperse approach is utilized, which distinguishes
itself from the last case by the prescription of bubble number density instead of bubble size. A constant
value of 5 × 104 m−3 is assumed in the following simulation. The settings are believed to be closer to
the physical process of flashing since the bubbles are allowed to grow [4].

 

Figure 4. Segment of the riser pipe applied in the simulation colored by steam volume fraction
at t = 4744.50 s.

Figure 4 shows the distribution of steam inside the domain at the moment of 4744.50 s. The red
color symbolizes steam, while the blue is water. As discussed above, the liquid at the exit becomes
first superheated and initiates the flashing process. This gives rise to a high steam volume fraction at
the upper part, while single phase flow exists still in the two straight legs near the inlets. Since the
gravitational force is considered, steam is accumulated at the top side of the inclined pipe leading to a
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stratified flow pattern. A broad range of flow patterns and regime transition represents challenges for
current two-phase CFD technology.

The temporal course of the inlet pressure and liquid temperature (the measured pressure at
the outlet and temperature at the inlet are given as boundary conditions) is depicted in Figure 5.
During the time segment from 4600 s to 5200 s, the production of vapor goes periodically through
onset, intensification and ceasing, and thermo-hydraulic parameters oscillate correspondingly.
The maximum amplitude of pressure and temperature oscillation can reach 0.8 bar and 50 K,
respectively. The predicted period agrees well with the measured one, and the amplitude of
temperature profile is also satisfying. Nevertheless, clear deviation is observed at pressure valleys,
where the onset of flashing occurs. Similar to the limitation of the last method with constant bubble
size, the disagreement results from the prescription of a constant bubble number density and neglecting
bubble dynamics, such as coalescence and break-up. The sensitivity study on the prescribed values for
bubble number density was performed in the previous work of [32].
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Figure 5. Comparison between calculation and experiment: (a) inlet pressure; (b) outlet temperature.

4.3. Abuaf [33] Nozzle Flashing Flow Test

4.3.1. Description of the Test

In nuclear safety analysis, the flashing of initially sub-cooled liquid through nozzles, orifices or
other restrictions has been studied intensively for several decades due to the design basic accident of
LOCA (loss-of-coolant accident). Much attention was paid to the critical flow problem, while a deep
insight into the transient development of two-phase flow structure is still missing. In comparison with
the single phase, the complexity of two-phase critical flow arises from both thermal and mechanical
non-equilibrium effects at the interface, which prevent reliable prediction of the critical flow rate from
using empirical relations.
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The experimental investigation of water flashing through a converging-diverging nozzle presented
in [33] has been widely used as a reference for numerical study or model development, e.g., [7,34].
In the frame of this work, several tests with different boundary conditions, such as inlet pressure,
temperature and outlet pressure, are reproduced by means of CFD technology. The geometrical sketch
of the circular nozzle is shown in Figure 6. Dynamic pressure decreases with the reduction of channel
area in the converging part leading to a decrease in the saturation temperature. If it falls below the
liquid temperature before reaching the neck position, the onset of flashing will occur near the neck
and vaporization continues in the diverging part.

Figure 6. Circular converging-diverging nozzle used in the tests of [33].

4.3.2. Simulation Results

For this case, the generation and transportation of bubbles is traced by solving an additional
transport equation for bubble number density. Similar setups were adopted in [6,7]; see Table 1.
The formation of bubbles in superheated liquid is called “nucleation”, which is deemed to take place
under two different mechanisms, namely homogeneous and heterogeneous nucleation. Homogeneous
nucleation occurs uniformly in the bulk caused by the thermodynamic state fluctuation of liquid
molecules. In contrast, heterogeneous nucleation takes place at foreign “nuclei”, which can be
microscopic cavities on solid walls or dissolved gasses and impurities pre-existing in the sub-cooled
liquid. The latter mechanism has been recognized to be dominant in the real processes, which is
therefore taken into account in the current work. Since it allows both bubble size and number to vary,
this method is obviously stepwise superior to the previous ones with prescribed bubble size or number
density. However, it requires one more closure model, namely the nucleation model, which is still one
weak spot in the numerical study of the boiling process. For investigations on the effect of nucleation
models, please refer to [9].

From the spatial distribution of steam shown in Figure 7, one can see that the onset of vaporization
occurs near the nozzle neck, and bubbles are formed overwhelmingly at the walls and then migrate to
the center region. In other words, the mechanism of wall nucleation is dominant in comparison to bulk
heterogeneous nucleation. As a result, the radial profile with a clear wall peak is built. The example
presented below Figures 8–10 has the boundary conditions of inlet pressure 555.9 kPa, outlet pressure
402.5 kPa and inlet temperature 422.25 K.

Figure 7. Distribution of the steam volume fraction inside the nozzle.
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Furthermore, the nucleation process is found to take place in a narrow region (a few centimeters);
see the red shaded region in Figure 8a. The cross-section averaged bubble number density increases
steeply in the nucleation region and then remains almost constant in the stable two-phase region.
The models described in [16,21] are chosen for the computation of the heterogeneous nucleation rate
at the walls and in the bulk. The contribution of bulk nucleation is found to be trivial. In addition,
the assumed small initial value is proven to have no influence on the final results [9].

The radial profile of bubble distribution in Figure 8b shows that the majority of steam bubbles
remain in the neighborhood of nucleation spots (here, wall cavities), and the concentration in the center
region is low and flat. The rate of bubbles migrating from the near-wall region to the nozzle center
increases with the bubble size.
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Figure 8. Distribution of bubble number density in (a) the axial direction and (b) the radial direction
at x = 0.458 m.

In Figure 9, the simulation results are compared with the data. On the left side is the axial profile
of absolute pressure (left y-axis) and steam volume fraction (right y-axis), and on the right side is the
radial profile of the steam volume fraction at the position x = 0.458 m. Symbols and lines represent
measurement and calculation, respectively.

The cross-section averaged steam volume fraction increases in the latter part of flow path, which
is in an acceptable agreement with the data. On the other hand, the pressure profile exhibits obvious
deviations in the diverging part of the nozzle. The predicted value is lower than the measured one.
It suggests that too high a superheat (or pressure undershoot) is required for triggering the onset
of flashing in comparison to the experiment. In other words, with the same superheat degree as
observed in the experiment, the predicted inter-phase heat transfer rate is insufficient to overcome
the latent heat and keep bubbles stable. The interfacial area density or inter-phase heat transfer
coefficient is under-predicted at the moment of flashing onset. After triggering the flashing process,
the pressure increases under the constraint of the outlet pressure, which is given as the boundary
condition. Furthermore, the assumption of pressure equilibrium across the interface might introduce
large errors in high pressure undershoot cases.

The transverse distribution of bubbles in the continuous medium is determined by non-drag
forces, which depend sensitively on the mean bubble size. It is determined by the bubble number
density and nucleation rate, since bubble coalescence and break-up are not considered. As shown
in Figures 8b and 9b, bubbles are formed and accumulated in the near wall region and create a void
fraction profile with a high wall-peak while a low value in the center region. A similar profile is
obtained in the measurement. However, it displays a more gradual transition from the wall peak to the
center valley. That means that more bubbles have migrated to the center due to the effect of non-drag
forces, i.e., lift and turbulence dispersion. This may imply that bubble growth is under-estimated,
and coalescence effects should be taken into account, since lift force pushes large bubbles to the center,
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while small bubbles to the wall. However, to refine the results, reliable data of local bubble size
distributions are indispensable, which are unfortunately missing in most experimental investigations.
Furthermore, sufficient turbulent dispersion would also help to improve the agreement. According to
the FAD (Favre averaged drag) model, the dispersion force is proportional to eddy viscosity, which is
probably under-predicted by the SST model with BIT source terms.
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Figure 9. Cont.
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Figure 9. Comparison between calculation and experiment: (a) axial profile of the pressure and
void fraction; (b) radial profile of the void fraction; (c) radial profile of the void fraction at different
axial positions.

To give more details about the flow structure, the radial profile of the void fraction is depicted in
Figure 9c for several axial positions other than x = 0.458 m shown above. The formation of bubbles
starts around the throat position (x = 0.305 m; see Figure 6) and first leads to a monotonous peak near
the wall. It shifts slowly to the nozzle center due to the effect of non-drag forces along the axis, and
an “M-shape” profile is developed over the cross-section. The simulated results agree well with the
measured ones except for an over-prediction of the wall-peak at the beginning. Another important
observation is that in the experiment, the profile is not symmetrical with respect to the axis. According
to the experimenter, the asymmetry might be due to the presence of pressure taps on one side of the
nozzle [33], which act as nucleation centers.

Several other tests with different inlet and outlet pressures, as well as inlet temperatures are
simulated. The critical mass flow rates are summarized in Figure 10 below. The critical rate of flow
through the nozzle depends on a variety of parameters, inlet pressure, quality, pressure-undershoot,
and so on. In general, increasing the inlet stagnation pressure or decreasing outlet pressure leads to an
increase in the critical mass flow rate. Furthermore, the presence of vapor reduces the average density
of the two-phase mixture and, thus, favors the deceleration process in the diverging part of the nozzle.

It is shown that the simulated results are in an overall good agreement with the measured ones.
The maximum deviation is within 7%. Nevertheless, the simulation tends to under-predict the critical
mass flow rate with the increasing of the inlet pressure and decreasing of the outlet pressure.
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Figure 10. Dependence of the critical mass flow rate on inlet and outlet pressure in the nozzle.
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5. Poly-Disperse Simulations

Although it is commonly used, the mono-disperse approach presented above is self-evident
limited to situations with a constant bubble size or a narrow distribution. On the other hand, flashing
processes are always accompanied with rapid vaporization and a high void fraction. This suggests that
a broad spectrum of bubble sizes can be present, which asks for a poly-disperse simulation method.
However, to the author’s knowledge, no publications in this aspect are so far available for flashing
situations, although there is a wide range of poly-disperse simulations for isothermal flows and a few
for sub-cooled boiling.

In this work, the first attempts are made to apply the inhomogeneous MUSIG (multiple size
group) model [35,36] to controlled pressure release transients, which were carried out on the TOPFLOW
facility (see below). MUSIG is a poly-disperse method available in CFX for computing the mean bubble
size of a spectrum. It is one kind of class method approximating the size spectrum with several discrete
classes; see Figure 11.

Figure 11. Schema of the inhomogeneous multiple size group (MUSIG) model.

The division of size groups is finer than that of velocity groups due to the limitation of computational
speed. Separate momentum equations are solved for each velocity group while all phenomena that
change the size distribution, such as nucleation, coalescence and breakup, are considered within the
sub-size groups. The exchange between these size groups due to the above-mentioned phenomena
is reproduced by solving additional transport equations with corresponding source/sink terms for
the fraction of each group fi. As a result, the mean Sauter diameter of bubbles belonging to a velocity
group can be obtained from these size fractions. The MUSIG approach has been expounded in detail
elsewhere [24,36].

5.1. TOPFLOW Pressure Release Experiment

One major test section equipped in the TOPFLOW facility is a vertical pipe with a nominal
diameter of 200 mm; see Figure 12. The pressure release experiment was carried out at this section.
For details about the multipurpose thermal-hydraulic test facility TOPFLOW at Helmholtz-Zentrum
Dresden-Rossendorf, please refer to the work of [37].

During the pressure release experiment, water was circulated with a velocity of about 1 m/s and
flows upwards through the test section; see Figure 12. The transient pressure course is controlled by
the blow-off valve located above the steam drum, where saturation conditions are always guaranteed.
As a result, cavitation in the circulation pump below is avoided. At the same time, the maximum
evaporation rate in the test section is limited [27].
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Figure 12. Schema of the experimental procedure.

The blow-off valve was opened to a maximum level and closed again according to the ramp shape
as shown in Figure 13.

Figure 13. Operation of the blow-off valve.

The operation speed of the valve is controlled by time t1, while the maximum opening degree
and its duration are represented by R and t2. Correspondingly, the generation and disappearance
of steam inside the pipe are determined by the pressure release rate and the operation of the valve.
Measurements of the volume fraction, gas velocity and bubble size distribution were realized with
the aid of wire-mesh sensors (WMS) at the top; see Figure 12. The highly-resolved data of bubble size
distributions and radial void fractions are optimal for the validation of simulation results obtained
by the poly-disperse method. Rapid expansion of bubbles and a broad size spectrum were observed
in the experiment, and for reliable simulation results, it is necessary to use a poly-disperse method.
A detailed introduction to the experimental procedure and discussion on the influence of pressure
level on the data were given by Lucas [38].
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Two test cases under different pressure levels are investigated in the current work,
whose experimental conditions are summarized in Table 2 below.

Table 2. Experimental conditions of the investigated test cases.

Case No. Pressure (bar) R (%) t1 (s) t2 (s) t3 (s)

1 10 60 21 30 30
2 65 20 7 56 30

Measured inlet temperature, mass flow rate and outlet pressure are used as boundary conditions
in the simulation.

5.2. Simulation Results

The aim of poly-disperse simulations is to obtain a realistic mean bubble size by tracing the
dynamic change of bubble size distributions, which is important in the case of a broad bubble size
spectrum. For this purpose, besides highly-resolved data, reliable closure models for all physical
processes that affect the bubble size are indispensable. In this work not only nucleation and phase
change, but also bubble coalescence and break-up have been taken into account (see Figure 11).
For heterogeneous nucleation, the same models as for the nozzle flow discussed above in Section 4.3.2
were employed, while the models presented in [24] were used for bubble coalescence and break-up.
The change resulting from these phenomena is implemented as source or sink in the MUSIG size
fraction transport equations mentioned above.

The evolution of the normalized bubble size distribution is displayed in Figures 14 and 15 for
the two cases listed in Table 2, respectively. In the vertical axis label, Δαi represents the void fraction
portion belonging to the size group i, while ∑Δαi is the total void fraction. The red line represents
experimental data, while the blue one simulation results.
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Figure 14. Evolution of normalized bubble size distribution at the wire-mesh sensor (WMS) plane
(Case 1): (a) t = 39 s; (b) t = 45 s.

In Case 1, whose pressure level is 10 bar, bubble growth within the period from t = 39 s to 45 s
is significant. The agreement between calculation and experiment at t = 39 s is satisfying, whereas
six seconds later, the fraction of large bubbles is obviously under-predicted. As a result, the mean
bubble size is smaller than the measured one, although both of them increase. One possible reason
for this discrepancy is that the mechanism for inter-phase mass transfer is not completely reproduced
by the “thermal phase change model”. Furthermore, the break-up rate of large bubbles may be
overestimated corresponding to the coalescence rate of small bubbles. The predictability of coalescence
and break-up models depends on a number of input parameters, such as turbulence intensity and
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interfacial shear stress. The evaluation of these parameters in such complex two-phase flows is often
difficult. In addition, the superposition of various mechanisms, as well as of coalescence and break-up
effects increases the difficulty in further development and improvement of these closures.
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Figure 15. Evolution of normalized bubble size distribution at the WMS plane (Case 2): (a) t = 29 s;
(b) t = 49 s.

The growth of bubbles is substantially slowed down with the increase of pressure level.
As shown in Figure 15, in Case 2, the change of bubble size distribution within 20 s is trivial.
Consequently, the agreement at both time points is acceptable.

The different performance of the applied model setup at two pressure levels suggests that the
contribution of pressure non-equilibrium at the interface to inter-phase mass transfer can be significant
in Case 1. An approach that takes both thermal and mechanical non-equilibrium into account is
necessary to ensure the reliability of predictions in both low and high pressures.

The pressure and velocity field shown in Figures 16 and 17 below is intended to provide further
insight into the flashing flow. In the simulation, the pressure boundary condition was specified for
the outlet (top), and the measured pressure was imposed on the boundary. The calculated pressure at
the inlet (bottom) was found in good agreement with the data, as shown in Figure 16. This implies
that the pressure field in the whole domain is well reproduced. Water flashes into steam during the
depressurization, whose rate is controlled by the opening of the blow-off valve (see Figure 13).
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The comparison of the gas vertical velocity component at the WMS plane, where data are available,
is shown in Figure 17. Instead of a core peak as observed in the measurement, the calculated radial
profiles show a transit peak. The velocity profile is similar to the void fraction ones, which depends on
the magnitude of non-drag forces. Since the bubble size is well captured (see Figure 15), the discrepancy
is caused either by an under-prediction of turbulence dispersion force or an over-prediction of lift
force. Under the role of lift force, large bubbles move away from the wall and accumulate in the center,
while turbulence dispersion tends to counteract this effect. However, for further evaluation of these
models, reliable reference information, e.g., turbulence, is still missing.
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Figure 17. Evolution of radial gas velocity profiles at the WMS plane (Case 2): (a) t = 29 s; (b) t = 49 s.

Improving the two-phase turbulence, as well as dispersion and lift force modelling will be one of
the emphases of future work. Related theoretical and experimental work has been planned and begun.

6. Conclusions

Flashing of liquid to vapor due to pressure drop represents highly complex two-phase situations.
Due to its relevance to nuclear safety analysis, the flashing phenomenon has been extensively
studied for several decades. Nevertheless, there exists a need to update the analytical approach
to a sophistication level that matches available computational technologies, e.g., from system codes to
CFD codes. CFD simulations with the simplified mono-disperse approaches, which are commonly
used and often deliver satisfying results, are however limited for cases with nearly constant bubble size
or number density. Since these conditions are normally not fulfilled, they are shown to have difficulty
in capturing the onset of flashing, which consequently affects the agreement in the subsequent phase
change stage. In addition, the results are sensitively dependent on the prescribed values and the
spatial distribution of phases on the mean bubble size. The poly-disperse approach is promising
for removing these restrictions, since it is free of any open parameters and reproduces the realistic
change of bubble size distributions. However, as suggested in [12], more elaborate models require
more empirical correlations or assumptions for phase interactions which are so far insufficiently tested.
As a result, the prediction accuracy of the sophisticated method is greatly affected.

Therefore, before we can exploit the benefits of CFD simulations for flashing flows, we have to
understand the physical sub-phenomena, such as nucleation characteristics and inter-phase transfer
laws sufficiently, and be able to specify them precisely with closure models. For this purpose,
highly-resolved and comprehensive data achieved by experiments or direct numerical simulations are
indispensable, especially local bubble size, phase distribution, turbulence, velocity and pressure fields,
which are often unavailable, e.g., in Tests 4.1, 4.2 and 4.3. The wire-mesh senor technique applied in
the TOPFLOW pressure release experiment can provide the above measurements. Nevertheless, the
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necessary information on liquid velocity and turbulence parameters is still missing. The development
of new measurement techniques is undergoing [39].

The presented results show that the Eulerian CFD technology reproduces global parameters, such
as pressure and flow rates, reliably, even in complex practical situations. Nevertheless, the prediction
of local phenomena, e.g., phase distribution and velocity fields, is still insufficient. More efforts are
required in the assessment and improvement of closures.
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Abbreviations

ANSYS
an American computer-aided engineering software developer headquartered south of
Pittsburgh in Cecil Township, Pennsylvania, United States

AREVA
a French multinational group specializing in nuclear power and renewable energy
headquartered in Paris La Défense

CCC containment cooling condenser, a passive nuclear safety system
CFD computational fluid dynamics
CFX a commercial CFD code developed by ANSYS company
CSNI committee on the Safety of Nuclear Installations, a committee of the OECD/NEA
FLUENT a commercial CFD code developed by ANSYS company

IAPWS-IF97
International Association for the Properties of Water and Steam – Industrial
Formulation 1997

KERENATM a mid-power boiling water reactor developed jointly by the AREVA company and the
German energy supply company E.ON

NEA Nuclear Energy Agency, an intergovernmental agency organized under OECD

NEPTUNE-CFD
a French code created by EDF (Électricité de France) and CEA (Commissariat à I’Energie
Atomique) for nuclear reactor thermal-hydraulics simulation and analyses

OECD Organization for Economic Co-operation and Development

RELAP5
abbreviation of “Reactor Excursion and Leak Analysis Program”, A component-oriented
reactor systems thermal-hydraulics analysis code developed at Idaho National Laboratory

RPI Rensselaer Polytechnic Institute
SSPV Shielding/Storage Pool Vessel in KENERA reactor

TRACE
TRAC/RELAP Advanced Computational Engine, a component-oriented reactor systems
thermal-hydraulics analysis code

TRAC transient reactor analysis code, another reactor system code
WMS wire mesh sensor, a measurement technique
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Abstract: Noise radiation is of importance for the performance of centrifugal pumps. Aiming at
exploring noise radiation patterns of a typical centrifugal pump at different flow rates,
a three-dimensional unsteady hydro/aero acoustic model with large eddy simulation (LES) closure
is developed. Specifically, the Ffowcs Williams-Hawkings model (FW-H) is employed to predict
noise generation by the impeller and volute. The simulated flow fields reveal that the interactions
of the blades with the volute induce root mean square (RMS) pressure and further lead to noise
radiation. Moreover, it is found that the profiles of total sound pressure level (TSPL) regarding the
directivity field for the impeller-generated noise demonstrate a typical dipole characteristic behavior,
whereas strictly the volute-generated noise exhibits an apparently asymmetric behavior. Additionally,
the design operation (Here, 1 Q represents the design operation) generates the lowest TSPL vis-a-vis
the off-design operations for all the flow rates studied. In general, as the flow rates decrease from 1 Q
to 0.25 Q, TSPL initially increases significantly before 0.75 Q and then levels off afterwards. A similar
trend appears for cases having the larger flow rates (1–1.25 Q). The TSPL deviates with the radiation
directivity and the maximum is about 50%. It is also found that TSPL by the volute and the blades
can reach ~87 dB and ~70 dB at most, respectively. The study may offer a priori guidance for the
experimental set up and the actual design layout.

Keywords: centrifugal pump; 3D flow field; varying flow rate; impeller and volute radiation noise;
total sound pressure level (TSPL)

1. Introduction

Centrifugal pumps as turbomachinery components have been extensively used to transport fluids
by converting the rotational kinetic energy consumed to the hydrodynamic energy of the flow [1].
In general, the centrifugal pump routinely operates under various conditions imposed via different
operational requirements; hence, a wide frequency range regarding the noise radiation typically occurs
and needs to be managed. It has been realized that the noise generation within a centrifugal pump
can significantly degrade the pump performance, shift the working point away from the optimal
design, reduce the pump efficiency, and further consume extra external energy [2]. In addition, it may
give rise to some issues such as safety and reliability. Therefore, it is extremely important to have
a better understanding of the hydro/aero acoustics behavior of centrifugal pumps to incorporate in
comprehensive pump designs.
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In the past, considerable research has been carried out both experimentally and numerically
in terms of noise generation in centrifugal pumps. It is generally assumed that the noise sources
in the pump mainly comprise of mechanical, (structure borne) noise and flow-induced noise [3].
Choi et al. [4] reported that the noise generation is caused by the large scale flow field instability in
a pump impeller. Recently, computational fluid dynamics (CFD) were widely used to elucidate and
predict the hydro/aero acoustic generation [5,6]. Chu et al. [7,8] numerically studied a centrifugal
pump and reported that the vibration and radiation of noise is mainly determined by the unsteady
flow characteristics in centrifugal pumps, which made a great contribution to settle flow-induced
noise by CFD methods. More recently, Langthjem et al. [9,10] employed Lighthill's acoustic analogy
to predict the radiation of noise for a centrifugal pump based on the 2D flow field. Kato et al. [11,12]
reported pressure fluctuation levels on the volute wall using large eddy simulation (LES) in a finite
element formulation. Huang [13] also performed numerical simulations on a centrifugal pump via
LES and the Ffowcs Williams-Hawkings (FW-H) acoustic model to study the influence of different
blade shapes on the efficiency of noise radiation in a centrifugal pump.

Notwithstanding, all the above previous studies concerned radiation of noise in centrifugal
pumps, most authors regarded the centrifugal pump as an all-encompassing composite source of
sound. However, in this paper, attention is first focused specifically on noise generation by the
impeller and/or the volute to map out individual/separate contributions and interactions via each
source. In addition, it is rather practical and common for pumps to work with varying flow rates,
thus, further emphasis has been put on elucidating the changing rules of radiation noise from both
impeller and volute with varying flow rates. To that end a numerical model incorporating LES
in conjunction with the FW-H approach in a finite volume environment (FLUENT) is developed.
Detailed comparisons with experimental/analytical results on a 2D/3D case are performed to validate
the model. The instantaneous flow fields on the blade and volute surfaces are discussed in detail
to highlight the nature of the field profiles for the total sound pressure level (TSPL, defined using
Eqation (8)) obtained to quantitatively reveal the noise distribution induced by different sound sources
at varying flow rates.

2. Materials and Methods

2.1. Flow Field Solver

The turbulent flow field within a centrifugal pump is very complex and, in particular, it is
challenging to adequately capture the pressure fluctuations accompanying the flow required in
the acoustic analysis. To carry out hydro/aero acoustics predictions for a centrifugal pump,
three-dimensional transient Navier-Stokes equations are solved for an incompressible fluid using
FLUENT [14]. Large eddy simulation is employed to close the governing equations. In the study,
a widely accepted sub-grid scale, SGS, model is used to compute the SGS Reynolds stress field via:

τij =
1
3

δijτkk − 2νSGSSij, (1)

where:

vSGS = (CSΔ)2∣∣S∣∣, ∣∣S∣∣ = √2SijSij, Sij =
1
2
(

∂ui
∂xj

+
∂uj

∂xi
), (2)

where Cs is the Smagorinsky constant, and Δ is the size of the grid filter.
The governing equations with the LES formulation are discretized using a second-order scheme

for the spatial terms and a second-order implicit scheme for the temporal terms. The pressure implicit
with splitting of operator (PISO) algorithm is used to solve the pressure-velocity coupling equation [15].
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2.2. The Acoustic Submodel

To further capture the noise radiation in a centrifugal pump induced by the inner flow field
encompassing the impellers and/or volute, the FW-H acoustic model is employed, in line with the
built in assumptions that the flow speed is low, noise is primarily produced by the unsteady pressure
field and the chosen noise sources sit in an open region when calculating the level of radiation noise
which means the interaction between solid and fluid is neglected. For this model, it is inherently
required that all the receivers are located far away from the primary sources of sound. Based on the
transient flow simulation discussed above, the FW-H model can be expressed as [16]:

1
a2

0

∂2 p′
∂t2 −∇2 p′ = ∂

∂t{[ρ0νn + ρ(un − νn)]δ( f )} − ∂
∂xi

{[
pijnj + ρui(un − νn)

]
δ( f )

}
+ ∂2

∂xi∂xj

{
Tij H( f )

}
, (3)

where p' is the far-field acoustic pressure, a0 is the speed of sound, ρ0 is the reference density of the
fluid, f is the surface, ui and vi are the flow velocity component and the surface velocity component
in the xi direction respectively, un and vn is the flow velocity component and the surface velocity
normal to the surface f respectively, nj is the unit normal vector, δ(f) is Dirac delta function and H(f) is
Heaviside function. Here Tij is the Lighthill stress tensor given by:

Tij = ρuiuj + pij − a2
0(ρ− ρ0)δij, (4)

where pij is the stress tensor expressed as:

pij = pδij − μ

[
∂ui
∂xj

+
∂uj

∂xi
− 2

3
∂uk
xk

δij

]
, (5)

Physically, the three RHS terms appearing in Equation (3) correspond to monopole, dipole,
and quadrupole acoustic sources respectively. In this study, the quadrupole noise source is ignored [17]
in view of the flow having low speed compared with the local acoustic velocity. In addition,
for a well-designed centrifugal pump, the monopole noise source is relatively weak and also neglected.
Thus, the dipole noise induced by the wall surface encompassing the transient flow RMS pressure is
the primary concern in this paper.

Furthermore, according to the GB/T29529-2013 standard [18], the volute and/or impeller wall
surfaces chosen as monitoring stations are employed to study the impeller and/or volute noise
radiation. As shown in Figure 1, the monitoring surface is circular, having a radius of 1000 mm;
24 receivers denoted by P1–P24 are evenly arranged along the surface and, in particular, P1 is placed
strictly towards the volute tongue. A Fourier transformation involving the acoustic signals obtained at
these receivers is applied to extract the relevant acoustic spectra. The sound pressure level (SPL) is
calculated by:

SPL = 20 log10
Pe

Pre f
, dB, (6)

where Pref is the reference sound pressure (=2 × 10−5 Pa in air), and Pe is the effective value of acoustic
pressure defined as:

Pe =

√
1
T

∫ T

0
p′2dt, (7)

To reveal the intensity of noise radiation, it is necessary to derive a temporal intensity profile
involving a superposition of acoustic pressures at each Fourier frequency. In this regard, the TSPL is
introduced and expressed as:

TSPL = 10lg
n

∑
i=1

10SPLi/10, (8)
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Figure 1. Arrangement of receivers outside the centrifugal pump.

2.3. Numerical Issue Concerning the Set-Up

In this study, a single-stage single-suction centrifugal pump (media, water) having a medium
specific speed of 112 is selected. Table 1 lists all the geometric and performance parameters. The 3D
computational domain for the simulations comprises of the inlet pipe, impeller, and the volute,
as shown in Figure 2. It should be noted that the practical disk friction losses and leakage losses are
neglected, but an account is taken of the potential backflow at the inlet and outlet. A hybrid mesh
system is generated using GAMBIT (2.4.6, Fluent, Inc., New York, NY, USA) [19], as shown in Figure 3.
Considering the complexity of the geometrical layout and the volute tongue, an unstructured grid is
used for these domains and an appropriate mesh refinement is further applied, whereas, a structured
mesh is used for the remaining regions. Here, particular attention is paid to the near wall regions
and the unstructured mesh is automatically refined to have appropriate y+ values (y+ ≈ 1) and thus
to ensure the requirement of wall-resolved LES for the unsteady calculation [20]. It is observed that
different levels of mesh refinement may lead to different average y+ values, and when the grid number
reaches almost 2.5 million (2.5 M) cells, the average y+ values decrease to around 1, as shown in Figure 4.
With the increase of mesh refinement, the average y+ values gradually reduce. With a combining
consideration of both the mesh accuracy and the limited computing resources, the grid of 2.5 M cells
is chosen for the calculation. What is more, it is not difficult to find that the average y+ values are
correctly consistent with the sizes of the first boundary layer. Therefore, different grid systems shown
are tested for the required grid-dependency based on the convergence pattern for the pump hydraulic
head to the designed value (~28 m), as shown in Table 2. To improve the prediction accuracy while
reducing the attendant computational costs, Grid-C is chosen in the study.

Table 1. Geometric and performance parameters used for a simulated centrifugal pump (water).

Parameter Value Unit

Impeller outlet diameter D2 270 mm
Impeller outlet width D 30 mm

Design flow rate Q 80 m3/h
Design head H 28 m

Design rotational speed n 1450 r/min
Blade number Z 6 1

Axis pass frequency fa (APF) 24.2 Hz
Blade pass frequency fb (BPF) 145 Hz
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Figure 2. Computational geometry of the centrifugal pump for each part.

(a) (b) 

Figure 3. Grid System of the centrifugal pump. (a) Overall view; and (b) magnified view of the
volute tongue.

Figure 4. Y+ values and corresponding sizes of first boundary layer.

Table 2. Grid independent Analysis.

Grid System Grid Number Head (m)

Grid-A 2,012,658 28.82
Grid-B 2,324,567 28.70
Grid-C 2,496,543 28.63
Grid-D 2,676,328 28.62
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For the boundary conditions, a uniform axial velocity profile is imposed at the inlet while ‘outlet’
boundary conditions are adopted at the outlet. All the walls are treated as non-slip boundaries.
The pre-converged steady flow field obtained via the k-ε is adopted as the initial condition for the
subsequent transient wall-resolved LES simulations with a Subgrid-Scale Model of Smagorinsky-Lilly.
The time step is specified by:

Δt =
60
nK

, (9)

where K is the step number in a rotational period of the impeller (=360 in the study), and n is the
rotational speed. With the designed values given in Table 1, Δt is 1.1494 × 10−4 s in the study.

3. Results and Discussion

3.1. Numerical Validaton

To verify the FW-H model used, a 2D cylinder case was first studied and its computational domain
and the boundary conditions are shown in Figure 5. It should be pointed out that the receiver is placed
at a distance of 1.3 m from the center of the cylinder to accord with the experimental set-up [21].
A constant velocity of 40 m/s is specified at all the inlets, whereas an ambient pressure of 1 atm is
used at the outlet. A structured mesh system of about 90,000 cells is used and the finest cell has
a minimum edge length of 0.005 mm. Figure 6a shows the predicted and measured sound pressure
spectra. As can be seen, the prediction matches rather well with the measurements at the receiver.
Furthermore, the two peak frequencies at 800 Hz and 1500 Hz are adequately captured. Figure 6b
displays the pressure coefficients around the cylinder surface. The simulation displays the overall
trend regarding the pressure coefficient obtained in the experiment with a maximum discrepancy less
than 10%.

Figure 5. The validation case of a 2D cylinder (not to scale).
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(a) (b) 

Figure 6. Comparison of numerical predictions with experimental measurements. (a) Sound pressure
spectra; and (b) pressure coefficient (Cp).

Additionally, the numerical method adopted should also be verified. In terms of the 3D case
shown in Figure 2, the hydraulic head predicted by the numerical model is compared with the nominal
design head for the centrifugal pump. The simulation yields a head of 28.63 m. This prediction
agrees well with the designed valued (28 m) and the relative error of the calculation is less than 2.3%.
The discrepancy is essentially due to the fact that the disk friction losses and leakage losses appearing
in practice are neglected in the simulations. The sound spectra for the receiver 1 in terms of the
design flow rate are also shown in Figure 7. The predicted rotational frequency (APF) and blade pass
frequency (BPF) are 24.1 Hz and 142.3 Hz respectively, very close to the design values of 24.2 Hz and
145 Hz marked in dashed lines. Clearly, the numerical model presented in the paper is able to yield
reasonably accurate predictions on the flow field as well as the noise.

Figure 7. The sound spectra of receiver 1.

3.2. Flow Field

Throttle governing is a common control mode routinely employed in the operational envelope of
the centrifugal pump system. By such means installation of the throttle employing valves or baffles
and adjusting the opening of the throttle can change the local loss and achieve the desired goal of
throttle governing. In this study, 13 flow rate conditions are studied to analyze the noise radiation,
including 20 m3/h, 30 m3/h, 40 m3/h, 50 m3/h, 60 m3/h, 70 m3/h, 78 m3/h, 80 m3/h (which is the
design flow rate), 82 m3/h, 90 m3/h, and 100 m3/h, respectively.

To elucidate the noise generation by the flow field, an index employing a value of RMS pressure
field is introduced to provide information for the pressure variations with time step on the wall of the
impeller and volute, Prms defined by:
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Prms =

√√√√ 1
N

N−1

∑
i=0

[P(t)− P]2, (10)

where P(t) represents the time-dependent static pressure, P is the time-averaged static pressure in
a circulation period (N = 360 in this study).

Figure 8 describes the distribution of RMS values on the surfaces of impeller and volute. When the
flow rate is 0.75 Q, the RMS pressure field primarily resides on the side of inlet, displaying values
much stronger vis-a-vis the opposite side, as is shown in Figure 8a. It can be inferred from such
considerations that while the flow rate is less than the design value, the velocity field distribution
on the impeller is substantially non-uniform, providing for extremely unsteady flow near the inlet
side vis-a-vis the outlet. Thus, the primary reason for the impeller noise is the unsteady flow field
at 0.75 Q. When the flow rate reaches 1 Q, the average RMS is a minimum and the flow field is also
smoothly distributed, especially near the inlet side, yielding the impeller noise under the design flow
rate condition to be substantially lower than other flow rate conditions. Additionally, the RMS pressure
field displays extreme values near both the inlet and the outlet regions under the 1.25 Q flow rate
condition to yield a maximum noise field generated.

(a) 

(b) 

Figure 8. Distribution of root mean square (RMS) value on both impeller and volute under three
separate flow rates, including 0.75 Q, 1 Q and 1.25 Q. (a) Distribution of RMS value on impeller;
and (b) distribution of RMS value on volute.

It can also be inferred from a study of the RMS pressure field occurring in the volute at different
flow rates that the resulting acoustic behavior is rather similar to that of the impeller (seen in Figure 8b).
The overall distribution of RMS at the wall of the volute under the three flow rate conditions is that the
RMS values in the diffuser are unmistakably the highest and, near the volute tongue, the fluctuation
field is rather “stiff”, particularly when the fluid is just transported past the tongue to flow into the
volute, implying that the volute tongue is the primary source of the RMS pressure and even the noise.
Although the RMS at 1 Q is smaller than those at other flow rates, the distribution resembles that
under 0.75 Q and 1.25 Q flow rate conditions.
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3.3. Noise Analysis

3.3.1. The Impeller Radiation Noise

The noise generated by the blades is originally studied by defining only the surfaces of the blades
as the sources of sound. The distribution of impeller radiation noise for different flow rates calculated
using the FW-H model is shown in Figure 9. The profiles of TSPL of directivity field shown in Figure 9a
apparently demonstrate the dipole characteristic behavior. It is also found that two TSPL valleys appear
at θ = 75◦ and 270◦, but the weak asymmetric distribution occurs along these two points. Figure 9b
reveals that the design operation (1 Q) generates the smallest TSPL than off-design operations. As the
flow rates decrease from 1 Q to 0.25 Q, the TSPL initially increases significantly before 0.75 Q and then
level off afterwards. A similar trend occurs for the cases for the larger flow rates (1–1.25 Q), but the
TSPL increases very quickly. For example, the 1.25 Q case produces much more noise in comparison
with 0.75 Q, even though they have the same off-design deviation. In general, the noise level deviates
about 50% in different directions as demonstrated by the deviation bar in Figure 9b. Nevertheless,
the TSPL is eventually saturated at ~70 dB with the increase/decrease of the flow rate.

(a) (b) 

Figure 9. Impeller radiation noise. (a) Total sound pressure level (TSPL) of directivity field from the
impellers; and (b) the relationship of TSPL deviation vs. the flow rate.

3.3.2. The Volute Radiation Noise

Similarly, the noise generated by the volute is further studied by defining the volute surface as
the source of sound. Figure 10a shows the TSPL pattern for the volute radiation noise. Interestingly,
the radiation field displays very different behavior in comparison with the blade noise discussed above.
The TSPL profiles exhibit an apparent asymmetric behavior and TSPL on the right hand side is much
larger than the one on the left. This may be explained by the fact that the volute tongue is the key noise
source and the non-uniform distance between the receivers and the tongue leads to the asymmetric
distribution. Figure 10b reveals a similar trend shown in Figure 9b. It is interesting to find that the
mean TSPL levels off in the range of 0.5–0.75 Q. With the increase/decrease of the flow rate vis-a-vis
the design value, the TSPL deviation increases and the maximum is about 50%. It should be noted that
the TSPL can reach ~87 dB, which informs us that the noise contribution by the volute is substantial.
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(a) (b) 

Figure 10. Volute radiation noise. (a) Total sound pressure level of directivity field from the volute;
and (b) the relationship of TSPL deviation vs. the flow rate.

4. Conclusions

In terms of a single-stage singe-suction centrifugal pump, a 3D numerical model with the LES
closure is developed for elucidation and reliable prediction of the pertinent hydro/aero acoustic
behavior. In particular, the FW-H model was employed to predict the noise generation by the blades
as well as the volute. Comparisons of numerical predictions with the measured/analytical results
reveal that the model can yield good results on the noise and the flow field. The simulations further
show that the interaction of the blades with the volute induces high RMS pressure and further leads
to additional noise radiation. Moreover, the sources of noise generated by the blade surfaces and the
volute surface at different flow rates were studied. It is found that the profiles of TSPL of directivity
field for the impeller-generated noise demonstrate a typical dipole characteristic behavior, whereas
the ones for the volute-generated noise exhibit an apparent asymmetric behavior. In addition, within
the flow rate range studied, the design operation (1 Q) generates the smallest TSPL than off-design
operations. As the flow rates decrease from 1 Q to 0.25 Q, TSPL initially increases significantly before
0.75 Q and then levels off afterwards. A similar trend occurs for the cases in the larger flow rates
(1–1.25 Q). The TSPL deviates with the radiation directivity and the maximum is about 50%. It is also
found that TSPL by the volute and the blades can reach ~87 dB and ~70 dB at most, respectively.
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Nomenclature

Cs Smagorinsky constant
Δ Size of the grid filter
p’ Far-field acoustic pressure
a0 Speed of sound
ρ0 Reference density of fluid
δ(f ) Dirac delta function
H(f ) Heaviside function
Pref Reference sound pressure
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K Step number in a rotational period
n Rotational speed
P(t) Transient static pressure
P Time-averaged static pressure
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Abstract: Laser Doppler Velocimetry (LDV) measurements, flow visualizations and unsteady
Reynolds-Averaged Navier-Stokes (RANS) Computational Fluid Dynamics (CFD) simulations have
been carried out to study the turbulent wake that is formed behind a semi-circular step cylinder at a
constant flow rate. The semi-circular cylinder has two diameters, a so-called step cylinder. The results
from the LDV measurements indicate that wake length and vortex shedding frequency varies with
the cylinder diameter. This implies that a step cylinder can be used to attract fish of different size.
By visualizations of the formation of a recirculation region and the well-known von Kármán vortex
street behind the cylinder are disclosed. The simulation results predict the wake length and shedding
frequency well for the flow behind the large cylinder but fail to capture the dynamics of the flow near
the step in diameter to some extent and the flow behind the small cylinder to a larger extent when
compared with measurements.

Keywords: laser doppler velocimetry (LDV); computational fluid dynamics (CFD); fish migration;
step cylinder; shedding; vortex street

1. Introduction

Hydro and nuclear power are the major sources of electricity in Sweden. Swedish Energy [1]
has recently published some statistics regarding power production in Sweden showing that hydro
and nuclear power stand for 47% and 34% of the total electricity in Sweden, respectively. In order to
increase the percentage renewable energy overall, to keep the target of greenhouse gas emission [2],
systems are constantly developed to harvest wind, wave, tidal, and solar energy. These sources of
energy are typically irregular and continuous power production is required to cover for this irregularity.
The availability, storage capacity, and flexibility of hydropower make it a perfect contender for the
power regulation role. However, hydropower has some local impacts on the environment, such as
creating dams in rivers and changing water flow directions, which lead to some problems for fauna
passage, in general, and migrating fishes, in particular. Fish migration issues are mostly studied from
a biological point of view and more detailed studies from a fundamental fluid mechanics point of view
could lead to new insights and solutions.

Some hydropower dams have fishways or fish ladders to allow fish to migrate past dams,
as well as past rotating turbines and, during swimming or passing this fishway or fish ladder,
fish have to tackle different flow obstructions or disturbances, like turbine intakes, stones, and concrete
structures. Fluid flow characteristics in fish ladders or fishways during fish migration are crucial when
designing effective fishways so that fishes migrate in an efficient way. Studies [3–7] have shown that
cylindrical obstructions can be used to create favorable conditions for upstream migrating fishes of
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appropriate size. The concept is to create periodic vortices that the fish uses in an energy efficient way
(less energy than in a free stream) to maintain a position in the flow. Liao [8] describes the structure
of the flow around a half cylinder and the positions of fish swimming within the wake behind and
around the cylinder. It was found that the fishes exploit the flow conditions created by the semicircular
cylinder when swimming upstream around it. Apart from this, Liao discovered the altered shedding
frequencies and wakes for various cylinder diameters. Different sizes of fish exploit vortices with
different shedding frequencies. Therefore, it is important to have proper shedding for appropriate
sizes of fish to swim past obstructions.

There are many applications for step full cylinders, including airport control towers, street lamp
posts, antenna members and radio communication towers. Hence, there are several driving forces for
engineers to examine this type of flow phenomena, both numerically and experimentally.

Dunn et al. [9] carried out velocity measurement with laser doppler velocimetry (LDV) and flow
visualization around a step cylinder. One result is that the recirculation near a step has significant effects
on the shedding frequencies as compared to locations away from the step. Similarly, another study
from Dunn et al. [10] also found significant effects of free-stream shearing on vortex-shedding
characteristics from a step-cylinder. Chris Morton et al. [11–16] carried out several studies using
both numerical and experimental with 2D and 3D particle image velocimetry (PIV) investigations
on step cylinders, such as single step dual step, etc. Detailed studies of the wake vortex dynamics
behind step-cylinder are provided. He [17] has recently used tomographic-PIV (3D-PIV) behind a step
cylinder for three-dimensional (3D) information of vortex shedding. Rafati [18] conducted a series of
experimental studies with various diameters of step cylinders using tomographic-PIV measurement.
One result is that for high flow (higher velocity than free stream velocity), streamwise vortices are
introduced into the wake that complicates the vortex dynamic, and vortex interactions. Rafati [18] also
produced a table of studies on step cylinders available (Table 1).

Table 1. Previous studies on flow behind step cylinders. Reproduced from [18].

Study ReD D/d

N.Ko et al. [19] 8 × 104 2
Yagita et al. [20] 8 × 102–104 1.25–5
Lewis et al. [21] 67–200 1.14–1.76
Dunn et al. [10] 62–1230 2

Norberg [22] 3 × 103–13 × 103 1.25–2
N.Ko et al. (1984, 1990, 1992) [23–25] 8 × 104 1.33–2.78

Chua et al. [26] 4.72 × 103 3
Morton et al. [11,27,28] 150–2100 2

Dunn et al. [9] (span-wise sheared flow) 152–764 1.92

Despite having some investigations of flow behavior around stepped cylinders, little or no
scientific works, especially experimental, on half cylinders with steps has been performed. Therefore,
in the current study the flow around such an object is studied with LDV and computational fluid
dynamics (CFD). The flow dynamics of the step and diameter change is interesting from a fluid
mechanics point of view but as the half cylinders also have shown to be interesting for fish migration,
the difference in wake formation and shedding of vortices behind the different cylinder diameters
could also be designed to fit different sizes and species of fish.

2. Experimental Arrangement

Experiments were carried out in a water flume at the John Field Laboratory at Luleå University
of Technology, Sweden. The flume is 7.5 m long with a cross-section of 0.295 m × 0.310 m.
The semi-circular step cylinder employed in this investigation is made of acetal (POM) and the
diameter of the small (d) and large (D) cylinders are 50 mm and 100 mm, respectively. Figure 1
describes the configuration and measuring zones of the cylinder centerline.
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(a) (b) 

Figure 1. Cylinder configuration; (a) flow direction and coordinate description;
and (b) measuring zones.

A submersible pump was used to pump the water through the channel from a rectangle water
reservoir tank with 2 m3 storage capacity. The water reservoir is placed at the outlet of the channel and
the temperature of the water was controlled using an automatic cooling arrangement. This is essential
since variation in water temperature changes its viscosity and refractive index properties. Changes in
water temperature leads to laser beam displacements from the desired point of measurements.
A Danfoss MassFlo Corolios flow meter was used to control the water flow rate.

To obtain a uniform velocity distribution through the channel there is a steel net and a honeycomb
at the inlet of the channel. The thickness of the honeycomb is 75 mm and the diameter of its wholes
is 7.6 mm. The steel net geometry consists of 2.5 mm × 2.5 mm square holes and it is 0.8 mm thick.
A schematic arrangement of the experimental set-up is presented Figure 2.

Figure 2. Schematic presentation of water circulation in the flume.

This LDV system, used in this investigation, is a two component configuration with an 83 mm
diameter optical fiber probe and a front lens with 360 mm focal length which consists of a 300 mW
diode-pumped solid-state laser, and transmitting optics, including a beam splitter Bragg-cell, photo
detector, and signal processor. The system is used in backscatter mode so that the probe is both
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transmitting and receiving signals. The laser has two channels with a wavelength of 532 and 561 nm,
respectively. The laser power is 300 mW for each channel. The smallest dimensions of the measurement
volume are approximately 0.123 × 0.117 mm2 for both colors, and the system is operated in coincidence
mode, which ensures correlated velocity components. The water was seeded with polyamide particles
with a diameter of 5 μm (Dantec’s PSP-5). TSI’s FlowSizer 64 software (Shoreview, MN, USA) was
used for the data acquisition and data acquisition rates were tried to maintain greater than 50 Hz.
The 2D-LDV probe was mounted on a 3D traversing mechanism (can travel maximum 600 mm in
each direction) controlled by the software. The sampling time was maintained as 121 seconds at
each measurement point, corresponding to at least 10,000 samples, which are essential for statistical
precision. All of the measurements were carried out in coincidence mode [29] to obtain an equal
number of velocity counts for each direction, and the free stream velocity (U∞) was determined from
repeated measurements at a position 155 mm upstream of the cylinder at z/D = 0 as Norberg [30]
determined. Free stream (U∞) is also calculated theoretically using the flow rate (0.0077 m3·s−1) and it
is found to be U∞ = 0.1451 m·s−1. Repeatability tests are completed to estimate the first-order variable
uncertainty for the experiments [31]. Four different measurements for all experiments were completed
to estimate the random error introduced by the experimental facility and changes in experimental
conditions, such as the water temperature, position of the cylinder, etc.

Flow visualization was also conducted to explore the wake structure using a digital single-lens
reflex (DSLR) camera (Nikon D90) and two tungsten light heads to illuminate the flow area. Two food
dyes (red and green) were injected from both sides of the cylinder using a programmable syringe
pump running at constant speed. Videos were recorded from both the side and top of the flume and
the recordings were converted into images in equal time step using MATLAB (The MathWorks, Natick,
MA, USA).

Except otherwise mentioned for scaling the results, all positions and distances are scaled with D
and velocities with the free stream velocity U∞.

3. Numerical Setup

The simulations were performed with the commercial software Ansys CFX 16 (ANSYS, Inc,
Canonsburg, PA, USA). A structured grid with 10.1 million nodes and an average wall resolution of
y+ = 0.7 and maximum y+ = 2.8 was created in ANSYS IcemCFD (275 Technology Drive, Canonsburg,
PA, USA). The volume of fluids (VOF) method was used to account for both the water and air phase.
The numerical domain did not include the full flume, the inlet was placed 1 m upstream the cylinder
and the outlet was placed 1.5 m downstream to reduce computational time. To generate a fully
developed inlet profile an additional simulation model was created for the upstream part of the flume
with a constant velocity inlet assumed at the honeycomb and the velocity profile from the outlet
of that simulation was used as inflow for the domain with the cylinder. A second-order accurate
advection scheme was used to solve the flow equations and a second-order backward Euler transient
scheme was used for the temporal discretization. A timestep of 0.025 s was selected which corresponds
to a RMS Courant number of ~5 and the relevant transient results were saved every 10 time steps.
The streamwise velocity component was monitored at 16 points in the central plane on three different
heights corresponding to the measurement positions from the LDV. The shear stress transport (SST)
turbulence model was selected [32] as it utilizes the near-wall capabilities of the k-ω model and at the
same time uses the bulk flow from the k-ε model where the k-ω is weaker. The flow was initialized
with a constant velocity corresponding to the measured mass flow (0.0077 m3·s−1). After an initial
settling period of ~1000 iterations the flow became more periodic and a developed vortex shedding
was assumed. The simulation data was then saved for 2500 iterations or 62.5 s resulting in a total
computational time of ~4 weeks on 64 CPU cores.
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4. Results and Discussion

Migrating fishes swimming around cylindrical obstructions face vortices and, interestingly, these
vortices provide extra energy to fishes to improve their swimming abilities. These vortices are
influenced by wake and shedding frequency, but these wake and vortex shedding frequencies are
greatly dependent on the cylinder diameter [8]. A cylinder with different diameters, such as a step
cylinder, could generate an interesting flow behind it and variable wake and shedding frequencies.
This warrants this study of wake and vortex shedding behind a semicircular step cylinder with LDV
and CFD.

4.1. Wake

Time-averaged measurements of centerline velocity distribution behind the step cylinder at
z/D = −0.5, z/D = 0.0, and z/D = 0.5 are shown in Figure 3a–c and notice that for all positions the
negative values captured indicate a wake. A main result is that behind the step (z/D = 0.0), the wake
is longer compared to the situation behind both the large and small cylinders (see Figure 3a–c and
Table 2). The simulations, on the other hand, yield that the length of the wake behind the large cylinder
(z/D = −0.5) is shorter than for the other cases and the time averaged local velocity ū swiftly goes
back toward free stream velocity, U∞. There is, therefore, good agreement between the simulation and
experiments (see Figure 3a). The agreement is also fairly good between simulations and measurements
at the step while the simulations severely over predict the length of the wake behind the small
cylinder (z/D = 0.5) and the simulated results never approach the free stream velocity in the interval
of measurement (see Figure 3c) and Table 2 also yields that although simulations compare well to
experiments behind the large cylinder and at the step, the simulations always overpredict the length
of the wake.

(a)

(b) (c)

Figure 3. Wake centerline velocity at (a) z/D = −0.5; (b) z/D = 0.0; and (c) z/D = 0.5.
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Table 2. Wake length behind the step cylinder.

Description Position (z/D) Case Position (x/D) Wake Length (mm)

Downward 50 mm −0.5
CFD 1.4 139
LDV 1.25 125

Along step 0
CFD 1.7 169
LDV 1.5 150

Upward 50 mm 0.5
CFD 1.76 176
LDV 1.25 125

The wake behind the cylinder can be qualitatively visualized by the average of streamwise
velocity as derived in the simulations, as seen in Figure 4. The wake is symmetrical in the horizontal
plane (Figure 4a) which suggests that the velocity field was averaged for a sufficiently long time;
the bow wake [7] in front of the cylinder is also captured. When scrutinizing the vertical plane
(Figure 4b) the wake is longer down-stream the smaller cylinder. It can also be seen that within the
wake behind the step cylinder a recirculation region develops immediately after the cylinder where
reverse flow (ū < 0) is observed (Figures 3 and 4), which extends roughly one diameter downstream of
the cylinder. Mean velocity, ū rapidly approaches the free stream velocity U∞ after the recirculation
region. The velocity after the wake is not capable of recovering completely as the drag-induced
momentum deficit must remain constant behind the cylinder (see Figure 3). The continuum is, instead,
reserved by a slight increase in the level of the surface.

 
(a)

 
(b)

Figure 4. Averaged streamwise velocity at (a) z/D = −0.5; and (b) y/D = 0.0.

The wake structures have also been visually observed from the side of a semi-circular cylinder with
a step. For instance, the structures of a wake were found behind the step cylinder at z/D = −0.5 with a
1 s interval (t, t + 1 and t + 1 + 1) are presented in Figure 5a–c, respectively. Dyes (red and green) were
injected from the both sides of the step cylinder. It is seen that the dyes were swept into the well-known
von-Karman vortex street right after downstream of the cylinder. Additionally, three-dimensional (3D)
flow structures were also observed behind the cylinder, and a mainly downward flow was noticed.
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(a)

(b)

(c)

Figure 5. Wake structures around step cylinder at z/D = −0.5; (a) [t = 0]; (b) [t + 1]; (c) [t + 1 + 1].

4.2. Vortex Shedding

The vortex shedding behind the cylinder cannot be described with averaged data. Therefore,
Figure 6 shows an instant velocity field captured at the final time step of the simulation (t = 87.5 s)
for the horizontal planes in the center of the large cylinder, small cylinder, and at the cylinder step,
respectively. As seen there is a clear shedding for all planes. The impacts of channel blockage, i.e.,
the ratio of the cylinder diameter (D or d) to channel width (W) should be taken into consideration.
The blockage ratio, D/W and d/W, are 0.34 and 0.17 for large and small cylinders, respectively,
in this study.
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(a)

(b)
 

(c)

Figure 6. Streamwise velocity of the final time step (t = 87.5 s) at (a) z/D = −0.5; (b) z/D = 0.5; and
(c) z/D = 0.0.

The shedding can also be studied in the vorticity field, for instance, Figure 7 shows the vertical
vorticity component at one of the last time steps (t = 86.5 s). Counter-rotating vortices can be seen for
all three planes and in the plane at the step there seems to be some interaction between the vortices
shed from the small and large cylinder. Visualization experiments were also carried out for z/D = −0.5
and z/D = 0.5 to verify the vorticity obtained from CFD. Figure 7 depicts the comparison of these with
CFD at a similar stage of vortex shedding and it is shown that there is a qualitative agreement between
experiments and simulations.

CFD 

 

Exp. 

 (a)

CFD 

 

Exp. 

 (b)

Figure 7. Cont.
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CFD 

 (c)

Figure 7. Vertical vorticity component (t = 86.5 s) at (a) z/D = −0.5; (b) z/D = 0.5; and (c) z/D = 0.0
along with the experimental visualization for z/D = −0.5 and z/D = 0.5.

Another interesting variable is the fluid pressure. Figure 8 shows the pressure in the final time
step at z/D = −0.5 and z/D = 0.5. Zones where the pressure is lower than the surrounding pressure
can be found throughout the vortex street, which could be of some importance when predicting and
describing fish movement in this type of flow.

 
(a)

 
(b)

Figure 8. Fluid pressure at the final time step (t = 87.5 s) at (a) z/D = −0.5; and (b) z/D = 0.5.

The shedding frequency (f ) was determined from the velocity spectra using the fast Fourier
transform (FFT). The concept of LDV is that measurements are carried out if a particle travels
through the volume of measurement, meaning that often there is, no signal available [33–35]. Thus,
sampling data from LDV are random offering challenges for the estimation of the power spectrum.
Nobach [29,31,36] described the details of up-to-date available methods to analyze the frequency
spectrum from arbitrarily sampled data acquired by LDV measurements.

The estimation of power spectra presented in this paper is the interpolation of the arbitrarily
or randomly sampled LDV data to obtain a uniform velocity over time, which is then re-sampled in
equal steps with a known sampling frequency close to the average sampling frequency. The mean
velocity for each signal was then subtracted as the fluctuations around the mean u’ describing the
periodicity. The dominant peak in each spectrum is then assumed to correspond to the vortex shedding
frequency (f ).

The shedding frequency for the large cylinder and step are evaluated at x/D = 2.5, y/D = 0.75
and the shedding frequency from the small cylinder at x/d = 2.5 and y/d = 0.75, see Figure 9. For the
shedding behind the large cylinder the dominating peak gives f = 0.34 Hz for the experiments and
f = 0.38 Hz for the simulations corresponding to Strouhal numbers StLDV = fD/U∞ ≈ 0.234 and
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StCFD ≈ 0.262 which can be considered to be in good agreement. For the shedding behind the smaller
cylinder the simulation gives the same frequency as behind the large cylinder whereas the LDV gives
a peak at f = 0.6 Hz which is more consistent with other studies [37–39] behind fully-circular stepped
cylinders. For the shedding behind the step, the experiments yield two dominant peaks, one at
f = 0.36 Hz, which should correspond to the shedding from the large cylinder and f = 0.6 Hz which
corresponds to the shedding from the small one, whereas the simulation once again gives the same
frequency as for the large cylinder, not capturing the dynamics of the small cylinder or the step.
This may be traced to the SST turbulence model’s inability to capture the shedding correctly; other
possible contributors could be that the time-step is too large during the experiments so that some spatial
or temporal details are neglected or that the flow at the smaller cylinder is not yet fully developed
even after 3500 iterations. In addition, the effect of blockage on vortex shedding for the flow past a
step cylinder can also be significant. Some previous studies [37,38,40–43] have shown that the effect of
channel blockage on vortex shedding for the flow past a step cylinder can also be significant as the
channel blockage affects f, consequently influencing St. The increase of shedding frequency with the
increase of the blockage ratios is evidently observed in these spectral results (Figure 6). Therefore,
channel blockage could also be the reason on varying the shedding frequency behind step cylinder
(large and small cylinders).

LDV CFD

 
(a)

 
(b)

 
(c)

Figure 9. Single-sided FFT amplitude spectrum of the streamwise velocity fluctuations for LDV and
CFD at (a) the large cylinder, x/D = 2.5, z/D = −0.5, y/D = 0.75 (b) small cylinder, x/d = 2.5, z/D = 0.5,
y/d = 0.75; and (c) diameter step, x/D = 2.5, z/D = 0.0, y/D = 0.75.
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5. Concluding Remarks

An investigation with LDV measurements and CFD simulations behind a semi-circular cylinder
with a step has been conducted. Additional flow visualization was also carried out to explore the wake
structure. A summary of key features of the wake flows obtained in this study is given below:

1. The main result is that the measured vortex shedding frequency is, f = 0.34 Hz behind the large
cylinder and f = 0.6 Hz behind the small cylinder, while it has two dominating frequencies across
the step, f = 0.36 Hz and f = 0.6 Hz. This implies that a step cylinder can be used to attract fish of
different sizes and facilitate their motion up-stream the fishway.

2. Experiments yield that the wake length is longer along the step (z/D = 0.0) and it reduces for the
large cylinder (z/D = −0.5), as well as the small cylinder (z/D = 0.5). The simulation over-predicts
all of these wake lengths.

3. Flow visualization finds the development of three-dimensional (3D) flow structures along with
well-known Von Karman vortex street.

4. Simulation results show acceptable agreement with the experimental measurements behind the
large cylinder, but fail to capture the dynamics of the small cylinder diameter.

Future studies with tomographic-PIV would enable the detailed vortex dynamics of the flow
behind the stepped half-cylinders to be investigated. Additional simulations with more advanced
models, such as the Reynolds stress models and large eddy simulations, could also provide additional
insights into this type of problem.

For the application of fish migration, it would also be interesting to test these configurations on
fish in laboratory studies, as well as in the field, to see how different species and sizes of fish respond
to different geometries and flow conditions.
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Abstract: In order to simulate the energy efficiency fluctuation behavior of an industrial centrifugal
pump with a six-blade impeller, a full-scale three-dimensional (3D) an unsteady state computational
fluid dynamics (CFD) model was used. Five operational points with different flow fluxes were
numerically investigated by using the Navier–Stokes code with shear-stress transport (SST) k-ω
turbulence model. The predicted performance curves agreed well with the test data. A sine function
was fitted to the transient calculation results and the results show that the efficiency fluctuates
mainly on the blade passing frequency, while the fluctuation level varies with flow rate. Furthermore,
high efficiency is not necessarily associated with low fluctuation level. The efficiency fluctuation
level is high at part-load points, and becomes relatively low when flow rate exceeds the design
value. The effect of change in torque is greater than that of the head lift with respect to fluctuations
of efficiency. Based upon the analysis of velocity vector distribution of different impeller phase
positions, a hypothesis which considers both the effect of pump’s structural shape and flow fluxes
was proposed to explain the above behavior by analyzing the impeller–tongue interaction. This work
enriches the theoretical system of flow parameters fluctuation of centrifugal pump, and provides
useful insight for the optimal design of centrifugal pumps.

Keywords: centrifugal pump; energy efficiency; computational fluid dynamics; fluctuation

1. Introduction

The centrifugal pump is a kind of energy conversion device widely used in various process
industries. However, it consumes large amounts of energy for fluid transportation and pressure
enhancement, making energy efficiency one of its most important performance indicators [1]. A great
deal of research has been done on centrifugal pumps for improving their efficiency under rated
conditions, and for expanding the range of the high-efficiency region. Research has mainly focused on
the optimization of inner flow field in centrifugal pumps. Generally, computational fluid dynamics
(CFD) methods are used for flow field analysis and prediction of performance of centrifugal pumps
due to their low cost, quick development speed and convenience for comparing different design
schemes [2–4]. According to a number of published reports, flow field structures and performance
curves predicted by CFD methods are the predominant basis for optimization of pump product design
to obtain higher efficiencies [5–8]. For example, Shi et al. [8] numerically investigated the quantitative
relationship between efficiency and impeller design parameters of a forward-extended double-blade
sewage pump, and obtained a response surface of the highest efficiency under different design factors
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through regression analysis. In their work, the change in efficiency predicted by CFD calculations
under all factors and levels set by orthogonal table was less than 5% [8].

Generally, most CFD research is aimed at improving the efficiency of the centrifugal pump
and is based on steady state models, in which the impeller region with a fixed phase position is
set in rotating reference frame to simulate its rotation. In this case, the possibility of a change in
efficiency under different impeller phase positions is completely neglected. In fact, the inside flow
field fluctuation of centrifugal pump is obvious due to the interaction between impeller blade and
volute tongue, which has been popular field of research in recent years. Flow field information
such as secondary flow structure changes and pressure fluctuations are obtained through unsteady
CFD calculations, while sliding mesh technique for the impeller region is used to reflect the real
dynamic effect of the rotating impeller. As early as 2002, González et al. [9] systematically studied
the dynamic effects of the impeller–volute interaction of a centrifugal pump on the inside flow by
using 3D transient flow numerical simulations, which was focused on the change in flow pattern with
different impeller circumferential positions on both design and off-design points. On each operational
point, the pressure inside the volute fluctuated mainly at the blade passing frequency, whereas the
fluctuation amplitude and irregularity were larger on the off-design point than those on the design
point, which led to corresponding force changes on the main shaft of the pump. Also in 2002, Treutz [10]
performed transient flow analysis in centrifugal pumps with commercial CFD code CFX, and validated
the computation results with experimental measurements including pump characteristics and local
pressure fluctuation in the volute casing. Treutz’s work focused more on the development of a transient
simulation method and the detailed analysis of the secondary flow field itself, but seldom involved
the energy efficiency fluctuation which is likely to be caused by the interaction between volute casing
and the blades within it. In 2003, Guo et al. [11] experimentally studied the fluctuation behavior of
fluid forces on shaft, and reported that there was no necessary correlation for fluctuation amplitude
between pressure and fluid forces. Later, around the inside flow field fluctuation caused by the
impeller–volute interaction, more experimental and numerical studies were undertaken to describe
the transient flow phenomena and explain the formation mechanism behind it (e.g., Cheah et al. [12] in
2008, Lucius et al. [13] in 2010, Huang et al. [14] and Dai et al. [15] in 2013). The unsteady state analysis
on fluctuation of flow parameters, such as pressure and hydraulic forces, can provide an essential
reference for blade design [16,17], flow rate setup [18,19] and impact assessment under special working
conditions [20].

The hydraulic efficiency of centrifugal pump merely depends on the values of shaft torque and
head lift under constant flow rate and rotation speed, while these parameters are controlled by fluid
forces and pressure. Since there is obvious fluctuation of fluid forces and pressure, it is obvious
that the efficiency will also show some periodic trends of fluctuation. However, compared with the
considerable research on the fluctuation of fluid forces and pressure, few reports are found on the
fluctuation of efficiency. Thus, the major objective in this article is to fill the gap in research on the
efficiency fluctuation behavior of centrifugal pumps. A full-scale 3D numerical simulation of unsteady
flow was carried out to study an industrial centrifugal pump with six blades, and the time-varying
flow parameters were recorded to investigate the efficiency fluctuation behavior at five different
operational points.

2. Numerical Procedure

2.1. Pump Geometry and Design Parameters

An industrial horizontal double-entry split centrifugal pump with six blades (manufactured by
Hunan M & W Energy Saving Tech. Co. Ltd., Changsha, China) was studied in this work. The pump
was designed to work with clean water with the highest temperature of 65 ◦C. The inner hydraulic
region of pump was modeled to be a set of three different parts: a suction chamber, an extruding
chamber and the impeller between the above two chambers. The 3D geometry of the hydraulic model
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is shown in Figure 1, while the main structure and performance parameters of the pump are listed in
Table 1. Both the suction and exit centers are located at the same horizontal level.

Figure 1. 3D geometry of inner fluid region of the pump.

Table 1. Important design parameters of the pump studied in this work.

Structural Parameter Value

Suction diameter Ds = 0.35 m
Exit diameter De = 0.35 m

Impeller inlet diameter d1 = 0.08 m
Impeller outlet diameter d2 = 0.29 m

Impeller outlet width b2 = 0.136 m
Rated flow Qdes = 0.35 m3/s
Rated head Hdes = 17 m

Rotation speed n = 1480 rpm
NPSHr Δhr = 3.2 m

To better understand the inner structure of the volute and impeller, a middle section of the volute
fluid region and impeller are illustrated in Figure 2. The plane shown in Figure 2 is perpendicular to the
main shaft of the pump. An X-Y rectangular coordinate system is given on the plane, where the original
point of the coordinate system and the center point of the impeller coincide with each other. Both the
volute tongue and exit face are in the fourth quadrant of the coordinate system. As shown in Figure 2,
the impeller rotates anticlockwise, and the rotary phase is set to be the zero phase position when the
impeller center, one blade tip and the volute tongue vertex are located on the same straight line.

Figure 2. Mid-plane view of the inner fluid region of the pump.

2.2. Numerical Model and Sliding Technology

The commercial CFD software Fluent 14.0 was used to perform the calculations for 3D full-scale
model by solving Reynolds averaged incompressible Navier–Stokes equations based on finite volume
method. The mass and momentum conservation equations are given as:

∂ρ

∂t
+∇ · (ρ→u ) = 0 (1)
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∂

∂t
(ρ

→
u ) +∇ · (ρ→u→

u ) = −∇p +∇ · [μ(∇→
u + (∇→

u )
T
)] + ρ

→
g +

→
f (2)

where
→
u is the velocity vector (m·s−1), t represents time (s), ρ is density (kg·m−3), p is static pressure

(Pa),
→
f is external body force term (N·m−3),

→
g is the gravity constant (m·s−2) and μ is the effective

viscosity (kg·m−1·s−1).
The full model was made up of two different kinds of zones: the stationary zone for the suction

and extruding chambers, and the motion zone for the impeller region. In the stationary zone, for
a general scalar, φ, in an arbitrary control volume, V (m3), the convection–diffusion-reaction (CDR)
equation in its integral form can be written as Equation (3):

d
dt

∫
V

ρφdV +
∫

∂V

ρφ
→
u ·d

→
A =

∫
∂V

Γ∇φ · d
→
A +

∫
V

SφdV (3)

where
→
A is the area vector of the faces on the control volume (m2), φ is the generic variable for

solving the equation, and Γ and Sφ are the diffusion coefficient and source term of φ, respectively.
In the equation of continuity, φ is set as 1 and Γ is 0. However, in the momentum equation, φ is the
velocity component and Γ is the dynamic viscosity (kg·m−1·s−1). From left to right, the four items in
Equation (3) represent the mass variation over time, the convection term, the diffusion term and the
source term, respectively.

For the motion zone, Fluent 14.0 provided a dynamic mesh model with sliding technology [21] to
better reflect the real fluid flow under the impeller–tongue interaction. With this technology, all the
nodes in impeller region rotate rigidly around the center, and the dynamic mesh zone gets connected to
the stationary zone of extruding chamber through non-conformal interfaces. When the mesh rotation is
updated each time, the non-conformal interfaces are also likewise updated, so the new phase difference
between the impeller and tongue can be truly reflected. The general transport equation in Equation (3)
also applies to the dynamic mesh model, except for the convection term, which is left out due to the
consideration of the mesh’s motion. Therefore, the conservation equation for the above general scalar,
φ, in the motion zone can be represented by Equation (4) [21].

d
dt

∫
V

ρφdV +
∫

∂V

ρφ(
→
u −→

u g) · d
→
A =

∫
∂V

Γ∇φ · d
→
A +

∫
V

SφdV (4)

where
→
u g is the mesh velocity vector of the moving mesh (m·s−1).

As there is no shape change for all of the mesh cells during the rotation of impeller, the control
volume V remains constant, and therefore the time derivative term in Equation (4) can be simplified to
Equation (5) by using first-order backward difference.

d
dt

∫
V

ρφdV =
(ρφV)n+1 − (ρφV)n

Δt
(5)

where n denotes the respective value at the nth time level, and n + 1 represents its next time level.
For the turbulence model, the k-ω-based shear-stress transport (SST) model developed by

Menter [22] was used to solve the mass and momentum conservation equations. The k-ω-based
SST model is especially well-suited for the turbulence problems occurring in high rotational speed
turbomachinery due to its reasonable balance between the computational cost and accuracy. In the
far field region with free shear flow, the standard k-ε model is used to speed up the calculations,
while in the near-wall region with intense separation flow induced by the multi-curvature revolving
blade walls, the turbulence model is gradually transformed into k-ω model to ensure the resolution of
the analysis. Details of the coefficients of turbulence model can be found in a previously published
report [22].
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The calculation procedure was separated into two stages. The first stage was for a steady model,
while the second was for an unsteady model. There were five different cases to be computed in
this study, while each one corresponded to a certain working condition. The flow rates for the five
cases were 0.6Qdes, 0.8Qdes, 1.0Qdes, 1.2Qdes and 1.4Qdes, respectively. The steady model was computed
in advance to validate the calculation results with test data and then provide the initial condition
for subsequent transient numerical simulation, where the impeller was located on the zero phase
position. In the steady model, the full fluid region consists of two different reference frames. These
reference frames were the stationary frame for the suction and extruding chambers, and the rotating
frame with a rotating speed of 1480 r·min−1 for the impeller zone. A specified flow velocity was
set on the suction face as the inlet boundary condition with flow direction perpendicular to the face,
and the turbulence intensity was set at 5%. An outflow condition was given on the exit face of the
extruding chamber to capture the fully developed pressure and velocity distribution. All interior
faces of the fluid region consisted of no-slip rough walls, and according to the specifications of
the processing technology, the roughness of the blades and other faces were set to be 5 × 10−5 m
and 10−4 m, respectively. The internal leakage of pump was ignored for simplification. Physical
property parameters of pure water, including density and dynamic viscosity at 25 ◦C were given as
the fluid properties. The convergence criterion was less than 10−4 for mean residues of both mass
and momentum. The whole fluid region was meshed with hexahedral structure elements to ensure
convergence and computational speed. To run the grid sensitivity test, seven computational cases
with different mesh sizes but fixed flow rate 1.0Qdes were studied to obtain the changes in head
and efficiency values. Both the predicted head and efficiency values become very stable after the
fourth point (see Figure 3), whose rangeability becomes less than 0.3% and 0.2% respectively, so the
mesh of that point was selected for computation in this work in order to save computation time.
The mesh information including elements and nodes number was listed in Table 2, and the element
quality, skewness factor and orthogonal quality of the mesh was 0.73, 0.76 and 0.81 respectively.
The maximum non-dimensional wall distance y+ < 60 was obtained in the full flow field of the
final computation results by performing the Yplus mesh adaption refinement function [21] during
numerical computations.

Figure 3. Predicted head values with different grid numbers.
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Table 2. Mesh information obtained in the current work.

Fluid Zone Number of Elements Number of Nodes

Suction chamber 832,871 2,966,467
Extruding chamber 1,105,902 4,331,943

Impeller 999,772 3,474,289
Total 2,938,544 10,772,699

2.3. Transient Calculations

After steady state computation, each case was transformed into a transient one with the steady
result as its initial condition. There were mainly two differences between the unsteady and steady state
models. First of all, the rotating reference frame for the impeller fluid was discarded, and a sliding
mesh technique was used with a mesh motion speed of 1480 r·min−1 to simulate the real fluid effect of
the impeller’s rotation. For the solution setup, the total calculation time was 0.2432 s, corresponding to
six shaft rotation cycles. The time step Δt was defined according to the Equation (6).

Δt =
T

360
(6)

where T is the rotation period of the main shaft and had the value of 0.04054 s. This means that the
impeller fluid region meshes rotate 1◦ anticlockwise for each time step. The unsteady flow calculation
results of the last shaft rotation cycle were chosen for analysis when the transient iteration was fully
convergent and the fluctuation in flow parameters was regular. The head lift and fluid torque on
impeller were monitored during the whole computational process, and the energy efficiency for each
time step was calculated using Equation (7).

η =
955ρgQH

nN
(7)

where g is the gravitational acceleration (9.8 N·kg−1), Q is the volume flow rate (m3·s−1), H is the
head of the pump (m), n is the shaft’s rotational speed (rev·min−1), and N is the torque (N·m) on the
impeller. The pump head H can be obtained using Equation (8).

H =
Po − Pi

ρg
(8)

where Po and Pi represent the total pressure of the exit and entrance faces of the pump, respectively.

3. Numerical Data Processing and Validation

3.1. Regression Analysis

Regression analysis was performed to quantitatively research the efficiency of the fluctuation
behavior. For each working condition with a fixed flow rate, it is obvious from Equation (5) that all
influencing factors on efficiency are constants except for the torque N and pump head H. According to
the published experimental and simulation reports on the flow field parameters [7,8], a sine function
was chosen for regression analysis of the fluctuation tendency of the torque, head and finally the
efficiency in the transient calculation results. The sine function for fitting the above three flow
parameters can be expressed using Equation (9).

f (t) = B sin(ωt + ϕ) + C (9)

where B and C are peak value and displacement distance on vertical coordinate, respectively, and share
the same units with the fitting object. Furthermore, ω is the angular rotational rate of the shaft (rad·s−1),
t is the time (s), and ϕ is the initial phase of sine function (rad).
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3.2. Curve Comparison after Normalization

The main aim of the regression analysis is to describe the periodic fluctuation characters
quantitatively, especially to reflect the amplitude of the fluctuation. As represented by Equation (5),
there are three flow parameters, namely the efficiency and its influencing factors torque and head,
which will be studied by regression analysis. However, it is impossible to apply comparative
study on these three flow parameters because they have different dimensions and value ranges.
Thus, the normalization process was carried out to make the value ranges of different parameters less
than 1. This way, it will become convenient to compare the fluctuation amplitude of different flow
parameters at different working points, and hence, identify the underlying leading factors contributing
to the fluctuation in the efficiency.

A method named maximum normalization was chosen to normalize the values. The method
makes linear transformation of the original data according to Equation (10).

f (t)∗ = f (t)
f (t)max

(10)

where f (t) is the original sine function for fitting, and f (t)* is its value after normalization. Furthermore,
f (t)max is the maximum value (A + B) of the sine function. In this way, the peak value reflecting
fluctuation amplitude is turned into a dimensionless normalized form A/(A + B), which allows
comparison among different flow parameters after the regression analysis.

3.3. Test Validation

To ensure the correctness of the CFD results, a test on a full-size pump was made according to
Grade 2 of the ISO 9906-2012 standard [23], as shown in Figure 4. The pumped medium was cold
clean water. Two pressure gauges with an accuracy class of 0.4 were mounted on the pipe near the
pump flange, with one upstream of the entrance face while the other was downstream of the exit face.
An electromagnetic flowmeter was installed on the straight pipe, and was used to measure the water
flow velocity, which can be multiplied by the pipe sectional area to obtain the volumetric flow rate.
A torque-meter and a laser tachometer (each having 0.2 accuracy class) were applied to record the
motor torque and rotation speed, respectively.

Figure 4. Schematic diagram of the test rig. 1: inlet valve; 2: vacuum gauge; 3: centrifugal pump
driven by motor; 4: pressure gauge; 5: electromagnetic flowmeter; 6: outlet valve; 7: upstream tank;
8: mounting datum; 9: downstream tank.
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4. Results and Discussion

4.1. Performance Curve Verification

At first, the pump performance curves including flow~head curve (Q~H) and flow~efficiency
curve (Q~η) were drawn in Figure 5 to compare the calculated results with the test data. Beside the
results from steady state model, the average head and efficiency values during the last shaft rotating
cycle in the unsteady state model were also included in the comparison. Generally, the performance
curves predicted by the CFD agreed well with the test data, and the small difference between them
might have been caused by the computational and test random errors, processing deviations of
flow-passing surfaces of the test pump, and the CFD model simplification. Besides, there is also
mechanical power loss in experiment due to engineering factors in practice, such as the rotation of
coupling, friction within bearings, friction between bearing and shaft, and friction between the sealing
ring and shaft. Although the power loss due to internal fluid leakage was ignored in computation
model, the CFD calculation efficiency values might still be lower than the test ones when the power
loss due to friction exceeds the loss caused by internal leakage. This phenomenon can be found in
Figure 5b. On the point with flow flux of 1.0Qdes, the highest energy efficiency is reached, which
conforms to the design specification. Calculation results from steady and transient models have the
same trend, though the predicted head and efficiency values of the transient model are closer to the
experimental results than those obtained from the steady state model for most of the operating points.
A preliminary explanation is that the steady state model can only represent the pump performance
on a certain impeller phase position, while the mean values of the transient state model reduce the
deviation of fluctuation by considering all the impeller phase positions.

  
(a) (b) 

Figure 5. Comparison between the simulated and experimental results: (a) flow-head curve (Q~H);
(b) flow-efficiency curve (Q~η).

4.2. Periodic Fluctuation Behavior

A detailed quantitative analysis can be made based upon the transient CFD results to discover
the fluctuation behavior of the flow field. In the last shaft rotation cycle, the time-variation of the flow
field parameters, including torque, head and finally efficiency, for different working conditions are
shown in Figures 6–8, respectively. The red dots in these figures represent the calculated values for
each time step. To better understand the fluctuation trend, the discrete time series values were fitted
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using the sine function. The fitting parameters are listed in Tables 3–5, and the fitted curves were
drawn using black solid lines as shown in Figures 6–8. The fitting optimization index R2 for all the
curves exceeded 0.8, showing a very good fit. Since the efficiency values do not come directly from the
CFD results, but from the calculation of the torque and head, the R2 values are slightly lower for them.

Figure 6. Fluctuation of torque in one shaft rotation cycle on different working points: (a) 0.6Qdes;
(b) 0.8Qdes; (c) 1.0Qdes; (d) 1.2Qdes; (e) 1.4Qdes.

Figure 7. Fluctuation of head in one shaft rotation cycle at different working points: (a) 0.6Qdes;
(b) 0.8Qdes; (c) 1.0Qdes; (d) 1.2Qdes; (e) 1.4Qdes.
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Figure 8. Fluctuation of efficiency in one shaft rotation cycle at different working points: (a) 0.6Qdes;
(b) 0.8Qdes; (c) 1.0Qdes; (d) 1.2Qdes; (e) 1.4Qdes.

Table 3. Fitting parameters for torque fluctuation in different working conditions. B: peak value on the
vertical coordinate; C: displacement distance on the vertical coordinate; ω: angular rotational rate of
the shaft (rad·s−1); φ: initial phase of sine function (rad); R2: fitting optimization index.

0.6Qdes 0.8Qdes 1.0Qdes 1.2Qdes 1.4Qdes

B 12.10 11.50 5.51 5.04 8.96
ω 940.1 942.0 940.1 940.1 940.1
φ 2.33 2.34 1.93 1.15 0.18
C 457.5 453.0 478.0 497.0 475.0
R2 0.93 0.92 0.90 0.94 0.91

Table 4. Fitting parameters for head fluctuation in different working conditions.

0.6Qdes 0.8Qdes 1.0Qdes 1.2Qdes 1.4Qdes

B 0.159 0.135 0.130 0.101 0.180
ω 942.9 951.5 940.1 940.1 940.1
φ −2.70 2.95 2.37 1.63 0.66
C 23.4 20.1 17.7 15.2 11.5
R2 0.92 0.95 0.94 0.91 0.92

Table 5. Fitting parameters for efficiency fluctuation in different working conditions.

0.6Qdes 0.8Qdes 1.0Qdes 1.2Qdes 1.4Qdes

B 1.66 1.54 0.484 0.374 0.617
ω 940.1 940.1 940.1 940.1 943.0
φ −1.09 −0.97 −1.81 −2.64 2.16
C 64.9 76.7 81.5 76.7 68.6
R2 0.91 0.92 0.89 0.84 0.88
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Three main findings can be obtained from Figures 6–8. Firstly, the sine function periods of
all curves are equal to one-sixth-fold of the shaft rotation cycle. Since it triggers obvious second
flow when each blade passes near the tongue, the dominating fluctuation frequency of flow field
parameters is usually the blade passing frequency (BPF). This phenomenon has been validated by
many researchers [4,7–9]. Although all curves share the same period time, their initial phase values
are different. Furthermore, there is no unified law for the initial phase for each flow parameter on each
operational point. This is due to the initial phase value of flow parameters, which depends on the
detailed flow field distribution including both velocity and pressure at the start of each shaft rotation
cycle. Lastly but most importantly, there are huge differences between the peak values of each flow
field parameter among different working conditions.

The peak values listed in Table 5 show that for the pump studied in this work, the maximum
fluctuation value of efficiency is as high as 1.66%, while the minimum value exceeds 0.37%.
The fluctuation level basically has the same magnitude as the reported increased efficiency value based
on steady state CFD models (e.g., Shi et al. [8], Kim et al. [24] and Zhao et al. [25]). Therefore, it is
preferable to take the unsteady state CFD model to optimize the design of the centrifugal pump which
can improve its determinacy.

The peak value can provide the most intuitive information about the fluctuation behavior.
The comparison of dimensionless wave peak values on different working conditions for torque,
head and efficiency are shown in Figure 9. As listed in Tables 3–5, the original peak values vary
considerably for different parameters, however their normalized quantities are in the same order
of magnitude, thus providing a common comparison basis. Unlike the simple intuition, low flow
parameter fluctuation lever does not necessarily associate with the high energy efficiency. Instead,
the minimum normalized wave peak values of all three parameters appear on the operating point with
a 1.2Qdes flow flux. Furthermore, all of these values clearly rise when the flow flux exceeds 1.2Qdes.
Generally, the torque and efficiency curves (shown in Figure 9) share similar trends. On the part-load
points, the normalized peak values for the above two parameters are very high, and they both reach
the maximum values on the point with 0.6Qdes flow flux.

Figure 9. Dimensionless peak values after the process of normalization. Q: volume flow rate (m3·s−1).
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The curve of the normalized peak value of the head has completely different characteristics from
the other two curves (as shown in Figure 9). This is because there is little change before the flow
flux reaches the value of 1.2Qdes. Thus, it can be speculated that there is a high degree of correlation
between the fluctuation of torque and efficiency, especially for the part load working points. Further
research is still needed to discover the detailed mechanism of the fluctuation of efficiency. However,
the current findings suggest that the toque fluctuation might be the leading factor (among others)
which contributes to the fluctuation of efficiency.

4.3. Flow Structures Analysis

It can be said superficially that the fluctuation in the pump efficiency is caused by the periodic
behavior of the macroscopic flow parameters, such as torque and head. However, the actual root
cause can only be revealed through the structural analysis of the flow field. To do so, the operating
points including 0.6Qdes, 1.0Qdes, and 1.4Qdes were chosen for further study, and the velocity vector
distributions on the mid-plane are shown in Figures 10–12, respectively. In each figure, a rectangular
area near the tongue with the size of 0.25 m × 0.20 m is picked out and magnified for better observation,
which is marked with black lines. For each working point, the flow fields on the phase positions of
both 0◦ and 30◦ are shown for comparison. Note that the time corresponds to the phase position of
30◦ is marked as a vertical dash line in Figure 8. Therefore, the efficiency value in that position can be
observed clearly. In addition, the initial point with a 0◦ phase is also shown in the figure.

 
(a) 

(b) 

Figure 10. Velocity vector distribution at the point of 0.6Qdes with different phase positions: (a) 0◦; (b) 30◦.
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(a) 

(b) 

Figure 11. Velocity vector distribution at the point of 1.0Qdes with different phase positions: (a) 0◦; (b) 30◦.

 
(a) 

Figure 12. Cont.
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(b) 

Figure 12. Velocity vector distribution at the point of 1.4Qdes with different phase positions: (a) 0◦; (b) 30◦.

Primary observation shows that there are mainly two obvious differences in the comparison of
flow structures. First of all, the direction of the velocity vectors near the interface between impeller
and exit chamber changes a lot along the flow flux. The incidence angles for difference computation
cases, which is the intersection angle of the local velocity vector and the circle tangent of the above
interface, are listed in Table 6. There are little differences when the phase position changes for the data
in Table 6, but both the maximum and averages values of the incidence angle increase dramatically
when the flow flux rises. Then, there are some flow structure changes near the tongue along with the
rotation of impeller due to the interaction factors, but the specific difference level does not keep the
same under each flow flux.

Table 6. Fluid incidence angle on the interface between impeller and exit chamber. Unit: Degree.

Flow Flux 0.6Qdes 1.0Qdes 1.4Qdes

Phase Position 0◦ 30◦ 0◦ 30◦ 0◦ 30◦
Maximum Value 29.33 24.57 34.4 36.57 41.81 43.21
Average Value 8.21 8.97 14.84 13.18 20.85 19.22

To investigate the mechanism of the fluctuation in the efficiency at different working points,
a hypothesis about the refinement of the widely applicable impeller–volute interaction theory was
proposed in this work. The core idea of this hypothesis is that the fluctuation of flow parameters of
centrifugal pump depends on both the structural shape of hydraulic model and flow flux. In fact, it can
be judged that the affection of flow flux acts through the change of incidence angle, as can be observed
in Table 6. First of all, with fixed shaft rotating speed, there is an optimal hydraulic model shape and
flow flux combination for each centrifugal pump. Under these circumstances, inner fluid flow can fit
well with the impeller rotation, and distribute fluid evenly with the increment of impeller’s rotational
angle, thus the efficiency fluctuation is relatively low. However, when the flow rate varies and disturbs
the balance of the above combination, the fluctuation will increase.

At lower flow rates, the effect of hydraulic modelled shape becomes the dominating factor. As the
flow rate further decreases, the impeller–volute interaction becomes stronger. This has been shown
in Figure 10. There is an obvious vector distribution difference between the two phase positions.
At the 0◦ position, the velocity in the blade passage near the tongue (see the rectangular dotted box
in Figure 10a) is much larger than the other region, and therefore it produces more friction, thus
reducing the energy efficiency. Meanwhile, at the 30◦ position (as shown in the rectangular dotted
box of Figure 10b), the region with high flow velocity is divided into two blade passages. Therefore,
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the vector distribution becomes more uniform and the energy efficiency gets higher. Similar patterns
can also be found in Figure 11, but the difference in velocity vector distribution and efficiency value
between the above two phase positions becomes smaller because the flow flux rises and gets closer to
the optimal rate.

However, the dominant factor changes to the flow flux when the flow rate is larger than the
optimal value, and the effect of impeller–volute interaction on flow field becomes weaker. For example,
in Figure 12, there is little difference between the velocity vector distributions of 0◦ and 30◦ positions.
Due to this, the efficiency fluctuation at the 1.4Qdes point is small.

Since the changes in velocity vector are only limited to the local blade-tongue region and they
would not significantly affect the main flow features of the full field, the fluctuation of the torque
applied on the impeller is larger than the head lift during the rotation. This explains why the torque
fluctuation is the main factor for efficiency wave behaviors rather than the head for this research subject.

5. Conclusions

The present work numerically investigates the fluctuation behavior in the efficiency of a centrifugal
pump with detailed and quantitative analysis. Numerical methods can provide a convenient and swift
method for quantitative evaluation of the efficiency fluctuation without disturbance from the external
environment factors. Some important conclusions as obtained from the current work are as follows.

(1) Centrifugal pumps show efficiency fluctuation with common dominant frequency equaling the
blade passing frequency. However, the initial phase of the fluctuation curves is different for each
working point.

(2) The efficiency fluctuation level is significant, and its value varies for different working points.
It is relatively higher for the part-load point, however high efficiency does not necessarily result
in low efficiency fluctuation.

(3) The efficiency fluctuation is caused by the impeller–volute interaction, and its effect is strong on
the part-load condition. When the flow flux rises, its effect becomes less obvious and the level of
efficiency fluctuation becomes relatively smaller.

(4) Compared with the head, the torque acting on the impeller provides greater influence on the
efficiency fluctuation.

Taking into account many research reports on the fluctuation of pressure and fluid forces, more
intensive study is still needed to understand efficiency fluctuation in centrifugal pumps. This should
especially be done by using direct experimental testing and validation work with more precise
measurement instruments.
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Abstract: In the present work, the effect of the restitution coefficient on the numerical results for a
binary mixture system of sand particles and char particles in a bubbling fluidized bed with a huge
difference between the particles in terms of density and volume fraction has been studied based
on two-fluid model along with the kinetic theory of granular flow. Results show that the effect of
restitution coefficient on the flow characteristics varies in different regions of the bed, which is more
evident for the top region of the bed. The restitution coefficient can be categorized into two classes.
The restitution coefficients of 0.7 and 0.8 can be included into one class, whereas the restitution
coefficient of 0.9 and 0.95 can be included into another class. Moreover, four vortices can be found in
the time-averaged flow pattern distribution, which is very different from the result obtained for the
binary system with the similar values between particles in density and volume fraction.

Keywords: restitution coefficient; segregation; flow pattern; bubbling fluidized bed; binary particles;
sand; char

1. Introduction

Bubbling fluidized beds are commonly used in industrial processes [1], such as combustion and
gasification, due to their good mixing ability and heat transfer characteristic between the gas and
solid phases. In the process of biomass gasification, the first step is pyrolysis. The gas component
products after pyrolysis are non-condensable gases and tars, and char is left as a solid residue [2].
Due to the irregular shape and low density of char particles, it is difficult to attain a stable fluidization
status. Generally, inert particles such as sand particles are added to the fluidized bed to improve the
fluidization status and the heat transfer effect. During the process of fluidization, char particles will
accumulate toward the top of the bed, whereas the inert particles will sink towards the bottom of the
bed. Hence, segregation is a widespread phenomenon in a binary system of particles in a bubbling
fluidized bed [3,4].

The complicated flow characteristics in the bubbling fluidized bed have a strong effect on the
reaction process. Therefore understanding the flow behavior is important to design a fluidized bed
and optimize the operation conditions. Although the most accurate method is still based on the
experimental data, the application of this method has limitations, in terms of the longer time required
and high costs. With advances in computational fluid dynamics (CFD), simulation studies have become
a useful method to analyze the flow characteristics in bubbling fluidized beds [5,6]. The most widely
used approach for simulating dense gas-solid flow is the Eulerian–Eulerian model (two fluid model)
along with the kinetic theory of granular flow [7,8].
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The main parameters affecting the simulation results include the drag model, particle collision
characteristics, and solid phase wall boundary conditions. The particle collision characteristics are
defined based on the restitution coefficient, and the wall boundary conditions are defined in at least
three ways, which are the traditional no-slip boundary conditions and two partial slip conditions [9,10].
The effects of these parameters on the simulation results have been studied by some researchers.
Chao et al. [10] and Bai et al. [11] focused on the effect of the drag model on the mixing and segregation
behavior of biomass mixtures in a fluidized bed. Tagliaferri et al. [12] and Mostafazadeh et al. [13]
have studied the influence of the restitution coefficient on the flow dynamics of a binary solid mixture.
Zhong et al. [14] have investigated the influence of wall boundary conditions on the concentration and
velocity distribution of particles. In these studies, the density or volume fraction of binary particles
was usually similar. However, in actual biomass gasification, the char has lower density than the
sand. Meanwhile, the char generated from the pyrolysis will continue to react with the gases, hence,
the volume fraction of the char in the solid phase mixtures is very low [15]. When the simulation
conditions do not agree with actual situation, the reasonability and accuracy of simulation results
is questionable.

Many studies [16–18] have studied the suitability of different drag models. Generally, the
Gidaspow drag model is suitable for simulation in a dense bubbling fluidized bed. Loha et al. [6]
reported that the model predictions were sensitive to the specularity coefficient and the simulation
results with a higher value of specularity coefficient were in good agreement with the experimental
results. According to a comparison of the differences between the specularity coefficients of one wall
boundary conditions and traditional no-slip wall boundary conditions, Zhong et al. [19] found that the
no-slip wall boundary condition was more suitable for simulating the dynamic segregation process of
binary particles. In this study, based on a Gidaspow drag model and no-slip wall boundary conditions,
a simulation is carried out to investigate the effect of the restitution coefficient on the segregation and
flow characteristics of a binary particles system in a bubbling fluidized bed with a huge difference
between the particles in terms of density and volume fraction. The particle system consists of char
particles and sand particles with bulk density of 120 and 1590 kg/m3 and volume fraction of 11% and
89%. According to the comparison of results between computation and experiment, a suitable scope of
the restitution coefficient is determined, and meanwhile, the effect of different particles characteristics
in the binary mixture on the fluid dynamic behavior is also compared.

2. Model Description

In the two fluid model (TFM), the gas and solid phases are considered as inter-penetrating
continua, hence the governing equations for the solid phase are similar to those for the gas phase.
For the case of cold fluidization with no chemical reactions, the conservation equations for mass and
momentum are represented as follows:

The continuity equation for the gas phase is expressed as follows:

∂(αgρg)

∂t
+∇ · (αgρg

→
u g) = 0 (1)

The continuity equation for the sth solid phase is written as:

∂(αsρs)

∂t
+∇ · (αsρs

→
u s) = 0 (2)

The momentum balance equation for the gas phase is as follows:

∂(αgρg
→
u g)

∂t
+∇ · (αgρg

→
u g

→
u g) = −αg∇p +∇ · τg + αgρg

→
g +

N

∑
m=1

Kmg(
→
u m −→

u g) (3)
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The momentum balance equation for the sth solid phase can be written as:

∂(αsρs
→
u s)

∂t
+∇ · (αsρs

→
u s

→
u s) = −αs∇p −∇ps +∇ · τs + αsρs

→
g +

N

∑
n=1

Kns(
→
u n −→

u s) (4)

The total volume fraction of the phases is equal to 1 and it is expressed in the following way:

αg + ∑ αs = 1 (5)

where t is the time. The subscript “g” refers to the gas phase and the subscript “s” refers to the sth
solid phase.

→
g ,

→
u , and τ are the acceleration due to the gravity, velocity vector, and stress-strain

tensor, respectively. p, α, and ρ are the pressure, volume fraction, and density, respectively. K is the
momentum exchange coefficient between phases.

The solid pressure is evaluated using the expression proposed by Lun et al. [20], and it is composed
of a kinetic term and a second term due to particle collisions:

ps = αsρsΘs + 2ρs(1 + ess)α
2
s g0,ssΘs (6)

where g0,ss and Θs are the radial distribution function and granular temperature of the sth solid phase,
respectively. ess is the restitution coefficient for particle collision, which quantifies the elasticity of
particle collision.

3. Simulation Setup

In this study, the experimental setup by Park et al. [21] forms the basis for the simulation.
The geometry of the rectangular fluidized bed with 200 mm width and 50 mm depth is schematically
shown in Figure 1. In the experiments, sand particles and char particles are used. The properties of the
particles in this study are summarized in Table 1.

Figure 1. Schematic representation of the fluidized bed.

Table 1. Properties of particles.

Particles Mean Diameter (μm) Void Fraction Bulk Density (kg/m3)

Sand 387 0.333 1590
Char 957 0.693 120

The 2D simulation is carried out using the TFM method, and the computational domain is
accordingly set to be 200 mm width and 500 mm height. The mesh geometry and coordinate system
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is schematically shown in Figure 2. The Z direction represents the axial direction or height direction,
whereas X direction represents the radial direction or lateral direction.

 

Figure 2. Mesh geometry and coordinate system.

In the simulation, ambient air is used as the fluidizing medium. Meanwhile, the uniform gas
velocity is specified at the bottom of the bed and the atmospheric pressure boundary condition is
used at outlet of the bed. The detailed parameters including the material properties and operating
conditions for simulation are summarized in Table 2.

Table 2. Summary of the simulation parameters.

Parameter Value or Model

Bed height (m) 0.5
Bed width (m) 0.2

Minimum fluidization velocity (m/s) 0.14
Superficial gas velocity (m/s) 0.19

Total particle weight (g) Sand: 2000 Char: 40
Particle volume fraction Sand: 89% Char: 11%

Drag coefficient Gidaspow
Granular viscosity Syamlal-O’Brien

Granular bulk viscosity Lun et al.
Restitution coefficient ess = 0.7, 0.8, 0.9, 0.95

Wall boundary condition No-slip

At the beginning of the computation, the sand particles and char particles are perfectly mixed
at the indicated ratio. A time step of 5 × 10−4 s was employed in the simulation using Fluent 15.0
software. When TFM is used for the simulation, the grid size should be much smaller than the physical
dimensions of the geometry. Meanwhile, it should also be bigger than the particle diameter, which
will ensure that the solid phase can be treated as a continuous flow. Therefore, the grid size has a
drastic effect on the flow behavior [22]. A coarse grid could lead to an overprediction of the solid
expansion height of the bed [23]. Sande et al. [17] found that the numerical results agree well with
the experimental results when the grid size is about 10 times the particle diameter and there is no
improvement in capturing homogeneous expansion when the mesh is further refined. Hence, a grid
size of 5 mm was chosen in this simulation.

118



Energies 2017, 10, 617

4. Results and Discussion

4.1. Stationary Condition

In the fluidization of the binary mixture, the particles that sink at the bottom of the bed are known
as jetsam, while those that accumulate at the top of the bed are known as flotsam. In this study, the
sand particles are the jetsam particles, and the char particles are the flotsam particles.

For the case with ess = 0.9, the time evolution of particle volume fraction in different layers
along the height direction is monitored to obtain the statistical steady-state for solution, as shown
in Figure 3. As time increases, the flotsam moves upwards while the jetsam moves downwards.
Hence, with increase in time, the jetsam volume fraction increases while the flotsam volume fraction
decreases at the height of 0.053 m, and the jetsam volume fraction decreases while the flotsam volume
fraction increases at the height of 0.153 m. At the beginning of fluidization, the volume fractions
vary rapidly, whereas the values change slowly after 30 s, corresponding to complete fluidization.
Hence, the time-averaged variables are computed between 30 s and 50 s. Moreover, the result shows
that the simulation time corresponding to the stationary state should be increased with increase in
restitution coefficient. For the cases with ess = 0.7 and 0.8, the simulation time of 50 s is long enough.
However, for ess = 0.95, the simulation has not converged to a stationary state until the time exceeds
65 s. Hence, for the case with ess = 0.95, the time-averaged variables are computed between 65 s and
85 s. When the restitution coefficient increases, it means that there is lesser dissipation of kinetic energy
of particle, due to a more significant elastic particle-particle collision. This may be the reason why
a longer simulation time is required before the mixing pattern reaches a stationary state when the
restitution coefficient increases.

Figure 3. Time profiles of the particle volume fraction in different layers along the height direction.

4.2. Particle Velocity and Flow Pattern

Figure 4 shows the lateral profiles of time-averaged axial velocity of the flotsam at the bed height
of 0.153 m. In this figure, the velocity profiles of the flotsam for ess = 0.7, 0.8, 0.9, and 0.95 are similar.
This clearly shows that the axial velocity of the flotsam is directed upward in the center of the bed and
the axial velocity at the wall is nearly equal to zero, which represents the characteristic of the no-slip
wall boundary condition.

In order to reflect the movement relevance between the jetsam and flotsam, in the case of ess = 0.9,
the predicted flow patterns for the flotsam and jetsam are shown in Figures 5 and 6, respectively.
The flow patterns for the flotsam and jetsam are quite similar. Two vortices show at the bottom of
the bed and two vortices close to the top of the bed. At the bottom of the bed, the particles generally
rise towards the wall, whereas they fall down towards the central region. However, at the top of the
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bed, the movement direction of particles is reversed. The flow pattern obtained in this study is very
different from the result obtained by other researchers [24]. In those studies, only two vortices can be
found throughout the entire region of the dense bed layer. However, in this study, four vortices are
obtained in the simulation. Moreover, the two vortices at the bottom of the bed are relatively close to
the centerline of the bed, whereas the two vortices at the top of the bed are generated near the wall.
It can also be seen that the distance between the two vortices at the top of the bed is farther than the
value for the vortices at the bottom of the bed. This phenomenon might be due to the relationship
between the binary particles in density and volume fraction. When the density and volume fraction
between the binary particles changes not much [14,24], the segregation of particles does not play a
leading role in fluidization process. Hence, in the top and bottom regions of the bed, uniform patterns
can be found. However, in this study, a binary particles system with a huge difference between particles
in density and volume fraction is used, which causes a much more notable segregation. Hence, the
flow pattern of particles at the top region of the bed is different from the result for the bottom region.

Figure 4. Lateral profiles of the time-averaged axial velocity of the flotsam at Z = 0.153 m.

 

Figure 5. Time-averaged particle velocity distribution of the flotsam for ess = 0.9 (the color legend
represents the axial velocity of the particles).

The small bubbles are generally generated near the wall and the larger bubbles form near the
centerline region of the bed as small bubbles move upwards [25]. Based on the analysis of positive
axial velocity of particles, from Figures 5 and 6, it clearly shows that the motion of particles obtained
in the simulation has the same characteristics.
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Figure 6. Time-averaged particle velocity distribution of the jetsam for ess = 0.9 (the color legend
represents the axial velocity of the particles).

Due to the similar flow patterns for the flotsam and jetsam, as shown in Figures 5 and 6, in the
cases with same restitution coefficient, the lateral profile of the time-averaged axial velocity of the
jetsam at Z = 0.153 m is similar to the profile for the flotsam. Some studies [26] have shown that the
central region of the profile for jetsam changed more gently and the minimum value appeared near the
wall when the layer height was at the top of the bed, which was above the jetsam-rich layer. The shape
of the profile mentioned in these studies is similar with the shape of the curve obtained in the case of
ess = 0.95 in this study, as shown in Figure 4.

In the cases of ess = 0.7, 0.8, and 0.95, the flow patterns of the flotsam are shown in Figures 7–9,
respectively. The vortex structures for different restitution coefficients are similar. However, due to the
lesser dissipation of granular energy, with the increase in restitution coefficient, the vortex intensity
increases. At the bottom of the bed, due to the effect of the inlet gas, the restitution coefficient does not
much affect the vortex intensity. However, for the two vortices at the top of the bed, with increase in
the height of the bed, the dissipation of granular energy is accumulated. Hence, the effect of restitution
coefficient on the flow pattern of particles at the top of the bed is more evident. It can be seen that the
vortex characteristic of the two vortices at the top of the bed, as shown in Figure 9, is more obvious
when the restitution coefficient increases from 0.9 to 0.95.

 

Figure 7. Time-averaged particle velocity distribution of the flotsam for ess = 0.7 (the color legend
represents the axial velocity of the particles).
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Figure 8. Time-averaged particle velocity distribution of the flotsam for ess = 0.8 (the color legend
represents the axial velocity of the particles).

 

Figure 9. Time-averaged particle velocity distribution of the flotsam for ess = 0.95 (the color legend
represents the axial velocity of the particles).

4.3. Granular Temperature Distribution

Granular temperature is a concept in the field of the kinetic theory of granular flow, and it is
used for assessing fluctuating energy of the particles suspended in the gas flow. The lateral profiles of
the time-averaged granular temperature of the flotsam at a height of 0.153 m are shown in Figure 10.
When the restitution coefficient is no more than 0.9, the granular temperature of the flotsam closer to
the wall is high and decreases towards the central region of the bed. Meanwhile, the curve becomes
almost flat at the center of the bed. However, for the case of ess = 0.95, at the center of the bed, the curve
is no longer flat. Two peaks of granular temperature can be found, which is related to the big values
of the axial velocity, as shown in Figures 4 and 9. With restitution coefficient increases, the values of
the granular temperature increase, since there is less dissipation of the randomly fluctuating kinetic
energy of particles. For a restitution coefficient below than 0.9, the granular temperature increases
slightly. However, the granular temperature increases dramatically when the restitution coefficient
increases from 0.9 to 0.95, especially for the center region of the bed.

Figure 11 presents the axial profiles of the time-averaged granular temperature of the flotsam.
In the region of the gas-solid interface, the granular temperature is very high, due to the collapse
of bubbles and granular splash [27]. The value of granular temperature increases as the restitution
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coefficient increases. When the restitution coefficient increases from 0.7 to 0.8, the granular temperature
along the axial direction increases slightly. However, with increase in restitution coefficient from 0.8 to
0.9, the granular temperature at the top of the bed increases obviously. Due to the similar flow patterns
for the flotsam and jetsam, it can be seen than the effects of the restitution coefficient with different
values on the granular temperature are also different.

Figure 10. Lateral profiles of the time-averaged granular temperature of the flotsam at Z = 0.153 m.

Figure 11. Axial profiles of the time-averaged granular temperature of the flotsam.

4.4. Distribution of Particle Volume Fraction

The effects of restitution coefficient on the instantaneous volume fraction of char and sand particles
are shown in Figures 12 and 13, respectively. Closer to the gas-solid interface, the volume fraction of
sand particles is relatively low, which is just the opposite of the value of the char particles. This shows
that a strong segregation phenomenon exists in the fluidization process of a binary particle system.
With increase in the restitution coefficient, more char particles accumulate at the top of the bed, which
shows that the tendency of segregation is more remarkable.

More studies [26,28] are concerned with the distribution characteristics of jetsam, however, in the
gasification process, the flotsam will react with gas. Hence, the study on distribution characteristics
of flotsam is much more significant. Lateral distributions of the time-averaged volume fraction of
the flotsam at a height of 0.153 m are plotted in Figure 14. For ess = 0.7, 0.8, and 0.9, the effect of the
restitution coefficient on the volume fraction of the flotsam is not obvious, hence, the profiles are very
similar. However, when the restitution coefficient increases to 0.95, the values of volume fraction
increase dramatically.
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Figure 12. Distributions of instantaneous volume fraction of char particles.

Figure 13. Distributions of instantaneous volume fraction of sand particles.

Figure 14. Lateral profiles of the time-averaged particle volume fraction of the flotsam at Z = 0.153 m.

The effect of the restitution coefficient on the distribution of char mass fraction in the axial direction
is shown in Figure 15. The char mass fraction is defined as the ratio of the char mass corresponding
to the specific height range to total char mass in the bed. With increase in restitution coefficient, the
char mass fraction in the upper part of the bed gradually increases, whereas the char mass fraction
in the lower part of the bed decreases. In the case of ess = 0.95, the predicted profile well fits the
experimental result. In the binary particles system with less difference between particles in density or
volume fraction [12], they found that there was a small difference between the simulation results and
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the experimental data only for low restitution coefficient such as 0.8. However, for the binary particles
system with huge difference in density and volume fraction between particles, the predicted degree
of segregation compared with experimental result may be too low, when a relatively small value of
restitution coefficient is adopted. From Figure 15, it can be seen that the mass fraction profile of char
particles along the height direction for ess = 0.95 is quite close to the experimental result.

Figure 15. Effect of restitution coefficient on the axial mass fraction profile of the flotsam.

Figure 16 presents the axial profiles of the time-averaged particle volume fraction of the jetsam.
Initially, the particle volume fraction along the bed height shows a slight increase, due to the effect
of the inlet gas, and then gradually decreases. Closer to the gas-solid interface, the particle volume
fraction decreases more sharply. This shows that the splash zone formed by the collapse of bubbles is a
small area, which is consistent with previous studies [29,30]. The result from Figure 16 shows that the
restitution coefficient had little effect on the axial profile of the jetsam volume fraction.

Figure 16. Axial profiles of the time-averaged particle volume fraction of the jetsam.

There are some studies about the comparison of results between 2D simulation and 3D simulation
in the rectangular fluidized bed for monoparticle flow. For a pseudo-2D fluidized bed [31], the result
has shown that no major differences are observed between 2D and 3D simulations in predicting the
mean pressure drop and bed expansion. Just for bubble diameter and rise velocity, the 3D simulations
are better agreement with experiments than the corresponding 2D simulations, whereas, for bubble
aspect ratio, the 2D simulation has a better agreement with the experimental data. Xie et al. [32] also
used an Eulerian-Eulerian model to investigate the differences between 2D and 3D simulations of
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a rectangular fluidized bed. They found that for a bubbling fluidized bed a satisfactory qualitative
agreement between 2D and 3D simulations is observed. Hence, for monoparticle flow, though 2D
simulations have certain limitations, they can provide reasonable results compared to experimental
observations. Meanwhile, due to the requirement for lower computational resources, 2D simulation
is widely used. However, for a binary mixture system in the rectangular fluidized bed, there are
few related studies. Geng et al. [33] investigated the difference between the results of 2D and 3D
simulations for a binary mixture system in a pseudo-2D rectangular bubbling fluidized bed. The
results showed that the flotsam (coal particles) is nearly constant along the height direction, which
totally deviates from the experimental observation. This means that 2D simulation is not suitable for
modeling a pseudo-2D fluidized bed, which is entirely different from the conclusion for monoparticle
flow. They also found that when the thickness of the rectangular bed was larger than a critical value
(20 mm in this study), 2D simulation can provide a reasonable result. To sum up, the difference
between 2D simulation and 3D simulation might change with the composition of the particle system.
For a binary particle system, the relationship between the critical value in the thickness direction of the
rectangular bed and the dimension parameters of the bed or the flow parameters may be important,
and how to determine the relationship may be a key task in a follow-up study.

5. Conclusions

In the present work, the effect of the restitution coefficient on the numerical results for a binary
particles system in a bubbling fluidized bed with the huge difference between the particles in terms
of density and volume fraction has been studied based on two-fluid model along with the kinetic
theory of granular flow. The effect of the restitution coefficient on the particle velocity, particle flow
patterns, and mass fraction distribution varies in the different regions of the bed. At the bottom of the
bed, the restitution coefficient does not affect the flow characteristic of particles significantly. However,
in the top region of the bed, due to the cumulative effect of the dissipation of granular energy, the
restitution coefficient has an obvious influence on the flow characteristic of the particles.

With an increase in the restitution coefficient, the degree of segregation increases. However, it does
not change linearly with the restitution coefficient. Considering the effect of the restitution coefficient
on the degree of segregation and flow pattern of particles in the top region of the bed, the restitution
coefficient can be categorized into two classes: restitution coefficients of 0.7 and 0.8 can be included in
one class, whereas the restitution coefficients of 0.9 and 0.95 can be included in another class.

For a binary particles system with the huge density and volume fraction difference between the
particles, two vortices at the bottom of the bed and two vortices at the top of the bed are observed in
the flow pattern distribution. The time-averaged flow pattern of particles in this study is very different
from the result obtained for the system with similar values between particles in density and volume
fraction, in which only two vortices can be found in the entire region of the dense bed layer.
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Abstract: The purpose of this study is to determine the effects of evaporation and condensation
on the underfloor space of Japanese detached houses. In this underfloor space, natural ventilation
is applied. A typical Japanese wooden detached house is raised 0.3–0.5 m over an underfloor
space made of concrete. The bottom of the underfloor space is usually paved with concrete,
and the ceiling which is directly underneath the indoor occupant zone is made of wood.
Computational fluid dynamics (CFD) analysis is applied to calculate the rates of the evaporation and
condensation generated inside the underfloor under two conditions, namely, a constant (fixed)
outdoor environmental condition and a fluctuating environmental condition. In the constant
condition, we verified the effects of the outdoor humidity, ventilation rate, and ratio of wetted
surface (RWS, ω) on the evaporation and condensation inside the underfloor space. In this condition,
the rate of evaporation and condensation was quantified considering the varying outdoor humidity
between 0 to 100%, and the RWS (ω = 1 or 0). In addition, the influence of the different ventilation rates
at 1.0 m/s for normal and 0.05 m/s for stagnant wind velocities were confirmed. Under fluctuating
environmental conditions, the outdoor conditions change for 24 h, so the RWS varies. Therefore,
the rate of evaporation and condensation, the amount of the condensed water, and the area of
condensation were confirmed. The results were as follows: with a high airflow rate on the underfloor
space, the evaporation and condensation phenomenon occurs continuously and is easily affected by
outdoor humidity, while under low airflow rate conditions, only the condensation appeared steadily.
If the wind velocity is strong, the convective mass transfer on a surface becomes large. In a condition
of the outdoor humidity and the airflow rate on underfloor are high, condensation mainly occurs
in a corner of the underfloor space due to high evaporation by convection in the mainstream of
the airflow. By contrast, when the airflow rate is low, condensation occurs along the air stream.
Accordingly, this information could be employed as design considerations for the underfloor space at
the architectural design stage.

Keywords: underfloor ventilation; evaporation and condensation; computational fluid dynamics
(CFD); ratio of wetted surface (RWS)

1. Introduction

The aim of ventilation of the underfloor space is to prevent moisture generated in the ground from
entering the living area and to improve the heating and cooling efficiency of the building, given the large
heat capacity of the ground. Moisture is the main problem in wooden buildings, as it causes rotting of
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the wood and an unpleasant smell inside the building. Even so, the underfloor space is generally ignored
by the residents, as it is not only inconspicuous, but also difficult to clean. Generally, moisture originates
from the ground (soil), which absorbs water after rain, or from groundwater, and enters the building
through the ventilation openings. It is important to block the source of the moisture in order to
control the humidity level and to prevent the generation of condensation inside the underfloor space.
Therefore, it is crucial not only to prevent ground moisture from entering, but also to eliminate
any moisture forming inside from rainwater or high humidity. Since these phenomena influence
the health of the occupants and the durability of the buildings, methods, such as paving of the ground
or mechanical ventilation are applied occasionally. However, it is useful to predict the climate of
the underfloor space in the attempt to control the humidity and to apply an appropriate method during
construction, as installing such alternative methods could be costly.

In previous research, the relative humidity, temperature, and pressure inside the underfloor space
were measured, the ground moisture evaporation rate was calculated, and subsequently the effects
of natural and mechanical ventilation were confirmed [1]. The results showed that the average
value of moisture evaporation with unpaved ground was 3.6 g h−1 m−2 in a naturally ventilated
condition and 5.7 g h−1 m−2 in a mechanically ventilated condition. Research also indicated that
the optimum air change rate on the underfloor space was 1–3 air change rate per hour (ACH)
throughout the year [2]. Experiments have also been conducted with benzene in the underfloor
space to identify the potential health risks associated with toxic soil vapors penetrating into the
living spaces [3,4]. These studies employed point measurements. However, the internal humidity
was excluded as a factor in the research. Several studies have attempted to confirm the presence of
internal humidity by employing computational fluid dynamics (CFD) to determine the distribution
of such internal humidity. However, no research has been conducted on the internal condensation of
the underfloor space. In the current study, we attempt to determine the effects of internal condensation
and evaporation and the probable area where condensation would occur relevant to the natural
ventilation. Research on such aspects has not been conducted before.

A Japanese detached house can be simply illustrated as in Figure 1. The height of the underfloor
space is 0.3–0.5 m from ground level. As openings are dispersed around the underfloor space for
natural ventilation, outdoor moist air flows into the underfloor space, which gives rise to condensation
and evaporation. The bottom of the underfloor space is usually paved with concrete and the ceiling,
which is directly underneath the indoor occupant zone, is made of wood.

Figure 1. Underfloor ventilation in a Japanese detached house.
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There are two main causes of condensation on the underfloor environment, namely, moisture
deriving from the outside environment that condenses on the cold surface of the underfloor,
and re-condensation that occurs when the condensed water inside the underfloor space evaporates.
Once the condensation has been evaporated by ventilation, it becomes another moisture generation
source inside the underfloor, raising the indoor humidity and significantly reducing the evaporation
effect. The airflow and temperature distribution of the internal environment cause condensation and
evaporation locally. Consequently, simple point measurements of the humidity cannot adequately
explain the general condensation phenomena on the underfloor space or predict the probable
occurrence of condensation. Furthermore, as the inside of the underfloor has a complicated shape,
it is important to understand which parts would be vulnerable to condensation and to give due
consideration to these vulnerable regions in the design of the house. Generally, in Japan, a detached
house is a wooden building and it has an underfloor space, where its bottom touches the ground
surface, which is usually paved with concrete to block water seepage from the ground. Natural
ventilation is usually employed through underfloor air vents, shown in Figure 2, and mechanical
ventilation is generally not introduced.

Figure 2. Underfloor openings for the natural ventilation in Tokyo, Japan.

As many previous studies have conducted research on the conditions of unpaved ground and
natural ventilation, we attempted to confirm the internal condensation and evaporation effects on
the underfloor space under conditions of paved ground and natural ventilation. It is difficult to
determine the distribution of internal humidity by employing experimental methods; therefore,
we chose CFD analysis to determine the climate inside the underfloor space. Additionally, the aim of
the study is to understand the degree of evaporation and condensation arising because of underfloor
ventilation and the distribution of the internal humidity, as well as to identify the area at risk
of condensation.

Generally, In CFD, turbulent flows can be predicted through three approaches: direct numerical
simulation (DNS), large-eddy simulation (LES), and Reynolds-averaged Navier-Stokes (RANS)
equation simulated with turbulence models [5]. DNS gives highly reliable results directly solving
Navier-Stokes equations but the required calculation time will be very long. The LES approach
is an intermediate modeling technique between DNS and RANS. Turbulent motion can be divided into
large eddies and small eddies, where LES is a method that solves the Navier-Stokes equations with
filtered large-scale eddies of the turbulent flow except for small-scale eddies. LES can give us more
detailed information on turbulence than RANS. However, it still requires a considerable calculation
cost. Using RANS, turbulence motion can be quickly predicted and it is the most practical approach.

Computational fluid dynamics (CFD) is also the most effective way to predict the airflow
in a building. Predicting airflow patterns in an indoor room by using a CFD analysis was first applied
by Nielsen [6]. For the indoor environment prediction, the RANS k–ε turbulence model was used for
many years and shows the acceptable results according to many researchers. [7–10]. The standard
k–ε turbulence model showed reasonable results to predict the airflows in indoor environment [11].
Moreover, realizable k–ε models usually provide much improved results for swirling flows and flows
involving separation compared to the standard k–ε model [5,12,13].
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1.1. Weather Data in Tokyo, Japan

The extended Automated Meteorological Data Acquisition System (AMeDAS, 1981–2000)
was used as standard-year weather data to estimate the underfloor climate. Tokyo city in Japan
was selected as the representative location for our simulation. The detailed weather conditions
are described in Figures 3 and 4. Figure 3 shows the correlation of the cumulative relative humidity per
month in Tokyo. The wettest months of the year are June to September and a high-humidity climate
prevails for more than half of this period, with the relative humidity being more than 75%.

Figure 3. The correlation of the cumulative relative humidity and relative humidity per a month during
a year in Tokyo, Japan.

Figure 4. Outdoor air temperature and relative humidity of Tokyo according to the AMeDAS standard
weather data (10–17 June).

To consider the worst probable weather situation, the data for 10–17 June were employed
in our study, as these days represent the high humidity season in Tokyo. During the rainy season,
although the external humidity increases significantly, the temperature of the internal environment
remains lower than that of the external environment. This is because the influence of solar radiation
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is insignificant as the sky is always overcast. Therefore, the risk of internal condensation during this
period is expected to increase significantly.

1.2. Research Procedure

In the design of the underfloor space, it is important to consider the interior environmental
characteristics and the likely location and time of condensation occurring. However, since the internal
airflow is complicated, it is difficult to predict the areas where condensation could occur. Therefore,
we employed CFD analyses to determine and confirm the effects of evaporation and condensation
relevant to natural ventilation. The underfloor space has dispersed ventilation openings for natural
ventilation, with the pattern of the airflow being complex, as this area is divided into several zones
by internal partition walls. Evaporation and condensation phenomena arise because of the difference
of the partial pressure of water vapor caused by the difference between the surface temperature
and the adjacent air temperature right near the surface. It is difficult to confirm this phenomenon
inside the whole underfloor space through experiments. This study was conducted relevant to two
different circumstances, namely, a constant outdoor environmental condition for 1 h and a fluctuating
outdoor environmental condition for 24 h. The rate of evaporation and condensation generated
inside the underfloor space was calculated and confirmed relevant to the first condition to determine
the influence of outdoor environmental factors. The influence of natural ventilation was determined
by quantifying the rate of evaporation and condensation with the internal surface being completely
wet (ω = 1) and completely dry (ω = 0), and with the outdoor humidity increasing at a range of
0 to 100%, with a 10–20% interval. Under this condition, the influence of different ventilation rates
was also confirmed by verification at a general wind speed condition of 1.0 m/s and a stagnant
wind condition at 0.05 m/s. In a fluctuating condition, the ambient air temperature near the internal
surface temperature also fluctuated continuously, and evaporation and condensation easily occurred
because of the temperature difference. Accordingly, based on these fluctuating conditions, the rate
of evaporation and condensation over time and the accumulated volume of condensed water on
the surface were determined. The information obtained from our research could be utilized at
the architectural design stage to pinpoint the spots vulnerable to and the conditions conducive
to the generation of condensation inside the underfloor space.

2. Natural Ventilation on Underfloor Space

Since the geometry of the underfloor space is complex and it has many vents all around,
it is difficult to predict the internal airflow patterns. Generally, as the wind blows from the south during
a summer season in Japan, it is considered only two conditions of wind speed. During a calculation,
the variation of wind direction and wind speed were disregarded in this study. The ventilation rate
from inside and outside pressure difference at each opening was calculated.

2.1. Outline of CFD Analysis

The underfloor ventilation rate was calculated by realizable k–ε model with the semi-implicit
method for pressure-linked equation (SIMPLE) algorithm and the second-order upwind-convection
differencing scheme. The performance of realizable k–ε turbulence model is superior to that of other
k–ε turbulence models [13]. Transport equations of airflow are solved for turbulence kinetic energy
k (m2/s2) and its dissipation ε (m2/s3). The turbulent eddy viscosity νt is calculated as follows:

νt = Cμ
k2

ε
(1)

Transport equation of k and ε is expressed as:

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=

∂
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)
∂k
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]
+ Gk + Gb − ρε− YM + Sk (2)
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and:
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√
νε
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ε

k
C3εGb + Sε (3)

where Gk is the generation of turbulence kinetic energy due to the mean velocity gradients,
Gb is the generation of turbulence kinetic energy due to buoyancy effect, YM is the contribution of
the fluctuating dilatation in compressible turbulence to the overall dissipation rate, σk, σε are the turbulent
Prandtl numbers for k and ε and Sk, Sε are source terms. The model constants are C1ε = 1.44, C2 = 1.9,
σk = 1.0, and σε = 1.2. The standard wall functions were applied to calculate the airflow near the wall.

2.2. Simulated Model

The simulation model was selected based on the Institute for Building Environment and Energy
Conservation (IBEC) standard model which guides design and evaluation of a typical Japanese
house [14]. At the bottom of the building is the underfloor space, which has air vents all around to
supply natural ventilation.

The control volume for the calculation was selected properly, i.e., larger than the building
model, as shown in Figure 5. Because the wind direction and speed were considered only for
the constant southern wind, the south side was set as the inlet and the north side as the outflow
(zero gradient condition).

Figure 5. Residential building and control volume for calculating the ventilation rate in sub floor
ventilation area.

The inlet wind from the south was created from the power law model to the mean velocity profile
in Equation (4):

Uz = U0(z/h)0.25 (4)

where U0 represents wind speed, and Uz is the wind speed at a height of z. The specified velocity
U0 takes into account two conditions, namely, a typical 1 m/s condition and a stagnant wind speed
of 0.05 m/s, and the reference height h was assumed 1 m. The power law exponent was determined
as 0.25 [15]. The logarithm-raw was applied on a surface of the building and the floor as a boundary
condition. The side boundary (east, west) and upper boundary conditions were chosen as symmetry
conditions (shear slip zero). The calculation was conducted by realizable k–ε turbulence model using
a fine grid with 38 million hexahedral cells. Predicting airflow and dispersion around a building,
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numerical calculation by realizable k–ε turbulence models showed good agreement with the wind
tunnel experiment than standard k–ε turbulence model [16]. Plan IJKL is a cross section of the left
part of the opening on the southern wall of the building. Plan MNOP refers to the area 0.35 m above
ground level.

2.3. Anslysis Results

The results for the two wind speed conditions, namely, 1.0 m/s and 0.05 m/s, are as follows:
the wind direction is from the south, with the wind flowing into the underfloor space through two
openings in the wall on the southern side, from where it is dispersed into each internal zone and
exhausted through the other five openings.

The normalized velocity distribution around the building and inside the underfloor is shown
in Figure 6. The airflow rate was calculated by the wind speed of the outdoor and the internal pressure
difference of each opening, with the result shown in Table 1. In addition, this result was used as
a boundary condition to calculate where the moist air from outside would be drawn into the internal
underfloor space.

Figure 6. The normalized velocity U
Uo

distribution of around the building and inside of the underfloor

space in condition of Uz
Uo

=
( z

h
)1/4 velocity profile: (a) Scalar velocity distribution in section IJKL,

where the velocity condition U0(h) is 1.0 m/s; (b) Scalar velocity distribution in section MNOP,
where the velocity condition U0(h) is 1.0 m/s; (c) Section velocity distribution on section IJKL,
where the velocity condition U0(h) is 0.05 m/s; (d) Section velocity distribution on MNOP,
where the velocity condition U0(h) is 0.05 m/s.
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Table 1. The result of the Airflow rate through the underfloor openings.

Opening
Air Flow Rate ΔQ, m3/h

1 m/s, South 0.05 m/s, South

E1 −75.3 * −0.3 *
E2 −33.9 * −1.9 *
W1 −54.5 * −2.2 *
S1 112.4 4.9
S2 112.9 5.0
N1 −46.9 * −1.7 *
N2 −33.5 * −0.8 *

* A negative value means that the airflow is from inside to outside.

3. Evaporation and Condensation Effects on the Underfloor Space

3.1. Outline of Evaporation and Condensation Estimation Method

By modeling the water thickness calculation, the evaporation and condensation phenomena
on the surface of the wall could be estimated. This involves the estimation of an additional scalar
transport equation for the mass fraction of the water vapor. A source–sink term is considered for
the scalar of the condensation and evaporation of the water layer, as well as the latent heat required
for the transition. In the instance of a difference between the water vapor content of the water layer
on the surface and the cell next to this surface, the model would calculate a rate of evaporation or
condensation, depending on the conditions. This model assumes the following [17], namely, the vapor
content in the air does not affect the thermal properties of the vapor–air mixture, and the water vapor
mass is ignored with respect to the total mass in a cell.

The rate of mass transfer per unit surface, in kg s−1 m−2, is given by:

.
m = ρg·βg·CG· ln

CG(1 − Cs)

CS
(
1 − Cg

) (5)

where ρg is the density (kg m−3)

βg = Cemp·Dv/L·0.045·Re0.8·Sc0.43 (m/s) (6)

Cemp is the empirical constant 0.9 (-)
L is a characteristic length (cubic root of cell volume next to fog layer boundary) (m)
Dv is diffusion of vapor in air (m2/s)
Re is the Reynolds number (-)
Sc is the Schmidt number (-)

CG = 0.622 + 0.378Cg

CS = 0.622 + 0.378Cs
(7)

Cg is the actual concentration of vapor in air
Cs is the saturation concentration of vapor in air

For a given temperature, the saturation pressure ps is calculated from the following expression:

ps(T) = 611.85e
17.502(T+273.15)

T−32.25 (8)

The change rate of the water thickness over time can be confirmed from the simulation. In addition,
the mass change rate can be obtained from the calculated area of each cell, the water-thickness
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change rate, and water density. A decrease of the mass change rate indicates that the evaporation
phenomenon has occurred and an increase means the condensation phenomenon has occurred.
Finally, by determining the mass change rate, the rate of evaporation and condensation of the underfloor
space can be calculated.

3.2. Simulated Model

The simulation model was selected based on the IBEC standard, which includes design standards
for a Japanese detached house [14]. A two-story residential building is considered in this research,
with seven openings on the underfloor space, as shown in Figure 7, which depicts the inside of
the underfloor space. The walls and floor are made of concrete, with a basic thickness of 150 mm.
The floor of the room corresponding to the ceiling of the underfloor space is made of a wood, supported
by a wooden beam section of 105 mm × 105 mm, which is expressed as a dotted line. Figure 8 indicates
the air movement passage inside the underfloor space and Figure 9 indicates the ventilation passage
exposed to the outside, which is described in Figure 2.

Figure 7. Inside of the underfloor ventilation area.

Figure 8. The section view of A-A.

Figure 9. The section view of B-B.
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The temperature of underfloor space is low even in the summer season, as it is mostly influenced
by the ground temperature, which is not affected by solar radiation and does not have significant
temperature changes. Our understanding is that the concrete surface on underfloor space of typical
house is maintained low temperature, 20–22 ◦C during rainy season in Japan. The characteristics of
the material should be considered because the surface temperature of the material is time dependent.
The material properties for the calculations refer to the American Society of Heating, Refrigerating,
and Air-Conditioning Engineers (ASHRAE) data in Table 2.

Table 2. The material properties of underfloor ventilation area and physical conditions.

Material
Density,
(kg/m3)

Specific Heat,
(J kg−1 K−1)

Thermal Conductivity
(W m−1 K−1)

Thickness (m)

Concrete 2240 750 0.53 0.15
Ground (soil) 1500 800 0.33 0.85
Floor (wood) 370 1900 0.11 0.012

The opposite side of the ceiling on underfloor space which represents the floor of the dwelling
zone is assumed to remain constant at a temperature of 25 ◦C, as is the indoor environment.
According to the weather data, the temperature of 1 m underground had almost no change in daytime.
Therefore, it is assumed that the temperature of the concrete surface contacted with the ground
is constant at 18.7 ◦C during the rainy season. As shown in Figure 10, the room temperature and
the ground temperature is constant and the thermal conduction acts purely one-dimensional by
the material characteristics of Table 2. The moist air from the outside was set to cause the evaporation
and condensation phenomenon on the inner surface of underfloor space. Although some studies
have considered the risk of annual condensation considering the absorption-desorption properties
of the building materials [18], in this study, only the short-term evaporative condensation due to
internal and external environmental conditions was focused on, so that the moisture transfer inside
the materials was not considered.

Figure 10. Sketch of the computational domain showing the relevant boundary conditions.

The pressure-velocity coupling for the airflow solution was conducted with the SIMPLE
algorithm [19]. The convection and diffusion terms were integrated, using the QUICK difference
scheme [20]. The boundary and calculation conditions are shown in Table 3. The parameters of
the outdoor environment, which include wind speed (VS), air temperature (TS), and humidity (WS)
were applied in openings, the inlet boundary condition. The initial condition of the internal space
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was set equal to the temperature of the input initial condition. Wind speed conditions of 1.0 m/s
and 0.05 m/s were considered, based on the ventilation rates calculated in the previous section.
The condition of the inner wall was set to adiabatic and the emissivity was assumed as 0.95.

Table 3. Boundary and calculation conditions.

Turbulence model Realizable k–ε turbulence model
Algorithm SIMPLE
Convection Upwind second-order difference

Numerical schemes QUICK
Time dependence Transient calculation

Room size Described in Figure 9
Inlet Velocity (VS), Temperature (TS), Humidity (WS)

Outflow Calculated with mass balance
Concrete-side wall Standard log-law, emissivity = 0.95

Floor-side wall Standard log-law, emissivity = 0.95
Initial conditions Concrete: 20 ◦C, Floor: 25 ◦C

The emissivity of inside wall is supposed to be 0.95 and the simulation modeling of underfloor
space is illustrated in Figure 11, which is composed of 48,000 hexahedral cells and covered with five
prism layers. The value of y+ is lower than 1 on all over the surface of wall. All meshes were calculated
by the realized k–ε turbulence model which performs better [13], and enhanced wall treatment, that is to
say, two layer all y+ wall treatment which is a hybrid approach that seeks to recover the behaviors of
the other two wall treatments in the limit of fine or coarse meshes. When the mesh resolution increases,
the result showed better accuracy, while the calculation time has become longer. On the other hand,
the results were shown quite similar in case of fine and coarse meshed model [21,22].

Figure 11. Outline of prism layers and hexahedral meshes prism layers on underfloor space and
its opening.

3.3. Wetted Area Ratio

When there is a source of moisture generation inside, the partial pressure of the water vapor
in the air is shown to differ, which affects the evaporation and condensation phenomena. Therefore,
it is necessary to consider the wetted area ratio on the inner surface:

Ratio of wetted surface (RWS, ω) =
Wetted surface area (m2)

Concrete surface area (m2)
(9)

When water is present partially on the surface, the distribution of the internal partial pressure of
water vapor differs, depending on its position due to the evaporation. Therefore, even if the ratio of
wetted surface is the same, different aspects of evaporation and condensation phenomena are expected
to be seen depending on the location of the wet area. However, as it is difficult to generalize the effect
of condensation according to the position of the wet area, therefore, only the conditions where the RWS
is 1 (all surfaces are completely wet) and the RWS is 0 (all surfaces are completely dry) were considered.
Furthermore, a sufficient amount of water was taken into account, so that the ratio of the RWS would
not change during the simulation (water thickness = 0.01 m).

If the evaporation phenomenon occurred on all the surfaces under the condition ω = 1,
the maximum evaporation effect from underfloor ventilation could be assumed confirmed.
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If condensation occurred on all the surfaces in the condition ω = 0, the maximum condensation
effect from underfloor ventilation could be assumed confirmed. The wind speed was calculated based
on the rate of ventilation at 1.0 m/s and 0.05 m/s. The temperature was set at 25 ◦C, considering
the average temperature during the rainy season in June. In addition, the influence of relative humidity
was confirmed by varying it within the range 0–100%, with 20% increasing intervals. A summary
is presented in Table 4 of the detail conditions of each study case to confirm the evaporation and
condensation effect on the internal underfloor space relevant to the outdoor environmental conditions.
The effects of underfloor ventilation relevant to the outdoor environment were investigated by
determining the overall average rate of evaporation and condensation inside the underfloor space after
a time elapse of 1 h in each study condition. The mass change from evaporation and condensation
was calculated for each cell of the surface through the above process.

Table 4. Initial conditions of the film thickness of water on surface of the concrete for the CFD analysis.

Outdoor Condition (25 ◦C)
Initial Water Thickness on Surface

of the Concrete (m)

Humidity (%) Wind Speed (m/s) Wind Direction ω = 1 ω = 0

0

1.0

South

0.01 0
10 0.01 0
30 0.01 0
50 0.01 0
70 0.01 0
90 0.01 0

100 0.01 0
0

0.05

0.01 0
10 0.01 0
30 0.01 0
50 0.01 0
70 0.01 0
90 0.01 0

100 0.01 0

3.4. Analysis Results

The results of evaporation and condensation on underfloor space when outdoor environment
conditions remained constant for an hour can be identified from the thickness of the water. Accordingly,
the results, depending on the differences in the outdoor environmental conditions (wind speed,
humidity), were compared by calculating the change per unit time (mg m−2 h−1) through the analytical
method, as shown in Figure 12.

Figure 12. Evaporation and condensation effects relevant to the outdoor environmental conditions and
RWS on the surface of the concrete on underfloor space.
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Evaporation and Condensation Effect

The drier the air that flowed into the underfloor space and the larger the rate of ventilation,
the faster the moisture evaporated from the surface to be exhausted to the outside, leading to the rate
of evaporation increasing.

Under conditions of 1.0 m/s wind speed and 0% humidity, and when the entire surface
was completely wet (ω = 1), evaporation occurred on all the surfaces, resulting in the largest
evaporation rate of 12.3 mg m−2 h−1. Considering that the floor area covers 59 m2, the total
evaporation rate of the internal underfloor space was 726 mg/h. When the outdoor humidity was 90%,
the evaporation phenomenon reversed and condensation occurred, and, with humidity of 90–100%,
the result was 0.4 × 10−3–0.5 × 10−3 mg m−2 h−1. The total internal condensation rate was indicated
as 0.24–0.03 mg/h.

Under the condition of ω = 1, the outdoor wind speed decreased 1.0 m/s to 0.05 m/s,
and the underfloor space shows a lower evaporation rate. This is because the exhausted volume of
water that evaporated from the internal surface was smaller than the 1.0 m/s resulting from ventilation
was. The higher the humidity the less the difference between the partial pressure of the water vapor
on the water surface and the adjacent air would be, so that the occurrence of evaporation was reduced.
Accordingly, with a 0–70% outdoor humidity condition, the evaporation effect was 0.5–0.05 mg m−2

h−1 per underfloor space on average. On the other hand, with a condition of 90% outdoor humidity,
a state of equilibrium was reached, with no evaporation or condensation occurring. When outdoor
humidity of 100% was introduced, the evaporation phenomenon reversed and 0.7 × 10−4 mg m−2 h−1

condensation occurred.
As there was no source of internal water generation when ω = 0, the evaporation phenomenon

would not occur under humidity conditions of 0–70%. However, with 90–100% humidity, the moisture
introduced from the outside air condensed on the cold surface of the concrete at a condensation
rate of 0.03 g/h. The condensation phenomenon was slight, as indicated by the result of
0.4 × 10−2 mg/h. Furthermore, under conditions of 90–100% humidity and ω = 0, the condensation
was 0.7 × 10−4 mg m−2 h−1, which means all the internal surfaces were dry. As the temperature of
the concrete was lower than was the air temperature of the internal underfloor space, the occurrence
of condensation had higher significance when all the surfaces were dry (ω = 0) than when they
were all wet (ω = 1). This is because the surface temperature of the dry concrete was lower
than was the temperature of the water that formed on this surface; therefore, less condensation
occurred. As regards the result shown in Table 5, (+) and (−) represent condensation and
evaporation, respectively.

Table 5. Water thickness on the surface of the concrete relevant to the outdoor conditions.

Outdoor Condition (25 ◦C)
Evaporation and Condensation Rate

(mg m−2 h−1)

Humidity (%) Wind Speed (m/s) Wind Direction ω = 1 ω = 0

0

1.0

South

−12.3 0
10 −10.8 0
30 −7.8 0
50 −4.7 0
70 −1.6 0
90 0.4 × 10−3 0.5 × 10−3

100 0.5 × 10−3 0.5 × 10−3

0

0.05

−0.5 0
10 −0.4 0
30 −0.3 0
50 −0.2 0
70 −0.05 0
90 0 0.7 × 10−4

100 0.7 × 10−4 0.7 × 10−4

(+): Positive value corresponds to the condensation. (−): Negative value corresponds to the evaporation.
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4. Daily Changes in Fluctuating Environmental Condition

In the second instance, we studied a fluctuation of outdoor environmental conditions over time,
as the RWS status varied with the introduction of varying parameter values over time relevant to
the outdoor environment. Accordingly, the effect of the ventilation rate of the underfloor space
was confirmed by verifying the rate of evaporation and condensation, the amount of the condensed
water, and the region where the condensation was likely to occur. Such information could be utilized
in the architectural design of residences with underfloor spaces.

When the air conditions changed with time, the indoor conditions of evaporation and
condensation fluctuated correspondingly. Furthermore, depending on the airflow, the surface
temperature distribution, and moisture distribution, and the position where the condensation can
occur would change, so as the RWS. When the condensed water evaporated, it acted as a generation
source of water vapor, which affected the occurrence of the evaporation and condensation phenomena.
Accordingly, our study confirmed variations over time in the rate of evaporation and condensation,
the weight of condensed water, and the area where condensation would likely occur relevant to a rainy
day during the rainy season, when the average humidity was high.

4.1. Weather Data

In this part of the study, we considered the outdoor environment during the rainy season,
with the highest humidity levels and a high risk of condensation. Figure 13 shows the changes
in daily temperature and relative humidity in Tokyo during the rainy season, and absolute humidity
is expressed in Figure 14.

Figure 13. Variations in the daily outdoor air temperature and relative humidity in Tokyo, Japan,
according to the AMeDAS standard weather data (15 June).

Figure 14. Daily outdoor absolute humidity variations of Tokyo, Japan by AMeDAS standard weather
data (June 15).
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The average temperature measured was 25 ◦C, and the highest temperature was measured
between 12:00 and 15:00. The relative humidity with the increasing temperature was approximately
65%. The average daily humidity was 74%.

Wind speed conditions of the outdoor air were assigned uniformly by using the calculated
ventilation rate of the underfloor, as described in Table 1, assuming a general wind speed and a stagnant
wind speed. However, this time, changes in wind direction and wind speed as time elapses were
not considered.

4.2. Analysis Method

As shown in Figure 15, the average rate of evaporation and condensation, the amount of
condensed water on the surface, and the change in the condensation area over 24 h were confirmed in
our study. As changes in wind speed and direction were not taken into consideration, we utilized the
values in Table 1, representing the results of ventilation rates at 1.0 m/s and 0.05 m/s of the southern
wind. In this instance, unlike the uniform condition of the outdoor environment, RWS changed
continuously according to the elapse of time. The simulation calculations were conducted for 24 h,
with the method reflected in Table 3. The environmental conditions of the outdoor air complied with
the temperature and humidity data of the rainy season in Tokyo, as represented in Figure 13. The initial
RWS condition of the internal surface was set at 0, which means that all the surfaces were dry.

Figure 15. Variation in the average evaporation and condensation rate on the surface of the underfloor
space during a day.

4.3. Analysis Results

The evaporation and condensation rates, the amount of the condensed water, and the area of
condensation of the underfloor space were observed at hourly intervals over time to identify the effects
of the ventilation rate of the underfloor space.

4.3.1. Evaporation and Condensation Effect

The distribution of temperature and pressure inside the underfloor was not uniform because
of the influx of outdoor air introduced through the ventilation openings. The value of RWS
changed continuously because of the condensation phenomenon. Furthermore, as evaporation and
condensation occur differently, depending on the location, the rates of evaporation and condensation
was confirmed through the average rate of the entire underfloor space.

When the amount of evaporation was greater than that of condensation, it is expressed as
the total average condensation, but when the amount of condensation was greater than that of
evaporation, it is expressed as the total average evaporation. The internal humidity of the underfloor
would be influenced by the outdoor humidity when the volume of introduced outdoor air increased
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with an increase in the ventilation rate. In the instance of the outdoor air velocity being 1.0 m/s,
the absolute humidity increased with the rising temperature after 6:00 in the morning. The rate of
internal condensation continued to increase until 11:00, resulting in a maximum condensation rate of
0.34 mg m−2 h−1 at 10:00. From 11:00, the condensation rate gradually decreased and the condensed
water on the surface evaporated between 11:00 and 12:00, whereas the evaporation rate increased
significantly at 12:00 to 0.46 mg m−2 h−1. During the rainy season, the humidity remains high
throughout the day. Therefore, during the calculated period, the absolute humidity increased with
the rise in temperature and the condensation phenomenon appeared again after 13:00 and continued
until 23:00. Furthermore, at 24:00, the humidity decreased and evaporation occurred at a largest
value of 0.46 mg m−2 h−1 for the day measured. In a condition of stagnant wind velocity (0.05 m/s),
it was not influenced significantly by the outdoor conditions. This means that not only was the outdoor
moisture not introduced well but also that the internal moisture was not exhausted well. As time
elapsed, the condensation phenomenon continued as the humidity from outside entered the underfloor
space; however, the evaporation did not occur for 24 h. Furthermore, the evaporation and condensation
phenomena were shown to be in equilibrium at 15:00.

4.3.2. Evaporation and Condensation Effect

We confirmed the overall characteristics of the internal underfloor space over time according
to the average value of the amount of condensed water occurring in the entire underfloor space.
The occurrence of condensation initially commenced when all the internal surfaces were in the dry
state and it subsequently accumulated water inside the underfloor space.

As shown in Figure 16, in a condition of wind speed of 1.0 m/s, the condensation continued until
10:00, with evaporation starting to occur between 11:00 and 12:00, and the amount of condensed water
starting to decrease. Between 13:00 and 23:00, condensation continued, with the amount of condensed
water being the highest at an average value of 2.22 mg/m2. At 24:00, the rate of evaporation was high,
resulting in an average cumulative condensation of 1.76 mg/m2 per day. Condensation occurred
continuously with a wind velocity of 0.05 m/s, assuming a stagnant environment, and an amount of
0.48 mg/m2 of cumulative condensed water was observed at 24:00.

Figure 16. Amount of condensed water of the underfloor space relevant to evaporation and
condensation during a day.

Convective mass transfer on surface increases as the air velocity increased. The air temperature
increase causes the absolute humidity rise in the moist air due to the change of saturated vapor pressure.
These results affect the amount of moist introduced from the outdoor air. As the higher ventilation rate,
inflow rate of water vapor into underfloor space increase. This means that the convective mass transfer
in a condition of 0.05 m/s is not a dominant comparing to 1.0 m/s. Before 6 o’clock, the evaporation at
1.0 m/s was stronger than the condensation due to water vapor inflow. On the other hand, at 0.5 m/s,
the condensation by convection was stronger than the evaporation. In the case of 1.0 m/s, condensation
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due to water vapor flow is stronger than evaporation due to forced convection as the absolute humidity
flowing into the inside increases after 6 o’clock. For this reason, the amount of condensed water
in the underfloor space is reversed by 1.0 m/s and 0.05 m/s after 7 o’clock.

4.3.3. Condensed Water Distribution on Surface of Concrete

The area where condensation occurred differed according to the ventilation rates. As shown
in Figure 17, at a wind speed of 1.0 m/s, condensation did not occur where the airflow is strong,
but did occur nearby the mainstream of the strong airflow, and was likely to occur in the corners of
the underfloor space. However, in the northern zone, where the airflow does not reach, condensation
hardly occurred at all. The evaporation phenomenon was likely to occur in an area of strong airflow,
as mass transfer easily occurred and condensation rarely occurred. In addition, the convective heat
transfer from the surface was more pronounced because of the strong airflow when the outdoor air
flowed in; therefore, condensation was less likely to occur. In contrast, in a stagnant condition of
0.05 m/s wind speed, condensation occurred mostly near the zone where the airflow was generated.
This is because the velocity of the incoming airflow was extremely low and the convective heat transfer
on the surface was not large; therefore, the moisture of the incoming outdoor air condensed at the area
where the airflow was formed.

Figure 17. Variation in the condensed water thickness on the surface of the concrete during a day.
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5. Discussion

The RWS of the initial internal environment was assumed zero in fluctuating conditions.
Under such conditions, dry air was introduced into the underfloor space and the evaporation
phenomenon did not occur, even if ventilation were performed. Therefore, the result could not
be confirmed and could be different from the actual phenomenon. However, as the relative humidity
of the airflow in the initial condition was 80%, the evaporation phenomenon was considered
unlikely to occur originally. It is necessary to check the temperature distribution by calculations
over a long time in order to confirm an environment similar to the actual environment. However,
both the initial surface temperature and the internal temperature of the material were assumed
uniform because of the limitation of the calculation load. Therefore, it could differ from the actual
environmental conditions.

6. Conclusions

In the case where condensed water exists inside the subfloor, the rate of evaporation was shown
to be greater when the airflow rate was high. However, under extreme conditions where the outdoor
humidity is 90% or more, condensation occurs instead of evaporation. When the outdoor humidity
was less than 90%, the condensation did not occur, regardless of the airflow rate. This means
that keeping the inside of the underfloor space free from condensed water and dry is important.
In the situation when the outdoor humidity is high, such as the rainy season, internal condensation
in the underfloor space easily occurs due to natural ventilation no matter what the airflow rate
is. If the airflow rate is high, it is easily affected by outdoor humidity, and the evaporation and
condensation phenomena are continuously changing. On the other hand, under low airflow rate
conditions, only the condensation appeared steadily. If the wind velocity is strong, the convective mass
transfer on a surface becomes large. When the outdoor humidity is high and the airflow rate is high,
condensation mainly occurs in a corner of the underfloor space due to high evaporation by convection
in the mainstream of the airflow. By contrast, when the airflow rate is low, condensation occurs along
the air stream. If condensation occurs once in the corner where the airflow has not reached well,
it is difficult to evaporate again. Therefore, it is necessary to control the ventilation rate according to
the characteristics of the external environment and internal RWS.

1. We confirmed the influence of the difference in the humidity when the outdoor wind speed
was assumed 1.0 m/s and the outdoor air flowing into the room remained constant according to
the calculated ventilation rate. In the instance of a RWS value of 1, evaporation occurred actively
and the evaporation rate was 12.3 mg m−2 h−1. The total volume of the internal evaporation rate
was 726 mg/h. The evaporation phenomenon did not occur in a condition of 0–70% humidity,
where the value of RWS was 0 and the entire surface was dry. When humidity was high at
90–100%, the total condensation rate of the underfloor was 0.03 g/h.

2. We confirmed the influence of the difference in humidity when the outdoor wind speed
was assumed stagnant at 0.05 m/s and the outdoor air flowing into the room remained constant
according to the calculated ventilation rate. When the value of RWS was 1, the average
evaporation effect per area was determined as 0.5–0.05 mg m−2 h−1, and the total volume
of the evaporation rate was 29.5–3.0 mg/h. In a condition of 90% humidity of the introduced
outdoor air, a state of equilibrium was indicated, with neither evaporation nor condensation
occurring. With 100% humidity, the evaporation phenomenon reversed and a condensation
phenomenon of 0.7 × 10−4 mg m−2 h−1 occurred. However, the condensation phenomenon
was slight, as indicated by the result of 0.4 × 10−2 mg/h. When the RWS value was zero, with all
the internal surfaces dry and humidity of 90–100%, the total condensation rate of the underfloor
space was 0.03 g/h.

3. When the outdoor wind speed was 1.0 m/s and the outdoor environmental conditions
fluctuated for 24 h, the outdoor humidity remained high and condensation continued. However,
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with the temperature rising or humidity decreasing, evaporation occurred between 11:00 and
12:00, and at 24:00. The maximum condensation rate was 0.34 mg m−2 h−1 at 10:00 and the
maximum evaporation rate was 0.46 mg m−2 h−1 at 12:00 and at 24:00.

4. In a stagnant environment, with an outdoor wind speed of 0.05 m/s, the rate of natural ventilation
into the underfloor was low and the effect of the outdoor environment was therefore insignificant.
Consequently, condensation continued for 24 h and evaporation did not occur at all.

5. Under a condition of 1.0 m/s wind speed, evaporation and condensation occurred continuously
throughout the day and the cumulative rate of condensation of the underfloor space
was 1.76 mg/m2 per day. Under a condition of 0.05 m/s wind speed, the cumulative rate
of condensation of the underfloor space from natural ventilation was 0.48 mg/m2 per day.

6. When the wind speed was 1.0 m/s, condensation did not occur near the strong airflow, but did
occur in the vicinity of the airflow, and easily occurred in the corners. Furthermore, as there
was less moisture transfer through the airflow, condensation hardly occurred where the airflow
could not reach. At a wind speed of 0.05 m/s, assuming a stagnant condition, moisture
was transferred to the inside by the airflow and condensation occurred in accordance with
the airflow.
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Abstract: A computational fluid dynamics (CFD) analysis of air distribution in a representative
railway vehicle equipped with a heating, ventilation, air conditioning (HVAC) system is presented in
this paper. Air distribution in the passenger’s compartment is a very important factor to regulate
temperature and air velocity in order to achieve thermal comfort. A complete CFD model, including
the car’s geometry in detail, the passengers, the luminaires, and other the important features related
to the HVAC system (air supply inlets, exhaust outlets, convectors, etc.) are developed to investigate
eight different typical scenarios for Northern Europe climate conditions. The results, analyzed and
discussed in terms of temperature and velocity fields in different sections of the tram, and also in
terms of volumetric parameters representative of the whole tram volume, show an adequate behavior
from the passengers’ comfort point of view, especially for summer climate conditions.

Keywords: heating, ventilation, air conditioning; computational fluid dynamics; railway vehicle;
heat transfer; thermal comfort; tram

1. Introduction

Air distribution in passenger’s compartment is a very important factor to regulate temperature
and air velocity in order to achieve thermal comfort. The study of air distribution plays an important
role in the design of new HVAC (heating, ventilation, and air conditioning) equipment and also in the
evaluation of existing solutions. Technological solutions such as innovations in air-conditioning and
other forms of cooling or ventilation can improve environmental conditions, which is beneficial for
human health, comfort, and productivity.

Saving energy and providing thermal comfort are two important goals of HVAC systems.
Regarding the first goal, the European Project ECORailS (Energy Efficiency and Environmental
Criteria in the Awarding of Regional Rail Transport Vehicles and Services, 2011) [1] for enhanced
energy-efficiency of regional rail passenger services is a good example, as its main objective is to
reduce the specific energy consumption of European regional passenger rail transport by 15% by
2020. While it is relatively easy to define and estimate the energy consumption of HVAC systems,
the evaluation of thermal comfort is much more challenging. The American Society of Heating,
Refrigerating and Air-Conditioning Engineers (ASHRAE) defines thermal comfort as “condition of
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mind that expresses satisfaction with the thermal environment” [2]. As it depends on personal factors
(such as metabolic rate or clothing) and environmental factors (such as air velocity, air temperature,
air temperature stratification, radiant temperature, radiant temperature asymmetry, relative humidity,
or turbulence intensity in the occupied zone), the definition and evaluation of thermal comfort is
subjective and complex.

European standard EN-14750-1:2006 [3], relative to air conditioning for urban and suburban
rolling stock, establishes a classification of the railway vehicles depending on the number of standing
passengers, the average travel time, and the average time between two vehicle stops. According to that
definition a railway vehicle is category A for suburban/regional transport and B for the rest. It also
defines different comfort parameters and requirements that depend on the vehicle category and are
related to the temperature and velocity within the railway vehicle.

Keeping fixed the parameters related to personal factors and the indoor geometry, thermal
comfort is directly related to air conditions: velocity, temperature, and temperature stratification.
It is evident that different diffusers and different locations of supply inlets and exhaust outlets will
affect air distribution and, consequently, also the distribution of the cited thermal comfort parameters.
Moreover, for a given HVAC system operating with different conditions (air supply temperatures,
air supply flow, climate conditions etc.) these parameters will also change. Hence, it is necessary to
understand quantitatively how these different operating conditions will affect local thermal comfort.

In public transport, such as railway vehicles, thermal comfort is even more important than in
building applications. In fact, standing passengers inside a cabin for several minutes/hours do not
have opportunities of moving. Passenger comfort has to be one of the most important elements in the
design of public transport in order to persuade people to choose it instead of other means of transport.
This is the reason why, for several years, many studies have focused on the air distribution system in
the passenger’s cabin.

As discussed by Liu et al., in its literature review paper [4] (focused on the particular case
of commercial airliner cabins), two main approaches are available for analyzing air distribution:
experimental measurements inside the cabin (with different equipment such as hotwire anemometers
and hot-sphere anemometers, particle tracking velocimetry, particle streak velocimetry, particle image
velocimetry, and ultrasonic anemometry) and numerical simulations (mainly CFD simulations).
R. Lieto [5] studied, both numerically and experimentally, the indoor climate in city busses.
He contrasted his numerical results with measurements of the air speed in some selected points in two
different situations (a moving vehicle with the door closed and the vehicle at a bus stop with open
doors). Zhu et al. [6] also studied, numerically and experimentally, the micro-environmental conditions
in public transportation buses, focusing on thermal comfort and also on air quality. In other work,
Zhu et al. [7] studied numerically the risk of airborne influenza infection in a bus microenvironment
with different ventilation system configurations.

There are more publications regarding air distribution in aircraft cabins that are also focused
on thermal comfort and air quality. Bianco et al. [8] studied numerically-transient simulations of the
thermal and fluid dynamic fields in the cabin of an executive aircraft, considering 2D and 3D models.
In other papers [9–14] the studies have been devoted to air quality and the distribution of pollutants,
mainly CO and CO2.

Although comfort conditions in public transport, such as buses or aircraft cabin, planes have
been widely discussed in recent years, to the best of the knowledge of the authors, there are only
a few papers specifically related to railway vehicles. Thompson et al. [15] presented a review of
cooling systems used in railway vehicles and the advantages of using heat storage in the complex
environment of an underground railway. Show [16] discussed a ventilation criterion for ensuring
a clean environment, with low carbon-dioxide concentration (lower than 0.1% in air). To obtain such
acceptable indoor air-quality inside the train compartment, he mentions two possibilities: to increase
the fresh-air supply rate for dilution or to design a better air-distribution system. However, none of
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these studies in railway vehicles include an analysis of air distribution and its relationship with the
passengers’ thermal comfort.

To the best of the knowledge of the authors, perhaps due to the complex and time-consuming
process of the geometry definition and the high required computational time in the simulations,
there are not any previous studies related specifically to air distribution railway vehicles with
passengers using CFD techniques. Even though all the modes of transportation share some similarities,
such as the air conditioning and the comfort conditions, there are also some differences in the
functionality and the passengers’ distribution that make these transports different from a thermal
analysis point of view. Moreover, as concluded in Yan et al. [17] the computational manikin model
approach representing the passengers in the vehicle can affect the temperature fields, and an excessive
degree of simplification can be incapable of predicting accurate results.

Experimental measurements, which are often considered reliable to analyze air distribution and
thermal comfort, can be technically very difficult and expensive. It is very difficult to obtain results
under realistic thermo-fluid conditions or detailed geometry. On the other hand, CFD simulations
offer a good alternative. Due to their flexibility and efficiency a lot of scenarios can be studied with
a relatively low cost. Furthermore, the results in terms of temperature and velocity fields can be
obtained for the whole volume of interest and not only for a specific measured point.

In the present work, a detailed CFD analysis of air distribution and the temperature and velocity
profiles in different sections of a representative railway vehicle is performed (including the passengers),
in order to discuss the results in terms of thermal comfort.

2. Problem Definition and Methodology

A detailed three-dimensional CFD model of a railway vehicle formed by four cars is developed
using the software ANSYS-CFX (ANSYS, Inc., Southpointe, Canonsburg, PA, USA). The tram (39.475 m
length and 2.650 m width) is divided in two parts (part one: cars C1 and N, and part two: cars R and
C2). In each car there are two doors and eight windows. Although cars C1 and C2 are identical, cars N
and R are geometrically different.

In the model, a representative HVAC system and a random distribution of passengers are
integrated. In all the studied cases, the tram remains stopped and the driver’s cabin is not included.
A 3D view of the railway vehicle is shown in Figure 1.

Figure 1. 3D railway vehicle model view.

The boundary conditions related to the HVAC system are shown in Figure 2, for part one of the
tram. The conditioned air (3000 m3/h in each part of the tram) is supplied by two longitudinal forced
ventilation inlets located at the ceiling of the tram. In the extreme cars (C1 and C2) there are two
forced ventilation exhausts. Air is homogenously supplied along the tram, except near the forced
exhaust vents located at the ceiling, where vents are closed in order to avoid the short-circuiting of the
supply air.
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Figure 2. Inlets and exhaust openings, part 1.

In each door there are two natural exhaust openings. In cars C1 and C2 there are, in total, two
forced exhaust ventilation systems located at the walls of 150 m3/h each.

In addition, the HVAC system includes 16 convectors (four in each car) that only work during
winter climate conditions. These convectors are of two different models: type 1 (supplied flow
230 m3/h) and type 2 (supplied flow 200 m3/h). The number of the different convectors in each car is
shown in Table 1.

Table 1. Convector types in each car.

Model Tram (C1-N-R-C2) Car C1 Car N Car R Car C2

Type 1 10 2 4 2 2
Type 2 6 2 0 2 2
Total 16 4 4 4 4

The cases studied are based on two different passengers’ occupation scenarios, one including
the passengers (220 in total, 120 standing and 100 seated) and the other without passengers. In the
cases including occupation, it is considered a sensible heat load of 78 W/person (17.16 kW in total).
There are two lighting rows in the longitudinal direction on each side of the ceiling. The total lighting
sensible heat load in the tram is 2.67 kW (homogeneously distributed in the four cars). The overall heat
loss coefficient through the tram envelope (including walls, windows, floor and ceiling) is assumed to
be 2 W/(m2K).

Eight different parameters of working conditions have been studied for typical weather conditions
in Northern Europe, in an attempt to investigate air distribution, temperature, and velocity fields
inside the tram and its effects on thermal comfort. The temperature conditions are summarized in
Table 2 for different scenarios.

Table 2. Temperature working conditions.

Case Season
Passengers
(Yes/No)

Supply
Temperature (◦C)

Exterior
Temperature (◦C)

Convector Type 1
Supply

Temperature (◦C)

Convector Type 2
Supply

Temperature (◦C)

1 SUMMER No 20.3 40 - -
2 SUMMER No 12.4 28 - -
3 SUMMER Yes 12.4 28 - -
4 SUMMER Yes 12.1 27 - -
5 WINTER No 32.6 0 41 32
6 WINTER No 22.4 −16 43 35
7 WINTER Yes 22.4 −16 43 35
8 WINTER Yes 21.6 −6 43 35
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Cases 1–4 and 5–8 correspond to summer and winter weather conditions, respectively. Scenarios
without passengers (cases 1, 2, 5, and 6) and with passengers (cases 3, 4, 7, and 8) are considered. In all
cases, supplied air flow temperature, exterior temperature, and the convectors’ supplied temperature
are indicated (the last only for winter cases). Solar radiation is not included in the model. The air flow
conditions for each part of the tram are described in Table 3.

Table 3. Air flow conditions for each part of the tram.

Case
Supplied

Flow (m3/h)
Fresh Flow

(m3/h)
Forced Exhaust
Ceiling v(m3/h)

Forced Exhaust
Walls (m3/h)

Convector Supply
Flow Part 1 (m3/h)

Convector Supply
Flow Part 2 (m3/h)

1 3000 - 3000 - - -
2 3000 1100 1900 150 - -
3 3000 1100 1900 150 - -
4 3000 1650 1350 150 - -
5 3000 - 3000 - 1780 1720
6 3000 1100 1900 150 1780 1720
7 3000 1100 1900 150 1780 1720
8 3000 1650 1350 150 1780 1720

In all the studied scenarios the fresh air flow for each part of the tram is indicated. The difference
between the 3000 m3/h supplied flow in each part of the tram and the fresh flow is the forced flow
exhausted by the ceiling extractions (recirculated air flow).

The rest of the air is exhausted by the forced wall extractions located at the walls in cars C1 and
C2 and by the natural openings located at the doors. Particularly, in cases 1 and 5 the HVAC system
does not supply fresh air, which means that in each part of the tram, the 3000 m3/h supplied air flow
is exhausted by the ceiling extractions. The forced wall extractions located at the walls of cars C1 and
C2 are active in all cases except for cases 1 and 5. Finally, the convectors’ supplied air flow in the two
different parts of the tram (only for winter cases) is also indicated.

For the defined operating conditions, a 3D CFD model is used to predict the temperature and
velocity fields of air inside the tram. With this methodology, the conservation equations of mass,
momentum and energy (Navier-Stokes equations) are solved using a computer-based tool over the
region of interest, with specified conditions on the boundaries of the tram.

The mesh is formed by tetrahedral elements in the fluid volume and prismatic elements near the
walls in order to obtain the correct refinement of the viscous kinematic and thermal boundary layer.
For the inlet and outlet regions of air ventilation, the mesh has been generated with smaller elements
in order to obtain more precision and detail in the characteristics of the air movement in this critical
zone for the velocity field.

In the analysis it is considered a steady-state regime, and the sheer stress transport (SST)
turbulence model is used. Air is considered to behave like an ideal gas.

The passengers are modeled in two different positions: standing or sitting. For the purpose of
this study, the design capacity of the tram is 220 passengers, 120 standing and 100 sitting. In order to
reduce the number of nodes and the time consumption during the simulations, a simplified geometry
model of the passengers has been defined. A sketch of the passengers’ distribution in car C1 is shown
in Figure 3.

A similar passenger distribution is defined in the rest of the cars.
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Figure 3. Passenger’s distribution in car C1.

3. Results

Results are presented in three different sections. Firstly, the air distribution within the tram
volume is described briefly, with a focus on the main inlets and outlets of air and pointing out the
singularities of the velocity fields in its proximities. Secondly, results are discussed in terms of the
temperature fields in different representative planes in the tram (shown in Figure 4).

Figure 4. Selected horizontal and vertical planes.

The selected horizontal plane, representative for the occupancy plane, is at a height of +1.1 m.
Four different vertical planes (X1, X2, X3, and X4) are selected, one in each car of the tram. While
planes X1 and X4 are representative of the forced extraction ventilation located at the ceiling of cars
C1 and C2, respectively, planes X2 and X3 are representative of the forced inlet ventilation and the
natural exhaust ventilation located at doors of cars N and R, respectively. Finally, the results are also
quantitatively analyzed in the tram volume. In order to avoid areas of local discomfort such as the
proximities of the tram envelope, the luminaires, or the convectors, it is defined an interior comfort
volume that does not consider these zones to evaluate the comfort parameters. In the present work,
where the design of the HVAC system is defined in advance, these comfort parameters are useful to
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compare multiple scenarios with different working conditions, but these parameters could be also
used to analyze the impact in air distribution and thermal comfort of different HVAC systems.

3.1. Description of Air Distribution in the Tram

The conditioned air is supplied by the longitudinal inlets located at the cars’ ceiling (and in the
case of winter season, also by the convectors). Air is homogenously supplied by the longitudinal inlets
except near the forced exhaust vents located at the ceiling, where the vents are closed in order to avoid
a short circuit in the air distribution. The vents are also closed in the joints between cars. While most of
the air is exhausted by the forced ventilation system located at the ceiling in cars C1 and C2, the rest is
driven out of the tram by the natural openings located at each door and the forced exhaust ventilation
systems located at the walls of cars C1 and C2.

In Figure 5a, the velocity fields for case 1 (without passengers) in the vertical section containing
the ceiling extractions in car C1 (plane X1) is shown. It is observed an ascendant air flow and the
maximum velocities are reached in the proximities of the ceiling extractions. In Figure 5b, the velocity
fields for the same case in the vertical section containing the longitudinal supply inlets and the natural
openings located at the doors in car N (plane X2) is shown. It is observed that air is driven from the
supply inlets located at the ceiling to the doors’ natural openings located near the floor. A circular air
flow pattern is reached and a relatively small amount of air is driven out of the tram by the natural
exhaust ventilation located at the doors.

Figure 5. Velocity fields, case 1, plane X1 (a) and plane X2 (b).

Similar air flow distribution is observed for cases with occupation, even though the air distribution
is more complex. Figure 6 shows the velocity fields for Case 3 (with passengers) in the same sections
described in the previous figure.
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Figure 6. Velocity fields, Case 3, plane X1 (a) and plane X2 (b).

In Figure 6a, it is observed again that air is driven to the ceiling forced extractions, reaching
maximum velocities values near them. In Figure 6b, air is driven from the supply inlets located at
the ceiling to the doors’ natural openings located near the floor. Again, the maximum velocities are
reached in the proximities of inlets and outlets. Even though the conditioned air is not supplied near
the ceiling extractions, as observed in Figures 5a and 6a, air distribution and circulation inside the
tram is adequate, with no death zones without air circulation.

3.2. Temperature Distribution

According to the European standard EN-14750-1:2006 [3], the difference of temperature at a
horizontal plane of a height of +1.1 m must be lower than 8 ◦C for B category railway vehicles.
The same condition must be satisfied at any vertical plane (X direction). In this work, the requirement
is quantified in terms of the percentage area that is in the range Tavg ± 4 ◦C, where Tavg is the average
temperature at the particular plane. With this definition, a percentage of 100% means that the whole
plane satisfies the requirement. The temperature field in the cited horizontal plane is presented in
Figures 7 and 8 for the summer cases (Cases 1–4) and the winter cases (Cases 5–8) respectively.

Figure 7. Temperature fields in the horizontal plane at +1.1 m, summer cases (1–4).
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Figure 8. Temperature fields in the horizontal plane at +1.1 m, winter cases (5–8).

The quantitative results at the horizontal plane, summarized in Table 4, show a homogeneously-
distributed temperature around the average temperature in all cases, especially for summer cases 1–4
(percentages above 98%) in comparison with winter cases 5–8 (percentages above 96%).

Table 4. Temperature parameters at surfaces.

Comfort Parameters (Plane Z +1.1 m)

Case Tavg (◦C) Tavg ± 4 ◦C (%)

1 24.4 100
2 15.7 100
3 22.7 100
4 22.4 98
5 28.6 100
6 24.3 99
7 29.4 97
8 29.9 96

As an example, Figures 9 and 10 show the temperature fields in the vertical planes X1, X2, X3, and
X4 for Cases 3 and 7 (representative cases with passengers for summer and winter seasons, respectively).

Figure 9. Temperature fields at vertical planes X1, X2, X3, and X4, summer Case 3.
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Figure 10. Temperature fields at vertical planes X1, X2, X3, and X4, winter case 7.

In the representative summer case (Figure 9), it is observed that maximum temperatures are
reached near the passengers’ proximities and minimum temperatures are reached near the supply
inlets. In the representative winter case (Figure 10) the maximum temperatures are also reached
near the passengers’ proximities and also in the convectors’ zone of influence, while the minimum
temperatures are reached near the tram envelope (due to the high gradient of temperature with
the exterior).

The quantitative results at the vertical planes for the eight cases are summarized in Table 5.

Table 5. Temperature parameters at vertical planes.

Comfort Parameters (Planes X1, X2, X3, and X4)

Case
Plane X1 (Car C1) Plane X2 (Car N) Plane X3 (Car R) Plane X4 (Car C2)

Tavg (◦C) Tavg ± 4 ◦C (%) Tavg (◦C) Tavg ± 4 ◦C (%) Tavg (◦C) Tavg ± 4 ◦C (%) Tavg (◦C) Tavg ± 4 ◦C (%)

1 24.7 100 24.4 100 24.9 100 24.5 100
2 15.8 100 15.7 100 15.6 100 15.6 100
3 24.7 100 24.4 100 24.9 100 24.5 100
4 24.6 99 23.6 98 23.2 99 22.6 100
5 27.3 100 27.4 86 28.2 87 27.4 100
6 23.9 99 23.0 91 24.5 95 23.8 98
7 30.7 95 28.8 83 28.7 90 28.7 96
8 31.7 96 29.2 84 29.7 92 29.8 97

Results show a homogeneously distributed temperature around the average temperature in all
cases, especially for summer cases (1–4), with percentages above 98%. In winter cases (5–8), in which
the temperature gradients are higher, the percentages in the range are lower (percentages above
83%). In these winter cases, the results are better for sections X1 and X4 (percentages above 95%) in
comparison with planes X2 and X3. This is explained by the fact that sections X1 and X4 are located at
the extreme cars in which the forced ceiling extractions cause a more homogeneous air distribution.

3.3. Temperature and Velocity within the Tram Volume

The previously-analyzed sections were selected in a first approach as representative of the whole
tram thermal behavior. These sections included hot areas (such as the proximities of the lighting or the
passengers) and other cold areas (such as the proximities of the ceiling air supply inlets or the tram
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envelope in winter cases) that are not strictly situated in the occupancy zones and can distort the results.
Taking into account the whole volume of the tram, the volume of these zones is not negligible. In order
to obtain a more realistic approach of the tram thermal behavior in the zone where the passengers are
located, the comfort volume is defined as the space between heights +0.5 m and +1.7 m, excluding the
convectors’ influence zone and also the proximities of the walls of the tram.

Temperature and velocity requirements are quantified in terms of the volume percentage that
satisfies the given requirement in the defined comfort volume.

In the case of the temperature requirement, it is calculated the percentage volume in the range
Tavg ± 4 ◦C, where Tavg is the average temperature at the volume.

In the case of the velocity requirement, it is quantified the percentage volume in which the velocity
is lower than the maximum allowed (vmax), where vmax is defined according to EN-14750-1:2006 [3],
and depends on the railway vehicle category and also on the average temperature in the tram.

This maximum allowed velocity vmax is shown in Table 6 for different average temperatures for B
category trams:

Table 6. EN-14750-1 velocity requirements depending on the average temperature (category B).

Tavg (◦C) Maximum Allowed Velocity (m/s)

18 0.30
22 0.35
25 0.70
28 1.4
30 2.0
35 4.0

Taking into account this definition, the results in the defined volume are summarized in Table 7.

Table 7. Velocity requirement depending on the average temperature (category B).

Comfort Parameters (Volume)

Case
Temperature Velocity

Tavg (◦C) Tavg ± 4◦C (%) vmax (m/s) vav (m/s) v < vmax (%)

1 24.5 100 0.60 0.19 100
2 15.8 100 0.30 0.15 99
3 23.1 99 0.42 0.17 97
4 22.9 94 0.42 0.16 96
5 29.0 97 1.60 0.20 100
6 23.7 95 0.54 0.20 98
7 29.0 89 1.60 0.19 100
8 29.6 89 1.80 0.19 100

The quantitative results in the defined comfort volume show a good behavior in terms of the
defined comfort parameters for temperature and velocity. In the case of air temperature, results show
a homogeneously-distributed temperature around the average temperature in all cases, especially for
summer cases 1–4 (percentages above 94%) in comparison with winter cases 5–8 (percentages above
89%). In the case of air velocity, results in the defined comfort volume are excellent. In winter cases 5–8,
where the maximum allowed velocities are higher (due to the higher average temperatures in the tram)
the percentages are 100% except for case 6 (98%). In summer cases 1–4, the percentages are above 96%.
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4. Conclusions

A CFD analysis of air distribution in a railway vehicle equipped with a specific HVAC system has
been presented for eight different scenarios representative of typical summer and winter Northern
European climate conditions.

Firstly, a description of the CFD model focusing on the HVAC system characteristics is presented
and the results are discussed in terms of air distribution. Results show that air distribution and
circulation inside the tram is adequate, with no death zones without air circulation.

Temperature fields in different representative horizontal and vertical sections of the tram are
also analyzed in terms of the area percentage that is in the range Tavg ± 4 ◦C, where Tavg is the
average temperature at the particular plane. The quantitative results at the selected sections show
a homogeneously distributed temperature around the average temperature in all cases, especially
for summer cases 1–4 (percentages above 98%) in comparison with winter cases 5–8 (percentages
above 83%). These worse results for winter conditions are explained by the fact that in these cases
the difference of temperature between the hot areas (such as the convectors’ influence zone or the
passengers’ proximities) and the cold areas (the proximities of the tram envelope, with very low
exterior temperatures) is higher in comparison with the summer cases.

To obtain a more realistic approach representative of the whole tram volume (not depending
on the selected sections) the temperature and velocity results are quantified in a comfort volume,
defined as the space between heights +0.5 m and +1.7 m, excluding the convectors’ influence zone and
also the proximities of the walls of the tram. This comfort volume represents the volume occupied
by the passengers. The quantitative results in the defined comfort volume corroborate the previous
temperature surface results. Again, better results are observed especially for summer cases 1–4
(percentages above 94%) in comparison with winter cases 5–8 (percentages above 89%). In the case
of air velocity, the results for the defined comfort volume are excellent for both winter and summer
climate conditions.

The main contribution of this work to the state of the art is the detailed CFD analysis of a
representative railway vehicle for summer and winter conditions, considering a realistic occupancy
level. As indicated in the introduction section, to the best of the knowledge of the authors there are no
previous studies specifically related to air distribution in railway vehicles with passengers. The present
work introduces this analysis and establishes a methodology and starting point for future studies. It is
expected that HVAC systems designers and integrators will increasingly require CFD analysis of the
final systems (railway vehicles and other means of public transport) in order to finely adjust the system
configuration and provide more satisfactory comfort levels to final users. It is, therefore, necessary to
establish an appropriate methodology for such CFD analysis. The design of the air distribution system
in the railway coach will also require CFD analysis of the air ducts for ensuring better performance
(lower pressure drop and better flow distribution).

Finally, solar radiation is not included in the model in the present work. Even though for winter
weather conditions this assumption is conservative in terms of thermal comfort, further analysis must
be carried out in future works that analyze the influence of solar radiation in the results, especially for
summer weather conditions.
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Abstract: A study on the internal fluid dynamic of a high-pressure external gear pump is described in
this paper. The pump has been analyzed with both numerical and experimental techniques. Starting
from a geometry of the pump, a three-dimensional computational fluid dynamics (CFD) model has
been built up using the commercial code PumpLinx®. All leakages have been taken into account in
order to estimate the volumetric efficiency of the pump. Then the pump has been tested on a test
bench of Casappa S.p.A. Model results like the volumetric efficiency, absorbed torque, and outlet
pressure ripple have been compared with the experimental data. The model has demonstrated the
ability to predict with good accuracy the performance of the real pump. The CFD model has been
also used to evaluate the effect on the pump performance of clearances in the meshing area. With
the validated model the pressure inside the chambers of both driving and driven gears have been
studied underlining cavitation in meshing fluid volume of the pump. For this reason, the model
has been implemented in order to predict the cavitation phenomena. The analysis has allowed the
detection of cavitating areas, especially at high rotation speeds and delivery pressure. Isosurfaces
of the fluid volume have been colored as a function of the total gas fraction to underline where the
cavitation occurs.

Keywords: high-pressure external gear pump; numerical modeling; cavitation

1. Introduction

As is well known, external gear pumps are widely used in the fluid power field. These pumps are
used in both mobile and fixed applications such as in agriculture, construction machines and hydraulic
presses. These machines have many advantages like their compactness and low cost, combined with
relatively high efficiency and remarkable reliability, a wide range of operating conditions and structural
simplicity. Usually, these pumps are designed to work over a wide range of speeds and high delivery
pressures as positive displacement units in hydraulic systems.

The working principle of external gear pumps is very simple. The pump consists of two gears.
One is connected to the shaft and is called driving gear; the other one is free and is called the driven
gear. These gears are meshed with each other. Chambers are created by coupling the gears with sliding
bushing blocks, one for each gear. Two plates connect the gears with the pump housing where, usually,
ports are located.

Even if the geometry of these pumps is relatively simple, they are object of many studies
addressing the improvement of their performance. This research is mainly focused on the study
of all the causes of losses inside the components, through internal fluid-dynamics investigations.
Several numerical models are available in literature. These studies (analytical, experimental and
modeling) are focused on the prediction of the performance of this pump typology.
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Thiagarajan et al. [1] demonstrated improvements of the lubrication ability of external gear
machines by designing a micro-surface linear wedge added to the lateral surfaces of the gear teeth.
The author showed the reduction of torque loss by adopting a computational fluid dynamics (CFD)
numerical approach. The results were confirmed by experimentation.

Vacca et al. [2] studied the operation of spur external gear units with a numerical approach. Then,
Pellegri et al. [3] applied the new numerical approach described in [2] with a CFD model, whereby CFD
solved the film flow and the lumped parameter model evaluated the overall operation of an external
gear pump.

Borghi et al. [4,5], predicted the volumetric efficiency of gear pumps using a mathematical model.
The model has been validated with experimental data. Mancò et al. [6] have studied an external gear
pump using a lumped parameter approach. Also for this research, model results have been compared
with experimental data validating the model.

The improvement of the pump performance can be achieved only by correctly designing the
internal fluid dynamic of both lateral plates. These grooves designed in the plates can have several
functions such as reducing the noise inside the pump, however grooves connecting volumes at different
pressures, can significantly affect the volumetric efficiency of gear pumps if not well designed [5].
The effects of grooves inside plates have also been widely studied by Koc et al. [7]. Borghi et al. [8] also
did an interesting analysis on the transient pressure in the meshing volume of external gear pumps.

Many literature studies propose examining gear pumps using 2D modeling approaches with
deforming mesh and volume remeshing. However, for the study of pumps like external gear ones,
even if the 2D modeling approaches give interesting results, they cannot predict the internal flow
behavior like 3D models [9,10]. This depends on the fact that during the operation of an external gear
pump, the flow is really complex because of the rotation speeds (typically in the range 500–3000 rpm)
and high pressure.

These conditions can cause turbulent flows and sometimes phenomena like cavitation.
Yoon et al. [10] did an interesting study on external gear pumps using a three-dimensional approach
(with an immersed solid method). The model included the decompression slots that cannot be
simulated with a 2D approximation. The model has been used to make interesting considerations
on the internal pressure peak, local cavitation, and delivery pressure ripple [11]. They have verified
the influence of the gear tip and lateral clearances on the pump performance. Those gaps become
crucial in the study of these pumps that, as said, work at a very low speed (500 rpm). Castilla et al. [12],
have also built up a complete 3D model of an external gear pump developed with an OPENFOAM
Toolbox. No simulation models have been found for the study of cavitation.

In this paper, the authors have studied principally the flow behavior in the chambers and in
the meshing zone. The implementation in the numerical model of all the groove and leakages is
important to achieve the best accuracy in the prediction of working conditions. The present study is
focused on the analysis of the internal fluid-dynamic of an external gear pump using a tridimensional
numerical approach. As said, in the literature there are few studies done with three-dimensional
simulation tools, and as far as we know, no study has been carried out to fully describe an external
gear pump under all operating conditions, even cavitation. The purpose of this research is finding
an extremely efficient and fast computational methodology able to predict the overall performance of
the components and to allow, by means of monitoring certain points, detecting parameters otherwise
difficult to experimentally measure. In addition, this analysis describes a methodology that could be
widely used to predict when cavitation occurs inside an external gear pump. This point is of extreme
interest for engineers involved in the pump design and optimization phases.

The pump under investigation is the Casappa KP30 (Casappa S.p.A., Parma, Italy), shown in
Figure 1a. The pump geometry is shown in the exploded vision in Figure 1b. The pump main features
are listed in Table 1. An accurate CFD model has been built up using the commercial code PumpLinx®

(Simerics Inc., Bellevue, WA, USA). The entire model of the pump has been created and then validated
with experimental data collected by the pump manufacturer.
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Figure 1. (a) Casappa KP30; (b) exploded vision of the pump drawing.

Table 1. Pump main features—Casappa KP30.

Pump Main Features Value

Nominal displacement 44 cm3

Inlet pressure range 0.7–3 bar
Max. continuous pressure P1 = 250 bar
Max. intermitted pressure P2 = 270 bar

Max. peak pressure P3 = 290 bar

Rotational speed Min = 350 min−1

Max = 3000 min−1

Flow-rate comparisons have been done at three different delivery pressures and oil temperatures
while varying the pump speeds. The model demonstrates an accuracy below 2% for all the analyzed
working conditions. The validation of the model has been also done on the pressure ripples.
Monitoring points have been located in one chamber of each gear. The post-processing of the pressure
inside the chambers underlined the areas under low pressure, especially at high pump speeds.

An analysis on the total volume gas fraction has been performed in order to verify if in the
chambers of both gears the pressure goes below the saturation value causing cavitation. For this reason,
the model has been implemented with an accurate submodel for the prediction of cavitating conditions.

Particular attention has been paid to the connection plates interposed between the ports and gears.
In Figure 2, the geometry of one of them is shown. As said, in the grooves drawn inside plates, during
the gear rotation, the pressure reduction can cause cavitation. For this reason, the design phase of
plates is important and a CFD modeling approach can help optimize those geometries achieving the
best solution. The groove created at the delivery side (underlined with the green rectangle in Figure 2,
allows the trapping of the fluid in the high-pressure volume, reducing, as a consequence, the pressure
spike in the meshing area. On the other hand, the groove instead allows the filling of the chambers
from the suction port. In this way, the pressure drop is reduced, limiting the occurrence of cavitation.
Those grooves have also the function to reduce the noisiness of the pump during the operation.
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Figure 2. Grooves inside the lateral plates.

The design of grooves is important because they also cause a loss of flow-rate and,
as a consequence, of the pump efficiency. Other grooves have been designed on the plates.
These volumes are called high velocity grooves (underlined with the ellipse in blue in Figure 2)
and connect a defined number of chambers with the high pressure side. This solution affects the forces
acting on the gears. In Figure 2 there is also a rectangular vacancy (underlined with the ellipse in black)
that allows the connection to the section port of the pump. This fluid volume will be shown better in
Figure 3b. In the second section of the paper, the numerical model of the pump is described.

Figure 3. Extracted fluid volume of the external gear pump, (a) entire fluid volume; (b) fluid volume of
the plate; (c) fluid volume in rotation; (d) fluid volume of the ports.

2. Numerical Model Description

In this section, a numerical model of the studied external gear pump is described. The model has
been built up using the commercial code PumpLinx®. Starting from the real CAD geometry of the
pump already shown in Figure 1, the fluid volume has been extracted and then meshed. The extracted
fluid volume of the entire pump is presented in Figure 3.

The fluid volume has been meshed using a body-fitted binary tree approach. The grid generated
with a body-fitted binary tree approach is accurate and efficient because the parent-child tree
architecture allows for an expandable data structure with reduced memory storage.

In this architecture of the grid, the binary refinement is optimal for transitioning between different
length scales and resolutions within the model. The majority of cells are cubes, which is the optimum
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cell type in terms of orthogonally, aspect ratio, and skewness, thereby reducing the influence of
numerical errors and improving the speed and accuracy. The grid can also tolerate inaccurate CAD
surfaces with small gaps and overlaps. Therefore, a body-fitted binary tree approach has demonstrate
to be the best methodology to mesh the complex geometry of the pump under analysis. Thanks to
the approach adopted, it is possible to create a grid able to take into account the complexity of the
geometry, especially in the boundary layer. In fact, also on the surfaces the grid density has been
increased without excessively increasing the total cell count. This has been realized using cubic cells,
which, as said, are the optimum cell type in terms of orthogonally and improve speed and accuracy.
For this reason, in the regions of high curvature and small details the mesh been subdivided and cut
to conform it to the surface. From the volume in Figure 3 the mesh has been generated and is shown
in Figure 4.

 

Figure 4. (a) Binary tree mesh; (b) mismatched grid interface (MGI) between volumes.

A maximum cell size has been chosen for the grid. This parameter defines the maximum cell size
in all the fluid volume. In the same way, a minimum cell size has been fixed to limit the minimum
dimensions of all cells. Fixing this parameter means that no cell side can be smaller than the minimum
cell size. Another important parameter must to be set, which defines the size of cells on surfaces.

Different techniques are available for the treatment of a moving mesh. For positive displacement
pumps, it is necessary to use a moving/sliding methodology whereby the stationary and moving
volumes are meshed separately. The code, therefore, allows for the simultaneous treatment of moving
(gear chambers) and stationary (like suction and delivery ports and grooves in the plate geometry) fluid
volumes. Each volume has been connected to the others via an implicit interface called mismatched
grid interface (MGI). Each MGI, due to deformations and motion, is updated at each time-step.

2.1. Study of the Gap between Teeth

Before describing the model results obtained it is important to proceed with an analysis on the
sizing of the gaps between teeth. This study becomes crucial to correctly predict the performance of
an external gear pump. Therefore, in the following a preliminary study done choosing the clearances
between teeth of gears is presented.

As shown in Figure 5, the minimum gap between teeth is 5.3 μm. This gap value has been defined
after a analyzing the pump geometry and the angles θ and φ in Figure 6). The angle θ defines the
“driving gear” (Gear 1 in Figure 6) position while the angle φ is referred to the “driven gear” (Gear 2 in
Figure 6). The angle φ is defined as function of the angle θ and the number of teeth z of each gears.
This angle ideally is calculated as follows:

φ = θ +
360
2z

(1)
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Figure 5. Mesh of the rotating fluid volume and size of the minimum gaps.

Looking at Figure 6, in this configuration gears are perfectly meshing but not in contact. However
this meshing is not real, because, as well know, there is no gap between gears in a real working pump.
Therefore, in order to correctly reproduce real working conditions, where contact occurs, Equation (1)
must be implemented including the shift angle φ. Equation (1) becomes:

φ = θ +
360
2z

± φ (2)

 

Figure 6. Front view of the gears; angle θ and φ.

Therefore, from an ideal gap shown in Figure 6 simulation have been run with three values of
φ and gap in order to achieve the best accuracy of the model (Figure 7c). The final value of the gap
between gears is 5.3 μm.

 

Figure 7. Three different pump configurations: (a) φ of −0.10◦ and gap size of 71.8 μm; (b) φ of −0.17◦

and gap size of 45.9 μm and (c) φ of −0.28◦ and gap size of 5.3 μm.
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2.2. Mesh Sensitivity Analysis

A mesh sensitivity analysis has been done on the model by changing the size of the grid.
This analysis should be always done in a CFD study to define the best grid for each application
and to correctly predict the real working conditions of the pump. Therefore, in this section a mesh
sensitivity showing the effects on the model results of variation for example of the clearances between
teeth and sliding bushing blocks is presented.

Fluid volumes have been slit in six parts: inlet port, outlet port, outlet high speed grooves, inlet
low noise grooves, outlet low noise grooves e rotor. Each volume has been connected to others, as said,
via the “MGI” interface (see Figure 4b). Table 2 clarifies the importance of the mesh sensitivity analysis
in a CFD study.

A first step has been done analyzing the influence of the grid on the boundary layers. Two different
meshes have been created by changing the grid parameters in the boundary layers. These models are
called “Mesh 1” and “Mesh 2” where the second one has a finer grid size.

In Table 2, the percentages of error between the suction and delivery flow evaluated by the model
are reported. The simulations in Table 2 have been run at 1500 rpm and for two delivery pressures:
50 and 200 bar. As shown in the Table 2, the ΔQ% of both models “Mesh 1” and “Mesh 2”, as expected,
increases with the delivery pressure.

Table 2. Mesh sensitivity varying the mesh size in the boundary layers, simulations at 1500 rpm.

Delivery Pressure ΔQ% Mesh 1 ΔQ% Mesh 2

pdelivery = 50 bar 0.72% 0.24%
pdelivery = 200 bar 1.78% 1.36%

As shown in the table, improving the quality of the mesh in the boundary layers, the ΔQ% between
suction and delivery ports becomes closer to each other. In fact, the reductions from simulations “1”
and “2”, for both pressure levels, are significant.

After the analysis on the boundary layers, the mesh has been studied improving the quality.
Nine models have been created increasing the number of cells. In Figure 8, a comparison of the
suction and delivery mass flows is shown. Looking at the graph, it is clear that only with a grid above
200,000 cells does the solution become stable. Each point in Figure 8 corresponds to a model built up
with a different grid size.

 
Figure 8. Mesh sensitivity—flow-rate vs cells number at 1500 rpm and a delivery pressure of 50 bar.
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Simulations have been run, as already said, has been run on an Intel® Xeon® X5472 CPU @
3.00 GHz (two processors) with 24 GB RAM. As we know, upon increasing the number of cells the
simulation time increases as well. From the analyzed case, the time goes from half an hour for the first
point in Figure 8 to 10 h of the last model of almost 500,000 cells. Therefore, in order to achieve the
best compromise between accuracy and computational time, the final model consisted of 200,000 cells
which is the point underlined in Figure 8.

2.3. Model Setup

The standard k-ε turbulence model has been adopted because for this specific problem it has
proven to be accurate. The k-ε model is a robust method demonstrated to provide good engineering
results. As well known, in the literature there are other resolution methods more accurate than the k-ε
model and RNG k-model (RNG, LES, or DES, etc.). However since the losses due to the viscous stresses
are negligible compared to pressure forces the k-ε model can be chosen because it is numerically
robust, computationally efficient and it provides good accuracy. In fact, in this application, where
the computational time is close to 10 hours per revolution, the adoption of a higher order turbulence
model would have increased the computational time with no relevant improvement of the results.
The authors of this paper have already used this strategy for many other similar analyses confirming
the accuracy of the solutions obtained [13–21].

An analysis on the convergence criteria have been done to achieve the best accuracy results. “Ri”
is the residual drop referred to the “i-th volume”. It is defined as the difference between the obtained
results, for the selected volume, during two subsequent iterations. The correct solution convergence is
realized when all the residuals go below the defined Ri.

For all the simulations, the convergence criteria for the pressure, velocity and the vapor mass
fraction is 0.01 as shown in Figure 9a. Figure 9a, in fact, presents the trend of the residual drop for each
variable in a single time-step. As shown, residuals go below 0.01 (settled Ri.).

 

Figure 9. (a) Pressure, velocity and vapor mass fraction—residual drop analysis Ri; (b) error on the
mass flow vs residual drop Ri.

These values have been demonstrated to be suitable for this application. However, a study on the
convergence criteria has been also performed varying the Ri. As example, in Figure 9b the Ri is shown
as function of the delta mass fraction (%) between the pump inlet and outlet mass flows. As shown,
the Ri has been varied from 0.01 to 0.05 with steps of 0.02.

The maximum error on the delta mass fraction between the pump inlet and outlet mass flows has
been fixed at 1%. It has been demonstrated that the best solution can been achieved with a Ri of 0.01
(Figure 9b). Other analyses have been run reducing the Ri for the to lower value without improving
the delta mass flow percentage.
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Before running simulations, it is important to underline that in this study the model has been built
up including an accurate submodel able to predict cavitation. In the following subsection the study of
cavitation inside an external gear pump has been done. In fact, one of the targets of this research was
to detect cavitation, in order to predict the worst working conditions for the pump.

Since one of the aims of the research is the investigation on the ability of the pump to avoid
cavitation, the model has been equipped with a robust submodel, available in the code, able to
predict with high accuracy cavitating conditions. The chosen cavitation module accounts for all three
important real liquid properties: cavitation, aeration, and liquid compressibility. This model builds
on the work of Singhal et al. [22]. A module is used to predict the aeration and cavitation in a liquid
system, therefore allowing for the calculation of cavitation effects, when the pressure in a specified zone
of the fluid domain falls below the saturation pressure and vapor bubbles form and then collapse as
the pressure rises again [22]. Many physical models for the formation and transport of vapor bubbles
in liquids are available in literature, but only few computational codes offer robust cavitation models.
This is due to the difficulty on handling gas/liquid mixtures with very different densities. Even small
pressure variations may cause numerical instability if they are not optimally treated [22].The original
cavitation model proposed by Singhal et al. describes the vapor distribution using the following
formulation [13–16,22]:

∂

∂t

∫ 0

Ω(t)
ρ f dΩ +

∫ 0

σ
ρ((v − vσ)n) f dσ =

∫ 0

σ

(
Df +

μt

σf

)
(∇ f n)dσ +

∫ 0

Ω
(Re − Rc)dΩ (3)

where Df is the diffusivity of the vapor mass fraction and σf is the turbulent Schmidt number. In the
present study, these two numbers are set equal to the mixture viscosity and unity, respectively.
The vapor generation term, Re, and the condensation rate, Rc, are modeled as [13,21]:
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in which the model constants are Ce = 0.02 and Cc = 0.01.
The final density calculation for the mixture is done by [13–16,22]:

1
ρ
=

fv

ρv
+

fg

ρg
+

(
1 − fv − fg

)
ρl

(6)

The model by Singhal et al. has been extended to include non-condensable gases, finite rate
and equilibrium dissolved gas. The fluid model, in addiction, accounts for liquid compressibility.
This is critical to accurately model pressure wave propagation in liquids. The liquid compressibility is
found to be very important for a high-pressure system and the systems in which water hammer effects
are relevant.

3. Model Validation

The pump has been tested on a dedicated test bench at Casappa S.p.A. The test bench is shown in
Figure 10. Simulations have been run under the same conditions tested in the lab with pump speeds
of 1000, 1500 and 2500 rpm, oil temperatures of 50 and 80 ◦C and delivery pressures of 50, 150 and
250 bar.

The test bench layout is shown in Figure 10b. There are two strain gauge sensors P1 and
P2 (both from WIKA®, Lawrenceville, GA, USA, scale: 0–40 bar and 0.25% FS accuracy) and P2
at the delivery side (by WIKA®, with a scale of 0–400 bar and an accuracy of 0.25% FS). The
pressure sensor P4 is piezoelectric (made by KISTLER®, Winterthur, Switzerland, scale: 0–1000 bar,
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140 kHz natural frequency, 0.8% FS accuracy) while the traducer P5 is piezoresistive (ENTRAN®,
Strainsense Ltd, Milton Keynes, UK, scale: 0–350 bar, 450 kHz natural frequency, compensated
temperature, 0.5% FSO accuracy).

 

Figure 10. (a) Test bench of Casappa S.p.A.; (b) test bench layout.

The flow-rate mater Q1 is a VSE® VS1 (VSE.flow, Neuenrade, Germany), scale 0.05–80 l/min,
0.3% measured value accuracy. There is an HEIDENHAIN®, ERN120 θ encoder (HEIDENHAIN,
Traunreut, Germany), 3600 r/min, a limit velocity 4000 r/min and a period accuracy of 1/20.

In Figure 11a–c, a first comparison between model and experimental data is shown for three
different pump speeds: 1000, 1500 and 2500 rpm. In the graph, the continuous line are the experimental
data while the dashed ones are the simulation results.

Simulations and test, as said, have been done for three delivery pressure conditions: 50, 150
and 250 bar. The comparisons have been done on the torque requested on the driving gear (gear 1
in Figure 6).

By analyzing Figure 11, it is possible to appreciate that the model results are really close to the
experimental data. However, there is a gap between model and experimental data that depends also
on the fact that the model does not consider torque due to mechanical friction.

The experimental data in thick lines represents the absorbed torque by the pump measured by
a torque meter. This means that experimental data takes into account, of course, the “hydraulic”
component of torque (volumetric efficiency) even of all the friction (mechanical efficiency). This is the
reason why the simulation results are lower than the experimental data. In Figure 12 the delta torque
between experimental and model results is presented. This ΔC represent the toque lost due to friction.

Model validation has been done also comparing at the delivery flow-rate varying the delivery
pressure. This comparison is shown in Figure 13 at the oil temperatures of 50 and 80◦C and at pump
speeds of 1500 and 2500 rpm.

It can be noticed that delivery flow rate decreases by increasing the delivery pressure for both the
model and experimental data; the error percentage between model and experimental data is always
below 2%.
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Figure 11. Absorbed torque—comparison between model and experimental data. (a) 1000 rpm;
(b) 1500 rpm and (c) 2500 rpm.
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Figure 12. Delta torque between experimental data and simulation data at 1000, 1500 and 2500 rpm.

 

Figure 13. Pressure vs. delivery flow-rate comparison at 50 and 80 ◦C.

4. Model Results

The validated model has been analyzed in order to study the pump in depth. A three-dimensional
CFD modeling approach, as said, has many advantages. In fact, considering the real geometry of the
pump, it is useful to visualize parameters that are impossible or onerous to obtain experimentally such
as the velocity magnitude of the fluid in leachates.

Figure 14 shows a first result of the numerical model with the velocity magnitude countering
through the leakages between gears and the static body. The area under investigation in the pictures is
shown in Figure 14c. In fact, figures refer to the leakages between the first pressurized chamber and
the last chamber at low pressure.

Figure 14a,b, in particular, show the results in the gaps by increasing the pressure from 50 to
250 bar for oil temperatures of 50 and 80 ◦C, respectively, at the same pump speed. The velocity
magnitude scale in all figures is always in the 0–13 m/s range.

In Figure 14a, by comparing graphs at the same oil temperature it is possible to distinguish the
flow velocity magnitude profile through gaps. In fact, as consequence of the higher pressure drops
between the two following chambers (from 50 to 250 bar), the flow velocity through the gap between
the tooth and the pump housing increases and, as shown in pictures in Figure 13, flow becomes a jet.

Looking for example at Figure 14a, the flow velocity through the gap with a delta pressure of
50 bar is below 5 m/s. It increases in correspondence of the connection between the gap and the
chamber at the lower pressure. This velocity profile is, of course, quite similar with a higher pressure
drop, however the values increase. For a Δp of 150 bar the maximum velocity value registered in the
analyzed fluid volume is of almost 9 m/s. It becomes 13 m/s for the delta pressure of 250 bar.
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It is interesting to underline the effect of the Toil on the flow velocity and as consequence, on the
pump volumetric efficiency. For all the analyzed Δp, the velocity at 50 ◦C is lower than for an oil
temperature of 80 ◦C. This depends by modification of the fluid properties with the temperature.

 

Figure 14. Velocity magnitude at (a) 50 ◦C; (b) 80 ◦C and (c) zoomed area.

In Figure 15, the pressure evolutions inside the chambers are diagrammed for a shaft revolution
at the operating condition listed below:

• Oil temperature of 50 ◦C
• Pressure drop of 50 and 250 bar
• Pump speed of 1500 and 2500 rpm.

As is well known, it is also possible to obtain experimentally the results in Figure 15, however it
is not easy. Therefore, the best solution is to obtain these important data with modeling techniques.

Data shown in graphs of Figure 15 allow evaluating the pressure evolution inside a chamber in
rotation for each gear. In particular, the lines in red refer to the chambers of the gear 1, while the blue
ones correspond to gear 2.

The graphs can be interpreted as follows. From the suction port the flow fills the generic chamber
(obtained by coupling the two gears) and is compressed. Looking at Figure 15, it is clear that each
chamber has a pressure evolution during the 360 degrees but the low-pressure zone has a lower
angular extension. It is, in fact, more or less 90 degrees and depends by the pump geometry.
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Figure 15. Pressure evolutions for two pressure levels at Toil of 50 ◦C.

As expected, when the chamber is connected to the delivery port, it has an oscillating pressure
around the delivery value (in this case 50 and 250 bar). The pressure is smoother around the mean
value with a lower pump speed (1500 rpm). At 2500 rpm instead the oscillations around the mean
value are high for both delivery pressures. The pressure spikes inside the chambers, at the higher
delivery pressure level, are clear for both gears’ fluid volumes. Those investigations, especially the
evaluation of the spikes values, are really important for engineers to design or optimize a pump.

The results in Figure 15 are also of extreme interest by visualizing the pressure-axis in the range
0–3.5 bar and reducing the angle-axis to the only the degrees of connection with the pump suction side.
In this way, it is possible to appreciate the behavior of the pressure when the chamber is connected to
the suction port. These results are shown in Figure 16, providing a preliminary investigation of the
cavitation phenomena. Cavitation, however, it analyzed in depth in Section 5.
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Figure 16. Pressure evolutions for two pressure levels in the range 0–3.5 bar, at Toil of 50 ◦C.

However before studying the cavitation phenomena a study of the pressure ripples at the delivery
side of the pump has been performed. For this reason the model has been implemented adding
a supplementary volume in accordance with the experimental tests. This duct has the same geometry
of the real one, installed on the test bench in order to correctly follow the experimental delivery
pressure ripples. The geometry of the duct is shown in Figure 17a while in Figure 17b the final model
is presented. In the model a monitoring point located at the same position of the pressure transducer
has been added and a section set like the real lamination valve of the test bench has been added too.
This section therefore simulates the lamination valve, and for this reason the entire model simulated
with high accuracy the pressure waves inside the delivery duct.

 

Figure 17. (a) Calibrated orifice geometry, (b) pressure ripples monitoring point; (c) mesh of the
entire model.
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During the tests a valve has been located close to the pump delivery in order to amplify the
pressure ripples. As consequence, the model has been implemented by adding a calibrated orifice.
The additional fluid volume has been inserted to replicate the real experimental setup. In Figure 17,
the entire model of the pump is shown, including the fluid volume of the calibrated orifice. Simulations
have been run with the model in Figure 17 and the model results have been compared with the
experimental data.

The monitoring point for the simulation has been located in the same position of the pressure
transducer installed on the test bench, as shown in Figure 17b; in that point the pressure ripple has
been both measured and calculated. Comparisons have been done at two rotational speeds and
three pressure levels at 50 ◦C (see Figure 17). The diagrams in Figure 18 have been normalized to
a reference pressure.

 

Figure 18. Pressure ripple comparison at 50 bar and 150 bar, 2500 rpm and 50 ◦C.

As said, the model results in Figure 18 have been obtained changing the delivery pressure at
2500 rpm. Comparison between the model and experimental data shows a good agreement in all the
analyzed conditions, confirming the accuracy of the numerical model. The results, in fact, show that
the timing and ripples have the same amplitude as the experimental data.

Pressure ripples show that the amplitude of the oscillation increases with the delivery pressure.
In the graphs the y-axis has been fixed, therefore, looking at the ripples, it is clear that by increasing
the delivery pressure the amplitude increases as well. This happens for both pump speeds.

5. Cavitation

In this section, the model results have been analyzed verifying if cavitation occurs under particular
pump-operating conditions. The model, as already said in the corresponding section, includes the
capability of prediction of the occurrence of cavitation. Thanks to the three-dimensional visualization
of the total gas volume inside the pump, it is possible also to find when the cavitation occurs and
where bubbles are located. The study of this phenomenon becomes important for engineers in the
pump design and optimization phases.

In Figure 19, a front view of the pump is shown. The volume is colored as a function of the total
gas fraction that varies in the range 0–1. The gas volume fraction is the volume fraction of the free
non-condensable gas (NCG) in a liquid for a selected volume. In Figure 19, there are presented four
sections relative to gears rotations of θ = 9◦, 18◦, 27◦ and 36◦. The simulation has been done under
fairly critical conditions for the cavitation: 2500 rpm and 250 bar.
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Figure 19. Distribution of the total gas fraction in a section view of the pump at 250 bar, 2500 rpm and
50 ◦C for a shaft rotation of θ = 9◦, 18◦, 27◦ and 36◦.

Areas in blue correspond to a concentration of free gas equal to zero while areas colored
in magenta are at a percentage of gas of 100%. As shown, the areas in magenta are located in
areas where the rotating chamber, from the condition of minimum, starts to increase its volume.
Therefore, in correspondence with the meshing area, an intense and sudden cavitation occur. As well
known, this phenomenon causes noise and damage to parts and therefore must be avoided. Figure 20
shows two diagrams of the total gas volume fraction inside the chambers of gears. The total gas
volume fraction, as said, varies in the range 0–100%.

 

Figure 20. Total gas fraction behaviors at 1500 and 2500 rpm.
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Signs of cavitation could be appreciable for values higher than 80%. Even if the total gas fraction
in the chamber of the driving gear at 2500 rpm has a spike between 0◦ and 45◦ this pump demonstrates
to not be subject to cavitation, even under critical operating conditions. However, the methodology
described in this paper is demonstrated to be suitable because it offers the opportunity to fully study
the complex fluid dynamics of external gear pumps. Results showing cavitation are really important
for the optimization of a pump. Therefore, a CFD modeling analysis becomes fundamental in the
design phase of components to achieve the best performance for all working conditions.

6. Conclusions

A three-dimensional CFD study a high-pressure external gear pump has been descried in this
paper. The model has been realized based on a geometry of a pump manufactured by Casappa S.p.A.
The model has been built up using a commercial code including accurate tools to predict the flow
turbulence and cavitation. Leakages have been taken into account in order to correctly estimate
the volumetric efficiency of the pump. The final model has demonstrated to achieve an accuracy
close to 1%.

Model results have been compared with experimental data obtained on a dedicated test bench
by the pump manufacturer. Thanks to the good agreement of the data the model has been run under
some conditions (such as at high pressure value) which are very challenging from a modeling and
numerical point of view. Simulations have found that at the higher pressure and speeds the pump
has a tendency to cavitate. For this reason, monitoring points have been located inside the chamber
volumes of both gears.

The pressure behavior underlined that the pressure, especially inside the driving gear chamber,
goes below the oil saturation pressure. This has been confirmed by visualizing the total gas fraction
distribution in sequential images in a pump cross-section. This study summarized a methodology
able to completely describe the operation of pumps such as external gear pumps. All the working
parameters have been analyzed and, where possible, compared with experimental data. Research has
confirmed the importance of CFD, which can be a valuable instrument for engineers to study some
working anomalies like cavitation.
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Nomenclature

ceq,k Coefficient
CFD Computational fluid dynamic
Cc Cavitation model constant
Ce Cavitation model constant
Df Diffusivity of vapor mass fraction
dS Infinitesimal surface, m2

fv Vapor mass fraction
fg Non-condensable gas mass fraction
Gt Turbulent generation term
MGI Mismatched grid interface
Ndriving Number of the teeth of the Gear 1
n Pump velocity rotation, rpm
pu,k k-th inlet pressure, bar
pd,k k-th outlet pressure, bar
ps Oil supply pressure, Pa

179



Energies 2017, 10, 1113

Qteo Theoretical flow-rate, l/min
Qreal Real flow-rate, l/min
Ri Residual drop
Re Vapor generation rate
Rc Vapor condensation rate
rpm Pump speed
S’ij Strain tensor
Toil Oil temperature, ◦C
V Pump displacement, cm3/rev
Vi i-th volume, m3

Greek Letters

β Bulk modulus, bar
γ Angle step, deg
ε Turbulence dissipation
ηvol Volumetric efficiency
Θ Angle of rotation driving gear, deg
μ Fluid viscosity, Pa·s
μt Turbulent viscosity, Pa·s
v Velocity, m/s
ρ(pk) Fluid density at pressure k, kg/m3

ρg Gas density, kg/m3

ρl Liquid density, kg/m3

ρv Vapor density, kg/m3

τ Stress tensor
θ Angle of rotation driven gear, deg
φ Shift angle, deg
Ω Volume, m3
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Abstract: This paper discusses the characteristics of Birchwood gasification using the simulated
results of a Computational Fluid Dynamics (CFD) model. The CFD model is developed and validated
with the experimental results obtained with the fixed bed downdraft gasifier available at the
University of Agder (UIA), Norway. In this work, several parameters are examined and given
importance, such as producer gas yield, syngas composition, lower heating value (LHV), and cold
gas efficiency (CGE) of the syngas. The behavior of the parameters mentioned above is examined
by varying the biomass particle size. The diameters of the two biomass particles are 11.5 mm
and 9.18 mm. All the parameters investigate within the Equivalences Ratio (ER) range from 0.2 to
0.5. In the simulations, a variable air inflow rate is used to achieve different ER values. For the
different biomass particle sizes, CO, CO2, CH4, and H2 mass fractions of the syngas are analyzed
along with syngas yield, LHV, and CGE. At an ER value of 0.35, 9.18 mm diameter particle shows
average maximum values of 60% of CGE and 2.79 Nm3/h of syngas yield, in turn showing 3.4% and
0.09 Nm3/h improvement in the respective parameters over the 11.5 mm diameter biomass particle.

Keywords: Birchwood gasification; computational fluid dynamics; equivalence ratio; cold gas
efficiency; syngas

1. Introduction

Among the available energy sources, biomass is envisaged to play a major role in the future energy
supplement. It produces no net carbon emission, while being the fourth largest energy source available
in the world [1–4]. Therefore, biomass has high potential in contributing to satisfy the future energy
demands of the world. Further, it is seen that for countries where the economy is mostly based on
agriculture, they can utilize the potential of biomass efficiently. To recover energy from biomass, either
thermochemical or biochemical process can be used [5–7]. The gasification process is a thermochemical
process which gives a set of gases as output, consisting of CO, CO2, H2, CH4, and N2 by converting
organic or carbonaceous materials like coal or biomass [8–10]. In gasification, several types of reactors
used, such as entrained flow, fixed bed, fluidized bed, and moving bed gasifiers [7,11–13].

The producer gas is a result of a set of endothermic and exothermic reactions. The required heat
for the endothermic reactions is provided by the exothermic reactions [11,14]. Once the steady state
is achieved, the gasifier could work in a certain temperature range. Then, the producer gas can be
obtained, as long as the fuel is being fed [14,15].

It was proven that producer gas was more versatile and useful than the biomass [16]. The quality
of the producer gas is established to be one of the most important aspects of the gasification which
should be enhanced, as it is used to generate power [11,16]. Chemical reactions inside the gasifier
consist of both homogeneous and heterogeneous reactions. There are some factors which are important
for the improvement of the gasification process such as reactor temperature, reactor pressure, the flow
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rate of the gasifying agent, and inflow rate of the biomass to the gasifier [11,17]. To evaluate gasification
characteristics of biomass, a thorough evaluation is required. With the recent development of the
computational fluid dynamics (CFD) and numerical simulations, sophisticated and robust models
can be developed to give more qualitative information on biomass gasification [17,18]. In addition,
CFD can produce important data with a relatively low cost [19]. Thus, CFD has become popular and
an often-used tool to examine gasification characteristics [18,20,21].

Previous researches on gasification process have been performed on a regular basis investigating
a broad range of parameters and variables. Most of them focused on the thermodynamics of the
process, syngas composition, energy and exergy output, effect of temperature, the efficiency of the
process, etc. [22,23]. Moreover, numerous numerical simulations have been done on the flow patterns
and turbulence, as well as the different mathematical approaches. Ali et al. [24] developed a simulation
model to discuss the co-gasification of coal and rice straw blend to investigate the syngas and cold gas
efficiency (CGE), noting an 87.5% CGE value during the work. Slezak et al. [25] discussed an entrained
flow gasifier using a CFD model to study the effects of coal particle density and size variations, where
two devolatilization models were used in their work. It concluded that a higher fixed carbon conversion
and H2 could be achieved with a mix of different partitioned coal. Rogel et al. [26] presented a detailed
investigation on the use of Eulerian approaches on 1-D and 2-D CFD models to examine pine wood
gasification in a downdraft gasifier. Syngas lower heating value, syngas gas composition, temperature
profiles, and carbon conversion efficiency were investigated [26] for both models to conclude that
these methods could be used effectively in determining the above-mentioned parameters. Sharma [17]
developed a CFD model of a downdraft biomass gasifier to investigate the thermodynamic and kinetic
modeling of char reduction reactions. Further, a conclusion has been made that char bed length is
less sensitive to equilibrium predictions, while CO and H2 component, the calorific value of product
gas and the endothermic heat absorption rate in reduction zone are found to be sensitive to the
reaction temperature. Wu et al. [27] developed a 2-D CFD model of a downdraft gasifier to study the
high-temperature agent biomass gasification, and observed a syngas with a high concentration of H2

with a limited need of combustion inside the gasifier. Janejreh et al. [28] discussed the evaluation of
species and temperature distribution using a CFD model with k-ε turbulence model and Lagrangian
particle models. The gasification process was assessed using the CGE. Ismail et al. [29] developed
a 2-D CFD model by using the Eulerian-Eulerian approach. Coffee husks are used as the feedstock
to model the gasification process of a fluidized bed reactor. The effect of Equivalence Ratio (ER) and
moisture content on gasification temperature, syngas composition, CGE, and HHV were discussed.
After the analysis, high moisture content of coffee husks was found as a negative impact on the CGE
and Higher Heating Value (HHV) as the ER increased. Monteiro et al. [30] developed a comprehensive
2-D CFD model to examine the potential of syngas from gasification of Portuguese Miscanthus. The
Eulerian-Eulerian approach was used to model the exchange of mass, energy, and momentum. For
the work, the effect of ER, steam to biomass ratio and temperature on syngas quality assessed. ER
was proven to be a positive impact on the Carbon Conversion Rate (CCE), where an adverse impact
was shown on the syngas quality and LHV. Further, the syngas quality and gasification efficiency was
found to be increased by the increasing temperature. In order to describe the gasification process of
three Portuguese biomasses, Silva et al. [31] developed a 2-D CFD model. A k-ε model was used to
model the gas phase, while an Eulerian-Eulerian approach was used to model the transport of mass,
energy, and momentum. After the simulations, the highest CGE value was shown by vine-pruning
residues, while a higher H2/CO ratio was shown by both coffee husks and vine pruning residues
over the forest residues. Couto et al. [32] developed a 2-D CFD model using the Eulerian-Eulerian
approach to evaluate the gasification of municipal solid waste. The gasification temperature was
defined to be vastly important in syngas heating value in conclusion. In comparison to the above
research works, the novelty of this study lies in the field of the Birchwood gasification. In addition,
the literature lacks the use of 3-D CFD models and experiments on the effect of wood particle size
on CGE. In this article, a 3-D CFD model is developed to investigate the Birchwood gasification in a

183



Energies 2017, 10, 1232

fixed bed downdraft gasifier. Both heterogeneous and homogeneous reactions are considered and
variation of syngas composition, syngas yield, LHV of the syngas, and CGE are measured for two
sizes of feedstock, as well as for ER. Fixed bed downdraft gasifiers have demonstrated to perform
well in the ER range from 0.25 to 0.43. Therefore, in the present work, the variations of the gasification
parameters are considered in the ER range from 0.2 to 0.5 [14,15]. For the experimental work, the
downdraft gasifier is used, which is available at the University of Agder (UIA), Norway. In addition,
the CFD model is developed as the same geometry of the gasifier used for the experiments. For the
validation purposes, experiments are done with the same gasifier with one of the wood particle sizes
(11.5 mm woodchip) as it is the only biomass particle size available for the experiments. Then, with
the developed simulation model, both biomass particle sizes are simulated.

2. Feedstock Characteristics

For the study, Birchwood is used as the feedstock. The ultimate and proximate analysis results for
the Birchwood are listed down in Table 1. The data is extracted from a previous study [33], which is
done on Birchwood in the same lab and under the same conditions.

Table 1. Proximate and ultimate analysis results of Birchwood [33].

Type of Analysis Physical or Chemical Property Value

Proximate Analysis (Dry Basis)

Moisture % 7
Volatiles % 82.2

Fixed Carbon % 10.45
Ash % 0.35

LHV (MJ/kg) 17.9

Ultimate Analysis (Dry Basis)

Carbon % 50.4
Hydrogen % 5.6

Oxygen % 43.4
Nitrogen % 0.12
Sulphur % 0.017
Chlorine % 0.019

According to the analysis above, Birchwood has a lower amount of moisture in comparison to
some of the other wood types [33–35], which is an important aspect for gasification. Apart from the
moisture content, Birchwood has shown a lower amount of ash, Cl, and S, while higher values of
calorific value and volatile matter [34] has been indicated. It is obvious that Birchwood has a higher
calorific value because of the higher amount of carbon content [33]. In addition, when a biomass
consists of less ash, it can lead to a higher conversion process which has lesser slag [14]. Hence,
Birchwood has some positive characteristics in the gasification perspective. According to some of the
literature, K, Si, and Ca can have a small effect in determining gasification characteristics. However,
in this work, those are not considered as they are not measured in the ultimate analysis [36].

3. Methods

In this section, first, the experimental setup and the experimental process is described. Then,
a brief description of the equations which use for the calculations is presented. It is then followed by
the numerical study and simulation process.

3.1. Experimental Study

For the experiment, initially, about 6 kg of biomass is fed into the gasifier along with 1 kg of
charcoal. Charcoal is added to the system to help the ignition process. The simulations are also carried
out following the same procedure. The average size of the Birchwood chip which was used for the
experiments is approximately 11.5 mm × 11.5 mm. A schematic diagram of the system is shown in
Figure 1.
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Figure 1. Schematic diagram of the gasifier system [34].

The hopper is a conically shaped stainless-steel structure with a volume of 0.13 m3 and
double-walled thick walls. It has a radius of 0.5 m. Biomass is fed through this hopper, and it is
connected to an electrical shaker which can provide 15 shakes per minute (shakes/min). This shaking
process helps to reduce or avoid some common problems, such as channeling and bridging. To drain
out the condensed moisture, a drain valve is also attached to the bottom of the hopper.

The primary gasification reactor has a diameter of 0.26 m. It is 0.6 m in height. The air inlet
system consists of six same size nozzles with equal spacing among each of a 5 mm diameter, and
they are located from about 0.4 m from the bottom of the reactor. At the bottom of the reactor part,
a reciprocally oscillating grate is connected and takes out the ash to the lower part of the ash collector.
The grate is oscillating 30 s/min. To measure the weight loss during the gasification process, a mass
scale locates at the bottom of the gasifier system. In addition, two pressure sensors and five K-type
thermocouples are connected to the gasifier assembly to monitor and measure the parameters.

All the necessary experimental data is measured via a Lab view program which is specially
designed to obtain data from the gasifier system. Further, to measure the composition of the syngas,
a gas sample is sent to a gas analyzer, and throughout the experiment, changes in the composition of
the syngas output is produced by the gas analyzer.

3.2. Theoretical and Numerical Study

In this study, the effect of biomass particle size and ER on the behavior of gasification parameters
is examined using Birchwood as the feedstock. Thus, the variance of producer gas composition,
producer gas yield, LHV of the syngas, and CGE is mainly assessed on two different values of biomass
particle sizes.

Although downdraft gasifier demonstrates better performances at the ER ratio of 0.25,
acceptable performances showed even close to the ER value of 0.43 [33,37]. Therefore, ER value
range from 0.2 to 0.5 is selected in this study to investigate the best performance. ER is calculated
using the following expression Equation (1) [8,15].
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ER =
Actual air fuel ratio

Stoichiometric air fuel ratio
(1)

here, the actual air-fuel ratio is calculated from the actual values measured from the experiment,
while the stoichiometric air-fuel ratio is determined using Equation (2).

CHaOb + x(O2 + 3.76N2) → yH2O + zCO2 + 3.76xN2 (2)

where a and b can be determined using the results of the ultimate analysis of the biomass (Birchwood).
Here, y and z represent the stoichiometric coefficients of H2O and CO2, respectively, while x represent
the stoichiometric coefficient of O2 and 3.25 times of the N2 amount. Further, the other parameters are
calculated using the following Equation (3) to Equation (5) [33,38–40].

LHVsyngas = ((25.7 × H2) + 30 × CO + (85.4 × CH4))× 4.2
1000

(3)

Since the Hydro-Carbons (HC) higher than CH4 are not considered for this study, they have not
been used to calculate LHVsyngas.

Producer gas yield
(
Vsyngas

)
=

(Qair × 79)
N2 × mb

(4)

Cold gas efficiency (CGE) =
LHVsyngas × Vsyngas

LHVbiomass
× 100 (5)

where LHVsyngas represents the dry base lower heating value of the syngas in MJ/Nm3, Vsyngas

represents the syngas yield Nm3/kg feed stock, Qair represents the air input in Nm3/h, mb represents
the biomass input in kg/h, LHVbiomass represents the lower heating value of the feedstock in MJ/kg,
and N2 represents nitrogen mass fraction of the output gas.

In the simulation model, a spherical particle is used for modeling. Hence, spherical particles
with a diameter of 11.5 mm (available wood chip size in the lab) and 9.18 mm are utilized for the
simulations (a spherical particle which has the same surface area as an actual wood chip, with a
diameter of 9.18 mm consider here).

In the presented work, the STAR CCM+ software package is used for the modeling and simulation.
A 3D geometric model of the actual gasifier is designed to create the computational model. For the
gasifier model, 0.01m mesh is used, while in the air inlets and air-fuel mixing region, a 0.001 m mesh
has been used. Figure 2 shows the customized meshfor the gasifier (0.01 m) and for air inlets (0.001 m).

Figure 2. Meshed gasifier geometry and customized mesh at air inlets.
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A segregated flow model is implemented to solve the transport equations. In addition,
the Lagrangian particle modeling method is used to model the particle behavior (solid phase).

3.2.1. Assumptions

The underlying assumptions of the modeling process are summarized as follows:

• Steady flow is considered inside the gasifier.
• The flow inside the domain is considered as incompressible and turbulent.
• Spherical particles are used.
• Evenly distributed particle regime is utilized.
• The No-slip condition is imposed on inside wall surfaces.

3.2.2. Eulerian-Lagrangian Method

Reynolds averaged Navier-Stokes (RANS) equations are solved using a Eulerian-Lagrangian
reference frame to solve the numerical scheme. The gas phase is considered as a reacting gas phase,
and Lagrangian particle models are used to address the solid (particle) phase. Standard k-ε model is
used for turbulence modeling. In addition, both finite rates of chemical reactions and eddy dissipation
rates are used in the computational model. Moreover, for the modeling work, the conservation
equations for transport of energy, momentum, and mass are used (Appendix A). Also, the default
sub models available for moisture evaporation, devolatilization and char oxidation are employed
(Appendix A). In the Eulerian-Eulerian approach, gas phase, as well as the solid phase, is considered as
continuum [41]. In the Lagrangian approach, usually a large number of particles are tracked transiently.
The method is started by solving the transient momentum equation for each particle. In order to
calculate the trajectory of a particle, Newton’s second law is used and written in a Lagrangian reference
frame [41–44]. Momentum balance for particles is described in Equation (6),

mp
dVp

dt
= Fs + Fb (6)

where Vp represents the velocity of the particle, mp is the mass of the particle, and t is time. Fs and
Fb represent the surface force and body force, respectively. When these forces are observed in depth,
each of them is a composition of few forces available in the system. The following Equations (7) and
(8) describe the two forces.

Fs = Fd + Fp + Fvm (7)

Fb = Fg + Fu (8)

where Fd, Fp, and Fvm represent the drag force on the particle, pressure force as a gradient in the
static pressure, and the extra virtual mass added while the acceleration in the phase, respectively.
Fg and Fu represent the gravitational force and the user defined force added to the system, respectively.
In addition, the drag force can be defined as follows in Equation (9).

Fd =
1
2

CDρAp|Vs|Vs (9)

where CD is the drag coefficient, ρ is the density, Ap represents the surface area of the particle, and Vs

is the slip velocity of the particle.
Using the Nusselt number (Nup), the heat transfer coefficient can be found for the Lagrangian

particle, which is the energy model for the Lagrangian particle. This is shown in Equation (10),

hp =
Nup

Dp
·k (10)
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where k has represented the thermal conductivity of the phase and Dp is the particle diameter.
Nusselt number (Nup) is expressed in the following Equation (11), where it is calculated by the
Ranz-Marshall correlation and presented below in Equation (12).

Nup = 2
(

1 + 0.3Re
1
2
p Pr

1
3

)
(11)

where Re represents the Reynolds number, while the expression Pr expresses the Prandtl number [45,46].

Nu = h
dp

k
= a + cRemPrn (12)

where h is the heat coefficient, dp is the particle diameter, k represents the thermal conductivity of
the gas, Re is the Reynolds number, and Pr represents the prandtl number. The letters a, c, m, and
n are numerical constants which are determined by the flow field. According to the Ranz-Marshall
correlation, at a fluid velocity (V) equal to zero, the heat transfer can only be affected by conduction.
therefore, the values of a, c, m, and n become 2, 0.6, 0.5, and 0.33, respectively [47].

3.2.3. Reactions Modeling

In this work, the following approach is used to simulate the gasification process. This method
has been used by [8,48]. In this study, it is assumed that the moisture is evaporated completely in the
drying phase [49].

Biomass (wet) → Biomass (dry) + H2O (steam) (R1)

In the pyrolysis phase, the Biomass (dry) is converted into char, tar, ash, and volatile matter [49,50].

Biomass (dry) → volatiles + char + αtar + ash (R2)

where, α is the stoichiometric coefficient of tar.
Here, the volatile matter is described as follows. It is assumed that the volatile matter consists of

only CO, CO2, H2, and CH4.

Volatile → α1CO + α2CO2 + α3H2 + α4CH4 (R3)

where, α1, α2,α3,, and α4 are the stoichiometric coefficients of CO, CO2, H2, and CH4 respectively.
The following method is used to calculate the mass distribution in volatile matter and mass

fractions in dry biomass. For the calculations, the data available in Table 1 is used. These values can be
used to combine with the ultimate analysis. In this method, a set of linear equations is used to solve
the C, O, and H components balance in the system [8,48].

12
28

x +
12
44

y +
12
16

z = YC,vol = 0.449 (13)

16
28

x +
32
44

y = YO,vol = 0.488 (14)

4
16

z + w = YH,vol = 0.063 (15)

here, x, y, z, and w are unknown mass fractions of CO, CO2, CH4, and H2, respectively in volatile
species after devolatilization. YC,vol , YO,vol , and YH,vol are, respectively, the mass fractions of C, O, and
H in biomass volatile.

In the above equations, the coefficients are the ratios of molar mass of each atom to the molar
mass of each species. (As an example, in Equation (15), 4

16 = MH
MCH4

). Here, with the molar masses,

the numerical values are rounded up for the simplification of the calculations. For finding the mass
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fractions YC,vol , YO,vol , and YH,vol , the following method is used along with the data from the ultimate
analysis of the biomass.

Volume fraction = YC total − YC f ixed + YO + YH = 0.89 (16)

YC,vol =
YC total − YC f ixed

Volume fraction
= 0.449 (17)

YO,vol =
YO

Volume fraction
= 0.488 (18)

YH,vol =
YH

Volume fraction
= 0.063 (19)

According to the mass conservation,

total mass before devolatilization − mass of fixed carbon = total mass after devolatilization

Thus, according to the above criteria,

x + y + z + w = YC,vol + YO,vol + YH,vol = 1 (20)

The ratio between CO and CO2 is temperature dependent. In this study, the ratio has been
determined as 2.43 according to [8]. For the calculations, the bed temperature is used as 907 K,
which was obtained during the experiments. Below Equation (21) is used to determine the connection
between CO and CO2 at 907 K.

x
y
= 2400e−( 6234

T ) (21)

x
y
= 2.43 (22)

The linear equations from Equation (9) to Equation (15) are solved using the MATLAB program,
and the following values are obtained from the program.

x = 0.5605

y = 0.2306

z = 0.1945

w = 0.0144

According to the above results, 1 kg of volatile matter produce devolatilized products according
to the following expression.

1kgvol → 0.5605kgCO + 0.2306kgCO2
+ 0.1945kgCH4

+ 0.0144kgH2
(23)

Using the following molar mass values, the above Equation (23) can be used as a molar based equation.

MCO2 = 44.008 kg/mol, MCO = 28.009 kg/mol, MCH4 = 16.042 kg/mol, MH2 = 2.016 kg/mol

1kgvol → 0.02CO + 0.00524CO2 + 0.0072H2 + 0.0122CH4 (24)

Therefore, according to the following (R4), the devolatilization of the volatiles is modeled.

0.0375CH1.69O0.81 → 0.02CO + 0.00524CO2 + 0.0072H2 + 0.0122CH4 (R4)
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Based on the above devolatilization reaction (R4), the gasification process is modeled. In addition,
for the modeling work, the following homogeneous and heterogeneous reactions are considered [8,28,51].

Water-gas shift reaction:

CO(g) + H2O(g) ↔ CO2(g) + H2(g); ΔH = +41.98 kJ/mol (R5)

Methanation reaction:

CO(g) + 3H2(g) ↔ CH4(g) + H2O(g); ΔH = −227 kJ/mol (R6)

Dry reforming reaction:

CH4(g) + CO2(g) ↔ 2CO(g) + 2H2(g); ΔH = −793 kJ/mol (R7)

Steam reforming reaction:

CH4(g) + H2O(g) ↔ CO(g) + 3H2(g); ΔH = +206 kJ/mol (R8)

mbustion reaction:

C(s) + O2(g) → CO2(g); ΔH = −408.8 kJ/mol (R9)

Boudouard reaction:

C(s) + CO2(g) → 2CO(g); ΔH = +172 kJ/mol (R10)

Water-gas reaction:

C(s) + H2O(g) → CO(g) + H2(g); ΔH = +131 kJ/mol (R11)

Hydrogasification:

C(s) + 2H2(g) → CH4(g); ΔH = +75 kJ/mol (R12)

Carbon partial reaction:

2C(g) + O2(g) ↔ 2CO(g); ΔH = −246.4 kJ/mol (R13)

4. Results and Discussions

In this section, the computational model validation is conducted by comparing the available
experimental data and numerical simulation results. Moreover, the comparison of the two sizes of
biomass particle sizes is carried out using the gasification characteristics.

4.1. Development of Mass Fractions of Considered Gases in the Syngas

A specially designed lab view program was used to measure all the gas component mass fractions
throughout the experiment. From the obtained data, the variation of the mass fractions of the gas
components during the experiment is presented below in Figure 3. For the tests, a biomass woodchip
with an average size of 11.5 mm × 11.5 mm is used, which is available in the laboratory.

In the simulation model, for two iterations, one data point has been recorded. 600 iterations
are used in the simulations, and 300 data points are recorded throughout the simulation. Using the
obtained data points gas component mass fractions are graphed in Figure 4. For the simulations,
two types of wood particle sizes are used. One of them is 11.5 mm in diameter, while the other is
9.18 mm in diameter. Below, Figure 4 was obtained using 11.5 mm diameter wood particle.
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Figure 3. Mass fraction variation with time in the experimental study.

Figure 4. Mass fraction variation with iteration in the simulation model.

By comparing Figures 3 and 4, it shows the fluctuation in gas components mass friction in the
simulation values, whereas in the experiment, it shows smooth variation. It can be due to the fact that
the interval between two data points are bigger. However, an average value is used to plot graphs.

The data obtained from the model is also compared with some of the data collected from the
literature (Study 1 [52], and Study 2 [53]), as well as with the data achieved during the experiment of
the present work. Figure 5 shows the comparison of the predicted data along with the experimental
data. According to the graph, predicted data shows good agreement with the literature and
experimental data.

Figure 5. Composition of the syngas predicted by model compared with experimental results.
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4.2. Effect of ER and Biomass Particle Size on Quality of Producer Gas

The variation of gas components in producer gas in both experiments and simulation models
is illustrated in the following Figure 6. For the simulations, a biomass particle with a diameter of
11.5 mm and a biomass particle with a diameter of 9.18 mm were used. (The change of gas component
contours in various ER values are illustrated in Appendix A (Figures A1–A3)).

Figure 6. Variation of gas component mass fractions as a function of ER.

According to Figure 6, mass fractions of CO and CO2 are increased when the ER is increased up
to a certain level (ER = 0.2 to 0.35). Then, ER contributes to a reduction of the mass fraction of CO,
while further increasing CO2. This can be a result of the combined effect of Combustion reaction (R9),
Boudouard reaction (R10), and Carbon partial reaction (R13). Therefore, in lower ER values, (R10)
tends to produce more CO to the system at the expense of CO2, while in high ER values, (R9) and (R13)
convert more CO into CO2 [2].

Rgearding CH4 and H2, increasing ER is effected on a decrease in both gas species. Nevertheless,
H2 is varied in a higher mass fraction range than of CH4. This is mainly due to the effects of dry
reforming (R7) and steam reforming (R8) reactions, which produce more H2 to the system at the
expense of CH4.

Since a variable air inflow rate is used in the experiments, an average value of the air inflow rate
is used for the calculation of ER values. However, a fixed air inflow rate is used in the simulations.
Therefore, the impact of variable air inflow may have caused the deviation in the graphs of the
experimental and simulation data. In the simulations, spherical shape wood particles are used,
while wood chips with different shapes are used for the experiments. The difference of behavior of
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spherical wood particle and divergement shaped wood chips can also create the inequalities in the
graphs. In addition, during the experiments, channeling and bridging can also have taken place [7].
The effect of that phenomenon may have also affected the experimental results.

According to Figure 6, all the considered gas component mass fractions, except H2, are increased
for the 9.18 mm wood particle over 11.5 mm wood particle. This pattern can be found in some of the
literature [54,55]. When the particle size is getting smaller, the area to volume ratio of the wood particle
is increased. This can result in an increased contact with the reactants [54–56]. Hence, the reaction
rates can be increased and gasification reactions can also be improved. Further, the enhancement of
hydrogasification (R12) is crucial for the behavior of the gas component mass fractions. When the
biomass particle is getting smaller, it can enhance the reactivity and produce more CH4 with R12.

4.3. Effect of Equivalences Ratio (ER) and Biomass Particle Size on Syngas Yield, Lower Heating Value (LHV),
and Cold Gas Efficiency (CGE)

Figure 7 shows the variation of syngas yield, LHV and CGE of the syngas as a function of ER.
According to Figure 7, the behavior of syngas yield could be an effect of higher volatilization [28].

Figure 7. Variation of Syngas yield lower heating value (LHV) and cold gas efficiency (CGE) of syngas
as a function of Equivalences Ratio (ER).

During the simulations, both biomass particles are evaluated in the same ER range. However, the
gas yields with two separate sizes of biomass particles have shown a difference. This difference of
syngas yield should be due to a different conversion. For the context of LHV of syngas, increasing ER
has shown a positive effect within the range from 0.2 to 0.35. It is evident that, as the gas species mass
fractions increase, LHV of syngas increases as well.

According to Figure 7, the smaller particle size has resulted in a significant increment of the LHV
of the gas, although it has followed the same variation along the ER range as the bigger biomass
particle. The increment of LHV can be mainly due to the increment of CH4 with the smaller biomass
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particle. As mentioned before, LHV is a direct function of combustible gas species, and CH4 has the
highest contribution for the LHV among the gas species.

For CGE, a positive effect of increasing ER is observed from 0.2 to 0.35 of ER. Within this ER
range, CGE could have been improved by increasing airflow. Increasing airflow (increasing ER) can
contribute to creating a high composition of combustible gas species in syngas by enhancing the
reaction chemistry of homogeneous and heterogeneous reactions. Therefore, as the gas species are
increased up to 0.35 of ER, so does the CGE. As the gas species have shown a decrement in the mass
fractions in the ER range from 0.35 to 0.5, CGE has also shown a decrement in its value. With more O2

input to the system, the system can move towards combustion rather than gasification. This can be a
result of the reduction of CGE after the ER value of 0.35. According to the graph in Figure 7, with the
9.18 mm biomass particle, CGE has shown an average maximum value of 60% at ER value of 0.35,
compared to an average maximum value of 56.63 % with 11.5 mm diameter biomass particle.

For both particle sizes, same ER range is considered. Hence, an increase of LHV, syngas yield, and
combustible gas spices in syngas with smaller biomass particle could be the reason for the increase of
the CGE.

4.4. Temperature Profile

Temperature profile inside the gasifier in the simulation model is illustrated in Figure 8. In Figure 9,
the temperature values recorded in the experiments and the simulation model are demonstrated in
a graph. Figure 8 is mainly used to help understand the actual placement of the thermocouples.
In the simulation model, seven temperature measurements are taken along the mid-axis, which is
shown in Figure 9. However, in the experimental setup, only four thermocouples are available.
Hence, to develop the curve, those four temperature measurement values are used. According to
Figure 9, the maximum temperature is shown close to the air inlets in both experimental and simulation
setups. In the experimental setup, the thermo couples are placed on the gasifier wall. Hence, the actual
temperature can be slightly higher than what it is shown here.

Figure 8. Temperature profile inside the gasifier.
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Figure 9. Temperature variation along the mid-axis of the gasifier simulation values vs.
experimental values.

5. Conclusions

Based on the comparative study, it is concluded that most of the measured and calculated
parameters (including syngas yield, LHV of syngas, and CGE) have shown an increasing trend as ER
is increased up to 0.35, and when biomass particle size is reduced. Furthermore, the average value
of CGE, for instance, reached a maximum value of 60% with the 9.18 mm diameter wood particle,
and with a corresponding ER about 0.35. Moreover, 11.5 mm diameter wood particle has shown an
average maximum value of 56.6% at the same ER value, which has been both an improvement and
a significant output of this work. Reaching an average value of 2.79 Nm3/h with a corresponding
ER of 0.35, the average value of Syngas yield has shown an improvement of 0.09 Nm3/h with the
9.18 mm diameter wood particle over 11.5 mm wood particle, which has been an important aspect in
energy harvesting from the syngas. Therefore, as the result shows, an ER value close to 0.35 shows
the best results in CGE, syngas yield, and LHV of the syngas. Furthermore, smaller biomass particles
show improvements in the results. Therefore, according to our study, in order to obtain better outputs,
ER should be kept close to 0.35. In the future, more simulations and experiments could be done with
finer biomass particles. Further, more user defined functions could be used to improve the gasification
process and to represent more realistic biomass particle shapes.
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Appendix A

Appendix A.1. Conservation Equations

In order to develop the numerical model, conservation equations have been used, along with
some other important equations. The equation for mass conservation is presented below in
Equation (A1) [39],

∂ρ

∂t
+

∂ρvi
∂xi

= 0 (A1)
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where ρ is the density of the fluid, is the velocity tensor in the compact form in Einstein notation,
t represents the time, and xi represents the special first order tensor.

The momentum conservation equation is:

ρ
∂ui
∂t

+ ρuj
∂ui
∂xj

= ρgi −∇P +
∂

∂x

[
μ

(
∂vi
∂x

+
∂vj

∂x

)]
(A2)

where ρ is the density of the fluid and gi is the gravity force. P represents the pressure, while the
dynamic viscosity is represented by μ.

The energy equation is presented below in Equation A3 [57],

ρ

(
∂h
∂t

+ ui
∂h
∂xi

)
=

∂P
∂t

+ ui
∂P
∂xi

+
∂

∂xj
(k∇T) + τ′

ij
∂ui
∂xj

(A3)

where ρ represents the density of the fluid P represents the pressure, k represents the thermal
conductivity, and τ′

ij represents the viscous stress tensor.

Appendix A.2. Submodels

Appendix A.2.1. Two Ways Coupling

When the Lagrangian particles are relatively smaller, a one-way coupling model is used,
since the heat transfer and drag force are the only things which affect through continues phase.
However, once the particle size is much larger compared to the volume cells, then a more advance
model has to be introduced. Once the two-way coupling is used, an active particle or the Lagrangian
phase can exchange mass momentum and energy with fluid phase [58–60].

Appendix A.2.2. Coal Combustion Model

Coal combustion model is a set of sub models consist of moisture evaporation, two step
devolatilization, and char oxidation models. Thus, in the following part, each of these models will
be discussed.

Appendix A.2.3. Moisture Evaporation Model

The evaporation model has been built on a small assumption. It assumes the moisture has covered
the whole particle with a thin film. According to that, the moisture has to be evaporated before the
volatiles are released because moisture is at the outermost layer. In this model, there are no properties
associated. Here, the Ranz Marshall correlation has been used to calculate the relevant Nusselt and
Sherwood numbers. In order to formulate this model, the Quasi-Steady single component droplet
evaporation model has been applied to a water droplet [61].

Appendix A.2.4. Devolatilization Model

In order to simulate the volatile release from the coal particles, a devolatilization model has to
be used. In STAR CCM+, there are two devolatilization models that can be found: the single step
devolatilization model and two step devolatilization models [46]. In Equation (A4), the devolatilization
model for n steps has been shown.

rawcoal
kpn→ VMpa(g) +

(
1 − VMpa

)
(Char)p (A4)

In the above equation, (Char)p represents the amount of char in the particle, while VMpa represents
the volatile matter in the proximate analysis. The kinetic rate for the above equation is shown in the
below Equation (A5).
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rvpn = kpnVMpaγcp (A5)

here, kpn represents the reaction rate constant of the devolatilization reaction, and γcp is the coal mass
fraction from the proximate analysis. Thus, the reaction rate constant kpn is expressed in the following
Equation (A6).

kpn = Apn exp
(
− Epn

RTp

)
(A6)

Epn represents the activation energy of the nth reaction for the particle and Apn is the
pre-exponential factor for the reaction. Tp is the particle temperature, while R is the universal gas
constant. For the modeling work a single step devolatilization model is used. Hence, the pre-exponent
factor A = 6× 1013 s−1 and activation energy of E = 2.5× 108J/kg mol is used for the study, which are
generally used as the pre-exponent and activation energy values for wood [62].

Appendix A.3. Figures

In the following Figure A1, change in CO contours against various ER values are shown.

Figure A1. CO contours with ER values of (a) 0.2; (b) 0.35; (c) 0.5 from left to right.

In the following Figure A2, change in H2 contours against various ER values are shown.

Figure A2. H2 contours with ER values of (a) 0.2; (b) 0.35; (c) 0.5 from left to right.

In the following Figure A3, change in CO2 contours against various ER values are shown.
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Figure A3. CO2 contours with ER values of (a) 0.2; (b) 0.35; (c) 0.5 from left to right.
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