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Preface to “IoT and Sensor Networks in Industry and
Society”

The exponential progress of Information and Communication Technology (ICT) is one of the
main elements that fueled the acceleration of globalization. Internet of Things (IoT), Artificial
Intelligence (Al), and big data analytics are some of the key players of the digital transformation
that is affecting every aspect of daily life, from environmental monitoring to healthcare systems,
from production processes to social interactions. In less than 20 years, everyday life has been
revolutionized and concepts such as smart homes, smart grids, and smart cities have become familiar
even to non-technical users.

The integration of embedded systems, ubiquitous Internet access, and machine-to-machine
(M2M) communications have paved the way for paradigms such as IoT and cyber-physical systems
(CPS) to be introduced in high-requirement environments such as those related to industrial
processes, under the forms of the industrial Internet of Things (IloT or 120T) and cyber-physical
production systems (CPPS). As a consequence, in 2011, the German High-Tech Strategy 2020 Action
Plan for Germany first envisioned the concept of Industry 4.0, which is rapidly reshaping traditional
industrial processes. The term refers to the promise to be the fourth industrial revolution. Indeed,
the first industrial revolution was triggered by water and steam power. Electricity and assembly
lines enabled mass production in the second industrial revolution. In the third industrial revolution,
the introduction of control automation and programmable logic controllers (PLCs) gave a boost to
factory production. As opposed to the previous revolutions, Industry 4.0 takes advantage of Internet
access, M2M communications, and deep learning not only to improve production efficiency but also
to enable the so-called mass customization, i.e., the mass production of personalized products by
means of modularized product design and flexible processes.

Less than five years later, in January 2016, the Japanese 5th Science and Technology Basic Plan
took a further step by introducing the concept of Super-Smart Society or Society 5.0. According to
this vision, in the upcoming future, scientific and technological innovation will guide our society into
the next social revolution after the hunter-gatherer, agrarian, industrial, and information eras, which
respectively represented the previous social revolutions. Society 5.0 is a human-centered society that
fosters the simultaneous achievement of economic, environmental, and social objectives, to ensure a
high quality of life for all citizens. This information-enabled revolution aims to tackle today’s major
challenges such as an aging population, social inequalities, depopulation, and constraints related to
energy and the environment. Accordingly, citizens will be experiencing impressive transformations
in every aspect of their daily lives.

This book offers insights into the key technologies that are going to shape the future of industry
and society. It is subdivided into five parts: Part I presents a horizontal view of the main enabling
technologies, whereas Parts II-V offer a vertical perspective on four different environments.

Part I, dedicated to IoT and sensor network architectures, encompasses three chapters. In Chapter 1,
Peruzzi and Pozzebon analyze the literature on the subject of energy harvesting solutions for IoT
monitoring systems and architectures based on low-power wireless area networks (LPWAN).
The chapter does not limit the discussion to long-range wide-area network (LoRaWAN), SigFox,
and Narrowband-IoT (NB-IoT) communication protocols, but it also includes other relevant
solutions, such as DASH7 and long-term evolution machine type communication (LTE-M).
In Chapter 2, Hussein et al. discuss the development of an Internet of Things message protocol that



supports multi-topic messaging. The chapter further presents the implementation of a platform,
which integrates the proposed communication protocol, based on a real-time operating system.
In Chapter 3, Li et al. investigate the heterogeneous task scheduling problem for data-intensive
scenarios, to reduce the global task execution time, and, consequently, reducing data centers’ energy
consumption. The proposed approach aims to maximize efficiency by comparing the cost of remote

task execution and data migration.

Part II is dedicated to Industry 4.0 and includes two chapters. In Chapter 4, Grecuccio et al.
propose a solution to integrate IoT devices by leveraging a blockchain-enabled gateway based on

Ethereum, so that they do not need to rely on centralized intermediaries and third-party services.

As it is better explained in the paper, where the performance is evaluated in a food-chain
traceability application, this solution is particularly beneficial in Industry 4.0 domains. Chapter 5,
by De Fazio et al., addresses the issue of safety in workplaces by presenting a smart garment
that integrates several low-power sensors to monitor environmental and biophysical parameters.
This enables the detection of dangerous situations, to prevent or at least reduce the consequences
of worker accidents.

Part III consists of two chapters based on the topic of smart buildings. In Chapter 6, Petrosanu
et al. review the literature about recent developments in the smart building sector, related to the
use of supervised and unsupervised machine learning models of sensory data. The chapter focuses
particular attention on enhanced sensing, energy efficiency, and optimal building management.
In Chapter 7, Oh examines how much the education of prosumers about their energy consumption
habits affects power consumption reduction and encourages energy conservation, sustainable living,
and behavioral change, in residential environments. In this chapter, energy consumption monitoring

is made possible thanks to the use of smart plugs.

Smart transport is the subject of Part IV, including three chapters. In Chapter 8, Roveri et al.
propose an approach that leverages the small world theory to control swarms of vehicles connected
through vehicle-to-vehicle (V2V) communication protocols. Indeed, considering a queue dominated
by short-range car-following dynamics, the chapter demonstrates that safety and security are
increased by the introduction of a few selected random long-range communications. In Chapter 9,
Nitti et al. present a real-time system to observe and analyze public transport passenger mobility
by tracking them throughout their journey on public transport vehicles. The system is based on the
detection of the active Wi-Fi interfaces, through the analysis of Wi-Fi probe requests. In Chapter 10,
Miler et al. discuss the development of a tool for the analysis and comparison of efficiency indicated
by the integrated IT systems in the operational activities undertaken by road transport enterprises
(RTEs). The authors of this chapter further provide a holistic evaluation of the efficiency of telematics

systems in RTE operational management.

The book ends with the two Chapters of the Part on smart environmental monitoring V.
In Chapter 11, He et al. propose a sea surface temperature prediction (SSTP) model based
on time-series similarity measurement, multiple pattern learning, and parameter optimization.
In this strategy, the optimal parameters are determined by means of an improved particle swarm
optimization method. In Chapter 12, Tsipis et al. present a low-cost, WSN-based IoT system that
seamlessly embeds a three-layered cloud/fog computing architecture, suitable for facilitating smart

agricultural applications, especially those related to wildfire monitoring.

We wish to thank all the authors that contributed to this book for their efforts. We express our
gratitude to all reviewers for the volunteering support and precious feedback during the review



process. We hope that this book provides valuable information and spurs meaningful discussion
among researchers, engineers, business people, and other experts about the role of new technologies

in industry and society.

Daniele D. Giusto, Virginia Pilloni
Editors
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Abstract: The emergence of Internet of Things (IoT) architectures and applications has been the
driver for a rapid growth in wireless technologies for the Machine-to-Machine domain. In this
context, a crucial role is being played by the so-called Low Power Wide Area Networks (LPWANS),
a bunch of transmission technologies developed to satisfy three main system requirements: low cost,
wide transmission range, and low power consumption. This last requirement is especially crucial
as IoT infrastructures should operate for long periods on limited quantities of energy: to cope with
this limitation, energy harvesting is being applied every day more frequently, and several different
techniques are being tested for LPWAN systems. The aim of this survey paper is to provide a detailed
overview of the the existing LPWAN systems relying on energy harvesting for their powering. In this
context, the different LPWAN technologies and protocols will be discussed and, for each technology,
the applied energy harvesting techniques will be described as well as the architecture of the power
management units when present.

Keywords: energy harvesting; LPWAN; IoT; LoRa; LoRaWAN; Sigfox; DASH7; NB-IoT

1. Introduction

The rapid growth of Internet of Things (IoT) applications and markets has been the main driver for
the emergence of a wide range of innovative data transmission technologies, whose main objective is
to satisfy a different set of requirements with respect to the ones typically targeted by human-centered
personal communication devices. In this sense, while the key features for traditional Internet-based
systems are low latency, large bandwidth, and high bit rates, for IoT-based architectures the crucial
requirements turn to be low power, low cost, and large transmission ranges.

In order to fulfill these requirements, in the last years several novel technologies have been
developed, leading to the definition of a novel category of data transmission technologies, the so-called
Low Power Wide Area Networks (LPWANSs). As the name suggests, all the technologies belonging to
this family aim at targeting two of the features listed before, i.e., the low power consumption and the
large transmission range; nevertheless, while the third requirement, the low cost, it is not explicitly
cited in the denomination, it is still fulfilled by every LPWAN technology as, within the IoT vision,
which foresees the presence of billions of interconnected objects all around the world, the low cost
of the devices as well as of the connections is intrinsically mandatory to make these technologies
actually employable.

LPWAN:Ss currently include proprietary and open platforms, cellular and non-cellular technologies,
systems operating in the unlicensed Sub-GHz bands as well as in LTE licensed bands [1]. While the
most widespread LPWAN technologies currently are Long Range (LoRa), SigFox, and Narrowband-IoT
(NB-IoT), a plethora of other solutions can be found on the market, and it is foreseeable that a large
number of novel technologies will emerge in the next years with the pervasive adoption of IoT systems

Energies 2020, 13, 3433; d0i:10.3390/en13133433 1 www.mdpi.com/journal/energies
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as well as with the emergence of novel cellular standards, not only within the upcoming 5G framework,
but also with future sixth-generation technologies.

In general, as anticipated all LPWAN technologies fulfill the three requirements listed before, i.e.,
long range, low cost, and low power. Concerning long range, all LPWAN technologies are usually
able to wirelessly transmit data from distances up to some kms in urban areas and some tens of kms
in rural areas: these performances allow to set up large scale data acquisition infrastructures which
are crucial in several application scenarios, as for example the Smart City and the Smart Industry
ones. The term Smart City encompasses all those technological infrastructures that, thanks to the
information and communication technologies, allow to optimize and make more efficient the daily
processes that take place in urban environments, like, for example, traffic, waste management or
public transport [2]. Data transmission in these contexts is usually required at a city scale, that means
coverages that are in the order of the tens of square kms. As for an example, the Historic Centre of
Rome has an approximate extension of 20 km?, making thus impossible to cover such a large area with
more traditional transmission technologies like WiFi, Bluetooth or ZigBee. Conversely, tests proved
that with LPWAN technology it is possible to cover the centre of a medium sized city with even a
single access point [3].

Regarding the second requirement, i.e., low cost, LPWANSs are seen as an alternative to traditional
cellular networks due to the lack or to the limited presence of subscription costs: in any case, even when
a fee is required, the cost is proportional to the small amount of data to be transferred. This means that
it is by far lower than the rates applied by the mobile operators and becomes sustainable even when a
large quantity of interconnected devices has to be deployed. Moreover, the cost of the radio modules is
also very low, usually in the order of few euros for the transmitting devices and of few hundreds of
euros for the gateways which are in charge of receiving and managing the transmitted messages for
that technologies which are not provided with a proprietary infrastructure.

The third requirement, i.e., the low power, is probably the most significant one. Indeed, any
kind of IoT infrastructure is based on the integration of a large number of interconnected devices that
are in charge of acquiring data, often in remote places where the connection to an electrical grid is
technically unfeasible. Moreover, in those cases where connections to the grid are available, as, for
example, in Smart Home scenarios, the number of devices to be powered makes a wired connection
practically unachievable. Only two alternatives are then viable: the use of batteries or the exploitation
of any kind of renewable energy by means of harvesting solutions. Batteries can be a convenient
option due to their low cost; nevertheless, they require to be replaced and, in case of non-rechargeable
ones, they must be disposed after being used, with a not negligible environmental impact. Instead,
energy harvesting represents an eco-friendly alternative, and as many sources of energy are constantly
available, it allows to continuously power interconnected devices for long periods without requiring
any human intervention. For these reasons, energy harvesting systems have always been applied to
interconnected devices, in particular within Wireless Sensor Network (WSN) architectures, that can
be seen as the forerunners of the more complex distributed IoT infrastructures based on LPWAN
technologies. Regarding LPWANS, in the last years several energy harvesting based solutions have
been proposed in literature, exploiting a wide range of different power sources. The aim of this
paper is then to provide a structured survey of the existing solutions, focusing on the architectures
of the proposed systems, as well as on the application scenarios, in order to point out the features
of the harvesting techniques developed to power these kinds of interconnected devices. To this
end, the literature was surveyed by resorting to appropriate keywords, as it will be explained later
on, and by excluding works published more than five years ago. The outcome of this search were
works describing energy harvesting systems along with their integration within the chosen network
architecture. In so doing, several papers were taken into account and 44 of them will be analyzed
in the core of this review paper. Besides these contributions, some others will be treated as well, as
they deal with energy harvesting techniques by tackling the theme from a more general point of view.
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Therefore, a comprehensive review of the existing energy harvesting solutions for the powering of
LPWAN-based monitoring systems and architectures was drawn up.

The rest of the paper is structured as follows. Section 2 reports the research methodology that was
followed in order to draw up this review. Section 3 provides a detailed overview of the most common
LPWAN technologies, with a particular focus on the LoRa technology, and the associated LoRaWAN
protocol, which currently represents the most widespread solution, and the one to which the most part
of the works found in literature are related to. Section 4 provides an overview of the energy harvesting
techniques developed for WSN architectures, and Section 5 is the core of the paper and surveys the
existing harvesting solutions for LPWANSs. Section 6 discusses the main topics that arose during the
review, and Section 7 provides some conclusive remarks.

2. Research Methodology

The review of the state-of-the-art concerning energy harvesting techniques exploited in
LPWAN-based applications was conducted consulting the most common tools for the research
of scientific papers and contributions: Elsevier Scopus, Google Scholar, and IEEExplore. In order to
identify the suitable contributions, the research was conducted on the three tools using the following
keywords; LPWAN Energy Harvesting, LoRa Energy Harvesting, LORaWAN Energy Harvesting, SigFox
Energy Harvesting, Narrow Band IoT Energy Harvesting, NB-IoT Energy Harvesting, DASH7 Energy
Harvesting, Weightless Energy Harvesting, IoT Energy Harvesting and Internet of Things Energy Harvesting.
For each of these keywords, at least 100 papers were examined. For the most significant ones
(i.e., LPWAN Energy Harvesting, LoRa Energy Harvesting, LORAWAN Energy Harvesting, IoT Energy
Harvesting and Internet of Things Energy Harvesting) at least 200 papers were analyzed.

In order to be discussed in this work, only works describing the energy harvesting subsystem
and its actual integration in a LPWA network architecture were chosen. Following this selection
phase, a total number of 44 papers were discussed in Section 5: these contributions are to the best of
our knowledge the only ones that satisfy the inclusion requirement. Apart from these papers, a few
other contributions were found, integrating off-the-shelf solar panels in LoRa sensor nodes, without
describing however the harvesting system architecture. We decided not to include them in the survey
as solar-powered LoRa systems are the only ones that are relatively common and, at the level of
description of those works, were reputed of few interest for what concerns the target of this survey.

3. Low Power Wide Area Network Technologies

A dichotomous listing of LPWAN-enabling technologies could be the one amid cellular and
non-cellular standards: the former ones are license-based while the latter ones are license-free. As a
direct consequence, adopting cellular technologies entails pretty high running costs due to subscription
to plans provided by telecom operators. Therefore, adopting these solutions may be hardly feasible
whenever connectivity has to be provided to a large quantity of objects. However, the most favorable
benefit that such technologies offer is that very wide coverages are ensured along with very little data
losses and low latency, such that lack of connectivity does not turn out to be an issue any longer. On the
other hand, license-free technologies are cheaper than cellular ones, at least most of the time. This is
due to the fact that they exploit the spectrum belonging to Industrial, Scientific, and Medical (ISM)
bands. Such frequencies are unlicensed though; therefore, they are intrinsically subject to interference
that can hinder link quality. For the same reason, coverage of unlicensed technologies is relatively
restricted and data losses could be only limited but not avoided. Another peculiarity characterizing
license-free technologies is that their carrier frequencies are region depending. This means that
hardware devices need to be carefully designed bearing in mind the place in which the network will
be deployed. Conversely, cellular technologies are usually not affected by this issue. Hereinafter, some
of the most important LPWAN enabling technologies are listed and briefly described while at the end
of the Section they will be recapped in Table 1. A similar approach was followed in a review paper of
few years ago [4] that performed a comparable contribution with respect to the one reported in this
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Section and in this review in general. Therein, LPWAN technologies (either cellular and non-cellular,
although the latter ones were treated more in detail) to be exploited within IoT contexts were reviewed
by focusing on each specification peculiarity and suitability for different IoT paradigms so as to meet
the relative requirements. In addition, design specifications of LPWANSs were surveyed along with the
fact that challenges, future insight and research directions were pointed out too.

3.1. LoRa

In 2012, The American company Semtech developed the Long Range (LoRa) modulation and
since that moment it held the relative patent. LoRa is a robust technology allowing for quite wide
coverage. Such features are allowed by the modulation fundamentals: indeed, LoRa is grounded
on the Chirp Spreading Spectrum (CSS) modulation and adopts the Additive Links On-Line Hawaii
Area (ALOHA) technique to access the communication channel (i.e., transmission may occur at any
time). It is currently managed and controlled by the LoRa Alliance that is a consortium composed
by more than 500 companies coping with hardware as well as software. This association periodically
issues successive releases of the Long Range Wide Area Network (LoRaWAN) standard: a MAC
layer communication protocol having LoRa modulation as physical layer. In contrast to the fact that
LoRa is a proprietary modulation by which Semtech collects royalties from chip vendors embedding
LoRa modules in their own boards, LoRaWAN standard is openly accessible. On the other hand,
LoRaWAN is not the only standard built on top of LoRa technology, indeed Link Labs developed
an alternative LoRa-based LPWAN. As it was previously mentioned, LoRa is a long range wireless
technology allowing coverage extending from few kilometers in urban ares, up to tens kilometers in
rural environments. Moreover, like other LPWAN standards, LoRa features single-hop communications
within star topologies networks.

3.2. Sigfox

Sigfox is a French company having more than 10 years of activity during which Sigfox networks
have been set up and run all around the world by operating on different sub-GHz ISM bands according
to the region. Users exploiting the network are required to pay a subscription which varies depending
on different plans. Sigfox is designed following the paradigm of star topology allowing for either
uplinks and downlinks during which small size payloads (i.e., at most 12 B) can be transmitted.
This turns out to be a major drawback along with a limited number of maximum transmitted packets
per day in relation to the subscribed plan. On the other hand, a big benefit Sigfox provides is that it
offers a full network infrastructure and a cloud service to collect, retrieve and analyze all the incoming
data. Therefore, the only concern users have to deal with is the design and the realization of sensor
nodes because all of the heavy lifting is accomplished by Sigfox itself. For what concerns bandwidth
and data-rates, Sigfox requires extremely narrow band (i.e., 100 Hz) and it only allows for pretty
slow data-rate (i.e., 100 bps). Finally, Sigfox makes use of the Binary Phase Shift Keying (BPSK)
modulation and of the Random Frequency Time Division Multiple Access (RFTDMA) technique to
access the channel.

3.3. DASH7

DASHY is an open source protocol for LPWANSs and, in general, for WSNs. It exploits three
sub-GHz ISM bands (i.e., 433 MHz, 868 MHz, and 915 MHz) and its main features are extended battery
lifetime due to limited consumption, quite large coverage range, low latency especially for moving
nodes, and fairly high data-rate (i.e., up to 167 kbps). Moreover, DASH? allows for bidirectional
communications. DASH? inherits its default parameters from the ISO 18000-7 standard and boosts the
latter by defining a full communication stack starting from the physical layer up to the application
one. DASHY is also known as BLAST network technology due to the acronym of its principal
attributes: Bursty (i.e., short and sporadic sequences of data are transmitted), Light (i.e., packet size
is limited to 256 B), Asynchronous (i.e., there is no periodic synchronization within the network),



Energies 2020, 13, 3433

Stealth (i.e., the nodes only communicate towards pre-paired gateways) and Transitive (i.e., nodes may
freely move within the environment and, at the same time, do not lose connectivity). Such a standard
is managed and distributed by the DASHY7 Alliance that is a nonprofit consortium made of either
companies and universities. DASH7 exploits Gaussian Frequency Shift Keying (GFSK) modulation
and provides for either a star, tree or node-to-node network topology. Concerning the MAC layer,
DASHY makes use of Carrier Sense Multiple Access with Collision Avoidance (CSMA /CA) protocol.

3.4. Ingenu

More than a decade ago, Ingenu was released and it was an innovative technology within the
LPWAN framework as it exploits ISM bands having higher carrier frequencies than, for instance, Sigfox:
Ingenu, indeed, runs at 2.4 GHz, thus sharing the same frequency of Bluetooth or WiFi. Such a feature
entails pros and cons: this is an ISM band which is globally unlicensed thus developers do not have to
think about the region their products will be employed; in addition, such a band allows for broader
bandwidth in comparison with other sub-GHz ISM bands. On the other hand, though, within such
a band link quality is worse than different sub-GHz frequencies due to the physics of the problem.
Together with Differential Binary Phase Shift Keying (D-BPSK) modulation, the essence of Ingenu
LPWAN is its proprietary and patented technology: the Random Phase Multiple Access (RPMA)
that is either a physic and a Medium Access Control (MAC) layer. RPMA was specifically designed
so as to meet the requirements of an LPWAN: long battery lifetime thanks to limited consumption,
robustness towards interference, and wide coverage and high capacity of a single RPMA access
point. Additionally, RPMA technology is also suitable to deal with bidirectional communication
and broadcast transmission. Concerning the network infrastructure, Ingenu offers a full architecture
likewise Sigfox does. Eventually, Ingenu also set up the first wireless machine network that is the
largest IoT network worldwide which is especially dedicated to provide connectivity for machine.
Sadly, though, such a facility was only established in few dozens of cities, the bulk of which are located
in the US.

3.5. Weightless

Weightless has been managed by the English Weightless Special Interest Group since 2012 and it
encloses a set of wireless enabling technologies for LPWANS because, at its beginning, three standards
were issued: Weightless-P, Weightless-N, and Weightless-W. However, as time goes by, two of those
standards (i.e., Weightless-N and Weightless-W) were deprecated: Weightless-N only allowed for
uplinks thus it was a monodirectional communication technology, while Weightless-W was devised to
work within the unexploited frequencies belonging to the TV bands (i.e., 470 + 790 MHz). Therefore,
Weightless-P (or simply Weightless) is the only outlasting standard: it is a bidirectional standard
requiring narrow band to run and occupying all of the frequencies belonging to the unlicensed ISM
sub-GHz bands (i.e., 163 MHz, 433 MHz, 470 MHz, 780 MHz, 868 MHz, 915 MHz, and 923 MHz).
Moreover, Weightless is also an open standard that adopts both the Gaussian Minimum Shift Keying
(GMSK) and the Offset Quadrature Phase Shift Keying (OQPSK) modulations and the Time-Division
Multiple Access (TDMA) scheme to access the communication channel.

3.6. LTE-M

Long Term Evolution (LTE) Machine Type Communication (LTE-M) operates, focusing on
Machine-to-Machine (M2M) communication and IoT, by using the cellular LTE standard. Therefore,
it is fully compatible with actual cellular networks. Indeed, telecom companies do not necessitate
any additional device to be installed as they just have to update the firmware running on their base
stations to the newer versions. Because of this, there exist some telecom providers that have already
started activating such services making some experiments. In comparison with standard LTE, it offers
optimized sleep modes from the point of view of consumption resulting in higher power budgets.
Amid the cellular LPWAN technologies, LTE-M has the highest data-rate. However, it requires the
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broader channel band. It exploits the 16 Quadrature Amplitude Modulation (16-QAM) and, for what
concerns the channel access, it makes use of two methods stemming from the Frequency Division
Multiple Access (FDMA): Single Carrier FDMA (SC-FDMA) for uplinks and Orthogonal FDMA
(OFDMA) for downlinks.

3.7. NB-IoT

Notwithstanding that NB-IoT and LTE-M come from the same organization (i.e., the 3GPP),
they differ for several aspects. First, NB-IoT has smaller data rate and narrower bandwidth than
LTE-M. Second, NB-IoT does not necessarily work within LTE bands: it is designed to operate in
a subset of LTE bands or even in the unexploited Global System for Mobile (GSM) bands. Even though
it has lagged behind LTE-M, more and more telecom firms are investing on it at the moment. It has
been notably used especially in Europe where it is finding its IoT alcove (e.g., asset tracking). NB-IoT
standard specifications aver that it requires less power than LTE- M. This is a double-edged sword
though: being thrifty from the point of view of consumption is always a good feature wherever sensor
nodes relying on batteries are employed, but it also means having a worse penetration capability
through obstacles. Regarding the physical layer, it may exploit both the Quadrature Phase-Shift Keying
(QPSK) modulation and the Binary Phase-Shift Keying (BPSK) modulation. For what matters to the
access to the channel methods, it shares all of them with LTE-M.

Table 1. LPWAN main enabling technology comparison.

Frequency Data-rate Channel Message  Coverage
Type Band [kbps] Bandwidth  Payload Range
[MHz] [kHz] [B] [km]
433 (CN) 125 ~5 (urban)
LoRa Non-cellular 868 (EU) 0.3 +50 250 <255 :15 (rural)
915 (US, AU) 500 -
868 (EU)
Sigfox Non-cellular 902 (US) 100 100 <12 ~4(
920 (AU)
433 (CN)
DASH7 Non-cellular 868 (EU) 9.6, 55.5 or 166.6 25 or 200 <256 ~5
915 (US)
~ 624 (uplink) N
Ingenu Non-cellular 2400 156 (downlink) 1000 <10,000 ~45
Weightless Non-cellular ~ Any sub-GHz ISM band 200 =100 125 <48 ~2
LTE-M Cellular LTE bands 1024 1400 <256 ~5
NB-IoT ~ Cellular LTE subset bands 250 180 <100 = (urbany)

~10 (rural)

4. Energy Harvesting Techniques for Wireless Sensor Networks

Sensor nodes belonging to LPWANS, or more generally to WSNS, typically rely on a limited
source of power (e.g., batteries), which can act either as the only powering method or as a backup
source. Nodes falling in the first case necessarily have to put into practice energy saving strategies
(e.g., effectuating duty cycling or embedding low power components) in order to extend their lifetime.
On the other hand, for nodes that are part of the second case it is fundamental to contrive energy
harvesting techniques. Regardless of this distinction, equipping nodes with an energy harvesting
system, whenever the deployment environment consents it, is always a serviceable method to extend
their lifetime [5-7] as well as to reduce both human intervention for maintenance and environmental
impact by decreasing the amount of batteries requiring disposal. However, the optimum would be to
design self-powered sensor nodes [8] but this is extremely tough and, most of the time, it turns out to
be challenging or even unfeasible.
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In the case of outdoor operative scenarios, the most immediate renewable source of power is
the solar one and a way to exploit it could be to provide nodes with photovoltaic cells. Such systems
are grounded on a common structure: a rechargeable battery and a solar panel are simultaneously
controlled by a Battery Management System (BMS) with the aim of correctly powering a device acting
as load. In other words, the solar panel is exploited as a primary source of energy for either recharge
the battery and power the load; whenever irradiation decreases (e.g., during nights or rainy and cloudy
weather) the BMS disables solar panels and enables the battery (which, in the best cases should be
fully charged) to power the load until favorable weather conditions occur once again. For instance,
BMSs may be realized by employing circuits for Maximum Power Point Tracking (MPPT), that is,
an algorithm guaranteeing that the load can utilize the almost peak power produced by the solar panel,
thus obtaining an intelligent BMS carrying out its tasks thanks to hardware components rather than
software instructions [9]; however, similar outcomes could be achieved by resorting to Pulse Width
Modulation (PWM) in place of MPPT [10]. As a direct consequence, photovoltaic and solar panels
should be thoroughly designed and identified. Indeed, sizes are not always directly proportional to
performances as manufacturing processes and constructing materials play a key role [11]. Moreover,
photovoltaic panels performances could be enhanced by supplying panels with cooling systems [12].
Without losing consistency, photovoltaic energy harvesting may be also employed within indoor
environments provided that ad hoc systems are adopted [13,14]. Concluding, the literature has plenty
of examples resorting to solar energy harvesting techniques to power WSN nodes due to the fact that
it is straightforward. Instances range from simple and cheap solutions [15] to energy efficient and
optimized alternatives [16] or systems aiming at maximizing sensor nodes lifetime [17].

One of the most instantaneous effects of sunlight is the occurring of heat and such a phenomenon
may be exploited for energy harvesting too. Indeed, whenever a thermal gradient (i.e., a temperature
difference) between two ends of a thermoelectric material is experienced, charges moving through the
material due to heat generate a thermoelectric effect. Charges migrate from the hot junction towards
the cold one causing a potential difference: this phenomenon is also known as Seebeck effect [18].
The interesting aspect of this technique is that it can be put into effect not only in situations in which
heat is caused by sun rays, but whenever a thermal gradient arises due to the most disparate sources.
For instance, in automotive applications, energy autonomous sensor nodes may be designed [19]
exploiting the heat produced by the engine. Another idea could be that also heat dissipating by
electronic devices could be harvested [20], or even exploiting thermal gradient within scenarios in
which temperature monitoring is accomplished [21].

Another renewable source of energy available outdoor that can be exploited for energy harvesting
purposes is wind. Aeolian harvesting systems commonly work exploiting windmills acting on DC
motors: indeed, by resorting to reversibility, the latter ones behave as generators whenever the shaft is
rotated by external torques. Ideally, due to such a property, a voltage at motor leads that is linearly
dependent on the number of revolutions of the shaft is generated. However, such a phenomenon may
also end up in a drawback: if wind speed would not be constant, as it could likely happen, voltage
would not be constant too. Therefore, it would not be suitable for directly powering a DC sensor
node. To this purpose, an optimized AC/DC buck-boost converter for aeolian energy harvesting
was investigated [22]. Another shortcoming that is implicitly entailed by aeolian harvesting is that
performances of such a technique is strongly depended on wind forecast, therefore a system that
automatically copes with this issue may be useful [23] or, alternatively, setting up a method to predict
power provided by wind could be a remedy as well [24].

Hydroelectric and aeolian harvesting share a similar scheme. Indeed, the main difference is that
water flowing within pipes or conducts causes the production of energy rather than wind. Indeed,
water pushing on mill blades causes mill rotation which is exploited to generate electricity by resorting
to DC motor reversibility property as it happens in aeolian harvesting systems. The use cases may be
various; however, this technique provides the best performances whenever it is exploited in scenarios
in which water is forced to flow inside pipelines as it causes a pressure increase which directly
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implies a greater amount of harvested energy. For instance, this strategy may be suitable for sensor
nodes accomplishing the measurement of flow rates within pipes in domestic applications [25] or
even for environmental monitoring issues inside underground Medieval aqueducts [26]. Concerning
energy harvesting from sea waves, several studies proved its feasibility. Such a technique has a wide
application within sensor nodes that are offshore deployed, either floating or underwater, as it is
commonly inconvenient to reach such devices to perform maintenance procedures. Harvesting energy
from sea waves is feasible as oscillations stemming form such a motion may be converted in electrical
energy [27]. Moreover, that phenomenon may be enhanced by resorting to duck-shaped structures [28].

Energy harvesting from sea waves inherits similar concepts that are adopted in systems harvesting
energy from mechanical vibrations: indeed, both the sources of energy cause oscillations that are
converted in electric power for running sensor nodes. Such a task is achieved by making use of
piezoelectric crystals: they are materials characterized by the property that whenever they are subject to
amechanical deformation, a voltage is generated and vice versa. Therefore, this sort of harvesting could
be exploited in a various number of scenarios presenting vibrating objects: vehicles [29], aircrafts [30],
vibrating machineries [31], bridges [32], mainframe computers stacked in racks within data centers [33],
or even in underwater environments [34]. Moreover, piezoelectric harvesting does not necessarily
require either objects strongly vibrating [35] or bulky devices [36] thus making it widely suitable.
In addition, piezoelectric materials stand at the base of acoustic energy harvesting [37,38] in which
mechanical deformation is provoked by air waves generated by acoustic signals. However, acoustic
harvesting may be also performed by falling back on Helmholtz resonators [39].

An alcove of WSN is the one related to wireless network whose nodes are attached to human
body becoming wearable sensor nodes: the so called Wireless Body Area Networks (WBANSs). Even in
this context there exist harvesting techniques [40]. In particular, they exploit human body activities
(e.g., movement [41,42], pace [43], and so on) in order to power sensor nodes. In other words, any of
the methods that were developed for harvesting energy in a broad sense may be transplanted within
the framework of WBANSs.

Electromagnetic fields may be also harnessed for energy harvesting purposes. Such an idea is the
basis on which wireless power transfer is grounded: nowadays this technique is massively adopted in
docking stations that are capable of simultaneously charging several sorts of devices (e.g., smartphones,
tablets, smartwatches, and so on). From a theoretical point of view, electromagnetic energy harvesting
is ruled by Faraday law of induction stating that the variation of the flux of a magnetic field that
is concatenated with an electrical circuit causes an induced electromotive force in the circuit itself
generating a current opposing the flux variation gave rise to it. Therefore, multiple sources of dynamic
electromagnetic field may be considered for energy harvesting: high voltage cables [44], power cables
for smart grids [45], human body motions [46], antenna panels of satellites [47], and many more.

5. Energy Harvesting Techniques for LPWANs

In this section, we will discuss the existing literature focusing on energy harvesting solutions
for LPWAN-based systems. While the research methodology was already presented in Section 2,
before discussing the survey we would like to point out that the works were selected according to the
principle that the presented results should be focused on the description of a working network
architecture whose sensor nodes are powered by means of energy harvesting. For this reason,
several works focusing only on the harvesting technique without contextualizing it within a specific
LPWAN infrastructure were not taken into account. Similarly, we do not take into account works
dealing with transmission technologies that fall within the IoT context but cannot be classified as
LPWAN (e.g., Bluetooth Low Energy or WiFi).

This choice is justified by the fact that some surveys focusing on energy harvesting techniques
for IoT in a broader sense have been already proposed. In particular, a preliminary analysis of energy
harvesting techniques to be employed to power up wirelessly connected devices within the IoT
framework is proposed in [48], while a deeper analysis of the state-of-the art is faced in [49]. In this
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review paper, all the possible harvesting techniques for IoT devices are analyzed in detail, focusing on
a wide range of works that partially includes some LPWAN-based architectures.

As the focus of this review is not only on the harvesting techniques, but also on the transmission
technologies, we decided to structure this section according to the different LPWAN standards.
While a large part of the reviewed papers exploits the LoRa technology and the LoRaWAN protocol,
the related subsection has been furthermore structured according to the harvesting principle. The other
subsections focus on SigFox, DASH?, and cellular technologies. Regarding other LPWAN solutions,
like Ingenu or Weightless, to the best of our knowledge the literature lacks of works dealing with
energy harvesting solutions to power sensor nodes exploiting such communication technologies.

All of the energy harvesting sources that are reviewed in this section and the relative LPWAN
enabling technologies for which instances were retrieved within the literature are schematized

in Figure 1.
LoRaWAN

Microbial Fuel
Cells

Harvesting
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LPWAN enabling
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Figure 1. Harvesting sources for LPWAN enabling technologies.

5.1. LoRa and LoRaWAN

LoRa is currently the most employed LPWAN transmission technology for the realization of IoT
architectures in a wide range of application scenarios. For this reason, together with several papers
focusing on the description of systems exploiting a specific harvesting technique, some contributions
were found in the literature dealing with specific architectures, not focused on a particular energy
source. These contributions are precious for the design of the overall LoRaWAN systems and are then
listed below. Papers dealing with systems powered by well-defined energy sources will be discussed
then in the Sections 5.1.1-5.1.7, according to the specific harvesting principle.

Gleonec et al. [50] proposed one of the first works discussing the adoption of energy harvesting
systems to power up LoRaWAN sensor nodes. While they do not adopt a specific harvesting
technique, they focus on the management of multiple power sources, that are simulated by means
of voltage generators. The proposed solution is validated by means of an experimental setup whose
aim is to demonstrate the feasibility of a powering system multiplexing multiple energy sources.
Such a multisource approach was also proposed in other works which will be discussed in Section 5.1.7.
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A general architecture focusing on the functioning of a battery-less LoORaWAN sensor node,
powered by an undefined source of energy, is presented in [51]. The model proposed in this work
is interesting for any system powered by any kind of renewable energy: indeed, the architecture is
based on a capacitor for energy storage and operates according to functioning model that allows to
guarantee the continuous operation of the system. While the model is effective, it is based on the
assumption that a constant energy is provided to the harvesting system: nevertheless, this requirement
cannot be satisfied by some of the most common energy sources such as the solar one. The same
battery-less approach is presented in [52]: in this case, instead of focusing on the architecture of
the LoRaWAN device, the paper tackles protocol issues related to packet collisions and minimum
throughput maximization.

Finally, one last paper was identified focusing on the performances of LoRaWAN devices powered
by an energy harvesting system that may fit with different power sources. Indeed, in [53], the impact
deriving from the adoption of a renewable source of energy for LoRaWAN networks in industrial
monitoring applications on the overall systems costs is analyzed: a comparison of the maintenance
costs due to replacement of batteries in battery-powered devices with or without the use of harvesting
solutions is provided, pointing out the benefits deriving from the adoption of these techniques in the
proposed application context.

5.1.1. Solar

As already underlined in Section 4, solar energy is the most common environmental power
source for the realization of self-powered wireless systems. For what concerns the LoRa technology,
a relatively large number of papers have been identified, dealing at different levels with the adoption
of photovoltaic (PV) panels for the powering of either LoRa nodes [8,54-61] or LoRa Gateways [62,63].
In general, all those papers share the same configuration for what concerns the energy harvesting
system: this includes the use a small scale PV panel, a BMS, and an energy storage system that may be
whichever amid a battery or a supercapacitor.

Starting from the works describing End Nodes architectures, the majority of them propose
an energy harvesting system to be employed for a specific application scenario; indeed, only one
contribution was found dealing with a general purpose sensor node [54]. This paper provides
an effective theoretical way to dimension the energy harvesting components of the node as well
as the energy storage devices (i.e., batteries and supercapacitors) and the PV panels. The structure of
a solar-powered sensor node is then described in detail: in this system, the charge process is managed
by means of an SPV1050 low-power harvester by STMicroelectronics, implementing the MPPGT
function. An INA226 power monitor by Texas Instruments is also introduced in the system to check
the battery status. The energy consumption of the sensor node is carefully evaluated and field test
results are provided for a fortnight operation period. This paper is especially interesting since the
proposed architecture can be also used with other harvesting techniques (e.g., the adoption of Peltier
modules instead of PV panels is suggested in the text), by simply replacing the harvesting component.

A first group of papers mainly focuses on the overall system architecture, without discussing
in detail the energy harvesting solution: in these works, a basic structure employing commercial PV
panels and supercapacitors or batteries for energy storage is presented, shifting the main focus on the
application scenario. Polonelli et al. [55] present the architecture of an energy self-sufficient LoRaWAN
sensor node to be employed for the measurement of the displacement of cracks in buildings within
the frameworks of Structural Health Monitoring (SHM). The energy harvesting system presented
in this work is based on the use of a solar panel connected to an SPV1040 step-up converter by
STMicroelectronics. An L6924D battery charger (by STMicroelectronics too) is used to manage the
charge of a 2 F supercapacitor. A similar, but less detailed architecture for what concerns the solar
harvester, is presented in [56]; in this case, the proposed system is expected to be floating on the sea
surface, while collecting data concerning water temperature and transmitting them ashore by means
of LoRaWAN protocol. The harvesting unit encompasses a solar panel connected to two parallel
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7.5 F supercapacitors, while no charge management electronic component is used. Another paper [57]
focuses on earthquake detection and discusses the architecture of a LoRaWAN sensor node embedding
accelerometers and other environmental sensors. In this case, the node is powered by a 2000 mAh
LiPo battery whose charge is managed by a commercial Arduino-type Solar Charger Shield by Seeed
Studio, connected to a 1.5 W off-the-shelf solar panel. Despite the simplicity of the technical solution,
the paper also proposes a detailed analysis of the node power consumption which is useful to evaluate
the sizing of the energy harvesting system. Matthews at al. [58] present an interesting platform
integrating LoRa data transmission and UHF RFID contactless identification for vehicle recognition:
the described platform is powered by means of a PV system which is not described in detail. Finally,
a last paper [59] presents a simple architecture for environmental monitoring based on the off-the-shelf
STMicroelectronics I-Nucleo-LRWAN1 multi-sensor shield: the system is powered by means of a 4 F
supercapacitor charged by means of a PV panel, but no details are provided concerning the charge
management system.

A second group of papers, while being related to a specific application scenario, discusses more in
detail the implemented solar harvesting system. Rossi and Tosato [60] present a LoRa sensor node to
be employed for environmental pollution monitoring, providing a detailed description of the energy
harvesting solution. In this system, the charge management unit is composed of a BQ25570 harvester
power management circuit from Texas Instruments, which is used to charge a lithium battery. As the
sensor node has a large operating current absorption, an additional stage was added to supply it,
which is composed of a TPS63000 Buck-Boost Converter from Texas Instruments, regulated by means
of a Texas Instruments TPL5110 timer, periodically enabling the current drainage. Regarding the PV
panel, in this paper three different solutions are tested, two custom-made and one off-the-shelf: the first
two are, respectively, based on 50 Ixys cells arranged on an x-shaped matrix, and 12 Sanyo micro-PVs
in parallel, while the commercial one is a 1 W panel from Seeed Studio. Following a set of system tests,
the authors demonstrate that the best choice is represented by the Seeed Studio commercial PV panel
which provides in general better performances with respect to the other solutions.

In [8], another interesting application scenario is faced: indeed, the paper presents a wearable
LoRa sensor node, to be used for personal environmental data collection. One of the most challenging
requirements that such a system has to fulfill concerns the energy harvesting system dimensions, as the
monitoring device has to be worn by users. To overcome this limitation, the proposed solution is
centered on a 3 cm radius circular PV panel that is arranged into a watch-shaped device integrating
the whole sensor node components. The charge process is managed by an ADP5090 controller
from Analog Devices, which regulates the charge of a 12.5 F supercapacitor. The overall power
consumption of the node is evaluated in detail and field tested in order to identify a duty-cycling able
to guarantee a continuous operation of system is assessed too. Finally, a last more recent contribution
was identified providing a detailed description of a solar energy harvesting system for environmental
sensor nodes [61]: the structure is similar to other contributions, being based on a LTC3105 DC/DC
converter from Analog Devices on an AM-5412CAR amorphous silicon solar cell from Panasonic Eco
Solutions, charging a Li-ion battery.

Regarding solar energy harvesting systems used to power LoRaWAN Gateways, only two
contributions were identified. In this case, the power requirement is by far higher than for End
Nodes, as Gateways are required to always listen to incoming packets from End Nodes, and then no
duty-cycling policy can be applied. For this reason, in [62] the sizing of the PV plant to be used to power
the Gateway is discussed in detail, proposing an algorithm to estimate the system power consumption.
As the Gateway also has to forward the packets received by the End Nodes to the LoRaWAN Network
Server, the energy requirement must include the powering of another data transmission technology
too. As the system is expected to be cable-less, the consumption of 4 different technologies (i.e., LTE,
WiMax, Satellite and Long-Range WIFi) is discussed as well as the analysis of carbon footprint. Then,
the achievable CO, saving with the four different typologies of data transmission is investigated too.
In [63], an edge computing paradigm within LPWAN framework is tackled. The proposed architecture
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includes Gateways, that rely on harvested energy, receiving data from End Nodes. In contrast
with traditional harvesting systems, the authors propose a stochastic model grounded on a Markov
decision process to manage the scavenged energy. Finally, simulations proved the feasibility and the
effectiveness of the system. In particular, Gateway cooperation is stochastically controlled, as it has
just been mentioned, so to look for an optimum state allowing computation and data-forwarding tasks
with the aim of cleverly managing the harvested energy. In so doing, a Gateway may offload a task to
another one if such an action is believed to be the one minimizing the required energy. Concerning
the harvesters, they are supposed to be systems scavenging energy from ambient light. In addition,
harvesting is modeled as a stochastic process accounting for harvesting rate rather than harvesting
volume of energy to be assessed within variable temporal slots.

5.1.2. Radio Frequency

Wireless power transfer by means of magnetic or inductive coupling is widely used in several
contexts, from passive Radio Frequency Identification (RFID) systems to wireless chargers for mobile
phones. While such a powering technique requires a limited distance between the Radio Frequency
(RF) source and the device to be powered, thus contradicting the wide area operational principle of
LPWANSs, some LoRa-based systems powered by means of RF harvesting were found in literature.
A first solution exploiting the wireless RF channel to power a LoRa node is presented in [64]. In this
paper, the architecture of the harvesting circuit is described in detail, focusing on the antenna design as
well as on the RF-DC circuit that is required to convert the Alternate Current (AC) signal generated by
the receiver antenna to a DC one that can be used to power a sensor node. Following the description
of the system, the realization of a wirelessly powered LoRa node is presented and its functioning is
validated by means of field tests. While the wireless power transfer is achieved, the systems suffers
from the short transmission range limitation pointed out before since the tested operational range is
shorter than 2 m, and it is then in contrast with the wide area requirement.

While the short range is clearly a limitation for the adoption of this type of harvesting for LoRa
systems, Peng et at. [65] propose the so-called PLoRa system, that aims at providing long range
transmission from passive sensor nodes by means of backscatter transmission. Regarding the node
powering, this exploits environmental RF signals from any possible source in the 900 MHz frequency
band as well as solar energy when the former one is not available: the nodes are provided with a 0.33 F
supercapacitor for energy storage. While the proposed system is able to achieve data transmission at
distances up to some hundreds of meters, it cannot be fully considered as RE-powered as the presence
of the solar panel is crucial to guarantee the long range operation.

Another interesting contribution regarding wireless power transfer for a LoRaWAN sensor
node is presented in [66]. In this paper, a whole experimental setup is described in detail
comparing the performances of the system according to the use of different typologies of electronic
components. In particular, the performances of two different RF-DC converters are investigated,
correlating a commercial P2110B converter from Powercast with a device realized ad-hoc. Similarly,
the performances of different typologies of antennas were analyzed and compared. As in previous
cases, while the system proved to be effective to power a LoRaWAN node, the actual operating distance
was in general very short, below 3.5 m.

A final contribution is provided in [67]: this paper presents a theoretical discussion concerning
wireless power transfer in general, and comparing different techniques: inductive coupling, ultra-dense
millimetre-wave small cells and Magnetically Coupled Resonance (MCR). A solution based on this last
technique (i.e., MCR), exploiting ferrite structures, is then presented and discussed, albeit a practical
implementation of the system is not provided. Nevertheless, while the proposed system may be
interesting, the lack of its actual implementation prevents from discussing its potential performances.
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5.1.3. Thermoelectric

Thermoelectric energy is harvested by means of thermoelectric generators which exploit
temperature gradients to supply electrical power, as it was previously mentioned in Section 4. In so
doing, self-powered LoRa End Nodes to be employed for industrial monitoring issues may be designed
and implemented as the work in [68] illustrates. Indeed, the authors propose a flexible thermoelectric
generator to be wrapped around heat pipes reaching the temperature of 70 °C. Additionally, the sensor
node is in charge of monitoring sundry parameters (e.g., pipe temperature, ambient temperature,
humidity, CO, concentration, and organic compound concentration). Moreover, the authors point out
that within indoor environment like an industrial one, thermoelectric generators are by far suitable for
energy harvesting than, for instance, photovoltaic devices, as the former devices are able to constantly
harvest energy regardless of the available amount of light as only a temperature gradient is needed.
The developed sensor node has a common architecture which comprehends the harvester, a BMS,
a rechargeable battery, a DC-DC converter, dedicated sensors, a microcontroller, and a transceiver
enabled by LoRa modulation.

Continuing in the same vein of industrial monitoring, the authors of [69] propose a battery-less
and maintenance-free LoORaWAN End Node harvesting energy from industrial cooling pipes at 80 °C.
Such a device is exploited to monitor vibrations of machineries. Due to the fact that this study follows
the footsteps of the previous one, the sensor node architectures of both the nodes resemble each other.
However, the main dissimilarity amid the two prototypes concerns energy storage since [69] makes
use of a 5 F supercapacitor rather than a rechargeable battery.

Thermoelectric generators are also able to fully operate even when they are employed for
harvesting energy form trees [70]. Such a study is therefore interesting because the relative test
campaigns, that were set up throughout several months across seasons, demonstrate the feasibility
and the effectiveness of the system. In this setting, the thermoelectric generator makes use of the
temperature gradient arising between the tree trunk and the ambient air: indeed, the inner temperature
slowly varies while the outer one experiences more sudden changes due to sun rising and setting.
Therefore, such an event takes place on a daily basis thus allowing a theoretically perpetual power
supply for a LoRaWAN End Node.

Finally, the authors of [71] propose an autonomous LoRa End Node powered by a thermoelectric
generator harvesting unused or wasted heat coming from disparate sources like hot water pipes or
factory machineries. The device is employed for security and environmental monitoring issues. To
achieve such tasks by only relying on the harvester, it embeds the same classes of components that
were listed so far for comparable devices supplied by similar systems: besides the harvester there are
a DC-DC step-up converter, a BMS, a storage element (i.e., in this case a supercapacitor), a voltage
regulator, and the sensor node itself.

5.1.4. Vibrations

Mechanical systems as well as structures that are subject to stress, strain, or any other sort of
external forcing term experience vibrations which can be promptly exploited for powering up sensors
nodes by means of suitable harvesters. Such an idea is also exploited for supplying LoRa End Nodes
too. Orfei et al. [72] developed a battery-less LoRa node for the monitoring of the asphalt of a bridge.
Energy sufficiency is ensured by an electromagnetic energy harvester scavenging energy from bridge
vibrations (which, for instance, are engaged by vehicles crossing it) that exploits Halbach array for
permanent magnets arrangement so to increase the magnetic fields resulting in a miniaturization of the
harvester still preserving its performances. The collected energy is firstly rectified and regulated and
then stored within a supercapacitor. Overall, the node is capable of fulfilling its tasks (i.e., data sensing
and data transmission) by leveraging on the energy harvested from bridge vibration occurring any
time a vehicle passes through.

Harvested vibrations through electromagnetic devices are also the source of energy that is
employed in [73] within industrial contexts. Indeed, it shows two sensors nodes that are supplied by
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the vibrations generated by a standard industrial compressor: the former is a LoORaWAN End Node,
while the latter exploits Bluetooth connectivity, and therefore it is neglected in this review as it falls
outside the scope of LPWAN communication protocols. Similarly as before, the harvester requires
a conditioning electronics achieving rectification and regulation, in a first stage, and a supercapacitor
so to store the collected energy. Test results point out that the LoRaWAN node is able to reach the
minimum sampling rate of 30 seconds which in most of the cases suffices monitoring requisites of
slowly varying physical phenomena.

5.1.5. Wave Motion

Energy harvesting lays its own foundation on energy conversion principles. Such a phenomenon
gains a notable momentum whenever renewable sources of energy are exploited. Water waves
intrinsically carry kinetic energy which is potentially boundless, therefore its harvesting could be
a bold move. Chandrasekhar et al. [74] put into effect this idea so to power a LoRa position tracker
hosted in a smart buoy for marine scopes. The harvesting system is enclosed within the buoy and
it consists of a triboelectric nanogenerator and an electromagnetic generator for recovering kinetic
energy of water waves. In addition to them, a solar cell is placed on top of the buoy just as a backup
harvester whenever calm wave conditions are experienced. Despite the fact that heterogeneous energy
sources are exploited, the work in [74] is not included within Section 5.1.7 because solar energy only
plays a secondary role. The aforementioned generators are capable to efficiently convert kinetic
energy into electrical energy that is stored either in a capacitor and in a Li-ion battery via a BMS.
The triboelectric and the electromagnetic generators are simoultaneosly combined for pursuing the
harvesting scope. Indeed, the former operates under contact and separation of triboelectric units
that are especially manufactured. They are actuated by means of a cylindrical tube on which a coil is
wounded along its outer surface while in its inner side a moving magnet is present thus forming the
electromagnetic generator. This coupling allows to independently generate electrical power during the
same mechanical motion due to waves.

5.1.6. Microbial Fuel Cells

Aquatic environments that are characterized by favorable conditions (e.g., enough dissolved
oxygen) are well suited as a developing habitat for floating microbial fuel cells. In spite of this,
such bio-electrochemical systems proved to be able to operate even in anoxic conditions [75] and
to power up LoRa End Nodes. The study finds out that especially designed microbial fuel cells are
able to supply enough power for the LoRa node provided that a DC-DC converter is employed since
a microbial fuel cell in itself would only scavenge an insufficient amount of energy. However, just very
infrequent transmissions (i.e., twice a day) may be tolerated by such harvesting system though.

Microbial fuel cells may take place even in conjunction with plants, and the related harvested
energy could suffice for enabling battery-less LoRa sensor node performing environmental monitoring
within a smart cities framework [76]. Like comparable systems, such device is capable to
generate a stable output voltage permitting the correct supplying of the node that embeds
sensors, microcontroller, transceiver, and miscellaneous electronics (e.g., a DC-DC converter and
a supercapacitor) employed for the harvester.

5.1.7. Hybrid Techniques

A simultaneous exploitation of multiple sources of energy for harvesting purposes is advisable
whenever the deployment scenario consents it. Indeed, premises for achieving zero impact sensor
nodes from an energy point of view could be easily met. On the other hand, there exist studies
comparing different sorts of harvesting techniques with the aim of finding out potential pros and
cons. For instance, in the work in [77], solar, thermal, and piezoelectric harvesting techniques are
investigated and correlated in order to design autonomous LoRa End Nodes. The latter has a standard
architecture including the harvester, a BMS, a rechargeable battery, and the proper sensor node which
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is in turn composed of sensors, microcontroller, transceiver, and so on. The principal results point
out that solar harvester ensures enough chances to provide the node a self-sustaining state while the
remainder two drastically decrease such probability. Unfortunately, though, all of those techniques
have not been integrated yet within the aforesaid research work.

Solar and thermal energy harvesting are exploited in LoRa End Nodes so to obtain
an energy-efficient device allowing for either short- or long-range communication [78]: indeed, besides
standard LoRa transmissions enabling long range broadcast, also an energy aware wake-up radio is
embedded in the system permitting to wirelessly trigger the node forcing data sampling and data
sending tasks. In so doing, a twofold scope may be achieved: self-sustainability, due to harvesting and
ultra-low-power building components selection, and transmission control, by exploiting the possibility
to ping the sensor node via the wake-up radio.

The combination of solar and thermoelectric energy harvesting also drives the study put forth
in [79]. Therein, an innovative floating device scavenging energy from both sun rays and thermal
gradients is investigated. It makes use of LoRa modulation to covey data (i.e., samples of environmental
parameters like temperature, humidity, and water pH) to the nearest Gateway. The mixture of
the two energy harvesters allows for slightly less than 10 days of fully operation without sun
light exposure. Therefore, such a floating LoRa End Node is able to harvest enough power to be
completely autonomous.

At this stage it is crystal clear that solar energy harvesters are massively adopted as sunlight is the
most immediate source of renewable energy, as it was stated earlier on in Section 4. Moreover, such a
strategy usually plays a pivotal role in multiple sources harvesters. An additional instance is the one
in [80] where it is in tandem with a radio frequency harvesting module to power up a LoRaWAN
End Device for environmental monitoring scopes. Such a device is designed accomplishing energy
self-sufficiency owing to the fact that an energy saving policy (i.e., duty-cycling between sleep and
active mode) is actuated along with a backup rechargeable battery which does not need to be replaced
and disposed thanks to the scavenging capabilities of the node.

5.2. Sigfox

Over the years, Sigfox has constantly gained approval amid the framework of IoT and LPWAN.
Indeed, despite the fact that users have to subscribe and pay fees to exploit it, as the whole network
infrastructure is in charge of Sigfox itself, such a technology proved to be quite plug-and-play because
only sensor nodes need to be designed and implemented thus absolving users from concerns related
to gateways and server side. Sigfox nodes share a common feature with others belonging to networks
which are enabled by different communication standards: they are commonly designed to operate
only relying on a limited source of power. Therefore, they still require to be thoroughly designed
so to extend their lifetime by minimizing energy consumption. To this end, the authors of [81] put
forth a study whose outcome is the derivation of a model, which is based on measurements on Sigfox
hardware modules, so to assess hardware performances stemming from realistic usages. In particular,
the authors claim that by exploiting a 2400 mAh battery an ideal lifetime spanning from 1.5 to 2.5 years
while hourly transmitting six messages with a data rate ranging from 100 bit/s to 600 bit/s may
be achieved. Moreover, an asymptotic lifetime of 14.6 years can be reached provided that message
broadcasting rate is diminished. Some of the benchmarks that are accounted in the model are uplink
physical layer data rate, payload size, unidirectional or bidirectional communication, and message
losses. The overall result looks very promising and even satisfactory as it is. However, employing
harvesting techniques could permit either to make use of smaller batteries so to reduce both node size
and cost or to consent a bigger amount of transmitted data to fulfill application scenario requirements.

Likewise, different enabling technologies, solar energy harvesting is widely adopted in Sigfox
sensor nodes. For instance, within water monitoring systems, self-sufficiency from the energy point of
view could be achieved by making use of solar energy harvesting [82]. In particular, by keeping sensor
node duty cycle below 0.4%, self-sufficiency is reached by resorting to a 720 mAh rechargeable battery,
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an off-the-shelf solar shield acting as BMS and a 2 W solar panel delivering a maximum of 330 mA
during favorable light states so to completely charge the battery in less than 3 h. Energy autonomy
for Sigfox nodes employed within environmental monitoring was also investigated in [83]. Such a
result stems from the fact that the node is powered by a solar cell, a 90 mAh coin cell battery both
managed by an optimized BMS. In so doing, transmissions may take place every half an hour so to
ensure 8 h of operation in full darkness that can be compared to the duration of nights during summer.
Alternatively, such a duty cycle could be tuned thus resulting in a transmission every 5 min under
overcast condition and still the autonomy is ensured.

The literature additionally presents works dealing with floating microbial fuel cells that are
exploited to scavenge energy so to power up Sigfox nodes [84]. Floating microbial fuel cells may
operate for more than a year as a sort of floating gardens which live within aquatic environments
characterized by a large amount of dissolved oxygen. The energy harvesting system needs to be
especially designed so to collect energy from a various number of the aforesaid cells that reside
in the same water medium. In addition, since a maximum of 800 mV can be usually harvested
form a single cell, DC-DC step-up converters are required to be embedded within the harvesting
system. In particular, each microbial fuel cell is connected to its DC-DC converter, while the output
storage element (i.e., a single capacitor) is in common with the aim of powering the load. In so doing,
a maximum overall amount of 5 V can be reached which is largely suitable to power up sensor nodes.
However, solely a very slow data transmission (i.e., once a day) can be ensured.

Kinetic energy of sea waves may be also harvested so to power Sigfox sensor nodes by exploiting
oceanic undrogued drifters [85]. The harvester consists of a gymbal system, a gearing transmission
capable of converting oscillations into rotations, a test mass, a flying wheel, and a micro-generator.
Due to motion caused by sea waves, the harvester (that is enclosed within the drifter) rotates according
to certain angles of roll, pitch, and yaw. Next, the test mass attempts to oppose such a motion in
order to maintain a vertical position; therefore, it properly rotates owing to the gymbal structure.
This phenomenon causes a torque that is transmitted through the gears to the flying wheel and, in turn,
to the micro generator hosting a DC motor which transforms this rotation into DC current by exploiting
the reversibility principle. Finally, such power is processed and managed by especially conceived
devices so to provide up to 0.22 mW. Therefore, the whole system is not already suitable for being the
main power supply and hence it is used as a backup power of a sensor node that is mounted on the
drifter itself which communicates, by leveraging on Sigfox, for coastal communications.

5.3. DASH7

DASHY networks are well suited for including either sensors and actuators owing to the intrinsic
bidirectional capabilities of the protocol itself. Therefore, both sensors and actuators could be equipped
with energy harvesters with the vision of being autonomous nodes. D’Elia et al. [86] put into practice
this idea within the context of heat distribution systems in domestic buildings. Sensors and actuators
communicate via DASH7: the former ones sample temperature and the latter ones drive motors for the
tuning of radiators valves. Each class of nodes is provided with a dedicated harvester: the actuators
scavenge energy from heat thus embedding a thermal energy generator, while the sensors are powered
via photovoltaic cells. Likewise other systems previously described, the harvesters work along with
DC-DC converters, BMSs, and rechargeable batteries.

Autonomous DASHY? nodes could be also realized by resorting to radio frequency harvesting,
and specifically battery-less self-sustained nodes are shown in [87]. This task is solved by employing a
tailor-made rectenna (i.e., the bulk of radio frequency harvesters) connected to a DC-DC converter
along with a buffer capacitors and control circuits so to correctly power the sensor node. Of course,
all of the building blocks are ultra-low-power components so to overcome to the little amount of
harvestable energy coming from environmental radio frequency signals. Despite it, the prototype is
capable to operate by intercepting signals within a radius of 17 m.
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Energy harvesting could be the key for achieving completely autonomous sensors especially
when such devices are designed to operate along with a wake-up radio triggering their functioning
only when a wake-up packet is received as it is presented in [88]. Therein, the same prototype that
was beforehand illustrated in [86] is equipped with wake-up radios and the relative impact on the
nodes lifetime extension is discussed. In so doing, autonomy is elongated as the required energy to
be harvested form the environment to correctly power the nodes drastically decreases. Of course,
the wake-up radio definitely needs to be meticulously designed so to be as low power as possible in
order to not significantly undermine the energy balance resulting form the harvesters. For instance,
the wake-up radio that is adopted in [88] only draws up to 1 pA.

5.4. Cellular Technologies

Energy harvesting techniques are still scarcely adopted in systems based on cellular technologies.
Indeed, the literature is not plenty of works dealing with this theme. A reasonable motivation could be
that such communication standards generally require a vaster amount of energy in comparison with
non-cellular technologies due to the fact that the former ones customarily offer higher performances
with respect to the latter ones. However, some instances of harvesters for nodes communicating
embracing cellular technologies are presented in [89], concerning NB-IoT, and in [90], regarding 5G.

Challenges and opportunities for energy harvesting to be used in NB-IoT sensor nodes with
the aim of extending battery lifetime are listed within [89]. Precisely, energy harvesting for NB-IoT
nodes is investigated in a smart home scenario where ambient light, either indoor and outdoor, can be
scavenged. For what concerns indoor settings, window sills and books shelves are taken into account.
The results from this study point out a predictable outcome: outdoor settings by far outperform indoor
ones but still all of them provide a significant lifetime lengthening. Specifically, and on a yearly basis,
indoor harvested ambient light can provide slightly less than 3000 additional messages of 50 B and
200 B length that only need a good signal coverage to be broadcast, while those figures decrease to
few more than 250 whenever a deep coverage is necessary. On the other hand, additional messages
that can be sent by exploiting outdoor ambient light roughly double up, respectively, for each of the
aforementioned conditions.

Energy harvesting for the brand new 5G technology are summarized in [90]. Therein it is claimed
that radio frequency energy harvesting is a favorable method for an alternative energy supply in
order to be exploited within 5G communication systems. Along with radio frequency harvesting,
also other renewable sources of energy (e.g., thermal energy, sun, light, and mechanical energy) are
surveyed. Moreover, the paper additionally points out constraints related to energy harvesting such as
causality: when some energy is harvested at the moment, it would be only available in the future. Due
to this issue and the remainder that are listed, radio frequency harvesting seems to be a reliable and
predictable energy source 5G networks may rely on.

6. Discussion

The just surveyed papers remark potentialities, efficiency, as well as effectiveness of energy
harvesting techniques to be exploited within LPWAN contexts. Therefore, such methods will definitely
have a booming and flourishing future as it is highly expected that the need of designing sensor
nodes able to run relying on the aforesaid strategies will be more and more increasing for multiple
reasons. First, if the number of fully autonomous sensor nodes (i.e., the ones which do not require
batteries due to the fact that the energy they scavenge is sufficient) would blow up, then no more
batteries will have to be substituted and disposed thus contributing to the reduction of pollution
embracing a greener perspective. Second, for such nodes that do not reach an utter self-sufficiency,
a notable reduction of human interventions for maintenance will be experienced resulting in an overall
simplification of upkeep procedures. Additionally, even though harvesters may be more expensive than
batteries, the overall node costs will be amortized throughout the whole lifetime since it experiences
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a remarkable lengthening. Therefore, there exist all the conditions for considering them as full-fledged
forms of investment.

As it was stated earlier on (see Section 4), the most immediate renewable source of power is the
solar one. As a consequence, such a form of energy is also massively exploited for harvesting; indeed,
this fact is confirmed by the conspicuous number of the reviewed studies dealing with it. Moreover,
thermoelectric harvesters are also indirectly affected by solar energy since heat is the outcome of sun
rays impacting on objects. However, albeit other sources of energy are not as mainstream as the solar
one, some solutions exploiting them were cited as well as they proved to be as reliable and efficient as
solar energy.

Regardless of the source of energy that is scavenged, sensor nodes relying on harvesters are
pooled by a common architecture: the harvester itself is controlled by a BMS deciding whether to
directly exploit the scavenged energy to power the node or to store it within rechargeable batteries
or supercapacitors. In addition, whenever the source of energy is not constant, further electronics
(e.g., AC-DC converters) is needed so to correctly supply the node: aeolian harvesters or systems
exploiting mechanical vibrations usually suffer from such a matter. On the other hand, hydroelectric
generators working within pipes do not ordinarily necessitate of those additional systems especially
whenever the inner water flux is constant. Another discriminant dictating the energy harvesting
technique to adopt is the application scenario. While outdoor solar is massively employed, indoor
other strategies should be considered. For instance, within industrial environments thermal harvesting
(e.g., from cooling systems) or mechanical vibrations harvesting (e.g., from vibrating machineries)
are widely put into effect. For what concerns aquatic environments, microbial fuel cells are often
taken into account provided that the aquatic context is suitable for cells living, while sensor nodes
deployed overboard may take advantage of sea waves motion although the harvester needs of
a thorougher design.

Apart from the exploited energy harvesting technique, the bulk of the reviewed papers deals with
LPWAN:Ss to be employed for environmental or industrial monitoring. However, such facilities may be
of precious aid in order to face and manage delicate issues like the one lashed out the entire world
during 2020: pandemics. Indeed, the globe was stroke by what was named as Corona Virus Disease
2019 (COVID-19). Albeit a recovery phase was gradually started after some months from the outbreak,
subsequent waves (the first of which presumably could occur for late 2020) were predicted. Therefore,
as itis also suggested in [91], IoT infrastructures could play the role of crucial supporters to such a fight:
for instance, a city-scaled pervasive monitoring network for the measurement of body temperature
by leveraging on thermal cameras to be installed at the entrance of public places (e.g., schools, bars,
shops, and so on) whose data could be retrieved and analysed by a central core (e.g., hospitals) so to
cope with the spread of contagion could be a solution. However, the same concept could be applied to
other disease monitoring scenarios too. Another subtle point arising whenever data flows through
networks like LPWANSs and IoT systems is the one of cyber risk that has to be intended in a broad
sense: from personal information leakage to data transfer especially when sensible information is
involved like in the case of the aforesaid example coping with COVID-19. On the concerns associated
with the communication technologies introduced earlier on and with IoT in general, [92] gives a deep
outlook in standardisation of IoT cyber risks as well as future perspectives by identifying IoT cyber risk
vectors (i.e., IoT attack vectors from particular approach used so to mine into big data vulnerabilities)
and by integrating them in models aiming at determining cyber risks impact. Therefore, we deem that
besides the future development of energy harvesting techniques for LPWANSs, also countermeasures
for risks (which naturally emerge in this context) will experience a notable spike.

7. Conclusions

The aim of this paper was to provide a comprehensive review of the existing energy harvesting
solutions for the powering of LPWAN-based monitoring systems and architectures. The literature was
carefully reviewed and, at the best of our knowledge, all the most significant contributions dealing
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with the proposed topic have been included in this survey. While the total number of reviewed papers
may appear to be low (i.e., a total number of 44 contributions was discussed) we would like to point
out that all the works where published in the last five years, since LPWAN technologies are relatively
new in the context of ToT.

As LPWAN-based IoT systems are spreading very fast, the emergence of energy harvesting
techniques is expected in the next few years. In this sense, we would like to point out that some
renewable power sources, that are widely exploited in several technological context, like wind or water
flow, were never applied to LPWAN systems. We believe that, at least for these two energy sources
and hopefully for others, the appearance of prototypes and working systems over the next few years
will be seen.
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Abstract: loT-based applications operate in a client-server architecture, which requires a specific
communication protocol. This protocol is used to establish the client-server communication model,
allowing all clients of the system to perform specific tasks through internet communications. Many
data communication protocols for the Internet of Things are used by IoT platforms, including message
queuing telemetry transport (MQTT), advanced message queuing protocol (AMQP), MQTT for sensor
networks (MQTT-SN), data distribution service (DDS), constrained application protocol (CoAP),
and simple object access protocol (SOAP). These protocols only support single-topic messaging.
Thus, in this work, an IoT message protocol that supports multi-topic messaging is proposed. This
protocol will add a simple “brain” for IoT platforms in order to realize an intelligent IoT architecture.
Moreover, it will enhance the traffic throughput by reducing the overheads of messages and the delay
of multi-topic messaging. Most current IoT applications depend on real-time systems. Therefore,
an RTOS (real-time operating system) as a famous OS (operating system) is used for the embedded
systems to provide the constraints of real-time features, as required by these real-time systems. Using
RTOS for IoT applications adds important features to the system, including reliability. Many of
the undertaken research works into IoT platforms have only focused on specific applications; they
did not deal with the real-time constraints under a real-time system umbrella. In this work, the
design of the multi-topic IoT protocol and platform is implemented for real-time systems and also for
general-purpose applications; this platform depends on the proposed multi-topic communication
protocol, which is implemented here to show its functionality and effectiveness over similar protocols.

Keywords: internet of things (IoT); real-time system (RTS); real-time operating systems (RTOS);
IoT protocols

1. Introduction

The proliferation of wireless connectivity in Internet of Things (IoT) devices is rapidly expanding.
This is leading to the launch and integration of many IoT services and applications. The IoT is a
technology that is widely used for interconnecting devices (“Things”) through the Internet. It is used
in many applications and fields, such as security, E-health, home automation, emergencies, logistics,
smart metering, industrial control and smart cities [1]. Recently, a concept has been applied to IoT
platforms that involves the perception of the conditions of the network, the analysis of the gathered
knowledge, the making of smart decisions and the performance of actions adaptively [2]. This targets
the maximization of the performance of the entire network.
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Moreover, an IoT system can integrate cooperative algorithms and mechanisms that can ameliorate
problems and promote performance by achieving intelligent actions [3]. This system can detect
the network conditions, analyze the gathered knowledge, make intelligent decisions and perform
automatic and adaptive actions that maximize the network performance. In this process, multi-domain
integration can increase network capacity. Despite the limited research into the intelligent IoT field [4],
there are many applications of the technology in different directions such as smart homes and
cities [5], drone applications [6], agriculture and farming. Another IoT domain—called the cognitive
domain—adds computing algorithms and mechanisms to IoT platforms so that the system devices
can make decisions and actions [7]. These devices should have an IoT communication protocol that is
responsible for establishing the connection between clients (devices) and the system’s main broker
server. The server (broker) executes the protocol algorithm with the connected devices, where the
algorithm describes the sequences required for a successful communication process.

The common network architecture for IoT systems is centralized networks, as shown in Figure 1;
the system may have a large number of nodes which require transmissions between multipoints
(clients). In most IoT platforms, to achieve IoT systems requirements, a centralized network between
the server and clients is established. In IoT systems, to connect between two devices (nodes, clients),
devices should establish a connection with the server, and then the node can send and receive various
messages which are described by IoT protocols.

g\_ o £

Clients /7

A Server

— ~NGL A

N
Internet

Figure 1. Architecture of the Internet of Things (IoT) network.

MQTT and CoAP message protocols are the most common IoT data protocols. MQTT messages
have less of a delay than the CoAP protocol and a smaller message size compared with CoAP, and it is
based on a transmission control protocol (TCP) connection, while CoAP uses user datagram protocol
(UDP) connections; thus, MQTT has higher reliability than CoAP. MQTT is more suitable than CoAP
for real-time systems as fewer overhead bytes are added to the messages being transferred [8].

This paper can be considered as an extension of our conference paper [9] which initiated the main
framework. In this research, a new message protocol is proposed for IoT applications. The proposed
protocol is designed to overcome an issue which has appeared with MQTT: multi-topic non-support
messages, which require extra bytes and cause increased delays from the overhead side. On the other
hand, the proposed data protocol handles the multi-topic messages which have become a feature of
the system; this will be discussed and detailed in the following sub-sections.

In this work, the MQTT protocol is selected as the most famous IoT standard protocol for
comparison with our proposed protocol. There are two ways to simulate the proposed protocol
compared with standard MQTT: using ready-made solutions that depend on using open source
programs (e.g., Mosquitto (https://mosquitto.org/)— Eclipse Mosquitto is an open-source message
MQTT broker (Eclipse public license (EPL)/Eclipse distribution License (EDL)) that can be used to
implement the MQTT protocol and support different versions 3.1, 3.1.1, and 5.0. Mosquitto supports
Windows, Mac, Linux, Debian, Ubuntu, and Raspberry Pi that are commonly used, or building a new
IoT platform from scratch. In this research, we decided to design an IoT platform from scratch to
support real-time applications; thus, the simulation and real implementation results are discussed after
implementing the IoT protocol based on the proposed architecture. Then, the proposed protocol is
compared with the standard MQTT protocol in terms of message overheads and transmission delays.

Real-time systems (RTSs) are systems in which the output occurs in real time and must be correct;
thus, most IoT systems should be RTSs. It is important to tailor to critical systems that have deadlines
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at a critical time, and these can be classified into two types: soft and hard RTSs. If a delayed time
requirement is accepted, the RTS system is called a soft RTS; if not, then it is called a hard RTS. To meet
the critical deadlines in an RTS, real-time operating systems (RTOSs) will be used [10]. An RTOS is an
operating system (OS) that is used for embedded RTSs. This OS is used as it guarantees capabilities
such as compactness, high performance, predictability, reliability and modularity [11]. RTOS supports
many services such as time, memory and task management, as well as providing multi-tasking. Taking
advantage of all of these features of RTOS, the proposed platform will be implemented based on this
system. Research perspectives regarding RTOS for IoT investigating such themes as adjusting RTOS to
work with IoT systems, the implementations of IoT platforms, IoT frameworks and IoT performance
evaluation were discussed in [1].

IoT platforms make IoT development simpler, as all IoT clients (devices with Internet access)
are connected to the broker (server). Using an IoT platform, we can publish sensor data from clients
to other interested clients (subscribers) through the IoT and take further actions through actuator
nodes. Much research has been undertaken into implementing IoT platforms [12-14], but most of them
support neither the nature of RTSs, where time is critical, nor specific applications. Furthermore, most
research has used ready-made protocols such as MQTT [15]. Thus, in our research, an IoT platform
based on RTOS will be implemented using the proposed multi-topic communication protocol.

In the rest of this work is structured as follows: Section 2 presents an overview of the relevant
IoT protocols. Section 3 introduces the proposed multi-topic IoT protocol. The proposed IoT platform
based on RTOS is detailed in Section 4. The experimentation setup phases are highlighted in Section 5;
then, experimental and simulation results are shown in Section 6. In Section 7, the main characteristics
of the multi-topic protocol are discussed. Finally, the work is concluded with some prospective research
directions in Section 8.

2. State of the Art

2.1. IoT Protocols

IoT systems are characterized by remote monitoring and control aspects. These aspects allow
IoT components to communicate together through a remote service that is powered by Internet
communications. System nodes are connected through a predefined communication protocol. The data
protocol of IoT systems provides different numbers of message frames which enable remote messaging
between IoT system nodes. There are many IoT protocols for IoT systems, including MQTT, MQTT-SN,
AMQP, DDS, CoAP and SOAP, but MQTT and CoAP are the most common protocols [16].

MQTT is the most dominant IoT communication protocol; it is a pub/sub message system for
limited-resources device and unreliable networks and was developed by IBM [17] and standardized
by the Organization for the advancement of structured information standards (OASIS).

Another common IoT data protocol is CoAP; this is a recently developed protocol which must
be used for communication by constrained devices [18]. It depends on the “representational state
transfer” (REST) mechanism, which supports “request-response” models such as HyperText Transfer
Protocol (HTTP).

Many IoT protocols support single-topic messaging. This type of messaging implies that one topic
only per message can be sent through the network (a single topic such as publishing the temperature,
pressure, humidity, etc.). The message topic is important information that is required to be published
to subscribers. A subscriber node is a node that explicitly requests any published messages for a
specific topic, as shown in Figure 2.

For example, if an MQTT client (publisher) has three sensors (such as temperature, pressure
and humidity) and we need to send each sensor reading to a specific application instance client,
(for example, sensor_1 sends to application instance_1, sensor_2 sends to application instance_2 and
sensor_3 sends to application instance_3), we must send three different messages from the publisher,
and each message has a unique topic.
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Figure 2. Publish/subscribe architecture based on single-topic messaging.

An IoT device should be able to send multiple messages for different topics. Therefore, the IoT
protocols enable nodes to send many messages, but every message contains one topic only (i.e.,
the status of one sensor only). In our research, we propose the multi-topic feature in which a message
can contain many topics for different subscribers without any waiting delays such as incurred by the
message batching technique.

In recent years, the technique of batching multiple messages has been introduced in some Cloud
system applications such as the Google Cloud Pub/Sub system which supports multiple message
batching (https://cloud.google.com/pubsub/docs/publisher). However, batching multiple messages
does not mean multi-topic messaging; batching messages puts messages into a queue until completion,
which implies latency, and so batching is not suitable for real-time system applications. On the other
hand, the proposed multi-topic messaging technique automatically sends any ready number of topics
without waiting or latency making, it more suitable for supporting real-time system applications.

IoT systems could be adapted with promising technologies such as edge computing. This type of
computing does not replace the MQTT protocol. Companies such as Cisco benefit from edge computing
in the IoT field by adopting MQTT; this was highlighted by a senior manager at Cisco (https://blogs.
cisco.com/internet-of-things/setting-a-simple-standard-using-mgqtt-at-the-edge#comments).

Although MQTT is suitable for embedded real-time systems, the feature of multi-topic messaging
is not supported by the protocol. Thus, in this work, a modified multi-topic messaging protocol that
supports the multi-topic feature is implemented, as discussed in the next sections. This feature reduces
network traffic and reduces the delay required to publish multi-topic messages.

2.2. Multi-Message versus Multi-Topic Techniques

In this part, we differentiate between two concepts: the multi-messages technique and our
proposed multi-topics messaging technique.

2.2.1. Multi-Messages Technique (Batching)

The multi-messages techniques (i.e., batching), as shown in Figure 3, involves batching and
buffering on senders to group multiple messages and send them as one batch to increase the throughput
and cut down simple queue service (SQS) costs; however, this method has an impact on latency. In this
method used, for example, in (https://codeahoy.com/2017/08/03 /message-batching-to-increase-
throughput-and-reduce-costs/), the customization of the batching algorithm can depend either on
a specific number of messages (for example, 15 messages) or wait until threshold time value (for
example, 50 ms). Thus, the batch will be formed either for a certain number or value and then
sent out. This could cause applications to crash due to the queuing and processing sequence of

28



Energies 2020, 13, 3346

messages. Therefore, we can lose some or all messages, and this method is thus not suitable for
critical and real-time applications. Examples of these methods include message-batching, cloud.google
(https:/ /cloud.google.com/pubsub/docs/publisher), pulsar.apache (https:/ /pulsar.apache.org/docs/
ja/concepts-messaging/) and cloudkarafka (https://www.cloudkarafka.com/blog/2019-09-11-a-
dive-into-multi-topic-subscriptions-with-apache-kafka.html).

Shared [
Consumer C-1
7* [

Consumer C-3
5 different messages

Figure 3. Multi-messages technique using batching; for example, pulsar.apache.

2.2.2. Multi-Topic Messaging Technique

The approach shown in Figure 3 is the multi-messages technique; however, in our proposal, we
consider multi-topic messaging rather than multi-messaging. In our proposed multi-topic messaging
protocol, we can send a single message with many topics; for example, as shown in Figure 4, three
topics (i.e., temperature, humidity and pressure) are all sent in one message by the publisher to the
broker. Then, the broker (proposed server) can detect and split this message into the number of new
messages (three messages according to the three inherent topics in the received one) and resend each
topic in a message to its specific client (each subscriber) without delay and loss in the data. The
system acts intelligently as if it had received three separate messages from the publisher although it
received one.

Proposed Server

,D,1,1,temp,42,1# :
p——
| Topic: temp

5 . @,D,1,1,humidity, 36,1,%
Multi-Topic

: % Subscriber B
Publisher »| Decision B ¥ 2
Maker Topic: humidity

Subscriber C

Topic: pressure
@,D,1,1,pressure,30,1,#

Figure 4. Proposed message with the three-topics technique.

@,D,1,3,temp,42,humidity, 36, pressure, 30,1 # |

One message with 3 topics

Table 1 summarizes the main differences between the proposed protocol and four of the
most common approaches in the IoT field; MQTT, Google Pub/Sub, Pulsar, and Karafka.
This summary shows three different aspects: multi-topic subscriptions, multi-topic publications and
multiple-messages queuing. The multi-topic subscription message means that a client can send one
message that subscribes to many different topics. The clients at the beginning of the communication
send this message only once to tell the broker that this client is interested in these topics. One publishing
message contains many topics, but multiple-messages queuing is a batching-based technique that
aggregates multiple different messages into a queue.
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Table 1. Comparison against relevant protocols.

MQTT [17] Google Pub/Sub Pulsar Karafka Proposed

Multi-topic subscriptions Yes No Yes Yes Yes
Multi-topic publications No No No No Yes
Multiple-messages queuing (batching) No Yes Yes Yes No

2.2.3. Studied Use-Case Scenario

Let the IoT client (a patient with medical sensors: an electroencephalogram (EEG) signal and
electrocardiography (ECG) signal and temperature, pressure and glucose level monitors) have five
sensors and our aim be to send each sensor’s status to a specific doctor (physician). The current solution
in MQTT and batching or multi-messages methods, such as in the famous apache “pulsar.apache.org”
method, is to send five different messages, with each message having frame headers; quality of service
(QoS); for example, a QoS equal to 2 requires four acknowledgment messages between the client and
server for one message) means more delays and more overhead bytes. The second solution is to let the
client (a patient with five medical sensors) concatenate these five messages into one message (with a
single topic), but in this case, the server will send this message to all destinations (five physicians).
In this case, it would not be possible to separate the message to send each topic to a specific physician,
as shown in Figure 3. On the other hand, in our proposal, we can send a single message with five
topics (five patient sensor statuses) in a single message to the broker. Then, the broker can make
the decision whether to separate this message into five new messages and resend each message to a
specific physician, as shown in Figure 4 for the three-topic example.

7

3. Proposed IoT Multi-Topic Messaging Protocol

The proposed multi-topic data protocol is simply highlighted in this section. It is introduced either
to establish the connection or to start the communication between IoT nodes. Moreover, it is designed
to solve the single-topic messaging problem by supporting multi-topic messaging. This multi-topic
feature acts as a brain for the messaging IoT broker. Acting as an intelligent IoT system, it converts
normal IoT nodes to smart nodes that obtain the published messages and analyze the obtained
messages to select the message destination. The resulting system can make the forwarding decisions
implemented by the broker. While a client can send many types of data with different content in the
same message without sending the data using many messages, the multi-topic feature provided by the
proposed protocol can reduce the required traffic for the nodes, meaning that the protocol could be
used in low-bandwidth networks and with limited hardware requirements.

Moreover, the IoT broker is modified from simply acting as a connecting point between clients to
processing the received messages as it can separate one multi-topic message into many messages and
display each message as a new message from a new client. Thus, it appears that the IoT broker has a
“brain” and can make a simple decision when decomposing a multi-topic message.

We therefore propose new software (i.e., the broker IoT server) that can mimic human brain
function (as it reads/inspects messages to check the number of topics and re-create a new number of
messages according to the number of topics in the received message). Moreover, it makes decisions
by sending each message from these newly generated messages to different destination clients.
Thus, the single incoming message to the proposed broker will be split into many messages and
each message re-transmitted to different destinations. Furthermore, for the content aspect of intelligent
IoT platforms, our proposal adjusts the content of the message and re-creates new messages for a
particular type of audience, as shown in the studied use case in Section 2.2.3.

3.1. Protocol Architecture

As shown in Figure 5, the proposed protocol architecture is similar to MQTT except for the
added value of the multi-topic messaging feature in our proposal. The proposed data protocol
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depends on TCP/IP and consists of a centralized server (broker), IoT nodes (clients) and a multi-topics

communication protocol:

Protocol Application Range: All applications that the IoT supports can use the proposed
protocol as a communication IoT protocol. The application range includes enterprise, utilities,

mobiles and home applications.

Communication Nodes: The server (broker), which is topic-based, is responsible for
connecting nodes (client/devices). The different [oT nodes communicate with others through
the server to accomplish the functionality of the system. A sequence diagram that describes
each node type is shown in the next sections.

loT Node £ Server Y

Slient Parameter
Registeration
[
TCP/IP )

Applications

N

Proposed
Protocol Client

TCP/IP

TCP/IP
Network

Figure 5. Architecture of the proposed multi-topic IoT protocol.

Nodes can be classified into four categories; sensor nodes, actuator nodes, normal or hybrid

Nodes and finally, monitor nodes.

3.1.1. Sensor Nodes

The sensor node opens a TCP connection by sending a “connect” message to the broker server,
as shown in Figure 6. This node must also send an identification number (ID) to the broker server
to identify this node on the system. Then, it waits for an acknowledgment message (ACK) from the
server; after that, it will be ready to publish the sensing data (either periodic or at interrupt times) or

the information to the broker.
An IoT node can publish a message periodically or when an event occurs. Events may be

generated from hardware interruptions (e.g., a push-button is pressed) or software triggers (e.g.,

a temperature exceeds a specific value).
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Figure 6. Sequence diagram for a sensor node. ACK: acknowledgement message.
3.1.2. Actuator Nodes

The actuator node and the main server first open a TCP connection. Then, the identification
process is performed. Afterwards, this node will receive commands or messages which are transmitted
by the monitor nodes (i.e., monitor clients) through the main server, as shown in Figure 7.

Actuator
Node

Open TCP Connection

Identify Node

ACK

|

Command

ACK

L]
-
-

Command

ACK
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Figure 7. Sequence diagram for an actuator node.
3.1.3. Normal Nodes
A normal node performs the functionality of actuator and sensor nodes: it opens the TCP

connection, then it identifies itself to the server with an identification number. Afterwards, it sends the
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sensed data to the server, and any actions or commands received from the server by the monitoring
notes will be also executed through this node, as indicated in Figure 8.

Normal
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ACK
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Figure 8. Sequence diagram of a normal node.
3.1.4. Monitor Nodes

The monitor node opens a TCP connection with the server after the identification process is
performed; it registers to receive data from certain sensor nodes and then sends its messages to a
specific actuator via the broker server, as shown in Figure 9.
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Open TCP Connection

Identify Node
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Sensor Data
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Figure 9. Sequence diagram of a monitor node.
3.2. Node to Node Communication

All node to node (client to client) communications must be done through the broker.
Each client/node will try to establish a TCP connection and identify itself with the server. Then,
it waits for an ACK message back from the server. After receiving the ACK message, successful
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communications between clients or nodes through the broker server can be done by sending and
receiving different communication packets, as shown in Figure 10.

Open TCP Connection
Open TCP Connection
Identify Node

Identify Node
ACK
ACK

Send Packets
Receive Packets

Send Packets
Receive Packets

Figure 10. Sequence diagram for node to node communication.
3.3. Protocol Frame Format

Any kind of Internet connection, such as Wi-Fi, Ethernet, General packet radio services (GPRS),
and 3G or 4G data connections, can be used to communicate between IoT nodes. Wi-Fi technology is
selected in our simulation to communicate nodes with the server. The Wi-Fi hardware implementation
module has a built-in TCP/IP stack as the proposed protocol depends on a TCP/IP protocol such as
the MQTT protocol. The proposed multi-topics protocol has four type frames: identification, ACK,
registration and finally, data frames. Table 2 indicates the common fields used in the proposed frame
structure; all frames must have the same start (@) and end (#) of frame indicator. The frame types are
shown in Table 3.

Table 2. Description of common frame fields.

Frame Field Field Description

@ Start of Frame

ft Frame Type
nid Node ID

# End of Frame

, Frame delimiter
sn Sequence Number
pc Parameter Count
as ACK State
pid Parameter ID
pv Parameter Value

Table 3. Frame Types.

Frame Field Field Description
I Identification frame
R Registration frame
A Acknowledgment frame
D Data frame

3.3.1. Identification Frame

The identification frame is first transmitted by a node to declare and identify itself to the server.
This phase is done by using a specific identification number (ID), and the system should wait until
receiving the ACK message from the broker server. After that, each node can transmit (publish) or
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receive (by re-publishing from the server) frames. The frame structure needed for the identification
node is shown in Figure 11. This frame is used in sensor nodes, actuator nodes, monitor nodes
and hybrid or normal nodes. The function of this frame is similar to the “connect” message in the
MQTT protocol.

@ ’ ft ’ sh ’ #

Figure 11. Identification frame structure.

3.3.2. Acknowledgment Frame

The acknowledgment (ACK) frame message is sent back from the broker server to the sender
client to acknowledge the transmission process. This frame is transmitted from the server “broker”
to the client “node”. If the requested acknowledgement field is set, then an ID of the frame must be
followed in the ACK frame. Figure 12 shows an ACK frame. This frame is used by the server as an
acknowledgment to the sender node for all frame types. The function of this frame is similar to the

“Connect ACK” message in the MQTT protocol.

@ ’ ft ’ sn ’ nid ’ #

Figure 12. Acknowledgment frame structure.

3.3.3. Registration Frame

When the node listens to (receives a message) a specific parameter (topic), it must first send the
registration frame with PIDs (parameter IDs) and PCs (parameter counts) as indicated in Figure 13.
After the registration process, any message sent from other nodes with those parameters (topics), will
be published to the node through the server; the ID frame should be sent first. This frame is used in
actuator nodes, monitor nodes and normal or hybrid nodes. The function of this frame is equal to the
“subscribe” message in the MQTT protocol.

Repeated for each parameter

—

@ ’ ft 7| sn | 7] pc |’ pid 7| as |7 #

Figure 13. Registration frame structure.

3.3.4. Data Frame

With the data frame, the node can share and publish its data to other clients (nodes), as shown in
Figure 14. The data frame has multiple parameters, such as a count field (PC), an ID (PID) and a value
(PV). These parameters must be registered to use PID. Furthermore, the ID should be transmitted at
the beginning of the process. This frame is used in sensor nodes, monitor nodes and normal or hybrid
nodes. The function of this frame is equivalent to the “publish” message in the MQTT protocol, but it
supports multi-topic messages.

Repeated for each parameter

pc ’ as L #

il

|@|’|ft |'|sn|,

Figure 14. Data frame structure.

pid | ’
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4. Proposed IoT Platform Based on RTOS

In this section, the design and implementation of the proposed IoT platform will be highlighted
for critical and general applications and also for normal and real-time systems. The system uses
FreeRTOS [19] as an RTOS to meet critical deadlines on time. Our platform depends on the proposed
multi-topic protocol to support the “multi-topic” messaging feature. This will enhance the traffic
throughput and decrease the delay required for multi-topic messages. The platform consists of
subsystems such as IoT nodes and a broker server which communicates between nodes. Moreover,
the proposed multi-topics protocol manages messages between IoT nodes and the broker server.
This platform implementation uses the frame structure, which indicates how to exchange the data.
The proposed platform can be easily used in a wide range of applications as it provides IoT connectivity
and reliability and it uses the Wi-Fi module (we can use any type of Internet access) for the TCP/IP stack
to decrease the hardware cost. The advanced RISC machine (ARM) Cortex-M4 is used to implement the
proposed platform, which is powerful and has good power consumption. Furthermore, the IoT node
can be a smartphone (i.e., a smartphone with the proposed IoT client application). The communication
between system nodes through the Internet is based on the use of the broker as a backbone. This is
proposed to be a topic-based broker, as per the MQTT message protocol, and it is designed based
on RTOS.

4.1. Design of Real-Time System (RTS)

An RTS is a system that has a correct output that must be executed at the right time. Moreover,
any RTS has many time requirements and critical deadlines that must be satisfied. These requirements
must be handled by the RTOS used in system development. Therefore, the RTOS must have specific
features that consider IoT challenges simultaneously, including scalability, connectivity, modularity,
safety and security.

e Scalability refers to the IoT system’s ability for future extension (i.e., system expandability).

e Connectivity refers to whether the RTOS is compatible with and supports many communication
protocol standards.

*  Modularity refers to the support of the implementation of the modules of the system. This will
simplify the addition and integration of new features to smart devices.

e Safety refers to the prevention of any malfunction behavior that can lead to undesirable action.

e Security refers to the importance of countermeasures against either threats or malicious attacks.

Figure 15 shows the RTOS architecture in the proposed system. The RTOS has a great significance
for the proposed IoT systems. This is because the use of the RTOS in development will add new
advantages to the system, such as increased reliability, efficiency and predictability. Besides, it can
simplify the management of the system [20]. As the platform design is done using RTOS, the system
design could be listed in four system tasks, as shown in Figure 16.

Task “T_Connect” is the responsible task for connecting with the broker through the Wi-Fi
communication module. Task “T_Comm” is responsible for receiving and transmitting the data from
and to the remote main IoT server. Task “T_Sensor” gathers the information from the sensors in
a special form and then sends the data to the main server. Finally, task “T_Actuator” executes the
received commands by the “T_Comm” which are sent from the remote monitor node.
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Figure 15. Real-time operating system (RTOS) architecture.

T_Sensor

Figure 16. System tasks.

The system implementation scenario is as follows: the system peripheral initialization is done
first, and then the operating system services used in the real-time design are created and initialized
with the default state parameters. The system tasks should be created to allocate the required memory
to become ready to operate. Finally, the operating system should be started to enable the scheduling of
system tasks by the operating system scheduler.

The proposed IoT platform is implemented based on FreeRTOS (V10.3.1, Real Time Engineers
Ltd., MIT License). It is possible for any task to block on a specific synchronization event with a specific
time; it will exit from the blocked state even if the waiting event does not occur due to a time-out. The
ready state tasks are able and ready to run but not in the running state currently as they have a lower
priority than the already running task; all system tasks and the transitions between them are shown in
Figure 17.
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Figure 17. Task state diagram.
4.2. Proposed IoT Nodes

The proposed platform is an embedded system that could be implemented and designed for
any type of micro-controller to meet system requirements. The proposed IoT node was designed and
implemented in our laboratory at the National Telecommunication Institute (NTI) (http:/ /www.nti.sci.
eg/pcblab/) (as a printed circuit board (PCB) prototype) and passed all tests (PCB, unit, simulation
and field tests) successfully. The proposed prototype of the IoT node was designed and implemented
based on STMicroelectronics (STM) Nucleo Board. This board uses the ARM Cortex M4 processor.
The ARM processor in the IoT node is developed for high-performance and to decrease the cost of
devices as well as decreasing the power consumption.

Each node consists of different units, such as a micro-controller to manage node tasks and a Wi-Fi
hardware stack to connect the client to the wireless network as an Internet access method. Furthermore,
the proposed node has different sensor interfaces to sense a process or an environment and output
interfaces (actuators) to control the environmental effects automatically.

All system nodes are connected together through the main broker server for specific designed
tasks. For example, the proposed generic node that contains three sensors (i.e., a patient IoT unit with
three medical sensors: an ECG signal and temperature and glucose level sensors), and we need to
send each individual sensor status to the relevant physician. In addition, the proposed client has two
actuators (i.e., turn-on alarm sound and automatic insulin dose) as shown in Figure 18.

In detail, we designed the IoT client unit to monitor the status of the patient and publish a message
periodically (i.e., every 30 min) if the sensor readings correspond to normal conditions. However, if the
status of any sensor is changed to an abnormal state (i.e., a patient temperature exceeds a threshold
value, or the glucose level or ECG signal exceeds or drops below a certain value), the proposed IoT
client understands the changes and makes the following automatic decisions;

e DPublish this sensor status immediately to the physician.

® Increase the sending rate so that it is more suitable for the new changing rate (i.e., every 30 s).

*  Run actuators, such as turning on the alarm sound or automatically injecting an insulin dose to
save a patient’s life.
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Figure 18. Block diagram of the proposed embedded IoT client.

This process is performed in an adaptive way for one sensor or many sensors, as clarified in our
proposal for the IoT client.

e Understand the sensor status.

e Take an automatic decision to publish a message periodically (in normal status) or when an event
occurs (patient abnormal).

e  Send all sensor statuses in one message with multi-topics to the IoT server (to minimize delay),
then send each sensor reading to its related subscriber (physician).

®  Make the decision to run a specific actuator if required.

Based on the IoT node tasks, we can categorize nodes into four main types: sensor nodes, actuator
nodes, normal nodes and monitor nodes.

The sensor nodes sense the environment and send the sensed data to the server periodically with
a certain configuration period. These nodes include one sensor or more and do not include output
interfaces (actuators). Figure 19 shows the sensor node flowchart.

Actuator nodes can affect or control the environment through messages (commands) from other
monitor nodes via the broker server. These nodes include one or more actuators and do not include
sensors. Figure 20 shows the actuator node flowchart.

Normal nodes have the functionality of the sensor and the actuator nodes; these nodes include
actuators and sensors, as shown in Figure 21. A node’s behavior is to communicate first with the IoT
server and then send its sensor data to the server. It receives and executes the commands that come
from monitor nodes through the broker server.

Monitor nodes could be proposed as hardware nodes or smartphones which monitor and control
system nodes; they are the nodes which do not include sensors or actuators. These nodes can monitor
sensors or control the actuators through publishing commands (sending messages), also receiving and
processing the sensor data. The node communicates with the IoT broker server, and if the connection is
established correctly, then it identifies itself to the server. It will register for topics and the parameters
required from other nodes in the IoT system. Whenever it has new commands for the other nodes in
the system, it will send them to the server directly for the command-specific topics or parameters.
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Open TCP Connection

Connection
[Ectablished

yes

Node Identified

yes
Register Topics

Topics Registered

No

No

No

Command
Received

Figure 20. Actuator node flowchart.
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4.3. Android Device as a Client Node

As the monitor node could be an Android device; the Android application layouts are designed.
The main layout is responsible for the communication with the IoT server, and the communication
layout is responsible for the data exchange with the other nodes. This node application is implemented
based on Java programming for Android development by the Eclipse IDE (release: 4.15, Eclipse
Foundation Inc.); the main activity is responsible for handling the main application layout components,
which are used to connect the broker with the IP address and the port number of the server.

4.4. IoT Server (Broker)

The IoT server is designed and implemented from scratch, independent of any ready-made server
solutions; it is implemented based on the Java programming language. The basic block in the system
is the IoT broker application, which communicates and connects all IoT Nodes. Thus, an IoT server is
implemented for the proposed system, and the server is able to communicate with all types of nodes
and is responsible for enabling monitor nodes to visualize the data of different sensors. The server’s
behavior, as shown in Figure 22, is to communicate the IoT Nodes.
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If the sensor node is connected to the server, it forwards messages to the monitor node
(registered node); if the connected node is an actuator node, the server will send the monitor
message commands to it; if it is a normal node, the server will do the same thing for the actuator and
sensor nodes; and if it is a monitoring node, it sends commands (messages) to the server and then
forwards them to the actuator node.

The proposed broker server thread is implemented based on Java programming. It starts by
listening to a specific server port to become ready for any node connection. If a new node tries
to connect, then a new thread is created; the created thread is called the IoT device thread and is
responsible for handling the IoT client node connection for the data exchange between this node and
the other nodes in the system.
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monitors
No
@Yes Send the monitors
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Figure 22. Server (broker) flowchart.
5. Experiment Setup

To study the performance of our proposed protocol, we carried out experiments.
Additionally, the proposed protocol was compared with the standard MQTT protocol. This was
done by setting different parameters of the network which affect the protocol’s performance.
The experimentation phase was executed inside our NTI premises on the real network infrastructure
of the institute. We chose two performance metrics in the experiments: the delay time and the total
transmitted bytes. The first metric concerns the delay of the transmitted message, defined by the
interval time between sending frames (i.e., the publishing of a message) and the returned ACK message
answered by the server, while the second metric concerns the total transmitted bytes per successfully
sent message.

5.1. Hardware Setup

The hardware setup phase, as shown in Figure 1, consisted of three PCs/Laptops. The first
one is used for the WANem (version 3.0) software (http://wanem.sourceforge.net/) to simulate the
effects of channel losses to simulate transmission losses. Additionally, using the WANem server,
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we can simulate communication delays. The server (the computer which acts as a broker) for node
communication and another laptop (client node) act as a node that publishes the message and waits
for it to be acknowledged. Wireshark Software (https:/ /www.wireshark.org/) is installed on the node
(client) to monitor the traffic that is used later on for the analysis phase. The proposed multi-topic
protocol and the MQTT protocol run on the same server. Each message is published from the IoT node
to the broker server, going through the WANem node (the machine that simulates the network delay
and packet drops). Finally, the server’s ACK message will be returned to the transmitted node through
the WANem server machine.

5.2. Software Setup

The Mosquitto (MQTT broker) as an open source MQTT broker is implemented based on the
last updated version of the MQTT standard, which is v3.1, and the proposed multi-topic protocol
broker-sides are implemented using Java coding. The proposed software of the broker is designed,
implemented and tested with the same scenarios of the MQTT protocol. The software tools used in
the practical experiment are the Wireshark software for packet analysis and the WANem software for
network emulation.

The Wireshark tool can be used to measure and calculate metrics such as packet length and delay
time; the software can monitor the network packets, the time elapsed for each packet and also the total
traffic over a network. It can also generate reports after the monitoring of the network at a certain time;
these reports are helpful for accurately studying the network traffic.

The WANem software is used for network delay and packet loss insertions. Network conditions
do not have a fixed behavior, and so a network-related protocol evaluation and comparison cannot be
fair because of the variant network conditions. For fixed network conditions, the WANem software is
used; it can insert different network conditions for each test, including packet delays and packet loss
percentage. These insertions help us to test under specific network conditions for a practical network
test rather than simulation tests.

6. Simulation and Experimental Results

To test the proposed platform, we built an IoT platform consisting of one broker server, the
WANem machine (PC), and a client, which were connected as a simple setup for the experiment. Both
protocols (the proposed IoT communication protocol & the MQTT protocol) can achieve message
delivery without applying a packet loss rate percentage. Successfully achieving this scenario would
indicate that the two protocols have good communication and message delivery rates under different
packet loss ratios. Thus, we can study the performance either in terms of the message delay or the
successful amount of transmitted data, as indicated in the next sub-sections.

6.1. Message Delay

The message delay can be defined as the time interval between sending a message (i.e., publishing
one) from the IoT node and receiving the ACK (returned message reply) from the broker node/server.
This is calculated as shown in Equation (1). The message delay metric is a significant parameter for
real-time systems where time is critical or sensitive. Different packet loss rates are applied to have
ameliorate the message delay as a result of message re-transmission. Moreover, the MQTT protocol,
which has a quality of service (QoS) equal to 1, is compared against our proposed multi-topic protocol
with An ACK data state (QoS) equal to 1 for the same messages.

_oq
D= 0 Z(Tri — Tsi) 1

where D is the average message delay at a certain loss percentage, 1 is the number of messages, T,; is
the reception time of the message ACK and Tj; is the sending time of the message.
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MQTT has a small frame size compared to the multi-topic proposed frame, and so the protocol
message delay in the case of a single-topic is less than our proposed one, as shown in Table 4.

In Figure 23, when the network losses are less than or equal to 15%, the average message delay of
MQTT and the proposed protocol can be seen to be approximately the same. After 15% of network
losses, the introduced message delay by the proposed protocol is greater than MQTT. The difference
between the protocols increases with increasing network losses. Here, one single-topic message has
a lower frame overhead than one multi-topic message. This is a normal case due to the new frame
headers added to achieve the multi-topic functionality. However, the difference is not significant.

Table 4. MQTT versus proposed protocol average end-to-end delay in seconds for different rates of

losses (%).

0% Loss 10% Loss 20% Loss  30% Loss

MQTT 0.001081  0.065235 0.695212 2.357077
Proposed  0.001095  0.071645 0.721798 2.505362
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Figure 23. The average message delay (in seconds).

6.2. Message Data Transfer

We found that the message data transferred per message should be considered as an important
metric; thus, the traffic generated by the network should be as small as possible. The message data
transferred can be calculated as the ratio of the total generated bytes to the number of successful
messages delivered, as shown in Equations (2) and (3). We depend on the Wireshark tool output to
calculate this metric at different percentages of packet loss rates.

T

B

L=-3 (L) @

1

S|

i

where L is the number of bytes on average per successfully transmitted message, L; is the number of
bytes on average per successfully transmitted message for each trial and 7 is the number of trials.
L

L ==t 3
= )
where L; is the number of bytes on average per successfully transmitted message for each trial, Li is
the total traffic or number of bytes per trial and M is the number of successful messages that replied
with an ACK.
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In Figure 24, the average message bytes of MQTT and the proposed protocol are close when the
network losses are less than or equal to 10%. After that, the message bytes of the proposed protocol are
greater than MQTT. When the network losses increase, the difference between the protocols increases.
Here, a lower protocol overhead is introduced by a single-topic message, but a small increase is
found for the multi-topic message. The new frame headers that are added to achieve the multi-topic
functionality are the reason for this behavior.
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Figure 24. Average traffic per message (bytes).

6.3. Multi-Topic Messages

In many cases, we need to publish multi-topics to many clients or nodes at the same time. For this
use case, the MQTT protocol cannot support these features. Thus, in MQTT, we need to publish each
topic in a separate message; however, in our multi-topic protocol, which supports multi-topic features,
we can publish these different topics in a single message. In this case, the proposed protocol delay is
smaller than for MQTT, as shown in Figure 25, and the overhead bytes for each multi-topic message
are shown in Figure 26 for no losses.
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Figure 25. The multi-topic measured message delay (in milliseconds).

In Figures 25 and 26, when the number of the transmitted messages is equal to one, MQTT and
the proposed protocol have approximately the same message delay and message size. However, when
the number of transmitted messages is equal to two, the introduced message delay and message
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size from the MQTT are larger than the proposed approach. This difference increases as the number
of transmitted messages increases. These observations and results arise because sending multiple
single-topic messages adds more overhead than sending one multi-topic message, as MQTT requires
a number of messages to be sent that equal the number of topics (one message per topic). On the
other hand, the proposed protocol sends only one multi-topic message that has a lower overhead and
achieves more throughput than the single-topic messages.

To conclude, our proposed multi-topic protocol has a lower delay and traffic compared to the
standard MQTT protocol. This fact resulted from the addition of the multi-topic feature to the proposed
protocol, adding some bytes for more topics as opposed to the approach in the MQTT protocol.
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Figure 26. The total traffic measured per multi-topic message in bytes.

6.4. Worst-Case Scenario

Many current IoT applications depend on real-time systems. Real-time implies the enhancement
of two parts of IoT communication systems: the first part describes the communication between the
IoT node and the connected sensors or actuators (the proposed IoT client based on ARM Cortex-M4),
and the second part involves the communication between the IoT client and the IoT broker. In our
research, we addressed the two parts as follows.

e The proposed embedded IoT client is handled by using FreeRTOS (a common real-time operating
system on the market). It provides multi-tasking to guarantee that many tasks work correctly
in a semi-concurrent way and handle deadlines. Thus, the proposed IoT client is a real-time
embedded system. Moreover, using RTOS in the proposed IoT embedded unit can decrease the
processing time and minimize the delay.

e The second part (which involves the communication between the client and the server) is handled
in our research by using the multi-topic feature to enhance the delay required for publishing
many messages. Overall, the proposed system has a lower delay than similar systems due to the
use of FreeRTOS and the multi-topic feature, as shown in Table 5.

Table 5 shows that the multi-topic messaging in the proposed protocol is better than MQTT for
more than one topic (two topics or more), and the single-topic messaging in MQTT is near to the
proposed protocol.
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Table 5. Comparison for the worst-case scenario.

Worst-Case Scenario / Network Losses 0% 5% 10% 15% 20%  25% 30%
One message vs single-topic (MQTT) 114 16 85 375 1253 3153 5894
One message vs single-topic (Proposed) 121 22 108 627 1342 3245 6361

Two messages vs two-topic message (MQTT) 224 31 165 725 2452 6253 10,194
Two messages vs two-topic message (Proposed) 128 25 118 687 1388 3275 6450

Five messages vs five-topic message (MQTT) 54 75 405 1850 6253 12,153 21,894
Five messages vs five-topic message (Proposed) 131 26 122 714 1391 3315 6550

From this result, and according to the condition of meeting a 5 second deadline, we can state

the following:

In the case of a single topic, the proposed protocol, as well as standard MQTT, can transmit the
data even if the loss percentage in the communication network reaches 25%; however, if loss
reaches 30%, neither method can transmit the data within 5 s.

In the case of two messages vs a single message with two topics, the proposed protocol can
transmit the data even if the loss percentage in the communication network reaches 25%, while
standard MQTT can only tolerate 20%.

In the case of five messages vs a single message with five-topics, the proposed protocol still can
transmit the data even if the loss percentage in the communication network reaches 25%, while
standard MQTT can only tolerate 15%.

Thus, the proposed protocol is better and more able to work in worst-case conditions than

standard MQTT.

7. Protocol Characteristics

This section will highlight the main implementation characteristics of our proposed protocol

compared to the MQTT standard.

7.1. Main Characteristics

The proposed protocol implementation characteristics can be summarized as follows;

Simplicity: This is an important feature for any protocol or system and can be summarized as
follows: it must be easy to learn—and easy to use—the protocol or the system.

Low protocol overhead: The protocol overhead is the number of bytes required for each designed
frame. The frame structure shows that our protocol has a small overhead: i.e., the start of the frame
byte and the frame type byte, where the frame elements are just comma-separated elements. The
protocol has four main types of frames which have low overheads (few bytes): the identification
frame has 6 bytes, the acknowledgement frame has 5 bytes, the registration frame has 8 bytes
and the data frame has 9 bytes.

Constrained network capability: The network challenges increase in the IoT systems, as billions of
nodes require a network connection that maintains its data from corruption or being lost. In such
networks, the network bandwidth should be limited for each node, as the network capacity might
be extended; our protocol requires a small frame size for all the frame types.

Constrained devices availability: The huge number of devices is a reason for minimizing the total
cost for each device; choosing controllers with limited resources reduces the total cost of the IoT
device. This has limited the use of such systems to date, although more powerful processors have
been developed. The proposed protocol consists of four simple frames with a small number of
bytes for each frame. The design simplicity and the low protocol overhead make the protocol able
to work with the constrained devices which have controllers with an 8-bit processor architecture
and limited resources.
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Asynchronous communication model: An IoT node receives its required data once the data are
available; this system is called an event-oriented system, which is not polled in a periodic way
to detect the data. The protocol enables the IoT nodes to use this feature, meaning that they are
always up-to-date with data from the source.

TCP-Oriented protocol: The TCP is the industry standard; it is considered to be the language
of the Internet. TCP is a reliable protocol because the protocol itself checks everything that was
transmitted if it was delivered at the receiving end correctly or not; if not it will re-transmit the
data. Our protocol depends on a TCP connection.

Publish/Subscribe model: The pub/sub messaging protocols allow messaging with a topic name,
which is an array of characters; the node which sends the message is called a publisher and the
node which receives the message is called a subscriber. This model or architecture has many
features such as message decoupling and one-to-many messaging, which is discussed below.
The model of the proposed protocol is similar to this model.

Data decoupling and one-to-many messaging: The data decoupling feature is one of the features
of pub/sub systems shared by the proposed protocol. This means that more than one node can
publish or send messages on the same topic or parameter name. The senders will send data to the
broker server with a certain topic or parameter name; the server will send these messages to the
nodes which register the same parameter name, as in Figure 27.

One-to-many messaging is the second feature of the pub/sub systems shared by the proposed
protocol, which means that a node can send the same message to many nodes at once. The sender
node will send a message with a specific parameter name to the main server, and the server will
send the same message to all the registered nodes with the same parameter name, as shown in

Figure 28.
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Multi-functional communication: Any IoT node can perform both message decoupling and
one-to-many messaging. It can send a message with any parameter to the server, and the server
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will automatically flood the message to all the registered nodes to that parameter. A node is
capable of registering to any different parameters, and when the server receives any messages
for these parameters, it will forward them to the node directly; both operations are shown in
Figure 29.
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Figure 29. Multi-functional communication.

e Reliability: The proposed protocol is based on the TCP protocol, which adds a sort of physical
layer of reliability. One of the protocol frames is called the acknowledgment frame; this frame is
required by the receiving node to acknowledge the reception if it succeeded—the server also sends
this frame to acknowledge the message received from any IoT node. Moreover, the identification
frame should be replied with an ACK; the registration and data frames have the choice of enabling
the ACK to be expected from the receiver or not.

e Scalability: The simplicity of the proposed multi-topic communication protocol tends to lead to a
simpler server algorithm. The server main thread starts the main server algorithm and listens for
the new IoT node connection when a new node tries to connect to the server. Thus, the scalability
is not limited by the protocol itself as it consumes a few bytes and a small number of frames.

7.2. Comparison between Standard MQTT and Our Proposed Protocol

Our protocol has many features supported by MQTT protocol, such as a TCP-oriented protocol,
message delivery mechanism and a publish/subscribe architecture. The protocols are different in some
features, such as the multi-topic feature, which is supported only by the proposed protocol and not the
MQTT, and the frame field-determining mechanism. A brief comparison between the standard MQTT
and the proposed IoT multi-topics protocol is shown in Table 6.

Table 6. The proposed protocol and MQTT comparison. QoS: quality of service.

The Proposed Protocol MQTT Protocol
Transport layer TCP-oriented TCP-oriented
Message delivery mechanism Simple ACK mechanism QoS mechanism
Architecture Publish-subscribe architecture  Publish-subscribe architecture
Multi-topic support Yes No
Frame field-determining mechanism  Field-delimiters mechanism Field-size mechanism

In our evaluation, the average case was calculated for the end-to-end messaging for a fair
comparison between the two messaging protocols (the MQTT protocol and the proposed one) with
different network losses. It is worthy of note that an embedded system is not simply a real-time system
that must take care of the worst-case deadlines within the device itself, but the end-to-end messaging
is a network evaluation test that must be tested with many message transmissions. This evaluation is
done for many trials that must be calculated on average for a successful comparison between the two
messaging protocols.
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8. Conclusions

In this research, the definition and architecture of the proposed IoT multi-topic protocol are
presented. Additionally, the main protocol feature, which is called the multi-topic feature, and the
application range that could be applicable for that protocol are discussed. The multi-topic IoT
communication sequence diagrams are shown, and the protocol frame formats are designed in this
research. The characteristics of the proposed protocol are also listed. Furthermore, the general
IoT architecture based on RTOS is presented, and a new multi-topic IoT platform is proposed to
implement the IoT nodes. The node—server communication is introduced and the experiment setup
is shown; finally, the experimental results are discussed. Experiments were carried out to study and
compare the performance of our IoT multi-topic protocol versus the standard MQTT using different
parameters of the real network which affect the performance of protocols. Practical experiments
were executed in a real environment based on our NTI network infrastructure. The obtained results
showed that our protocol had less delay and lower traffic for multi-topics compared to the MQTT.
Therefore, the proposed protocol outperformed the MQTT protocol in the case of multi-topic messaging.
Moreover, our protocol was better than the batching of multiple messages for real-time system
applications.
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Abstract: Efficient big data analysis is critical to support applications or services in Internet of Things
(IoT) system, especially for the time-intensive services. Hence, the data center may host heterogeneous
big data analysis tasks for multiple IoT systems. It is a challenging problem since the data centers
usually need to schedule a large number of periodic or online tasks in a short time. In this paper,
we investigate the heterogeneous task scheduling problem to reduce the global task execution time,
which is also an efficient method to reduce energy consumption for data centers. We establish the
task execution for heterogeneous tasks respectively based on the data locality feature, which also
indicate the relationship among the tasks, data blocks and servers. We propose a heterogeneous
task scheduling algorithm with data migration. The core idea of the algorithm is to maximize the
efficiency by comparing the cost between remote task execution and data migration, which could
improve the data locality and reduce task execution time. We conduct extensive simulations and the
experimental results show that our algorithm has better performance than the traditional methods,
and data migration actually works to reduce th overall task execution time. The algorithm also shows
acceptable fairness for the heterogeneous tasks.

Keywords: big data analysis; heterogeneous data-intensive task; IoT system; service response delay;
task scheduling

1. Introduction

Big data analysis plays an important role in many IoT application scenarios, it supports various
services for users. The cloud data center is the promising way to deal with the big data analysis tasks
and support data-intensive [1] services. However, it is becoming hard due to the big data analysis tasks
are becoming heterogeneous, it may be periodic data analysis tasks for enterprises to analyze user
behaviors, or online tasks from edge environment [2] to support various services [3]. For these tasks,
it has different expectation on task execution time. While scheduling heterogeneous tasks, the system
not only needs to reduce the execution time for periodic tasks, but also response online tasks as quickly
as possible, usually within a few minutes, even a few seconds [4]. Hence, it is an important issue to
schedule the heterogeneous tasks in data center to support various services, which is also important
for energy reduction since longer task execution also consumes more energy.

Researchers have proposed many approaches to meet the demand for periodic tasks or online
tasks [5]. Since the scenarios of applying big data are getting more and more complicated, only scheduling
periodic tasks or online tasks cannot satisfy the needs of users. However, the computing resources in data
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centers are not unlimited, periodic tasks and online tasks have to compete for resources. While scheduling
the heterogeneous tasks consist of periodic tasks and online tasks simultaneously, it is difficult to reduce
the execution time of periodic tasks and respond online tasks timely. In this paper, we propose an
algorithm to solve this problem of scheduling heterogeneous tasks and compare it with some classical
task scheduling methods. To reduce the task execution time, we prefer the task is executed in locality
mode, which means the task can access the required data from the server which hosts the task. It is
easy-understanding that remote data access is time consuming for network delay. Otherwise, the task
will be executed in remote mode, which indicates the task will access the data remotely. To reduce
task execution time, it is preferred to schedule a task from the queue to occupy the idle resource with
locality mode. However, it is impossible to achieve locality mode for all tasks due to the limited resource.
The delay scheduling [6] is proposed to achieve more data locality by delaying the task execution until
the desired server has idle resource. It is an efficient method to improve the data locality, and this also
motivate us move the data from one server to another actively, but not passively like the delay scheduling.

In this paper, we investigate the task scheduling problem, and propose the task scheduling
algorithm for heterogeneous tasks with data migration. We take the data block as an important part
since it affects the data locality directly. It is acceptable that we cannot schedule all tasks to be executed
in locality mode since the storage space is limited in data centers. The competition for computing
resources between periodic tasks and online tasks is also a problem. However, some traditional task
scheduling methods are no longer applicable to heterogeneous tasks like FIFO. To satisfy the demands
of time reduction, in our algorithm, we first established a time model for time calculation of tasks
executed in different modes based on some of our previous work [7]. In order to execute tasks in
locality mode as much as possible, we migrate the required data block to the server when scheduling
a task. We also compare the heterogeneous task scheduling algorithm with other classical algorithms
and conduct some simulation experiments. The results show that our algorithm can guarantee better
data locality and acceptable fairness for tasks so that improve the efficiency of whole system.

In summary, we make the following contributions in this paper.

e We formulate the scheduling problem for heterogeneous tasks in data centers, and propose
a data-migration based algorithm to achieve better data locality for task scheduling. To the best of
our knowledge, this is the first attempt to introduce the active manner to schedule both periodic
tasks and online tasks simultaneously.

e The proposed algorithm take both delay scheduling and data migration into account to improve
the data locality. We establish the task execution model to predict the task execution time,
and make measurable comparison for various execution cost to achieve better decision.

e We conduct extensive simulation experiments to evaluate the efficiency of the algorithm.
The results show that the algorithm has better performance on task execution time reduction.
In addition, the fairness of the tasks is also acceptable.

The rest of this paper is organized as follows. Section 2 describes the related work on task
scheduling and data deployment. Section 3 introduces how to establish the model of server selection
and how to calculate different time consumptions. Then, we introduce the heterogeneous task
scheduling strategy in Section 4. In Section 5, we conduct some experiments and evaluate the efficiency
of the algorithm. Finally, we conclude this paper in Section 6.

2. Related Work

The research community have conducted the task scheduling from various aspects, like makespan
reduction, resource sharing, energy saving, fault tolerance and so on. In addition to the scheduling
in cloud data centers, it is also a hot topic in Internet of Things (IoT) system [8-10], and Mobile Edge
Computing (MEC) [11,12]. In this paper, we focus on the big data analysis task scheduling issue in
cloud data centers. For the data-intensive tasks, except the resources, data locality is the core issue to
improve the task scheduling efficiency, it greatly affects the execution time of tasks [13].
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MapReduce [14] is the typical data processing paradigm for big data analysis. For the Hadoop [15],
the opensource implementation for MapReduce, the default task scheduling strategy is First In First
Out (FIFO), which is simple and has low overhead. However, it is unacceptable for the heterogeneous
tasks with different Quality of Service (QoS) requirements, and the performance cannot be guaranteed
since the data distribution could be not suitable for task execution due to frequent data transmission.
Hence, Fair Scheduler is proposed based on multi-user environment [16]. This scheduling method sets
a pool of resources for each user in cluster which can ensure that the users can occupy the same amount
of resource with high probability. The Fair Scheduler support some kind fairness among different
tasks, and also brings resource waste or resource shortage since the tasks have heterogeneous resource
requirements, which limits the performance improvement for Fair Scheduler. To improve the resource
utilization, Capacity Scheduler [16] is proposed by providing resource-aware task scheduling. The core
idea is to adjust the tasks in the queue by sensing the resource usage case.

Most of the former task scheduler, like ShuffleWatcher [17], BAR [18], LATE [19], and SAMR [20],
mainly focus on the resources, especially for the computing resources, since the computation with
CPU is the main work for the task. However, there will be frequent I/O operation for the big data
analysis tasks, which make the data locality more important since the local data I/O could reduce
the task execution time efficiently than remote data access. Delay scheduling [6] is the representative
scheduler to schedule the online tasks dynamically by achieving better data locality. The core idea is to
let the task waits for a few moment if the server with the desired data has no sufficient computing
resource until some task release resources or reach the threshold time. The method works since it
can achieve data locality with more opportunities. We can also regard it makes a tradeoff between
the waiting time and the data transmission time.

The delay scheduling could be a passive method to achieve data locality for online task
scheduling. Since the data placement is important for data locality, there are also some work focus
on the data placement issue to provide more data locality opportunity. CoHadoop [21], Scarlett [22],
and PACMan [23] are presented to place the data reasonably for achieving better data locality.
The joint task and data placement is another approach to achieve data locality for offline tasks [24],
which analyzes the relevancy between task and data to decide how to arrange the data placement
and task assignment comprehensively. In addition, with the different idea, the migration approach [7]
is proposed to achieve data locality actively. The main idea is to compare the cost between waiting
cost and migration cost. The data will be moved from some server to the desired server if the data
migration can achieve data locality and with less cost.

As more and more date is generated in the mobile edge devices, the task scheduling issue will
be discussed in edge computing environment. The cache-aware task scheduling method in edge
computing is proposed to achieve better data locality [25], which obeys the similar idea is this paper.
This trend also prompt the task scheduling issue in System on a Chip (SoC), an energy-aware task
scheduling is proposed for heterogeneous real-time MPSoCs in IoT [26].

For the most of the approaches discussed above, they work for scheduling only periodic tasks
or only online tasks, and work in passive manner. In this paper, we propose the scheduling strategy to
schedule heterogeneous tasks consist of periodic and online tasks with active manner, which is a new
attempt for task scheduling. The comparison of the features is shown in Table 1.

For the most scheduling strategies discussed above are applied to schedule only periodic tasks
or only online tasks. They cannot satisfy the demand for scheduling both two kinds of tasks
simultaneously. Hence, we propose our scheduling strategy to schedule heterogeneous tasks consist of
periodic and online tasks and take the input data into consideration.
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Table 1. The feature comparison for representative approaches.

Approach Periodic Task  Online Task Passive Manner Active Manner
FIFO v v v
ShuffleWatcher 4 Vv
DealyScheduling Vv V
CoHadoop Vv Vv
Scarlett V4 V4
This Paper V4 V4 V4

3. Problem of Server Selection

3.1. Task Execution with Data Migration

For the data center with homogeneous servers, all the periodic tasks and online tasks share
the resources and data and resources in the cloud data center. Because the tasks we discussed are
data-intensive, for each of them, the execution is associated with two important factors: resources
and input data. For each server in the cluster, it will be split into uniform resource units like Containers
or Virtual Machines (VMs). Therefore, an idle server can allow several tasks to be executed on it
at the same time. However, in this paper, to simplify the problem, it is acceptable that we assume
each server as one resource slot and each time it could only execute one task. It is easy to expand one
server with one resource slot to one server with many resource slots. In addition, the input data is
also necessary. The location of data blocks affects the execution of tasks. For each task, there could be
two execution modes: locality mode or remote mode. The locality mode indicates the task is executed
on the server who hosts the input data for the task. Otherwise, the task executes in remote mode by
accessing the input data from another server. It is easy to understand that we always want tasks to be
executed in locality mode as much as possible since better data locality means less task execution time.
However, the resources is limited and it is impossible to execute all tasks in locality mode.

To evaluate the efficiency of our algorithm, we need to calculate the execution time of all tasks in
system. In this paper, the heterogeneous tasks consist of periodic tasks and online tasks. We use P;
to indicate the ith periodic task in the task queue, and O; represents the ith online task. For the task
execution time, we use T as the task execution time indicator in remote mode while T; as the indicator
in locality mode.

For the data center, it contains N servers and K different data blocks for task execution. For each
data block Dj, it has 3 data replicas deployed on different servers. We use f; to indicate the required
input data of task P; or O;. According to the location of f; when scheduling tasks, we will use
the following indicators to classify the task execution mode.

0, locality mode;
9(P, f7) = ’ 1)
1, remote mode.
where locality mode means the periodic task P; is executed locally.
0, locality mode;
901 £) = v @
1, remote mode.

where locality mode means the online task O; is executed locally.

In our algorithm, we combine delay scheduling with data migration to improve data locality.
For the task scheduling decision when some idle resource is available, we need to make a decision by
a comparison between the costs of delay scheduling and data migration. With the delay scheduling
manner, the selected task will wait until the desired server has idle resource to achieve data locality.
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Another method to achieve data locality is to migration the input data from some server to the server
with idle resource which will host the selected task. This method is known as data migration in this
paper. However, the data migration also bring cost by data transmission. Hence, it is necessary to
make a comparison between data migration and delay scheduling. We use T}, to indicate the data
migration time. It means the time of transferring a data block from a server to another server is Tj,.

3.2. Server Selection

In this paper, we have assumed that each server has one resource slot and can execute one task
at each time. Hence, the task scheduling problem can be treated as assign the task to some server
or select some server to host the task. Therefore, we can transfer the problem to select a proper
server for each task. In a data center, the heterogeneous tasks consist of periodic tasks and online
tasks. Periodic tasks are in a queue and wait for scheduling while online tasks arrive in another
queue randomly. For a periodic task, it has much longer response time than online task. The goal
of scheduling periodic tasks is to shorten the execution time so that improve the efficiency of whole
system. While for online tasks, the response time is short. An online task cannot wait for a long time
because the users need the system to respond as quickly as possible. To meet this demand, the goal of
scheduling online tasks is to scheduling them before the deadline of response. This is more urgent
than time reduction. A heterogeneous task scheduling strategy which can satisfy the requirements of
periodic tasks and online tasks is necessary.

We use S; to represent the idle server in data center. As mentioned above, D; indicates the ith
data block, and f; means the replica of D;. Therefore, we can define the indicators to represent the
assignment decisions on idle server S; as follows.

0, there is no replica of D; on S;;
(D, S;) = norep P On ) @3)
1, otherwise.
1, Periodic task P; is assigned to server S;;
(P, Sj) = R Eas / @
0, otherwise.
1, Online task O; is assigned to server S;;
n(0,,5)) = KRl j 5)
0, otherwise.

We want to reduce the task execution time to improve the efficiency in cluster. The running time
of whole system is determined by the running time of each server. In addition to the calculation of
task execution time, we also need to calculate the running time of servers. We assume that the time is
split into time-slots and the workload of each server is used to represent the required running time.
Hence, for the workload of some server, say S i it contains two parts, the initial workload the tasks
assigned the server. The initial workload can be represented by the symbol L'(S;). Then, the total
workload for server S i which also reflects the whole task execution time, could be represented like
the following equation:

L(S]) = T(Pi) . 7T(Pl', Sj) + LI(S])

Generally, we summarize the related notations in the Table 2, so as to describe the problem properly.
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Table 2. Notations.

Symbol Description
N number of servers in the data center
K number of data blocks

response_time

response time of online tasks

7n(D;, Sj) data assignment indicator
7(P;/0;, S;) task assignment indicator
¢(P;/0;, fi) task execution mode indicator
T(P;/0O;) task execution time for task P; or O;
L(S;) workload of server S;
T data migration time

4. Heterogeneous Task Scheduling

4.1. Scheduling Heterogeneous Tasks with Data Migration

For a data center consists of multiple uniform servers with a default data (blocks) placement,
which ensures that there are 3 data replicas for each data. The problem is to assign the heterogeneous
tasks on the servers such that the task execution time is minimized. It could be formulated as:

min.maxL(S]-),l <j<N
K
5.tV Y (D, S) <M, 1<j<N
1
V] € (UO) U (UP), J.start_time < J.response_time

where L(S;) is the workload, which indicates the task execution time as mentioned above. The number
of servers in the data center is N, and the number of data (blocks) is K.

The first constraint means that the hosted data (blocks) for each server should not exceed
its storage capacity, represented by M. The second constraint means that the task response time,
indicated by ].response_time, should be greater than the task start time, .start_time, where UO means
the set of online tasks while UP represents the set of periodic tasks, and we have |UO| = m, | U P| = n.

Since there are N servers working at the same time, each server has a workload L(S). If we find
that server S; has the maximum workload and we minimize the maximum load of Sj, the whole job
execution time of system will be reduced. To achieve this goal, each time we assign a task to the server,
we select the server with the least workload in the system, and execute the task in the mode with
the least execution time. Obviously, it could be better to achieve data locality for the tasks to reduce
the task execution time. Hence, the problem is to pick one task from the queue to occupy the available
computing resources. If there is no proper task, which means none of the tasks could be executed
locally, we need to make a decision between waiting and remote access to achieve better benefit.
Therefore, we propose the heterogeneous task scheduling as shown in Algorithm 1.
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Algorithm 1 Heterogeneous task scheduling.

Require: UO: the set of online tasks which have arrived the system;
UP: the set of periodic tasks which have arrived the system;
Sy: the server with minimum workload;
S;: the it server;

t: the final completion time;
1. £+ 0;
2. fori < 1to N do

3:  if S;.slof > 0 then

4 if 30; € UOand7t(Dj, S;) = 1 then

5 assign(O;, S;);

6: else if VO; € UO, (D}, S;) = 0 then

7 if 7(Dj, Sp) = 1 then

8 if AT = L'(Sy) — t+ T;(Oj) and L*(Sy) — t < Oj.response_time then
9

: assign(Oj, Su);
10: else
11: assign(0;, S;);
12: else if 71(D;, Sy) = 0 then
13: ScheduleTaskwithDataMigration(O;);
14: else if UO = @andﬂpj € UP, 7r(D]-, S;) =1 then
15: assign(P;, S;);
16: else if UO = QandVP; € UP, n(Dj, S;) = 0 then
17: if 7(Dj, Sy) = 1 then
18: AT = min(L'(Sy) — t + Ty (P}), T;(P}));
19: if AT = LI(SD) —t+ T[(O/) then
20: assign(P;, Sp);
21: else
22: assign(P;, S;);
23 else if 71(D;, Sy) = 0 then
24: ScheduleTaskwithDataMigration(P);
25t t+1;

26: update();
27: return t;

In Algorithm 1, S; is an idle server with available resource slots and we need to assign a task to
it. Because the heterogeneous tasks consist of periodic tasks and online tasks, we first check whether
there is an online task in the queue. If the queue of online tasks is not empty, we will select one task O;
and judge if it can be executed locally. We assign the task O; to S; if it can access its input data from
S;. Otherwise, we find the server S, with minimum workload.if S, has the required data of task O]- in
the data center, we make a comparison between two kinds of time: (1) the waiting time until Sy, is idle,
and the execution time locally, represented by by Li(S,) — t + T;(O 7); (2) the time of executing task O;
on server S; in remote mode, the time is represented by T,(O;). We compare them and find the less
one and indicate it with AT. Here, with the result of AT, we have two choices as follows:

o AT =LI(S,)—t+ T;(0;). It means we can schedule task O; to be executed on server S, so that
the remote task can be a local task and reduce the execution time. However, this a an online
task scheduling problem. As mentioned before, an online task has a constraint that it has to be
executed before its deadline of response time. It means the waiting time until the server S, to be
idle cannot exceed the response time of O ;. Therefore, before we schedule Oj, we should guarantee
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that the waiting time L/(S,) — t is less than Oj.response_time. This manner of scheduling refers to
delay scheduling.

* AT = T,(O;j). If the time of executing task O; in remote mode is minimum, we can assign task O;
to server S; and execute it in remote mode immediately.

If task O; cannot be executed locally on server S; and there is no local data blocks of task O;
on server Sy, we could consider whether to introduce data migration to execute O;. The strategy of
scheduling tasks with data migration will be interpreted in next subsection.

If the queue of online tasks is empty, we will schedule the periodic tasks. We first check if there is
a local periodic task P; and assign it to the idle server S;. If all periodic tasks cannot be executed locally
on §;, we need to find the task (say P;) with the least execution time, indicated as AT. Then, we still
need to check the execution mode for P;. If AT = L¥(Sy) —t + T(P}), the task P; will be assigned
to server S, with locality mode by data migration. Or, the task P; will be assigned to server S; with
remote execution mode, as shown in the algorithm. Since periodic tasks have much longer response
time than online tasks, we do not need consider the waiting time and response time.

4.2. Data Migration

In Section 3 of this paper, we have discussed that data migration will bring extra time
consumption. Because data transferring costs network, it must influence the execution of remote tasks.
Therefore, we must consider the impacts on remote tasks before migrating data blocks. We explain the
process of scheduling a task with data migration in Algorithm 2 as follows.

Algorithm 2 ScheduleTaskwithDataMigration(J).

Require: S;: the i;h server; J:the selected task; Sy:the server with minimum workload in cluster

without D;. )
: if There is a remote task on S, and (L'(Sy) — t < Ty,) then

—_

2 AT = minL{(Sy) — t+ T + Ty(J), T,(J);

3: else if There is a remote task on S, and (L'(S,) —t > Ty,) then
4 AT = min2(L'(Sy) — ) + T + Ti(J), Tr(]);

5. else if There is a local task on Sy, and (L'(Sy) — t < Ty,) then
6 AT =minT, + T,(J), T,(J); ‘

7: else if There is a local task on S, and (L'(S,) —t > Ty;,) then
8 AT =minL(Sy) —t+ Ti(]), T,(]);

9: if AT = T,(J) then

10:  assign(/, S;);

11: else

12:  migration(f}, Su);

13 assign(/, Su);

In Algorithm 2, task | can be executed on S; in remote mode or executed on Sy after data migration.
Both of the two execution modes need data transmission, which brings transmission cost. We need to
compare two time costs: L(S,) — t and Ty,. The first L'(S;) — t means the task on server S, still needs
to take Li(Sv) — t to execute. Ty, is the time of transferring required data block by selected task ] to
server S,. We consider data migration while the S is executing a previous task. If Tj, is larger than
Li (Sv) — t, which means the data migration will not finish when S, is idle. Hence, task | needs to wait
for the end of data transferring before it can be executed. Otherwise, data migration will finish before
Sy being idle, and task ] can be executed when S, completes its previous task. Based on this time
comparison and decision on if there is a remote task on server S,, we can list four scenarios as follows:

e There is a remote task on S, and (L/(S,) — t < T,;,): In this condition, the time of migrating data is
over the rest execution time of previous task on Sy, task | needs to wait the end of data migration
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before it can be executed. Because the previous task on S is remote task, Li(Sv) — tand Ty, will
double. The work load of S, will increase (L(S,) — t), so that the new workload of S, is :

L'(Sy) + (L(So) — 1)

Because the previous task on S, will finish before data migration, the time of migrating data will
not be twice when S is idle. The rest time for task | to wait and be executed when S, is idle is:

2 205D 28 | g~ 7,, - (15 - + T

Therefore, the task execution time with data migration could be:

Li(Sy) + (L' (Sp) = ) + Ty — (L'(Sp) =) + Ty —t = LI(Sy) — t+ T + T

The time of executing task ] on S; in remote mode is T;(]), we compare these two kinds of time
and select the mode with less time.

e There is a remote task on Sy&&(L(S;) — t) > T,: In this condition, data migration has finished
before Sy is idle. The task | could be executed directly on S,. Li(Sz,) — tand T, will also double
when executing a remote task and migrating data at the same time on S,. If data migration is
finished, S, will still take some time to execute its remote task, and the time is:

2(LH(Se) =) — 2T 4
f - (L (Sv)_t)_Tm

The new workload of server S, is:

Li(Sy) + 2T + (L (Sy) — ) — T,

Therefore, the whole time for task ] to wait and be executed on S, is:

Li(sy) + 2T + (L'(So) — ) = T+ Ty — t = 2(LY(Sy) — ) + T + T

We also compare the time above with T;(]) and select the less one.

e There is a local task on S,&&(L(S,) —t) < T, Because local tasks do not need network,
data migration will not affect local tasks. Similarly, we compare T, and Li(Sv) — t, and calculate
the whole time for task ] to be executed on S,, the time is T,,,. We choose the less one between
T + T;(J) and T:(J) and execute | in corresponding mode.

e There is a local task on S,&&(Li(S,) —t) > T,: Similar to the situation above, we calculate
the whole time for task J to be executed on Sy, the time is L(S;) — t + Tj(J). We compare it with
T+(J) and choose the less one.

From the case analysis, we find that we will execute | on S; in remote mode with few cases.
Otherwise, we migrate the required data of | to from other server to server S, and execute it in locality
mode. Here, we will introduce more about data migration. The algorithm on how to migrate a data
block is described in Algorithm 3.

For the migration procedure, we first judge if the destination server has enough storage capacity
(Su.space > 0), we can migrate the data block to it and the number of data replica (fj.replica) increases
by one. If target server has no space to store the data block, we will find the data block D; with least
degree, which means there is few task needs the data block. If the replica number of D, is more than
one, we can replace it with the migrated data block. This is because we have to guarantee that each
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data block in the data center must has at least one replica. If the replica is the only one, we give up
the operation of data migration.

Algorithm 3 migration(fj, So).

Require: J: the selected task; S;: the destination server; num: the number of replicas of each data;

degree: the number of tasks which require data fj as input;Sy: the target server for data migration.
1: if Sy.space > 0 then

2:  assign fj to Sy;

3 frreplica+ =1;

4: else

5. fori<+ 1toMdo

6 Dy < minimal Degree(Sy);
7 if Dy.num > 1 then

8 replace f; with fj;

5. Experimental Results

To evaluate the proposed approach, we first establish a time model by some real experiments of
task execution and data migration. Then, we evaluate our heterogeneous task scheduling algorithm by
comparing it with other scheduling approaches.

5.1. Time Model

To validate and establish the time model, we transfer data blocks with different size and research
the effect of network competition on time. We test the data transmission time on five groups with
various data sizes. For each group, first, we transfer one data block each time from one server to
another. Then we transfer two data blocks with different size at the same time. The results are shown in
Table 3, where the time unit is millisecond (ms). Learn from results, we can conclude that the network
competition will almost doubles the time of transferring time.

Table 3. Time of transferring different data blocks (ms).

Data Size 1 Data Block 2 Data Block

64 MB 947,829 1,519,609
128 MB 1,495,165 2,669,139
256 MB 2,648,865 4,950,684
512 MB 4,939,071 9,511,114
1024 MB 9,535,483 20,151,628

Because HDFS has a default data block size of 64 MB, we ran a sorting program on a server
and record the results with and without data migration, which means that the program reads files
from local server and from another remote server respectively. We run the program for multiple times
and calculate the average value. The final results are shown in Table 4. We analyze the results and find
the conclusion as:

T, =a -Tyax13

which means remote tasks spend more time than local tasks, and the remote access time is about
1.3 times of local data access.

Second, data migration will prolong the execution time of remote tasks, but it will not influence
local tasks. Our algorithm needs to schedule online tasks and local tasks at the same time.
This conclusion tells us that before migrating a data block, we must consider the effects on remote tasks.
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Table 4. Tasks executed in two modes (ms).

With Data Migration = Without Data Migration
Locality mode 1,578,563 1,593,488
Remote mode 3,584,282 2,120,580

5.2. Simulation Analysis

We conduct extensive simulations with various settings and introduce the results on our
algorithms. We compare our heterogeneous task scheduling strategy with traditional FIFO strategy
and delay scheduling. We also compare it with HRTPS [27], a dynamic scheduling algorithm
with precedence constraints for hybrid real-time tasks. The HRTPS classifies the process of task
scheduling into static situation and dynamic situation. In static situation, it assigns some of servers
to periodic tasks to guarantee that all periodic tasks could be scheduled in a period of time. Then it
considers the dynamic situation with real-time tasks arriving randomly. It reserves some servers
for these real-time tasks so that they can be scheduled in time. As a result, the HRTPS can schedule
heterogeneous tasks simultaneously.

In our experiments, we make the simulation settings as follows. (1) Set N = 50 for the data
centers, and M = 20 for each server; (2) There are K = 300 data blocks and 3 replicas for each data
block. The replicas are placed in the servers randomly while any server will not host the same replicas;
(3) The input data for each task is randomly assigned; (4) The task execution time with data locality
is a random value; (5) There are m = 500 periodic tasks and n = 500 online tasks; (6) The online
tasks arrive randomly within 100 time slots; (6) The online tasks must be finished before its deadline,
which is a random value within 20 time slots.

We conduct the simulation with different scheduling approaches, the basic results are shown
in Figure 1. In the figure, the y-coordinate is the CDF value, which increases by time increasing in
x-coordinate. For each point, it means the percentage of completed tasks under the fixed time-slot.
The performance of FIFO is not good, and the proposed heterogeneous task scheduling method
improves the performance significantly. Meanwhile, the heterogeneous task scheduling method has
better performance than HRTPS and delay scheduling.

120.00%
100.00%
80.00%
60.00%
40.00%
20.00%
0.00%
50 100 150 200 250 300 350 400 450 500
TIME-SLOTS
FIFO ——HRTPS
—a&— Heterogeneous Task Scheduling —<— Delay scheduling

Figure 1. Experimental results of scheduling heterogeneous tasks.

Figure 2 describes the server utilization of each scheduling approach for given time slots. We use
N1 indicates the number of servers which are occupied. The server utilization can be calculated
by N1/N and N is the number of all servers in data center. From the result, we can know that our
algorithm has the best server utilization among all three methods at the beginning and decreases
from the intermediate period of the experiment, this is because most of tasks have been completed.
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The result shows that our heterogeneous task scheduling algorithm has nice performance on server
utilization and can reduce the execution time of tasks.
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FIFO —m—HRTPS
—&— Heterogeneous Task Scheduling —<—Delay scheduling

Figure 2. Experimental results of server utilization.

We also conduct experiments to study the differences under different ratios of online tasks to
periodic tasks. The number of all tasks are 1000. The results is described in Figure 3. The x-coordinate
represents the ratios of online tasks to periodic tasks. The y-coordinate is the time slots which indicate
the finish time of all tasks in system. From the results we can conclude that the heterogeneous task
scheduling strategy has better performance when the amount of online tasks is large. The result also
shows that when the ratio is bigger, the whole execution time is larger. This is because the online tasks
will be scheduled to occupy the resources with high priority. However, the limited resource cannot
meet the locality task execution for all tasks. Hence, some online tasks are executed in remote mode
or locality mode with data migration, both of which brings extra data transmission time. At the same
time, the larger ratio means more online tasks are executed without locality mode and the execution
time increase.

TIME SLOTS
N
o
g

< <
.~
THE RATIO ONLINE TASKS TO PERIODIC TASKS

FIFO —=—HRTPS Task ——Delay

Figure 3. Experimental results of different ratios.

For the above simulations, we also record more data for different approaches. (1) The average
server utilization: The server utilization is shown as Figure 2, and we calculate the average server
utilization based on the value of each time slot. (2) Overtime online tasks: We record the completion
time for each online task and check if it is larger than its deadline. (3) Waiting time: The time duration
between the arrival time and scheduled time for the online tasks. We compare these factors with
the FIFO, delay scheduling, and HRTPS. The results are shown in Table 5. Learn from the results,
we find that our heterogeneous task scheduling algorithm has the least average waiting time, which is
the major focus in this paper. For the average server utilization, the value of delay scheduling
and HRTPS is close to our algorithm though our algorithm has less task execution time as shown in
Figures 1 and 2. This is because the tasks occupy the server with longer time due to remote data access
for the delay scheduling and HRTPS algorithm. For the number of overtime online tasks, our algorithm
and the delay scheduling algorithm will lead to some overtime cases since the waiting mechanism for
tasks. Actually, this could be fixed by adjusting the default waiting time or weight for the online tasks.
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Generally, the proposed heterogeneous task scheduling algorithm can improve the performance on
task execution time reduction by reasonable data migration. It is a valuable attempt for task scheduling
with active manner.

Table 5. Comparison of three methods in three aspects (time slots).

Averag Server Utilization ~Number of over Time Online Tasks ~ Average Waiting Time

FIFO 42.3% 5 197
Delay scheduling 64.0% 3 68
HRTPS 68.3% 0 72
Heterogeneous 64.4% 2 64

6. Conclusions

In this paper, we proposed a heterogeneous task scheduling method to schedule periodic tasks
and online tasks simultaneously for IoT system. The method take both the delay scheduling and data
migration into account to improve data locality. The core idea is to compare the cost of different
decisions and choose the reasonable one to schedule the task. We conduct extensive simulations,
and the experimental results show that our algorithm has better performance on task execution
time reduction compared the FIFO, delay scheduling, and HRTPS. This work indicates that the data
migration is an efficient way to improve data locality, which actively occupy resource by moving data
from one server to anther server. This is total different from the classical delay scheduling, which waits
for idle resource passively. However, it is still a challenging problem to improve the performance of data
migration since the system is complex. In addition, it is valuable to discuss how to control the number
of data replicas dynamically such that there would be more opportunities for data migration.
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Abstract: Recently, the interest around the Blockchain concept has grown faster and, as a consequence,
several studies about the possibility of exploiting such technology in different application
domains have been conducted. Most of these studies highlighted the benefits that the use of the
blockchain could bring in those contexts where integrity and authenticity of the data are important,
e.g., for reasons linked to regulations about consumers’ healthcare. In such cases, it would be
important to collect data, coming in real-time through sensors, and then store them in the blockchain,
so that they can become immutable and tamper-proof. In this paper, the design and development
of a software framework that allows Internet-of-Things (IoT) devices to interact directly with
an Ethereum-based blockchain are reported. The proposed solution represents an alternative way
for integrating a wide category of IoT devices without relying on a centralized intermediary and
third-party services. The main application scenario for which the project has been conceived regards
food-chain traceability in the Industry 4.0 domain. Indeed, the designed system has been integrated
into the depiction of a use case for monitoring the temperature of fish products within a warehouse
and during the delivery process.

Keywords: internet of things; blockchain; distributed ledger technologies; smart societies;
industry 4.0; supply chain; food traceability

1. Introduction

During the last ten years, the industrial processes commonly applied in any business field,
from manufacturing to agriculture and many others, have been subject to a radical evolution led
by the arising of new technologies interconnecting the digital and the physical world and making
up the Cyber-Physical-Systems (CPSs). CPS consists of a system of collaborating computational
elements controlling physical entities, in which mechanical and electronic systems are embedded and
networked using software components. They use a shared knowledge and information of processes to
cooperate for accomplishing a specific task [1,2]. The trend of embedding interconnected electronic
devices, capable of interacting with the environment in which they live in and enabled to communicate
over the Internet, has spread not only in the industrial and manufacturing fields but also in other
business sectors such as agriculture, breeding, and food transformation processes [3]. The resulting
scenario is known under the context of Internet-of-Things (IoT), which can be defined as a digital
overlay of information over the physical world. Each object (referred to as a “thing”) connected in such
a network is uniquely identifiable and able to sense and react with the environment, as well as with
other users or objects [4,5]. The IoT devices market nowadays represents a huge portion of the whole
Information-Technology (IT) and electronic devices market with more than $235 billion spent in 2017,
and it is expected to double in 2021, growing up to $520 billion [6].
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Besides IoT, another technology arose and has grown even faster: the Blockchain. A Blockchain
(BC) is a distributed ledger based on a peer-to-peer (P2P) network, in which participants, called nodes,
agree on a unique version of the distributed data storage through a shared consensus mechanism.
All information stored inside the ledger is digitally signed employing cryptographic primitives and
data-authenticity is guaranteed by the use of asymmetric key-pairs. The first definition of BC was
given in November 2008, in a white-paper titled “Bitcoin: a Peer-to-Peer Electronic Cash System’
sent to the subscribers of a mailing list about cryptography by a mysterious author known under the
pseudonym of Satoshi Nakamoto [7]. After the advent of Bitcoin, several different implementations
of Blockchain have been proposed, targeting not only crypto-currency and finance application but
also business processes automation and certification [8]. Several studies nowadays are exploring the
possibility of applying the BC technology for product certification processes, especially in the food
industry, and most of them believe that this technology would represent a powerful partner for solving
problems related to consumer’s trust in food products and to implement a traceability system able to
find possible sources of contamination in-time, thus reducing the risks for citizens’ health [9].

In this paper, a possible integration strategy that combines both IoT and BC for improving
business processes is presented. The proposed architecture is able to fully exploit the concept of
a public Blockchain. In fact, IoT devices are able to directly sign transactions and store them in the
BC in such a way that there is no third party involved in the process, which could lead to a series of
undesirable situations. The final result of this study is a blockchain-enabled gateway for IoT devices to be
integrated in an Industry 4.0 domain and in many other scenarios in which the combination of both
technologies brings advantages to both business processes and customer satisfaction. In particular,
the selected use-case in which the architecture has been applied and tested is related to the agri-food
supply chain, also known as food-chain.

The remainder of this paper is organized as follows. Section 2 gives a high-level overview of the
Blockchain’s basic elements with a specific focus on Ethereum in Section 2.3. Section 3 describes the
current landscape of IoT-BC integration, highlighting its main weaknesses. In Section 4, the proposed
integration strategy is presented, along with implementation details in Section 5. Section 6 depicts
a simulation of a use-case application related to the cold-chain monitoring, also describing the main
issues related to the agri-food supply chain. Section 7 displays and comments the results obtained with
the proposed architecture. In Section 8, conclusions are drawn, also proposing possible extensions.

2

2. Background

The decentralized network proposed by Nakamoto [7] is based on a Peer-to-Peer architecture,
where all the nodes have the same functionalities and provide the same services without the distinction
of roles as it happens in a Client-Server architecture. Each peer in the network, known as a node,
stores locally a copy of all the history of the transactions published on the network. A Blockchain
can be formally defined as a structured database of blocks, each one containing several transactions,
linked together by including in each block the cryptographic hash of the prior block in the chain.
This allows us to check the integrity of the whole chain going backward until the genesis block,
which is the very first block of the chain. Sometimes separate blocks can be produced concurrently
leading to the creation of a temporary fork of the chain. To solve this problem, any BC defines
an algorithm for scoring different versions of the history so that only the one with the highest score is
considered valid and selected over the others. The mechanism used for verifying new transactions to
be added to the chain is called mining, and not only makes the users agree on a unique version of the
chain but at the same time allows for create new coins that can be spent in the network, exploiting
a reward mechanism.
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2.1. Blockchain Principles

As it appears from the previous section, the fundamental elements upon which a Blockchain is
built are blocks and transactions. The need for each node of the network of storing locally the entire
chain implies the usage of an efficient data structure that has to occupy a small quantity of memory
and at the same time to guarantee that the data stored in the chain are immutable and tamper-proof.
In order to be scalable, in Bitcoin BC, each block’s hash is the hash of its block-header (a data structure
containing a timestamp, a nonce and the hash of the previous block) and the root hash of a multi-level
data structure known as Merkle-Tree. A Merkle-Tree is a binary tree composed of a set of nodes with
a large number of leaf nodes containing the underlying data at the bottom. Starting from the leaves
each intermediate node stores the hash of its two children up to the root node that is at the top of the
tree. The main purpose of this data structure is to allow for retrieve the required data efficiently and
eventually piecemeal from different nodes in the network. Moreover, the hash mechanism behind
this structure, combined with the shared consensus, ensures that the entire chain can not be changed
or altered. However, nowadays the effectiveness of this protocol is argued not to be sustainable for
the long-term. Indeed, as of June 2020, the total space occupation of the Bitcoin Blockchain is roughly
270 GB and it keeps growing faster. This factor makes unaffordable the implementation of a node on
devices with limited storing and computing capabilities like mobile and embedded devices [10].

2.2. Digital-Signature and Elliptic-Curve Cryptography

Asymmetric key cryptography, also known as public-key cryptography, is a cryptographic
scheme that makes use of a pair of large numbers (keys) that are somehow related together but they are
not identical. One key, referred to as private because it has to be known only by the owner and not
shared with any other parties, is used for decrypting a message over an insecure channel. Instead, the
other key of the pair referred to as public because the owner shares it with other parties, is used by the
message’s sender for encrypting the message to be sent to the other party. It appears clearly that such
mechanism works under three fundamental assumptions:

e Private- and public-key should be related, but at the same time it should be unfeasible to obtain
the private key knowing only the public one,

e The decryption function gives the correct result if and only if the correct private key (i.e., the one
related with the public key used for the encryption) is given and for no other different value,

e Private keys should be kept secret and not shared with any other parties.

Therefore, asymmetric cryptography protocol implementations differ mostly in the algorithm
used for the key pairs generation and the encryption/decryption functions. For example, the RSA
algorithm is based on the large integer factorization problem and, simply speaking, uses the product
of two large prime numbers as part of the public key, and derives the private key from the same
number as well. The encryption strength relies mostly on the key-size and its robustness increases
exponentially as such parameter grows. Actually, RSA [11] keys can be typically 1024 or 2048 bits
long, but experts believe that RSA 1024 is near to be cracked and it should not be considered secure
anymore, especially with the advent of quantum computing [12]. Another implementation of the
public key cryptography’s protocol relies on the algebraic structure of elliptic curves over finite fields
and is known as Elliptic Curve Cryptography (ECC). It is based on the elliptic curve discrete logarithm
problem that consists in finding the discrete logarithm of a random elliptic curve element concerning
a publicly known base point. The approach of using elliptic curves in cryptography was proposed for
the first time in 1985 by Neal Kolbiz [13] and Victor Miller [14], but it became widely used starting from
2004. It is used in Blockchain implementations such as Bitcoin and Ethereum as a Digital Signature
scheme [15,16]. The security of ECC stands in the fact that, roughly speaking, given a point k * G on
the curve it is difficult to go back to the original value of k, this is known as the Discrete Logarithm
Problem, which is said to be one of the NP-hard problems, and, compared to RSA, ECDSA offers the
same level of security but with smaller keys.
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2.3. Ethereum

Ethereum is an Open-Source project aiming at the creation of a public BC for distributed
computing. It was born in 2013 thanks to Vitalik Buterin, a Canadian developer and researcher
in the field of cryptocurrencies. Through a crowdfunding campaign, he was able, in 2014, to implement
his idea, published and available online the following year [17].

The project intended to create an alternative protocol for building decentralized applications
(DApp), allowing a different set of trade-offs to be used in those applications where rapid development
time, security and the interaction between different distributed applications or systems is crucial.
Following this idea, Ethereum provides a fundamental layer composed of a Blockchain and
a Turing-complete programming language so that anyone can write its own DApp, implementing
its arbitrary rules for ownership, transaction formats, and state-transition functions. The most
interesting and explored functionality of this new architecture is one of the so-called Smart-Contracts.
Smart-Contracts can be seen as cryptographic entities containing a value that can be represented by
a certain amount of currency or information or both, unlocked only if an application-defined set
of conditions are met. To achieve the goal of creating a simple framework for building powerful
decentralized-application, the basic philosophy pursued in Ethereum development is based on
a few principles:

e Simplicity: the protocol has to be as simple as possible, even at the cost of some inefficiency in
terms of execution time or data storage. The idea is that an average programmer should be able
to follow and implement the entire specification.

e Universality: Ethereum should not provide features. Instead, it has to provide a complete
fundamental layer upon which any kind of application can be easily built.

®  Modularity: the framework has to be structured in modules, as separate as possible.

e Agility: the protocol’s architecture should not be extremely fixed, and any meaningful further
proposal bringing significant benefits or improving scalability and sustainability is accepted.

¢ Non-discrimination and non-censorship: the protocol should not attempt to actively restrict or
prevent specific categories of usage.

Ethereum’s fundamental currency is Ether (ETH) and is used to pay for gas, which represents the
unit of computation used in a transaction and other state transitions, such as Smart-Contracts execution.

2.4. Smart-Contracts

The term Smart-Contract (SC) was introduced for the first time in the 1990s by Nick Szabo,
a computer scientist and cryptographer, who realized that the Distributed Ledger Technology
can be exploited for securing relationships over a network [18]. Bitcoin was the first Blockchain
implementation to support a basic form of Smart Contracts through its scripting language, which was
however somewhat limited. The Ethereum project, on the other hand, was born with Smart-Contracts
in mind and aiming at realizing a framework for DApps running over a BC ledger in a peer-to-peer
network. Just as the term suggests, Smart-Contracts are somehow related to “normal” contracts,
with the difference that the latter ones are signed by partaking entities and enforced by the law,
whereas the former ones are digitally signed and define relationships among parties exploiting
cryptographic mechanisms. Basically, a Smart-Contract is a self-executing application that runs
on top of the BC and is therefore immutable. It can be seen as a complex if-then statement that is
executed if and only if a set of conditions is met. Smart-Contract can either produce an output or even
trigger the execution of another Smart-Contract for performing a sophisticated task. Because of their
decentralized nature and the possibility to exploit BC’s features for handling trust-less contexts, SCs
are becoming an attractive topic for various kinds of business fields spreading from finance, insurance,
manufacturing, and many others.

To better understand how SCs work and how big their potential can be if exploited in some
applications domain, it is worth describing an example use case (Figure 1). Let’s assume that farmer

70



Energies 2020, 13, 3820

A sells tomatoes to company B which then uses them for producing tomato sauce. The transfer of
tomatoes from A’s farm to B’s warehouse is in charge of a third delivery company C. The actual
most common scenario would be the one in which A, B, and C have their own digital business layer,
generally made of a centralized data storage (in a local Database or using some cloud services) and
their own software products that deal with such data structure for registering shipping, invoices,
inventory and so on. Moreover, this software may differ between one company from another, making
it difficult to automatize their cooperation. Let us assume now that the same business scenario was
managed through the use of Smart-Contracts and a Blockchain in a Peer-to-Peer network at which all
of the three companies participate. A smart DApp developer would implement three Smart-Contracts
able to interact together:

e A first Smart-Contract that can handle the transfer of ownership of the batch of tomatoes from A
to C, ensuring that the latter would be responsible for any loss or damage during shipping.

®  Another Smart-Contract that can handle the transfer of ownership from the delivery company to
recipient B.

e A third Smart-Contract, triggered by the previous one that handles payments between the parties
in something similar to the following statement: If tomatoes are delivered without any damage a certain
amount of funds will be transferred to both the selling and shipping companies. If tomatoes are damaged
then company C has to refund the selling company, and so the proper amount of crypto-money will be
transferred from C’s account to A’s one.

Ethereum Blockchain

Smart-Contract 1 Smart-Contract 2 Smart-Contract3

Transfer awnership from A to C ‘Transfer awnership from C to B PayAand ©

e @ . o

Farmer (A) f Delivery company (€) Tomato sauce producer (B)

[
Sk

Figure 1. Application of Smart Contracts to traceability in the food-chain domain (image created using
https:/ /draw.io).

Thanks to the BC, all operations occurred between the parties will be registered in the ledger
forever, and so it is straightforward to think to more complex mechanisms to be built upon the simple
scenario described above (insurance for the delivery process, supply-chain traceability, etc.).

2.5. Quadrans: The Industrial Blockchain

The Quadrans [19] platform is an open-source and public Blockchain network that runs
Smart-Contracts and decentralized applications. The first implementation of this platform, born in
2012 as a fork of Ethereum, has been conducted under the Foodchain S.p.A. brand, and its initial
goal was to enable traceability, transparency, and authenticity of the information within agri-food
supply chains. In August 2018 Quadrans Foundation was officially formed and acknowledged
by Swiss local authorities. The goal of the foundation is to guarantee continuous advancement in
technology in an ethical and publicly open way. Quadrans’ infrastructure is public, and its open-source
blockchain has been designed to overcome scalability issues and to reduce the instability of operational
costs affecting other existing blockchains. The current protocol, used by Quadrans, ensures a high
throughput (average block-time is about 5 s) that can maintain at the same time both high security and
decentralization grades and supports all the core Ethereum’s features, such as EVM (Ethereum Virtual
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Machine) and Smart-Contracts. Having reached these goals, Quadrans represents a valuable solution
for effectively applying blockchain technology in many business scenarios.

3. Literature Review

Having given enough details on the basic principles of BC’s technology, it is possible to introduce
the real goal of this article. As stated in the introduction, the project aims to find a new method of
interaction between the BC infrastructure and the world of internet-connected devices.

The most common solution applied for this scenario consists of a Client-Server communication
(as in Figure 2) between a central server and the IoT devices. The server is in charge of (1) gathering
the data streams collected from the field and (b) storing these data, or part of them, in the Blockchain.
Even if this solution is starting to be applied in different proof-of-concept and business applications,
this has some point of weakness:

e The central server may become a single-point-of-failure that can inhibit some data to be stored in
the BC when it is in a fault condition,

e Assuming that redundancy is applied, , in order to minimize the probability of failure, there
is still the presence of some kind of centralization that makes difficult the interaction between
cooperative business parties,

e The data which is then sent to the BC is not signed-in-place, a way in which its authenticity and
integrity can be guaranteed to start from the source, but it is signed only when it is received by
the central server before posting it into the Blockchain,

e Nevertheless, such kinds of systems are now mostly realized using cloud solutions for the
IoT field. Experts believe that the cost of such services is going to increase rapidly and to become
a significant component of business costs for most companies.

Blockchain layer

T{é“} Data certification logic

Intermediate Data layer

loT cloud server
services

(<%>)
((%))
(<%>)
(<%>)

loT layer

Figure 2. The common architecture used for storing data collected from IoT devices into the blockchain
(image created using https://draw.io).

The surveys in [10,20] present extensive study of these and other issues. The authors of [20]
describe the issue of storage size in relation to an application in the IoT field. The solution we present
solves this issue by implementing light-nodes that act as a gateway. These light-nodes only perform
the tasks of signing and sending their own transactions. They do not participate in the consensus
mechanism (there is no mining), and thus they do not have to locally store the whole blockchain.
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A relevant paper on the quest for decentralization, secure data storage, and IoT compatibility can
be found in [21]. This paper describes a model to handle data-streams coming from IoT devices with
a decentralized access mechanism control. This solution has some undesired aspects though. It uses
an intermediate level between the cloud and the BC, meaning that the data are not set directly to the
BC by the device. Moreover, it uses the Bitcoin BC, even if in its VirtualChain version, supposedly
lighter and faster.

The solution described in [22] seems focused mainly on performing some kind of action based
on the conditions of Smart-Contracts on the Ethereum Blockchain. It has interesting propositions
regarding the use of smartphones to set/update conditions for Smart-Contracts, and the possibility of
IoT devices to act according to these conditions. In addition, some pieces of Smart-Contracts are shown
in the paper. Despite these characteristics, the whole architecture is not clearly described, especially for
what concerns the communication with Ethereum blockchain, where the blockchain itself resides,
and the signing functionality of the IoT device.

In [23], BPIIoT is presented. The authors refer to it as a key-enabler for Cloud-Based
Manufacturing, enabling peers of a peer-to-peer decentralized network to interact among them
without a trusted intermediary. They also implement Smart-Contract handling on a BeagleBone
single-board computer (SBC) which seems to be connected to an Arduino board for sensing capabilities.
However, this paper also does not give many details about the implementation of such system,
especially regarding the connection with the Ethereum blockchain and the signing capabilities.

Authors in [24] present AgriBlockloT, a decentralized traceability system for the Agri-Food supply
chain management. AgriBlockloT is nicely organized in layers and can support either Ethereum or
Hyperledger Sawtooth. The paper also presents an interesting from-farm-to-fork use case, depicting all
actors, materials, and tasks involved in such a process. Our approach can be considered an evolution
of this, since we remove the need of running a full node of the blockchain in the stakeholder’s local
network. Moreover, the use of IoT devices is only simulated and not practically implemented.

A blockchain-IoT-based food traceability system (BIFTS) is proposed in [25]. Not only it does
integrate BC and IoT, but it also proposes an appealing quality decay evaluation of perishable goods
based on fuzzy logic. A critical point in this architecture is the fact that, to get to the BC, the data
have to pass through a cloud server. This represents in any case some sort of centralization, which we
would like to avoid. In fact, it is not possible, inside the cloud, to authenticate the data with respect to
a certain device.

In [26], authors present a blockchain-based fair nonrepudiation service provisioning scheme for
industrial IoT scenarios. It is a complex and interesting framework in which the BC acts as an evidence
recorder and a service publication proxy. A limitation of this proposal is that their devices communicate
through a BC node, like the first intermediate solution proposed later in Section 4.

The perspective presented in [27] is really compelling. Their solution features the direct signing
capabilities of devices, which is one of our aims, and the offloading of communication with the BC
to a proxy service. The framework is built in such a way that the proxy server itself cannot forge
the devices’ signatures, thus maintaining the authenticity of the data. In addition, the applicability
to the cold-chain use case is the same as our approach. However, their solution relies on the use of
Hyperledger Fabric as a permissioned BC, which is not public by definition. A permissioned BC
implies the presence of a certain authority issuing credentials and certificates, which is indeed a form
of centralization. Moreover, the SDK proposed does not seem ready yet to target very constrained [oT
devices built upon a microcontroller.

The advantages of the proposed solution are the following:

e Implemented devices do not perform mining and do not need to store the whole BC, making this
solution suitable for low-end hardware (low-power and low-cost),

e The use of a BC (Quadrans) directly derived from Ethereum and natively supporting
smart-contracts, with average block times of around 5 s,

e JoT and BC levels communicate directly, without a cloud intermediary,
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e  Every device has an associated wallet, meaning that it is possible to guarantee principles of
data-authenticity and non-repudiation since the device itself signs the data before sending it to
the BC.

4. Proposed Architecture

The proposed architecture is intended for solving the weaknesses presented above, and possibly
to introduce some improvements to the described context. It consists of enabling commercial or ad
hoc Internet-of-Things devices to communicate directly with the BC infrastructure through a gateway
device to which they are connected using wired or wireless protocols. Such a gateway device should be
able to sign-in-place the data sent from the IoT data-logging device and then to directly push on the BC.
The most straightforward method of doing so would be to let the gateway be a full-node of the chain
(i.e., anode in the peer-to-peer network that can store and verify the whole chain and keep it updated
too). However, this is unfeasible as the target application context lies in the embedded-systems domain,
which commonly consists of limited computing capability devices, for sure equipped with not enough
storage to maintain an entire copy of the chain.

A first intermediate solution (Figure 3) that has been explored is based on an architecture
where the IoT layer communicates directly with an Ethereum full-node placed within the same
Local-Area-Network in which the devices are connected. Such a local node is then in charge of signing
and broadcasting the transactions requested by the devices, as well as keeping their private key storage
and mappings (between IoT device ID and private key). The implementation of this solution resulted
in being fast and straightforward because the only part on which one has to deal with requires only the
communication mechanism between the local BC node and the IoT devices, defining the data-model of
the message to be exchanged and eventually some encryption mechanism to secure the communication
channel. However, this solution suffers from the same problems related to centralization and security
as the common case previously described. Nevertheless, it would only be worse if no mechanism for
device authentication was implemented for the communication with the local full node.

Ethereum framework

T (Blockchain + Smart-Contracts)
.
s
- @ Address X
pubKey: Xpu

Ethereum privKey: Xpriv

full-node
= = =
< << <

loT layer

Figure 3. A representation of the first explored solution. IoT devices communicate with the local full
node which is in charge of signing and broadcasting transactions for them. However, the IoT layer
remains agnostic of the existence of the Blockchain. It simply sends data to a local centralized entity
(image created using https://draw.io).

Therefore, the path followed in the project exploits the Remote-Procedure-Call RPC protocol [28]
for enabling an embedded device (acting as a gateway) to trigger the execution of some procedure
on a remote server exposing such service. Such a device has to be physically placed in the very
near proximity of the IoT device (e.g., as expansion hardware for the device) or even be the IoT
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device itself. The RPC server exposes to calling clients (i.e., IoT gateways) the Web3 Ethereum
API (Application Programming Interface that allows for interacting with Ethereum’s BC, so that any
embedded device can access the information stored in the chain, exchange coins (e.g., for implementing
machine-to-machine payments) and call the execution of Smart-Contracts for implementing complex
logic on top of the blockchain layer. Moreover, exploiting the events mechanism of Smart-Contract [29],
and the possibility to search for those events in the chain by selectively download block headers through
RPC calls, it could even be possible to trigger IoT devices directly within distributed applications
and keep the history of such requests. To apply this solution, however, there should be one strict
requirement above the others: the gateway must be identifiable on the networks through its address, and
should also be able to sign the transaction locally and offline, using its private-key, before sending it to the
RPC server. This functionality is essential to avoid the possibility that the transaction is maliciously
manipulated when it is sent to the server.
The final overall proposed architecture is shown in Figure 4.

Smart-Contract J emits an event for
the IoT device having address Z
-
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Figure 4. A representation of the final proposed architecture. Each IoT device has its own gateway
and can sign transactions locally and offline. Each of them is also identified within the blockchain
through its address and can be thus a target for possible Smart-Contract events (image created using
https:/ /draw.io).

5. Software Architecture

Most of the project complexity has been demanded from the software layer, meaning that the
vast majority of the operations are performed by the CPU without any additional special-purpose
peripheral or hardware accelerator.

The developed software framework is intended to be as easy and user-friendly as possible. In this
way, it can be used by the majority of IoT developers, with minimal knowledge of the details behind
the Blockchain architecture. Following this philosophy, the resulting framework can be represented
as a layered architecture (Figure 5) where the top-most software components are those providing the
interaction services to the common Internet-of-Things application.

Application Interaction Layer

Ethereum Interaction Layer

JSON-RPC Interaction Layer

Figure 5. Representation of the Software Architecture (image created using https://draw.io).
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5.1. The J[SON-RPC Layer

The Remote-Procedure-Call is based on the Client-Server model and is used in those contexts
where one program wants to request a service from another one, executed in a remote host. An RPC
call is a synchronous event requiring the caller program to be suspended until the remote procedure
returns its result. An example of this behavior can be found in Figure 6.

Caller Callee
(Client Process) (Server Process)

Request message

The calling program's i Contains the call parameters
execution is suspended !
waiting for the server to |
return the call result :

The callee processes
the received
parameters and
starts the execution
of the called
procedure. At the end
it returns the result to
the client.

Reply message

Contains the execution result |

Figure 6. A sequence diagram showing the flow of execution of a remote-procedure-call (image created
using https://draw.io).

JSON-RPC represents a state-less and light-weight implementation of an RPC. It is an extension
of the original RPC protocol, which uses the JSON data-format for remote-procedures, parameters,
and results encoding [30].

In the developed framework, JSON-RPC Client is the software component in charge of performing
JSON-RPC calls over the TCP socket on which the RPC server is listening. Its implementation
consists of a queue, where other tasks push a data-structure for each RPC-Call that they request.
This data-structure is used to model the standard fields of a Remote-Procedure-Call and, in addition
to those fields, another one is provided to store the current state of the call. Each call, in this
implementation, can assume the following logical states:

e QUEUED: it is the first state assumed by a call-object. It describes a call that has been pushed into
the queue by a caller task and it is waiting to be executed,

e SENT: the call has been sent to the RPC server successfully,

®  WAIT_RESPONSE: the client is waiting for the server response for this call,

. SUCCESS: the call has been executed successfully and its result is now available,

e ERROR: an error occurred during the call processing,

e  DELETED: the call has been removed from the queue.

A graphical representation of the state-transition diagram for a call can be seen in Figure 7.
The calls queue is accessed in a circular-buffer manner and its dimension, in terms of the number of
calls, is static and does not rely on dynamic memory allocation. The module’s user can then set the
dimension, according to the application requirements, through a C-language define pre-compiler
instruction and therefore select the optimal trade-off between memory occupation and performance.
Summarizing, the JSONRPC_Client interface provides functions for the upper layers , allowing the
caller to:

Push a new RPC call in the queue,

Retrieve the status of a call previously submitted,
Retrieve the result of an executed call,

Delete a call,

Check the queue status (empty/full).

U
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P A The application task
e is busy executing other
( QUEUED calls.

\

The application task

has popped the call from
the queue and sent it to
the server

© sEnT ) Theserverretumedthe e callis removed from
/ call result successfully - >\ the queue
! [ (success )

The application task WAITERESEONSE

waits for the server

response
An error occurred during ERBOR

the call execution

Figure 7. The state-transition diagram for a call-object (image created using https://draw.io).

In addition, the module implements the application-task function (JSONRPC_Task) in charge of
maintaining the queue, converting calls-object into JSON, sending calls over the TCP socket, retrieving
the response, and parsing it from JSON. The sequence diagram in Figure 8 illustrates an example of
an RPC call execution.

Upper layer task JSONRPC_Task Remote R?C Server

An upper layer task wants to The JSONRPC_Client task
execute an RPC call Y is processing another call X

The server
: executes X

Y.status = QUEUED After call X, the task starts
processing call Y

The server
executes Y

Push call Y in the queue
Poll the status of call Y

'
Poll the status of call Y

Y.status = DONE

Collects the result, deletes

the call from the queue, and

continue its operations
Figure 8. A sequence diagram illustrating how the developed JSONRPC client interacts with upper
layers requesting a remote call to be executed (image created using https://draw.io).

5.2. The Ethereum Interaction Layer

The Ethereum interaction layer is one of the frameworks that implements a subset of the functions
provided by the Web3 API. Each of the provided functions is in charge of encoding the necessary
parameters for the correspondent RPC call to be executed, as well as adapting the returned result into
user-friendly C-language types.

The provided functions allow the caller to check the status of an account (i.e., nonce and
balance), perform transaction and message calls, and request a specific set of blocks from the chain.
The fundamental data-structure of this layer is the WEB3_ETH_0BJ that holds the information about the
RPC call object as well as the state of the Web3 call. The implementation of these functions follows the
state-machine model,with a given web3-call evolving through the following states:

e CALL: Parameters are encoded into JSON format and the proper RPC call is pushed into the queue
of the JSONRPC client module,
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®  WAIT: Polling on the call-object status to check when the result is ready or an error is returned,
®  DONE: The result is ready to be processed,
*  ERROR: An error occurred.

A graphical representation of the state-transition diagram for a Web3 call can be seen in Figure 9.

Call the web3 function via Resultisready

/ N\
RPC |—’w\ DONE /;,

WAIT T
An error ERHOH
occurred

Figure 9. The state-transition diagram for a web3 call in the developed framework (image created

Wait for server
response

using https:/ /draw.io).
5.3. The Application Interaction Layer

The Application interaction layer represents a wrapper of the Ethereum interaction layer in
the sense that it hides the details for performing specific operations on the blockchain (e.g., signing
a transaction before sending it as raw). It wraps all the functions of the layer below and performs the
pre-processing and post-processing operations needed for some of them.

Again, they are internally implemented as state-machines, cycling through the following
possible states:

®  WEB3TASK_INIT: In this state, all the pre-processing is performed before the web3 function is called,

e  WEB3TASK_WAIT_RESPONSE: The state machine waits for the web3 call to be executed and return its
result to perform the post-processing operations,

e  WEB3TASK_IDLE: Nothing to be done,

e  WEB3TASK_ERROR: An error occurred.

6. Use Case Application

This chapter presents a use case covering the supply chain of fish and seafood products. The use
case has been simulated in collaboration with Foodchain S.p.A., a company whose mission is to
enhance the traceability process of food’s supply chain through the Blockchain technology.

To simulate the use case scenario, an IoT device has been built and programmed in such a way
that it can autonomously communicate with the Blockchain by directly signing its own transactions.
Moreover, to corroborate the usefulness of the system, an actual use case scenario has been depicted
later in this section.

For what concerns the Blockchain side, Foodchain S.p.A. has developed a platform, based on
Quadrans’ infrastructure that provides services for both companies and final buyers. Companies can
use the platform as a common Enterprise Resource Planning (ERP) software, registering products,
batches, and processesand any information related to the product’s lifecycle (documents, certificates,
media, etc.). Such information is immutably registered into the BC, on top of which the platform lies,
using Smart-Contracts. At the end of the product’s transformation process, the platform generates
some kind of Smart-Label (like a QR code or an RFID tag) that uniquely identifies the product
and can therefore be scanned by the product’s buyer for viewing the entire traceability process.
Another important feature provided by the platform is that it enables many companies and producers
to cooperate together within the network, allowing them to follow the transformation cycle of a product
even when it passes through the production and distribution chains of different actors.
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6.1. Food-Chain Issues

Recent studies have demonstrated that customers’ loyalty in food companies and in all the
products they sell has drastically decreased year after year. In 2018, the Center for Food Integrity
published its annual report about consumers’ habits and feelings when buying food. The investigation
showed that an increasing number of customers are concerned about what they eat, thus they are
asking for more information about the food they buy, to choose the healthy one [31]. However, most of
them do not trust the information written behind the product’s package, especially when it does not
directly come from farmers, but it went through some transformation processes instead. In addition,
the awareness of consumers about the damages caused to the environment by some farming and
breeding processes is encouraging them to not buy entirely certain categories of products [32].

The lack of trust in food producers is the consequence of a minimal customers’ knowledge about
the whole supply chain and also the fear of a globalized market that may allow fraudulent producers
to sell dangerous or counterfeited products. In particular, this last aspect is critical both for consumers,
who are subjected to risks related to their health, and “honest" producers, who not only suffer the
economical damages but are also affected by the side-effects of the distrust of buyers. In the year 2018,
the Italian Central Inspectorate of Quality Protection and Fraud prevention of food products (ICQRF)
has registered an increment of 58%, compared to the previous year, of crimes related to food frauds,
seizing about 17.6 tons of goods, for an equivalent value of over 37 million USD. The wine sector
resulted to be the most affected by this phenomenon [33].

6.2. The Concept of Food Trust

From the previous analysis, it is clear that consumers’ confidence in the agri-food industry is
the result of their concerns or certainties on various aspects related to the product they intend to
buy. One of the most important factors to restore a good level of reputation of the food industry is
to guarantee food safety, which is every day undermined by the numerous cases of food hazards.
The lack of information about transformations and events under which the final product has gone
through during the supply chain poses the basis for a serious alarm about the health of citizens and,
despite the efforts of government in control and prevention, the current infrastructure turns out to
be unsuitable and inefficient in the fight against this phenomenon. Another important aspect of
food trust is related to the concepts of food-integrity and food-authenticity, which have a significant
impact both on the healthcare and the economy of countries. Food-Integrity defines the state of being
undiminished and unaltered with respect to its original nature, which means that no unapproved and
undeclared transformations and alterations have been made on such products. The Food-authenticity
definition, instead, is more related to economical aspects, like frauds that generally do not represent
a risk for the health of consumers. However, food frauds and counterfeiting are hurting the markets
of many countries, causing losses for billions of euros per year. The most subjected products to
counterfeiting threats are those that earn a great economical value because of their territory of origin
or brand, like oil, wine, and cheese. In July 2016, the European Union Intellectual Property Office
(EUIPO) has published research about the economical costs of intellectual property infringement in
spirits and wine. The results showed enormous damage to the legitimate industries, with estimated
losses for approximately 1.3 billion euros of revenue annually [34]. The last but not least component of
the concept of food trust is linked to customers” attention, concerning the sustainability of processes
and the agri-food chain. Consumers are becoming ever more aware of the role they play in the
game for building a sustainable food industry. Most of them, especially the young ones, base their
decision-making when buying a product not only on the "classical" factors (price, nutritional values,
brand, etc.) but also on the impact that the product they buy has on the environment. The expansion
of this new category of customers, known as Ethical Consumers, is leading this new market sector to
grow very fast, registering in 2015 a growth of 5.3% and 9.7% in 2017 (UK Market) [35,36].
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6.3. Combining IoT and Blockchain to Empower the Traceability Process

There is a strong necessity for an enhancement in the monitoring and certification processes
to overcome these issues. In the actual situation, most of the compliance data and information are
audited by trusted third parties and stored either on paper or in centralized databases. However,
these approaches suffer from many informational problems, such as the high cost and inefficiency of
paper-based processes, resulting in fraud, corruption, and error happening both on paper and using
IT systems.

Thus, there is a need for a new trustworthy approach for registering information about the food
chain. The availability of this information to customers is finding a potential powerful partner in the
arising Blockchain technology. Indeed, the application of the BC technology in the agri-food sector
could lead not only a better and more trustworthy traceability process, but it also could represent
a powerful partner in the assessment of the product’s value for the buyer. For these reasons, there are
actually several experiments and proof-of-concepts aiming to find a way to apply the BC technology
into this business field. This potential can be truly unlocked by enabling the blockchain platform to
collect, and register on the ledger, data gathered directly from the environment (such as farm fields,
food transformation chains, logistic processes, etc.) employing IoT devices [24].

6.4. System Architecture

The scenario in which the use case is applied is about the cold-chain monitoring during logistics
operation. In such a context, the IoT device is assumed to be installed into a refrigerated truck that
transports seafood from a harbor’s warehouse to the final fish-shop. The device can connect to the
Internet through a mobile network connection and is in charge of monitoring the fridge’s temperature
and truck’s position employing a temperature sensor and a GPS module, respectively. As soon as the
data are collected, the device then sends them to a proper Smart-Contract, in charge of storing them in
the BC, using the IoT-blockchain-gateway presented in this paper.

The gateway’s hardware configuration used for this specific simulation consists of:

e A PIC32MX 32-bit microcontroller

e A 256-byte EEPROM ( used for storing device keys in the developed Proof-of-Concept, keeping
in mind that in a real-life application this should become a secure-storage element to avoid the
stealing or alteration of the device’s key)

e A GSM Module for communicating with the remote RPC server

e A GPSmodule

e A Temperature sensor

This simple architecture has been chosen to show the limited requirements of this approach.
The implemented code is for sure hardware-dependent, but the general architecture is independent
from the hardware chosen, and applicable to any kind of similar device.

Moreover, the simulation has been carried out using the Quadrans Testnet blockchain, accessed
through its public RPC node, reachable at address rpc.testnet.quadrans. io. The communication
with the remote RPC is based on HTTPS protocol, which ensures a higher layer of security within the
interaction between the IoT device and the remote RPC server.

6.5. Monitoring the Cold-Chain of Fish Products

The boats of Fresh-Fish’s fleet are equipped with our device, able to periodically record GPS
coordinates. This makes it possible to have the complete history of the route navigated by every
boat. When the boats arrive at the harbor, fishermen store the catch into the company’s warehouses.
Here, each batch of fish (e.g., one kilogram of mussels) is registered into Food-Chain’s platform,
through its web interface, and is identified with a unique ID that is written into an RFID tag.
Then, according to fish shops daily requests, each batch is charged into refrigerator trucks to be
delivered to its final destination. When a batch is charged on the truck, the device installed onto
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the truck scans the RFID tag on the batch package so that the device knows for which product it is
going to start the monitoring process. Once the truck starts its delivery path, the IoT device starts to
periodically monitor the temperature and the GPS position of the truck and sends data to the proper
smart-contract for being registered, providing also the IDs of the batches under the current monitoring
process. In the end, when the truck reaches its finals destination, batches’ tags are scanned again for
registering that the delivery has been completed and that the recipient retailer is now the owner of
such products. At this point, the retailer shares the information with the customers by tagging its
product with a specific QR code that represents an entry point to access the information stored in
the BC. The customers can verify the complete story of the mussels and check if any violation of the
cold-chain parameters has occurred.
A UML diagram of the use case is depicted in Figure 10.

Assign batch to a
destination retailer

Register a batch into
FoodChain platform

Company
employee T
Use ~
\/ (C
Assign a unique ID ¢ A
A to the batch /N
o . Scan the RFID tag of the.  Delivery truck's
FoodChain Use batches loaded in the loT device
web platform = truck

/\

©

Register a new item
> in the BC
Use
&

Monitor truck's position and

FoodChain Create a <delivery> temperature and send data to <——
Smart-Contract process for the batch BC

_,_Use"'

L7 Register that the
Add dataon a product
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Use™ ™

Register completed <o

N h
delivery

Figure 10. The UML use case diagram of the system (image created using https://draw.io).
A description of a scenario for the use-case involving the IoT device is given in Table 1.

Table 1. Use case scenario description

Step Description

Pre-Condition  The item X exists and a <delivery> process p has been activated for it

Read Temperature from temp. sensor

Get the position from the GPS module

Encode data in the proper format required by the target Smart-Contract

Build the transaction object

Sign the transaction using the device’s private key stored in the EEPROM

Send the signed transaction to the BC through an RPC call

Wait for the server to reply with the hash of the transaction submitted on the chain

0N Ul W=

Post-Condition  Gathered data are now immutably stored in the BC for the item with id X.

7. Results and Comments

The proposed system tackles the two fundamental issues in the food-chain domain: food integrity
and food safety. These are the crucial parameters that efficiently protect customers from frauds or
health-related problems, with the positive side effect of helping them to become loyal to a certain
vendor. This permits a shift in paradigm, from a trust-based situation to a trust-less scenario. In the
former, the buyer is led to put trust in a certain vendor because of an ad campaign, while in the latter
the vendor shares with her all the information about the product that cannot be tampered thanks to
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the Blockchain technology. The use-case demonstrated how the fish tracking process, carried out
combining both Blockchain and IoT devices, can enrich the amount of information that is shared
with final consumers guaranteeing their authenticity and integrity without relying on a centralized
trust authority.

Moreover, from the logistic company point-of-view, publishing data about their food shippings
publicly and in transparency can become a good marketing tool for acquiring new customers interested
in both shipping their products and, at the same time, sharing data about shipping-quality with their
final consumers.

Last, but not least, the data-authenticity and data-immutability properties implemented by the
blockchain can make the information registered by IoT devices valuable in legal trials, in case of debate
about food-safety issues or even issues related to the shipment insurance.

Table 2 presents a structured comparison between the proposed solution and the other papers
referred in the literature and described before. As the table shows, despite the fact that also other
implementations in literature could be theoretically applied to the cold-chain monitoring task, the
one presented here is the only one able to fulfill all the requirements together: actually working
on resource-constrained IoT devices; the lack of need of a local full node of the BC; the lack of
an intermediate and possibly insecure cloud platform; operating with a public domain blockchain,
without need for trust-certifying parties; employing devices able to directly sign their own transactions.

Table 2. Comparison between the proposed paper and the cited literature, with a focus on
cold-chain monitoring.

IoT hw Full Node Cloud . On-Device Directly Applicable to
Reference Required Required Required Kind of BC Signing Cold-Chain Monitoring
. Custom, based on
[21] n/a yes yes bitcoin n/a no
[22] high-end/SBC n/a n/a Ethereum n/a yes, but requires high-end device
[23] high-end/SBC  yes no Ethereum yes yes
Ethereum
[24] n/a yes no and Hyperledger n/a no
[25] low-end n/a yes n/a n/a no
[26] high-end/SBC  yes no Ethereum n/a no
[27] high-end no no Hyperledger yes yes, but on a permissioned BC
This paper yes no no Quadrans yes yes

In order to estimate the performance and the effectiveness of the presented system, the following
metrics have been considered:

e Hash Time (Tj,): the time needed by the microcontroller to hash the transaction, previously
encoded as byte-stream using Recursive-Length-Prefix (RLP) algorithm. This metric is related to
the amount of data that is included in the transaction.

*  Signature time (Ty;g,): the time needed by the microcontroller for executing the ECDSA algorithm
and generating a valid signature for the transaction’s hash. Since the signature is always computed
over the hash of the transaction (having a fixed length of 32 bytes), this metric is not related with
the amount of data making up the transaction, but it gives a good index for evaluating the
performance of the hardware on which the system is based.

¢ Confirmation time (Toou firmation): the time needed by the BC network to validate the transaction
sent by the IoT device. This metric depends only on the blockchain layer and is strictly related to
the average block-time of the network.

These three metrics have been chosen since their sum represents the least possible time interval
that must elapse between the moment the data are gathered by the device (i.e., an on board sensor)
and the moment these data become immutable in the blockchain.
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From Table 3 it can be noticed that, as expected, the time required by the microcontroller for
running the ECDSA algorithm is constant, and represents the major component of the total time
needed by the gateway for preparing and issuing a transaction (Tyansaction = Tsign + Thasn, in first
approximation). At the moment, both hashing and ECDSA operations are implemented in software,
but it would be worth exploring possible implementations of the system that can rely on hardware
accelerators (maybe implemented on an FPGA connected to the micro-controller) which can speed up
the execution of such tasks. Another important aspect is related to the time needed by the BC network
for validating the transaction. It can be observed that such time goes in the order of 10-20 s, which
reflects the average block-time of Quadrans Testnet that is about 15 seconds. Even if Quadrans Mainnet,
the one used in production contexts, has a block-time of 5 seconds that would result in a 3x speed-up,
it can still represent a barrier for some time-critical applications in automation and automotive fields,
for example the control of a motor/robot or the automatic emergency braking of a car. However,
in these particular mission critical applications, the use of a BC does not bring any benefit to the system
architecture. This aspect goes beyond the goal of this paper, but trying to improve and reduce this time
can become a valuable research case for the Quadrans Foundation because a further improvement in
this direction will open the possibility to adapt the presented gateway also in scenarios where time
constraints are more strict.

Table 3. Use case performance metrics.

Min. Avg. Max.
Tsjg  [ms] 15
Thasn  [ms] 2 3 5
Teonfirmea I8~ 12 16 18

8. Conclusions and Future Works

Summarizing, the integration between two emerging and disruptive technologies such as
Internet-of-Things devices and BC-based infrastructure for decentralized applications can bring
benefits in a very wide variety of fields, spanning far beyond the simple use case presented in this
document. The proposed and developed system gives a proof-of-concept of a possible path to follow for
a successful and efficient interaction between Internet-of-Things devices and decentralized applications
based on a Blockchain ledger. The blockchain-enabled gateway presented in this document satisfies the
essential requirements for performing secure and reliable data operation onto the BC infrastructure
and, at the same time, provides both hardware and software interfaces for easy and seamless
integration even with already developed applications. From the side of the decentralized applications,
the possibility to add functionalities that can use data coming directly from the environment, without
doubting over their integrity or authenticity, represents a powerful tool that can be exploited to
enhance a lot of processes. Finally, for business actors, the services offered by the resulting kind of
systems allow them to run a new form of marketing, focused on product and processes transparency.
However, the possible application of this promising technologies combination can go even further
from traceability and business processes, and be applied for example to healthcare, infrastructures,
services, and so on.

Another important feature provided by the designed architecture, and which should be worth
exploring better by developing proper use cases and DApps, is the one allowing Smart-Contracts
running on the BC to asynchronously trigger some action on specific target IoT devices, identifiable
on the network through their public address. Shortly, the idea would be to implement some logic on
the IoT devices in order to periodically download the latest N blocks in the chain and search for some
emitted event which is targeted to them. However, further studies should evaluate how these concepts
can be applied in soft or hard real-time embedded systems, for example starting from the time-critical
applications cited above. An exhaustive analysis should take into account not only both the delay of
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the network and the architecture itself, but also the delay related to the block-time parameter of the
BC. Probably, explorations in this direction may lead to the development of IoT-oriented Blockchain
infrastructures that optimize their parameters to be more adaptable to those contexts where timing
constraints are critical and sometimes restrictive.

In conclusion, with respect to the currently applied solutions, the one presented in this document
allows for developing decentralized applications of any kind that could interact directly with the
Cyber-Physical-System, keeping costs low because they do not need to rely on any other service
for accessing to the distributed network and, at the same time, satisfying the constraints about
data-integrity and data-authenticity.
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Abstract: This paper describes the development and characterization of a smart garment for
monitoring the environmental and biophysical parameters of the user wearing it; the wearable
application is focused on the control to workers’ conditions in dangerous workplaces in order to prevent
or reduce the consequences of accidents. The smart jacket includes flexible solar panels, thermoelectric
generators and flexible piezoelectric harvesters to scavenge energy from the human body, thus ensuring
the energy autonomy of the employed sensors and electronic boards. The hardware and firmware
optimization allowed the correct interfacing of the heart rate and SpO, sensor, accelerometers,
temperature and electrochemical gas sensors with a modified Arduino Pro mini board. The latter
stores and processes the sensor data and, in the event of abnormal parameters, sends an alarm to a
cloud database, allowing company managers to check them via a web app. The characterization of the
harvesting subsection has shown that ~ 265 mW maximum power can be obtained in a real scenario,
whereas the power consumption due to the acquisition, processing and BLE data transmission
functions determined that a 10 mAh/day charge is required to ensure the device’s proper operation.
By charging a 380 mAh Lipo battery in a few hours by means of the harvesting system, an energy
autonomy of 23 days was obtained, in the absence of any further energy contribution.

Keywords: wearable device; microcontroller; energy harvesting; piezoelectric harvester;
thermo-electric generator; flexible solar panel

1. Introduction

Wearable devices are electronic systems, operating on the human body, kept continuously
switched on to interact with the user or other devices. Nowadays, such devices are pervasive in several
aspects of our lifestyle, enabling extensive and real-time monitoring of the wearer’s psycho-physical
state. Thus, several devices, including wireless communication modules, sensors, and computational
units, have been developed and included inside a t-shirt [1] or connected to a belt [2] or integrated
inside shoes [3]. Thanks to the recent scientific and technological advances in the biotechnology and
bioengineering fields, considering the high computational capability of new processors with high level
of integration and taking into account the availability of accurate, reliable and less invasive integrated
sensors, the most recently manufactured wearable devices are smart, small and maintenance-free [4-8].
The main issue that limits the further development and use of wearable devices is the need for
recharging and/or replacing the power supply source, usually represented by an energy storage
device. If such technical obstacles were overcome, this would allow the manufacturing of energetically
autonomous smart and miniaturized devices, thereby enabling easier integration of complex electronic
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systems into everyday objects. In the near future, this expected development will open the way to the
so-called Internet of Everything (IoE), with billions of connected smart devices [9-11].

The design of wearable devices imposes several constraints to allow a perfect fit for the human
body, to not hinder movements or to weigh down the user. Therefore, the dimensions, weight, flexibility,
and comfort have to be taken into account for devising a smart wearable device design [12,13]. These
constraints impose limits on the dimensions and capacity of the storage device used to supply power to
the device. Moreover, current technologies don’t permit the manufacture of batteries with high energy
density, also by using new high-performance materials [14]. Recently, a smart approach for solving
the aforementioned issues consists in the integration of energy harvesting systems into the wearable
devices [15-17]. Harvesting the energy needed to feed the electronic device from the surrounding
environment represents the most ecological and sustainable method. Specifically, wearable applications
need harvesting systems able to scavenge energy from the sources typical of the human body, e.g.,
thermal energy, mechanical energy, luminous energy, etc... For these reasons, nowadays, the harvesting
technologies are crucial to supply power for low power devices, thus making them energetically
autonomous, ensuring a limitless operating time and eliminating service losses [18-20]. Different
scientific works show how energy scavenging from environmental sources can integrate or totally
eliminate the need for an external power supply, thanks to the continuous recharging of the employed
storage device [21-24]. Generally, the approach to energy scavenging from environmental or artificial
sources is a function of the typology and availability of energy sources. In fact, based on the power (AC
or DC) supplied by source, on its amount and availability of multiple sources, different architectures
have to be implemented. However, in its simplest form, the energy harvesting system basically requires
an energy source (heat, luminous energy, mechanical energy) and the following key components:

e aharvester, that transduces the energy supplied by the source into electric energy; typical harvesters
are the photovoltaic cells, thermoelectric generators (TEGs), antennas for the radio-frequency
(RF) energy, the piezoelectric, electromagnetic, magneto-electric, electrostatic, or triboelectric
transducers for mechanical energy (Figure 1);

e  aconditioning electronic unit, that converts the variable signal produced by the harvester into a
DC voltage for the electric load; the conditioning section includes a voltage regulator and complex
control circuit able to manage the generated power as a function of the power load requirements
and available power from the harvester (Figure 1). Also, this section has an impedance matching
function for ensuring the maximum transfer of the harvested power;

e the energy storage device, a battery or super-capacitor (SC); it stores energy gathered by the
harvesting unit in order to feed the electronic load in any operating condition (Figure 1).
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Figure 1. Block diagram of a generic energy harvesting system.
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As regards wearable applications, the most common sources used for energy harvesting are
the thermal gradient between the skin and environment, the luminous energy, mechanical energy
related to walking, joint (i.e., knees and elbows) movements or arms and legs movements, that are
repeated with a frequency of nearly 0.5-3Hz during the walking, thus providing continuous energetic
input. Among the aforementioned energy sources, the thermal and luminous energies are the most
used, followed by the mechanical one, due to the continuous availability, whereas RF sources are less
frequently used, given the reduced amount of energy recoverable by such systems. Table 1 shows a
comparison between the power densities related to the different energy sources both in indoor and
outdoor environments [25]. A clever strategy for wearable applications consists of the combination of
energy contributions provided by different transducers. This multi-source harvesting system ensures
energy generations continuously, properly accumulated in a storage device able to power supply the
electronic sections. This approach requires solutions for combining the contributions gathered from
the different energy sources or simply selecting the source that instantly provides more energy [26-28].

Table 1. Comparison between the estimated power densities for different typologies of energy sources,
both in the indoor and outdoor environments [25].

Source Operating Conditions Harvested Power
2
Light Indoor 4 uW/em ,
Outdoor 4100 uW/cm
Th | Human (small temperature gradient) 25 uW/em?
erma Industrial (high temperature gradient) 1-10 uW/cm?
. - >
RF signals Commt.mlcatlo.n signals 0.1 uW/cn;
Industrial RF signals 1 uW/eme
Human (Hz range) 40 pW/cm?

Mechanical Vibrations Industrial (kHz range) 800 uW/cm?

The manuscript is structured as follows: the state of art of wearable technologies for energy
harvesting and health monitoring is reported in sub-Section 1.1 whereas 1.2 describes the structure
and functionalities of the developed energetically autonomous garment, highlighting its possible
application scenarios. The second section describes the electronic devices included in both sensing
and energy harvesting sub-systems, whereas the third one summarizes the results related to the
characterization of each employed harvesting technology (i.e., solar, thermal, piezoelectric), and of the
whole harvesting system in different operative scenarios; firmware development to interface sensors
equipping the garment with Arduino Pro mini board is also described. In Section 3 the obtained
experimental results are reported, whereas they are discussed in the following Section 4.

1.1. Analysis of Wearable Technologies for Energy Harvesting and Health Monitoring

The advances in sensing devices, ultra-low power microcontrollers, storage devices, and low power
communication systems have led to a rapid evolution of wearable systems during the last decade [29,30].
Recent wearable applications have involved systems for managing business activities [31] as well
as for preventing accidents and protecting workers’ safety and security [32], and mainly in health
monitoring, medical or fitness applications [33,34]. In this last context, the main users that could benefit
from quasi-real-time monitoring of the health status are the elderly and children, but also users that
wish to track their fitness performance. For instance, Carre Technologies (Montreal, Quebec, Canada)
developed a smart shirt for the Canadian space program, able to monitor and record the bio-physical
parameters (heart rate, blood pressure and oxygenation, breath rate and body temperature); the
acquired data are elaborated and transmitted to a smart device for detecting the onset of cardiovascular
or respiratory diseases, as well as continuously monitoring the health status [35]. In [36], the authors
reported a device including existing modules for monitoring user bio-physical parameters and warning
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the rescue unit in case of emergency by means of a communication module, able to also provide direct
feedback to a medical center; in addition, the device can assist the patient in the prescribed medical
treatment throughout the whole day. Similarly, Al-khafajiy et al. proposed a smart healthcare system
able to monitor the health status of elderly people remotely [37]. The proposed system can track
the user’s bio-physical parameters for detecting the onset of a disease allowing prevention or rapid
intervention in case of illness. The architecture is arranged in three related layers: the Patient layer,
represented by the wearable device and smartphone sensors; the Data layer constituted by a cloud data
center where the acquired data are stored; the Hospital layer, namely a doctors’ platform synchronized
in real-time, which monitors the data to efficiently coordinate a rescue team in the case of an emergency.
Nakamura et al. have developed a belt-type wearable device (named WaistonBelt X) equipped with
sensors and actuators; a magnetometer monitors the user’s movements and body condition along with
accelerometers and a gyroscope in order to recognize the wearer’s lifestyle habits [38]. Statistical data
from 17 types of signal (in the time and frequency domains) are calculated using a time window of
1.28 s; the information on the posture is obtained from the belt’s angle by means of accelerometer data.
If a bad posture is detected, a vibrator along with a message on a developed application warns the
user to correct his position. In [39], the authors have developed two classification methods (named
CM-I and CM-II) for detecting fall incidents in elderly users by using wearable altimeter sensors
and a probability density function for both falls (N (ur, or)) and lean over (N (up, o)) movements.
The methods use the fall time and height data for classifying an incident as fall or lean over; the CM-II
method was the best performing option, with a 98% detection capability.

As aforementioned, wearable devices are employed to assess user performances in the sport
activity. For instance, Stetter et al. developed a method to measure the knee joint forces (KJF) during
common movements, by using two inertial measurement units (IMUs), placed on the leg, and an
artificial neural network (ANN) [40]. The IMU signals’ matrix represents the input of a two-layer
ANN as well as the KJF matrix is the ANN output; after initial training, the ANN-predicted results
were compared with dynamic-calculated forces for several movements performed by 12 participants.
The experimental results have shown that ANN-predicted KJFs have a good correlation for all tested
movements. Besides, in [41], the authors presented a wearable inertial and magnetic platform enabling
an end-to-end analysis of biomechanical parameters, usable for studying significant movement
performance during sports activities. This platform consists of five IMU nodes placed in different
points of the human body (the wrist, upper arm, forearm, chest, and the waist). These sensors were
employed to collect data on the different body sections and thus to extract the motion patterns, which
can be linked to injury risk. The timing sequence of the body intersegments can be extracted from
the signals provided by the IMUs in a more accurate way than the detection through optical systems;
furthermore, positional information can be extracted by employing magnetometer-augmented IMUs
to provide information related to the position of the body during the analyzed athletic gesture.

A further application field of wearable devices is environmental monitoring aimed at the
measurement of the spatiotemporal distribution of pollutants in the space strictly around the user,
enabling one to detect parameters related to the environment healthiness and to correlate eventual
diseases to the presence of a particular pollutant [42,43]. For instance, in [44], the authors presented
the prototype of a smart t-shirt able to sense the air quality of the surrounding environment; the
garment was an Arduino-based system including a TG2620 volatile organic compound (VOC) gas
sensor (manufactured by Figaro, Arlington Heights, IL, USA), which provides a synthetic measure
of the air quality. Furthermore, Spirjakin et al. developed a sensor-based wearable device for
monitoring the working condition able to detect gas leakage [45]. The device is based on an
ATxmegal65E microcontroller and includes sensors for detecting the air temperature and combustible
gases’ concentration by using a catalytic gas sensor (manufactured by NTC IGD, Lyubertsy, Moscow,
Russia). The system uses a measuring circuit based on the multi-stage pulse method for reducing the
sensor’s power consumption. The acquired data are transmitted to a base station by Zigbee transceiver
module interfaced with the ATmega MCU by universal asynchronous receiver transmission (UART).
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Furthermore, the device can be switched from the sleep condition to the measurement condition
through an RF control signal over a distance of about 3 m.

An important challenge for wearable electronics is that the current batteries cannot provide enough
energy for operations requiring a long time, inevitably leading to need to frequently replace of the energy
storage device or its frequent recharging. Rechargeable Li-ion and Lipo batteries have been widely
employed, thus promoting the development of portable electronics for quite a long time. A recent
approach is the integration of energy harvesting systems and storage devices resulting in self-charging
power systems (SCPSs) for low-power electronics and sensors. Sustainable energy sources to feed
wearable devices depend heavily on their availability; different technologies for scavenging energy
sources linked to the human body have been developed, such as piezoelectric (PENGs) and triboelectric
nanogenerators (TENGs) for the kinetic energy related to movements/vibrations, photovoltaic panels
for light energy, thermo-electric generators (TEGs) for thermal energy [46—48], etc.

The solar cells can be easily integrated with energy storage devices for providing energy to wearable
systems [46]. Recent innovations have made available flexible solar cells with small dimensions, thus
suitable for wearable applications; since inorganic materials (e.g., silicon cells) are not suitable, the main
alternative is to use solar fiber (FSS) cells employing organic or hybrid materials. [49].

Organic solar cells (OSCs) featurey low weight, intrinsic flexibility of active layers, and low cost,
making them most suitable to be fabricated in the form of flexible devices [50]. The OSCs’ power
conversion efficiency (PCE) was enhanced rapidly by the creation of new photovoltaic materials with
conversion efficiencies higher than 13% [51]. Flexible semi-transparent OSCs have attracted a huge
focus in the last few years, enabling new applications such as wearable energy harvesters and solar
panels integrated into buildings. The crucial component for high-performance OSCs is cheap and
mass-producible flexible bottom transparent electrodes (BTEs); these should have low sheet resistance,
high transparency and durability, avoiding cracks and resistance increase with transducer bending [52].
Nowadays, perovskite solar cells (PSCs) are attracting huge interest due to their high conversion
efficiency (i.e., = 22%) and simple realization [49,53,54]. In [49], fiber-shaped PSCs are proposed with
a flexible cathode realized by metallic twisted wires (i.e., stainless steel or titanium). Also, a thick
layer and a porous one in titanium dioxide (TiO,) act as hole blocking layer (HBL) and electron
transport layer (ETL), respectively; then a perovskite layer is deposited on the wires. Afterward, a hole
transportlayer (HTL) made of 2,2",7,7’ -tetrakis(N,N-di-para-methoxy-phenylamine)-9,9-spirobifluorene
(spiro-OMeTAD) is deposited; finally, an anode realized by a transparent conductive material, such
as carbon nanotubes (CNTs) or a thin layer of gold, is deposited. The perovskite layer absorbs the
incident light and the photogenerated electron-hole pairs are separated into the HTL and ETL resulting
in a photovoltaic current. Such flexible PSCs can reach a PCE value of 3.3% also after 50 bending cycles.
A further approach to increase PCE is the cathodic deposition technique [55], to obtain a uniform
perovskite layer on curved supports. These PSCs include an ETL constituted by an array of Ti wires
covered by a TiO; layer, radially grown by an anodization process, which acts as a mesoporous layer
for electron extraction and transport. Afterward, a porous lead oxide (PbO) layer is deposited on TiO,
nanorods by getting a lead iodide layer upon reaction with hydroiodic acid; then, the perovskite film is
grown treating PbO layer with methylammonium iodide (CH3NHj3I). The anode is constituted by a
CNT thin film with high transmittance in the visible spectrum (more than 80%) realized by spin-coating
an array of aligned CNTs mixed with isopropanol. The PSCs feature a 0.85 V open-circuit voltage
(Voc) and a 7.1% conversion efficiency, making them suitable for wearable applications, since they
need to be close-fitting and conformable on the body.

A wearable sensor node that integrates a solar energy harvesting circuit and a Bluetooth Low
Energy (BLE) transmission module is presented in [56], thus allowing the implementation of a
self-powered wireless body area network (WBAN). Several nodes are distributed over different body
areas to measure the vital parameters of the user wearing it, such as the temperature, heart rate, and
also any falls suffered by user during the day. A web-based application allows the visualization of
the acquired data by a smartphone. The energy harvesting system includes a flexible solar cell and
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the conditioning section with a buck converter and MPPT controller, so that sensor node can operate
continuously and non-invasively, without requiring periodic battery recharging.

Mechanical energy related to body movements is an important source that can be exploited for
feeding wearable devices. Several harvesters such as piezoelectric, triboelectric and electromagnetic
generators have been developed to convert mechanical energy generated by different sources into
electrical energy. The piezoelectric transducers represent an efficient solution to convert mechanical
solicitations (walk, arms and legs movements, bending of elbows and knees’ joints) into electrical
energy. A further advance in this field is the development of piezoelectric nanogenerators (PENGs),
realized by using aligned ZnO nanowires (NWs) encapsulated by a dielectric polymer film [46,57],
able to harvest energy from tiny, random mechanical forces over a wide frequency range. Several
energetically autonomous wearable applications were reported in literature employing piezoelectric
harvesters to power supply sensing platforms for monitoring user health conditions [58-60]. Yang et al.
studied the integration of flexible polyvinylidene fluoride (PVDEF) transducers in clothes applied on
different human body areas [61]. They evaluated the length variation of piezoelectric transducers and
voltage values produced for specific movements (extension or compression of body joints, walking,
push-up and torso flexion); higher voltages were obtained with the transducer placed at the elbow
level during push-ups. During the walking with the harvester placed on the knee, a 3.1 V voltage was
obtained whereas a maximum voltage of 4.4 V with 0.2 mW delivered power was reached during a
squat with the harvester placed on the knee. Finally, the harvesting system was able to produce up to
1.42 mW, operating at a frequency of 1Hz and with a 3 MQ) load resistance.

In the last decade, triboelectric generators (TENGs) are gaining huge attention given their high
conversion efficiency and constructive simplicity. The TENGs, based on the combination of contact
electrification and electrostatic induction, represent a recent technology for energy harvesting and
movement sensing. Different operating modes for TENGs have been developed depending on system
implementation, excitation type and required outputs [62]. Thanks to their good performances,
the TENGs have been used to scavenge energy from biomechanical activities, wind, water motions [63]
and vibrations [64]. Different sensors based on TENGs, able to monitor force and pressure, motion,
trajectory and biomechanical parameters, have also been proposed [65,66]. One of the most innovative
applications involving TENGs is the self-powered electronic skin (or e-skin); try to mimic the sensory
capabilities of the human skin by flexible electronic devices is turning out one of the most attractive
research fields due to its wide promising applications such as wearable electronics, artificial intelligence
and health monitoring [67]. To achieve this goal, it would be necessary to place on the body an
enormous sensor network (BSN), but it would be hard to ensure concurrently the power supply. Despite
this, the fast growth of innovative materials and micro/nano-manufacturing techniques makes the
e-skin feasible by harvesting the mechanical energy related to the human movements. The e-skin can be
applied everywhere on the body and employed in several applications, like wearable electronics [68],
personal health monitoring, artificial prosthetics [69] and smart robots [70]. The electrodes and
dielectric are essential components for building TENGs. The development of new flexible and
extendible electrodes and dielectric structures are current issues [71,72]. The e-skin design requires
bio-compatible and eco-friendly material, for these reasons organic materials were investigated.
For instance, a silk fibroin was tested as TENG's dielectric, given its strong tendency to yield electrons
and eco-compatibility [73]. Since TENG-based sensors are vulnerable to moisture, a chitosan-glycerol
film was suggested to prevent the variation of the performance caused by moisture [73].

An energy harvesting method, that is receiving great attention for wearable applications, is the
conversion of human biofluids, like sweat, into electrical energy [74,75]. Since many wearable
devices operate on the human skin, epidermal biofuel cells (BFCs) have attracted great interest [76].
Sweat-based enzymatic BFCs represent a non-invasive harvesting solution [74], but they can provide
power only if the user sweats, and because of the not-constant levels of both sweat and lactate biofuel,
such harvesters can’t provide steady output power. Given the low output voltage, the BFCs need an
integrated conditioning unit (e.g., DC/DC converter) which could compromise the device flexibility [74].
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The sweat-based BFCs harvest energy, through redox chemical reactions, from the lactate fuel contained
in the sweat, and are constituted by a bio-anode and a cathode. The bio-anode is functionalized with the
enzyme lactate oxidase (LOx) and a naphthoquinone (NQ) redox mediator, for catalyzing the oxidation
of lactate and improving the power density, respectively. The active cathode is enriched with silver
oxide thus, in the presence of sweat, the biofuel is enzymatically oxidized on the anode, producing
an electrons flow toward the cathode (i.e., electrical power) [74]. Besides, in [76] a scalable low-cost
screen-printing technology was employed to realize a textile-based BFC harvester by using engineered
inks and electrodes with serpentine-shape. The experimental results suggest that at least 40 pL/cm? of
sweat is needed to provide a stable output. An on-body test demonstrated the device operation in
real conditions: after 37 min of sweating, the voltage on the storage SC was 0.4 V, suggesting that the
harvesting solution doesn’t provide enough power to feed an electronic section, but it represents a
future promise. The experiments show that BFCs have good power density (252 pW/cm?), durability,
long-term stability, a wide operative range in terms of lactate concentrations, allowing to provide
stable outputs for long charging times.

Thermal energy is widely exploited for energy harvesting in wearable applications since the human
body heat causes a temperature difference between the skin and surrounding environment [59]. TEGs,
based on the Seebeck effect, produce a difference of potential (AV) proportional to the temperature
gradient on the two junctions (named hot and cold); namely AV = —SAT, where S is the Seebeck
coefficient and AT the temperature gradient. The Seebeck coefficient varies with the temperature in
conductors and depends on the used materials; for common materials (as BipTez and Sb,Tes), typical S
values are between —100 uV/K and +1000 nV/K, while superconductors have a Seebeck coefficient
equal to zero [77]. The TEG structure includes several p-n couples connected electrically in series and
thermally in parallel, enclosed by two ceramic faces. Good thermoelectric materials have high electrical
conductivity (o) and very low thermal conductivity (k); this property avoids the heat diffusion from a
face to the other, which decreases the temperature gradient and so the generated voltage. The main
disadvantage of TEGs is the low conversion efficiency: a module can convert about 7% of the available
thermal power into electric power; this is due heat diffusion between the junctions, thus reducing the
temperature gradient, and to the thermal resistance of human skin, much higher than TEG ones, so
that heat hardly spreads on TEG hot side leading to a AT decrease.

In recent years, many advances have been done in the development of micro-TEGs (u-TEGs),
that can produce high output voltages with a very small volume. The working principle of u-TEGs
is the same as TEGs, but they present different structures or have differences in heat flow or electric
behavior [78]. The u-TEGs can be classified according to their structure (vertical, lateral or hybrid),
materials and fabrication processes. The vertical structure, known as sandwich, is the conventional
one of p-TEGs (and TEGs). Generally, a u-TEG has a simple design, high power density and PCE;
nevertheless, the main issues of vertical-structured u-TEGs are the manufacturing difficulties and
high technological requirements. The lateral-structured p-TEGs have easier manufacturing, thanks
to their compatibility with IC planar technology [78], but they have lower performances compared
to the vertical ones due to the high heat flux leakages towards the substrate and to package design
given that the device operates with an in-plane temperature gradient. For these reasons, the lateral
structure is commonly employed for sensor applications (e.g., flow, IR and power sensors) and rarely
for energy harvesting. Also, u-TEGs with hybrid structures (i.e., lateral/lateral, vertical/lateral and
vertical/vertical) are possible with intermediate performances compared to the previous ones [79]; in a
vertical-lateral hybrid structure, the heat flux flows vertically into one edge and passing planarly in
the structure, is then emitted in the vertical direction from the other edge. Thereby, this structure
exploits the vertical injection/ejection of heat flux for easier packaging as a vertical u-TEG, keeping the
compatibility of the manufacturing process with IC technologies as a laterally structured p-TEG.

Different energetically autonomous wearable systems, power supplied by TEG harvesters, have
been reported in the literature [80]. A BSN for health monitoring applications was proposed in [81],
including a sensing section able to acquire, elaborate and wirelessly transmit the data concerning the
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electrocardiogram (ECG), electromyogram (EMG) and electroencephalogram (EEG). The device is
fully fed by the body thermal energy harvested with a TEG and stored into a SC. A digital power
management (DPM) system controls the nodes, manages the data flux and the elaborations; also, a low
power RF transmitting section periodically transmits the elaborated data toward a gateway.

1.2. Description of the Proposed Energetically-Autonomous Wearable Device for Health and Environmental
Monitoring Applications in the Workplace.

The problem of safety in the workplace is a has become a deeply felt issue in recent years.
In civil society a deep awareness has spread as a consequence of several and recent events such
as trauma associated to falls or bruises or intoxications due to leaks of dangerous gases, occurring
in the workplace. Therefore, several solutions have been developed for preventing this kind of
problem in order to preserve workers” health and safety. IoT technologies enable low-cost, efficient
and not-invasive solutions for monitoring biophysical and environmental parameters directly on the
user’s body. The proposed solution is a garment for the upper body, like a jacket, that integrates
several sensors to detect both environmental and biophysical quantities which can indicate a dangerous
situation for user safety. Its main application is to monitor the conditions of workers operating into
particularly dangerous workplaces for human safety, so obtaining detailed and real-time information.
Particularly, the device is equipped with a low-power electrochemical carbon monoxide (CO) sensor
(model ME2-CO, manufactured by Winsen Inc., Zhengzhou, China) for detecting the CO concentration
in the environment around the human body, for instance due to gas leakages or abnormal emissions,
an insidious danger since CO is odorless, colorless and particularly poisonous (Figure 2). The CO is
produced in combustion phenomenon in conditions of oxygen deficiency, as occurs in stoves, boilers
and furnaces. It can be found in numerous industrial areas since its use or emission is linked to several
productive activities (e.g., food, chemical, metallurgical industries, etc). The smart garment includes
a sulfur dioxide (SO,) sensor (model 3SP_SO2_20, manufactured by Spec Inc, Newark, CA, USA)
for obtaining an accurate and punctual detection of SO, concentration in dangerous workplaces (i.e.,
tanks for the food transport or in cramped environments), so avoiding accidents sometimes deadly.
Given its anti-microbial properties, SO, is widely used in food industries (e.g., for sugar bleaching and
conservation of wine and meat), but it can compromise (also at ppb levels) the respiratory function,
leading to pharyngitis, fatigue and sensory disturbances (nose, eyes).
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Figure 2. Schematic representation of the system architecture for monitoring environmental and
biophysical parameters in workplaces based on the self-powered smart garment.
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Furthermore, the sensing unit of the designed smart garment includes several sensors
for monitoring the worker’s biophysical conditions: a heart-rate, body temperature and SpO,
(concentration of oxygenated hemoglobin) sensor (model MAX30102, manufactured by Maxim
Integrated, San Jose, CA, USA) in optical technology (Photo-PlethysmoGram — PPG), placed at the
jacket wrist, an integrated accelerometer (model MMA8452Q), manufactured by NXP Semiconductor,
Eindhoven, The Netherlands), in correspondence of the user’s waist for monitoring the physical
activity level (PAL), the carried out steps number and eventual falls, and a temperature sensor (model
LM75A, also manufactured by NXP Semiconductor) for detecting the environmental temperature.
Given the application, the sensors were selected as a trade-off of power consumption, measurement
accuracy, robustness and cost. The main board used to acquire and elaborate the data from the sensors,
to coordinate the transmissions with the gateway and to optimize the device power consumption is a
modified Arduino Pro mini (Arduino S.r.l, Torino, Italy).

It is worth noting that the proposed wearable device is self-powered since the garment is equipped
with several harvesters for scavenging energy from sources related to the human body, as described
below. Specifically, the garment includes two thin-film flexible photovoltaic cells placed on the user’s
back, which convert into electrical energy the incident luminous energy (solar or artificial), along with
six TEGs for scavenging the thermal energy produced by the body, placed at the forearms to obtain
a higher thermal gradient [82]. Furthermore, two piezoelectric harvesters are placed at the elbows
to harvest the mechanical energy related to the joint movements (i.e., arms, forearms, shoulders).
These transducers are constituted by a TPU (thermoplastic polyurethane) flexible support with a
corrugated profile (Figure 2), similar to those reported in [61], on which is applied the series of two
commercial polyvinylidene fluoride (PVDF) layers, each with 110 um thickness, and finally the Ag
and NiCu metallization on both sides. Specifically, each support featured by overall dimension
160 mm x 20 mm x 7 mm (thickness at the peak of the corrugation) has been realized by means of 3D
printing using Flexismart TPU filament (manufactured by FFFworld, Cantabria, Spain), selected for its
extreme flexibility (Shore A88) and resilience to bending and stretching. The support’s corrugated
profile allows both higher flexibility (in order not to be invasive for the user), to increase the surface on
which to apply the piezoelectric layer, and the mechanical stress induced for a given movement, so
getting a greater generated electric charge.

As aforementioned, suitable conditioning sections were used to efficiently extract energy from
the harvesters. In particular, two LTC3108-based (manufactured by Linear Technology, Norwood,
MA, USA) conditioning sections were used to scavenge energy both from solar cells and TEGs.
The LTC3108, an integrated step-up converter with selectable DC output voltage, can be configured as
a flyback converter through an external step-up transformer. By using a 1:90 step-up SMD transformer,
a minimum input of 22 mV can be harvested, as detailed in the next section (Figure 3). The series of
two flexible solar cells is connected to the input terminals of the solar conditioning section, as well as,
for each arm the series of three TEGs is connected to the input terminals of the thermal conditioning
section. The 5V DC output voltage was selected for all conditioning sections based on LTC3108 IC.
Furthermore, two conditioning sections based on the LTC3588-2 buck converter (manufactured by
Linear Technology) are employed to harvest energy from the two corrugated piezoelectric harvesters.
The LTC3588-2, properly designed to harvest energy from alternate sources, includes an internal
low-loss rectifying bridge and a programmable DC output voltage, set to 5 V for the two piezoelectric
harvesting stages. The energy contributions provided by each conditioning section are combined
through diodes (with 0.8 V forward voltage), employed to avoid the reverse current flow and reduce
the output voltage to 4.2 V, maximum voltage value of the rechargeable storage device (380 mAh Lipo
battery) (Figure 3).
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Figure 3. Schematic representation of the multi-source energy harvesting section of the developed
smart garment; the electronic conditioning sections related to each energy harvester are shown.

As above described, an ultra-low-power electronic acquisition and elaboration section, based on
ATmega328P microcontroller, periodically transmits, through a CC2541 BLE module (manufactured
by Texas Instruments, Dallas, TX, USA), the acquired environmental and biophysical data towards
a smartphone which acts as an IoT gateway (powered by the IoT-ignite® platform) for the Internet
network (Figure 2). The acquired information, but also alarm messages, are periodically shared with a
cloud-based Azure SQL database (DB), in which the information of all company employees is stored,
along with the worker’s actual GPS coordinates provided by their smartphones. Furthermore, if the
wearable garment detects abnormal values of some environmental or biophysical parameters, by a
suitable IFTTT applet, the system sends alarm messages, updating the related record in the storage DB,
sending an e-mail/SMS to the security officers, with the last available GPS coordinates of the worker.
The smart garment also includes signaling devices (LEDs) and a vibrations generator to immediately
warn the user when abnormal parameters (e.g., high gas concentrations) are detected.

2. Materials and Methods

In this section, the energy harvesters (solar cells, TEGs, and piezoelectric transducers) and the
sensing devices for detecting environmental and biophysical parameters applied to the designed smart
garment are described.

Description of Employed Energy Harvesters and Sensors

The developed smart garment includes two commercial flexible solar panels (models 1w-rx
and 0.125W 5V-45*25, manufactured by Dongguan City Xinliangguang New Energy Technology Co.,
Guangdong, China) placed on the back of the jacket (Figure 4). The used thin-film solar panels have a
sandwich structure with three different elements, each tuned on distinct wavelength (red, green blue)
to efficiently absorb the sunlight, thus improving the conversion efficiency also with low irradiance
levels. The flexible cells are protected by ethylene vinyl acetate (EVA) and polyethylene terephthalate
(PET) encapsulation layers laminated in order to make them impermeable and protected from the dust
and gases. Two different typologies of solar cells, featured by different dimensions, and thus electrical
parameters were employed:

e  Size1: 197 mm X 97 mm X 0.8 mm dimensions, 1 W maximum electrical power, operating current
up to 666 mA, 1.5 V operating voltage, 800 mA short-circuit current and 2 V open-circuit voltage
(Figure 4a,b).
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e  Size 2: 190 mm X 130 mm x 0.8 mm dimensions, 1.5 W maximum electrical power, operating
current up to 1000 mA, 1.5 V operating voltage, 1200 mA short-circuit current and 2 V open-circuit
voltage (Figure 4c).

QUTPUT
OUTPUT TERMINALS

TERMINALS

Size 2

(b) © AD

Figure 4. Top (a) and bottom (b) views of the flexible solar panel for the Size 1 typology, and bottom
view of the flexible solar panel for the Size 2 typology (c).

Furthermore, three different TEG typologies have been tested, namely TEC1-12706 (manufactured
by Thermonamic inc., Jiangxi, China), TMG-127-1.4-1.2 (manufactured by Ferrotec Nord Corp., Russia,
Moscow), and TES1-03102 MINI (manufactured by Wellen Tech Inc., Shenzhen, China), shown in
Figure 5a—c, respectively. The first two models have 40 mm x 40 mm dimensions and 127 p-n junctions,
whereas the last one has 15 mm x 15 mm dimensions and 31 p-n junctions. They are commonly used as
thermo-electric cooler (TEC) devices, based on the Peltier effect, but they can be also used as TEGs for
converting thermal energy into electrical energy; in fact, the manufacturers provide their specifications
as TECs and, for this reason, their characterization as TEGs was carried out. The output voltage
provided by TEGs is variable over time due to variations of the temperature gradient between the
two faces or to self-heating phenomenon (i.e., the diffusion of heat from the skin—hot face—the cold
one—air). Also, the thermal resistance of skin is higher than that of TEG, leading to lower temperature
gradient; hence, the TEGs require proper conditioning section to adapt the provided voltage values to
those required by the electronic device to be powered and by the employed charge storage device.
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Figure 5. Top view of TEC1-12706 (a) (Thermonamic Inc.), TMG-127-1.4-1.2 (Ferrotec Nord Corp.) (b),
and TES1-03102 MINI (Welletech Inc.) (c).
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The electronic sections used to harvest energy from both solar panels and TEGs are based on
LTC3108 IC (manufactured by Linear Technology), an integrated conditioning system designed to
scavenge energy from low-level DC sources (e.g., TEGs, solar cells) (Figure 6). It is based on a DC/DC
step-up converter, able to scavenge energy from sources with a 20 mV minimum input voltage (with a
1:100 step-up transformer placed in input to LTC3108 IC), configuring the board as a flyback converter.
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Actually, a 1:90 step-up transformer (model LPR6235-752RMLB, manufactured by Coilcraft Inc., Cary,
IL, USA) was used so increasing the minimum input voltage just to 22.2 mV. Also, the LTC3108
provides power management functionalities, selectable output voltage (2.35, 3.3, 4.1 and 5 V), whereas
the impedance matching depends on the transformer’s turn-ratio and input voltage level.
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Figure 6. Top view of the conditioning board equipped with LTC3108 IC (a), schematic of the
conditioning section based on LTC3108 for energy harvesting from TEGs and flexible solar cells (b).

As previously described, the smart garment is equipped with piezoelectric transducers to harvest
energy from the joint movements. They were made with a TPU flexible support with a corrugated
profile, realized by means of 3D printing, on which two PVDF layers connected in series have been
applied for increasing the open-circuit voltage. A commercial PVDF layer with 110 pm thickness
(manufactured by TE Connectivity Ltd., Schafthausen, Switzerland, Figure 7) was employed, NiCu
thin sputtered metallization, so ensuring good conductivity and oxidation resistance. The film was cut
into strips with 160 mm x 20 mm dimensions and applied on the support’s corrugated surface with
silicone glue, to ensure strength and flexibility. The main specifications of the employed piezoelectric
film are the following:

e  Electro-Mechanical Conversion: (direction-1) 23 x 10712 m/V, 700 x 107 N/V, (direction-3)
-33x 1072 m/V;

e Mechano-Electrical Conversion: (direction-1) 12 mV per microstrain, 400 mV/um, 14.4 V/N;

e Pyro-electrical Conversion: (direction 3) 13 mV/N, 8 V/K (@ 25 °C);

e  Capacitance: 1.36 nF; Dissipation Factor of 0.018 @ 10 kHz; Impedance of 12 KQ @ 10 kHz;

e  Maximum Operating Voltage: DC) 280 V that yields a 7 um displacement in the direction-1; AC)
840V that yields a 21 um displacement in the direction-1;

e  Maximum applied Force (at the break, direction-1): 6-9Kg (yield voltage output: 830 V-1275 V).

Figure 7. PVDF thin film used to realize the piezoelectric harvester integrated into the smart garment.

The conditioning section used to scavenge energy from the piezoelectric harvester is based on
LTC3588-2 IC (manufactured by Linear Technology, Figure 8a), an integrated solution designed and
optimized for alternate sources, e.g the piezoelectric one. The LTC3588-2 relies on a high efficiency
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step-down (buck) DC/DC converter and includes a low losses full-wave rectifier, allowing the direct
interfacing of the piezoelectric harvester with the IC (Figure 8b). Furthermore, an under-voltage
lockout (UVLO) mechanism, featured by a wide hysteric window, optimizes the charge transfer from
the input capacitor (CsroraGe) to the storage devices (either a supercapacitor or lithium battery); the
LTC3588-2 enters its UVLO modality, with an ultra-low quiescent current (450 nA), when an insufficient
amount of charge is available from the energy source.
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Figure 8. Top view (a) and schematic (b) of the conditioning board based on LTC3588-2 IC, used to
harvest energy from piezoelectric transducers.

The smart garment includes a MAX30102 PPG sensor (manufactured by Maxim Integrated),
for monitoring the heart rate and SpO, level, which integrates two LEDs (i.e., a red LED at 660 nm and
IR one at 880 nm), two photo-detectors for detecting the reflected light from the skin, optical elements
and low-noise electronics to reduce the background signal due to ambient light (Figure 9a). It has a
dual power supply, at 1.8 V (Vpp) for the electronic section and the other with a maximum value of
525V (VigD ), for the two LEDs. The communication with Arduino Pro mini board uses the 12C
serial interface and supports standby mode with low power consumption. The MAX30102 sensor
integrates a temperature sensor for measuring body temperature (Figure 9b); it is totally controllable
through specific registers and the digital output can be saved in a FIFO register with 32 locations
(for recording up to 32 samples), whose length depends on the active LED (data from each LED needs
3 bytes, so, if both LEDs are used, each location will be 6 bytes long). This register allows the sensor
to be continuously connected with a processor or an external unit, sharing information through the
communication bus. Some circuit changes were performed on the breakout board for reducing its
power consumption, as discussed in Section 4. In addition, the surface of the board has been covered
with a silicone coating to avoid short-cuts due to the contact of uncovered pins with skin. Since the
MAX30102 sensor requires a direct contact with the human skin, it has been integrated into the jacket
cuff, applied by an elastic band to guarantee a stable contact with the human body.
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Figure 9. MAX30102 sensor board (a), its pinout (b); the sensor board after the modifications (c) coating
with an insulating layer for the protection of pins from possible short-circuits (d).
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The software development has been performed for efficiently acquiring both the heart rate and
the SpOy, as described in the following section. Afterward, several test campaigns have been carried
out by comparing the data acquired by the sensor with the measurements provided by a commercial
pulse oximeter (model PR-10, manufactured by CocoBear, Shenzhen, Guangdong, China).

An LM75A digital temperature sensor (manufactured by NXP Semiconductor) is used to monitor
the environmental temperature. It relies on a bandgap sensor and includes an 11-bit sigma-delta
AD converter for ensuring 0.125 °C resolution on an operative range from —55 °C to +125 °C; the
communication with the microcontroller is supported by I12C serial interface. The LM75A can be
configured in two operating modes: (a) normal mode to periodically acquire the environmental
temperature and (b) the shutdown mode to minimize the power consumption (3.5 HA absorbed
current). The sensor has been sewn on the external surface of the jacket sleeve, in order to be
in direct contact with the external environment and to measure the temperature regardless of the
body temperature.

A monitoring system based on the use of accelerometers is a valid solution for estimating
an individual’s physical activity (e.g., pedometers are used in everyday life and in the workplace
for discouraging a sedentary lifestyle). Another application of accelerometers concerns the fall
detection using wearable devices, being falls very dangerous especially for elders and even fatal
if no immediate help is provided. For these reasons, a pedometer and a fall detector have been
implemented in the developed smart garment by using a MMA8452Q IC (manufactured by NXP
Semiconductor) accelerometer. It is a low-energy three-axis MEMS (x, y, z) accelerometer with 12-bit
resolution, embedded functions, flexible programmable options and two selectable interrupt sources.
The default auto-sleep and wake up interrupt functions enable energy saving, avoiding that the
main unit continuously processes data. The MMA8452Q) sensor has a selectable full-scale value of
+2g/+4g/+8g with the possibility of data filtering by a high pass filter; it can be configured to generate
an inertial interrupt signal for waking up from one of the possible sleep configurations, thus allowing
the MMA8452Q to monitor events and remain in low-power mode during the inactivity periods.

A proper software development has been performed for implementing the aforementioned
functionalities, exploiting the embedded functions provided by the MMAB8452Q accelerometer,
as described below. Furthermore, several tests have been carried out for validating the proper
operation of both the implemented pedometer and fall detector under different operative conditions.
The accelerometer has been securely fixed to a large elastic band sewn at the waist of the jacket, in order
to keep the sensor in a fixed position respect the human body, thus reducing the detection of false falls
induced by the motion of the garment respect to the body (Figure 2).

Electrochemical gas sensors have been employed to monitor the environmental concentration
of dangerous gaseous species, given their reduced power consumption and small size. In fact, they
are featured by lower operative temperature and power consumption than semiconductor sensors,
and present lower cost and size compared to the optical ones. For detecting CO concentration,
the ZE07-CO module (manufactured by Winsen Inc., Zhengzhou, China) was employed (Figure 10a);
it is constituted by a ME2-CO sensor with a conditioning / acquisition board based on a potentiostatic
circuit (Figure 10b).

The two-terminal ME2-CO sensor features high precision, low consumption, wide linearity range,
and low cross-sensitivity respect to other gases; it has a working range from 0 to 1000 ppm (2000 ppm
limit value), and sensitivity equal to 0.015 + 0.005 uA/ppm. The conditioning board of ZE07-CO
module also includes an acquisition section based on ST32F040F4 (manufactured by STMicroelectronics,
Geneva, Switzerland) microcontroller, which acquires and elaborates the analog voltage provided by
the conditioning section (Figure 10b), and then transmits the data to a master microcontroller by UART
interface. This section was removed from the board and the analog voltage is acquired directly by the
10-bit ADC integrated into the ATmega 328P of Arduino Pro Mini board, in order to reduce the power
consumption of the conditioning section.
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Figure 10. ZE07-CO module constituted by the ME2-CO sensor and the relative acquisition and
conditioning section (a), potentiostatic circuit included on the ZE07-CO acquisition and conditioning
board (b).

For detecting the sulfur dioxide (SO;) environmental concentration, an Ultra-Low Power Analog
Module for Sulfur Dioxide (ULPSM-SO2) 968-006 sensor module (manufactured by Spec Inc.) has
been employed (Figure 11a). The module is constituted by a 3SP_SO2_20 sensor and a conditioning
board for converting the current signal provided by the sensor into an analog voltage between 0-3 V
(Figure 11b). The 3SP_SO2_20 is a three-terminal electrochemical sensor with a measurement range
from 0 to 20 ppm, sensitivity of 25 + 10 nA/ppm, and power consumption between 10 and 50 uW, as a
function of gas concentration. Both modules for gas detection were integrated into the garment by
placing the conditioning sections in the jacket lining and letting out only the gas sensors from the
jacket’s outer fabric.
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Figure 11. ULPSM-SO2 968-006 module constituted by 3SP_SO2_20 sensor (Spec Inc.) and the relative
conditioning section (a), and potentiostatic circuit integrated in the conditioning board (b).

3. Results

In this section, the results of characterization and functional tests carried out on both energy
harvesting system and sensors are summarized, to evaluate the proper operation and performances.

3.1. Estimation of Solar Cells” Power Efficiency for Different Light Sources and Luminous Intensities

For the employed flexible solar cells, different behavior was observed when they were exposed to
different light source typologies (e.g., sunlight and Ne source). In the following Table 2, the current
(Inv) and voltage (Vn) values provided by the series of two Size 2 solar cells to the LTC3108-based
conditioning section (Figure 8a), equipped with 1:90 step-up transformer, are reported for the two
light sources with different illuminance values (similar results are obtained for the Size 1 cells
model). The electrical quantities have been measured by two bench multimeters (model GDM-8351,
manufactured by Gwinstek, Taipei, Taiwan), whereas the illuminance values by means of a digital
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luxmeter (model MT-4617, manufactured by Proskit, Taipei, Taiwan). As it can be noted (red box),
for a given illuminance value, the tested solar cells have a better response when exposed to sunlight
compared to Ne lamp; it can be explained with the different spectral distribution of the two sources.
As evident from Figure 12, the solar spectrum covers uniformly the absorption spectrum of solar cells,
whereas the Ne lamp one presents two main peaks, at 545 and 610 nm, resulting in a lower efficiency,
as also reported in [83,84]. In fact, the smooth and continuous shape of the solar spectrum maximizes
the conversion of light into electricity whereas the Ne lamp light concentrated in a few wavelengths
determines a low efficiency due to saturation of photons converted into electric charge.

Table 2. Current (Iy) and voltage (Vi) values provided by the series of two Size 2 solar cells

to LTC3108-based conditioning section for different light sources (sunlight and Ne lamp) and
illuminance values.

Illuminance [lux]

560 6400151230000 5150 10,230 17,170 33,800 87,100
- Vin[mV] | 4544 5126 11292 15050 34023 50012 69549 157089 285045
Sunlight Iy [mA] 718 798 1650 2798 5071 9345 18290 39037  672.67
Vin[mV] | 3023 3352 4656  72.67
Ne lamp

IiN [mA] 3.81 4.05 7.57 10.42
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Figure 12. Solar emission spectrum and solar cells absorption spectrum (a); Ne lamp emission
spectrum (b).

In the following Figure 13, a histogram is shown with reported the power conversion efficiency
(PCE) of the Size 1 solar cell, exposed to sunlight (blue bars) or 2 X 14W T5 Ne lamp (red bars),
for irradiance values between 0.22 W/m?2 and 33.99 W/m?. The obtained data confirm, as previously
discussed, that the PCE is higher when solar panels are exposed to the sunlight respect to Ne lamp,
for a given irradiance value.

Furthermore, PCE decreases when the irradiance value is reduced regardless of the light source,
due to internal parasitic shunt resistance of the solar cells, which dominates at low luminous intensities

with consequent reduction of the open-circuit voltage and fill factor (FF) and thus of the power
conversion efficiency [85].
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Figure 13. Histogram with reported the power conversion efficiency of employed flexible solar cells,
as function of the irradiance level', when exposed to the sunlight (blue bars) and Ne lamp (red bars).
rradiance values calculated from the illuminance ones [lux] in Table 2, using distinct conversion
coefficients [Wm™2 lux~!] for sunlight and Ne source (respectively 0.0079 and 0.0111), known the area
of two Size 2 cells.

3.2. Characterization of the Developed Piezoelectric Harvesters Applied to the Human Body

The flexible piezoelectric harvesters based on 110 um PVDF layer, with the structure described in
sub-Section 1.2 and overall dimensions of 160 mm X 20 mm X 7 mm (at the peak of the corrugated
support), were applied by means of an elastic band inside and outside of the elbow and on the shoulder
(as depicted in Figure 2) and characterized by performing common joint movements (e.g., arm bending
and lifting). Each movement was repeated at 1 Hz frequency keeping them always the same; the
maximum value of open-circuit voltage and relative root mean square (RMS) are reported in Table 3.
The measurements were carried out employing a digital oscilloscope (model DSO5072P, manufactured
by Hantek, Shandong, China) connected to the harvester terminals. In addition, the maximum power
(Pmax) provided in output by the LTC3588-2 conditioning board was measured by a 100 k() load resistor.

Table 3. Table with reported the maximum open-circuit voltage and RMS values obtained from
characterized piezoelectric harvesters for different joint movements repeated at 1 Hz frequency.

Movements Description Voc,max [V] Vocrms [V] Pmax [UW]
1 Arm bending, transducer placed outside the elbow 3125 6.87 256.12
2 Arm bending, transducer placed inside the elbow 27.57 5.98 234.83
3 Arm lifting, transducer placed outside the shoulder 28.61 6.26 245.39
4 Arm lifting, transducer placed inside the shoulder 26.78 5.97 238.65

3.3. Characterization of the Selected Thermo-Electric Generators and Relative Conditioning Section.

The characterization of TEG devices has been carried out using the experimental setup shown in
Figure 14; the TEG series has been connected to the Vi input of the LTC3108-based conditioning board
(device 7 in Figure 14) with the output voltage set to 4.1 V and a 1 F SC (device 8) connected to its
Vour pin; a bench multimeter (Gwinstek GDM 8351) (device 1) interfaced with PC (device 2) was used
to measure the output current of the conditioning board, whereas two portable multimeters (Model
GBC KDM-360CTF, manufactured by GBC Electronics, Milan, Italy, device 3) have been employed to
measure the current (Ijy) and voltage (Vy) values provided by TEGs.
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Figure 14. Experimental setup employed for characterization of TEGs.

An infrared heating plate (model 853, manufactured by Foshan Gordak Electric Co., Guangdong,
China, device 5 in Figure 14) has been used to heat the hot junction of TEGs, whereas a heat sink has
been placed on the cold junction (device 9) to keep the temperature gradient constant as long as possible;
an infrared thermometer (model DEM100, manufactured by Velleman, Gavere, Belgium, device 6 in
Figure 14), was used to measure the plate and cold joint temperatures at the beginning and end of each
test. Each time, TEGs were placed on the hot plate for 10 s, the electrical quantities (Voc, Vin, Iiv and
Ioyut) acquired and then the mean values determined; also, initial and final temperatures of the hot plate
and cold joint were measured, calculating their mean values and thus the temperature gradient AT.

The following graphs depict the main electrical quantities” trends, measured for the series of
two TEC1-12706 TEGs as function of the temperature gradient; the interpolation lines with relative
angular coefficients are also reported (Figure 15). As can be noticed from the previous graphs, they
show an almost linear trend, apart from a small deviation in the area around 15 °C-20 °C. Similarly,
the electrical quantities have been acquired for two TMG-127-1.4-1.2 TEGs connected in series, by
using the same operative modalities above described; the obtained trends are shown in Figure 16.
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Figure 15. TEC1-12706 TEGs characterization: input current Iy (a), output current Ioyt (b), open-circuit
Voc and input Vy voltages (c) as function of AT, and output current Ioyt as function of the input
voltage Vi (d).
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open-circuit Voc and input Vyy voltages (c) as function of AT, and output current Ioyt as function of
the input voltage Vy (d).

Afterward, the characterization of the TES1-03102 Mini TEG model has been carried out; this TEG
device has a smaller area (15 mm X 15 mm x 3.8 mm) compared to the previous ones and only 31 p-n
junctions (Figure 5c). The used experimental procedure for the characterization of two TEGs connected
in series is the same used before but the monitoring time interval was increased to 20 s; the following
graphs, shown in Figure 17, report the main electrical quantities” behavior.
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Figure 17. TES1-03102 Mini TEGs characterization: input current Iy (a), output current Ioyt (b),
open-circuit Voc and input Vi voltages (c) as function of AT, and output current Iyt as function of
the input voltage Vyy (d).
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From the obtained experimental results, it is possible to draw very different conclusions from those
concerning the first TEGs models; relatively to the open-circuit voltages Voc and Vi (Figure 15), the two
trends are almost equivalent, since the input voltage values are obtained from related open-circuit
voltage ones scaled by a factor of approximately 0.868 (calculated by the ratio of the angular coefficients
of the interpolation lines in Figure 17); instead, for the larger models such ratio was equal to about
0.5 (Figure 15). This lower voltage reduction is ascribable to the smaller output impedance of the
TES1-03102 Mini TEGs compared to the other tested models with larger area. However, the obtained
voltage and current levels are much lower than previously tested models, due to the smaller size and
lower number of p-n junctions. Relatively to the TES1-03102 Mini TEGs, considerable difficulties were
encountered in carrying out the tests, due to their reduced area, to the uneven distribution of heat on
the heating plate and a heterogeneous heat transfer to the TEGs” hot joint. It was determined that below
a AT value of 4 °C (Figure 17a—c), the series of two Mini TEGs is unable to provide the minimum input
voltage Viy (22 mV) for LTC3108 conditioning module; since typical temperature difference between
the skin and environment is in the range 2-8 °C, in the following tests three Mini TEGs connected in
series have been employed.

By using the same operative modalities, the series of three TES1-03102 Mini TEGs have been
characterized; the following graphs depict the trends of measured electrical quantities as function of
AT, with also reported he interpolation lines and related angular coefficients (Figure 18).
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Figure 18. TES1-03102 Mini TEGs characterization: input current Iy (a), output current Ioyt (b),
open-circuit Voc and input Vi voltages (c) as function of AT, and output current Iyt as function of
the input voltage Vi (d).

4. Discussion

From the results reported in Table 2, it can be noted that for a given irradiance level, the conversion
efficiency of the tested thin-film solar cells is greater when exposed to solar light compared to an
artificial light source (i.e., neon lamp). As afore described, this can be explained by the different
spectral power distribution of the two light sources; nevertheless, the efficiency of the solar cells with
the artificial neon source wasn’t measured for irradiance values greater than 1.17 W/m? because of its
limited luminous power. As shown in Figure 13, for both light sources, the power conversion efficiency
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of solar cells decreases greatly for low irradiance values, going from 5.63% to 0.15% with the irradiance
changing from 33.99 W/m? up to only 0.22 W/m?.

Relative to the designed piezoelectric harvesters, from the characterization results reported in
Table 3, a higher open-circuit voltage and output power were obtained when they are applied outside
the elbow due to the greater induced stress on a larger portion of the harvester. Further optimization
of the shape of the flexible support for the piezoelectric layers and a more efficient positioning into the
garment will improve their response. In addition, from results reported in paragraph 3.3, by placing
three TES1-03102 Mini TEGs in series, the conditioning unit was activated also with low temperature
gradient but, with the low current level provided by TEGs (of the order of mA), a long time is required
for activating the LTC3108 internal circuitry due to the charge of Coyx capacitor up to the activation
voltage (2.5 V).

By comparing the input Vi and open-circuit Voc voltage values for the three Mini TEG series,
it can be noted that their ratio (on average equal to 0.71) is lower compared with that obtained for
the two TEGs in series (on average equal to 0.87); this is due to the higher impedance of the series of
three TEGs with consequent higher internal voltage drop to thermo-electric source. In addition, by
comparing the previously characterized TEGs (TMG-127-1.4-1.2 e TEC1-12706) with the TES1-03102
Mini TEGs, it is evident that despite the smaller size of the latter (about 1/7 respect to the larger model),
they provide input Viy and open-circuit Voc voltages and input current Ijy values obviously lower
but the reduction factors are only 1/3 for Voc and 1/2 for Vyy; it can be concluded that the Mini TEGs
are more performing, with the same AT, compared to the other larger TEG model.

Afterward, the energy harvesters and sensors were integrated inside a common jacket using the
modality considered most appropriate for ensuring the functionality and efficiency of each device.
Specifically, two Size 2 photovoltaic cells connected in series were integrated on the back of the
jacket by means of conductive snap buttons, so allowing to easily remove the photovoltaic cells for
their replacement or cleaning. The connections with the conditioning section (LTC3108-based board,
Figure 6) have been realized by conductive threads (model Electro-Fashion, manufactured by Kitronik
Co., Nottingham, UK) soldered to the snap buttons and sewn on the back of the jacket.

The random variations of the incidence angle of the sun’s rays during the body movements cause
fluctuations of voltage and current values provided by the solar cells; however, the results obtained
from the characterization of smart garment prototype, demonstrate a reduction of the mean power
provided by the solar panels of only 20-25% compared to the results reported in sub-Section 3.1, due
to the not always optimal orientation during the day of the cells respect to the sun.

Also, two developed piezoelectric transducers, described in the sub-Section 1.2, have been
positioned at the elbows of the jacket by pasting them on elastic bands sewn onto the jacket; in
this way, the mechanical coupling between the arm and transducer is strongly improved. Similarly,
the connections between each harvester and the conditioning section (i.e., LTC3588-2 based board)
have been carried out by means of the conductive threads sewn on the sleeve of the jacket. Besides,
six TEC1-12706 TEGs were integrated into the smart garment, arranged in two series of three TEGs,
each series positioned on the forearm of the jacket and equipped with the LTC3108-based conditioning
board; the two TEG-based conditioning sections were connected in parallel through blocking diodes,
as already detailed in sub-Section 1.2. Each TEG has been integrated within an elastic band sewn onto
the internal surface of the jacket sleeve, in order to keep the hot junction constantly in contact with
skin, whereas the cold junction is covered with a perforated fabric; in this way, the airflow on the
jacket surface, also due to arm movements, can reduce and keep stable the temperature on the cold
junction of TEGs. Because of the absence of a real heatsink and the not perfect contact of the TEGs” hot
side with the skin during the measurement interval, also due to the body movements, a reduction
of the provided power ranging between 20% and 30% was observed in the experimental tests of the
garment compared to obtained results from the TEGs’ laboratory characterization, reported in the
sub-Section 3.3. The conditioning sections have been hidden inside some small pockets realized into
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the jacket lining, whereas the connections between the transducers and conditioning sections were
realized using the conductive threads sewn directly onto the jacket fabric.

As previously described, the MAX30102 heart rate and SpO, sensor has been placed inside the
jacket cuff employing an elastic band in order to keep firmly the sensor on the user’s wrist, thus
reducing the measurement errors. Furthermore, the MMA8452Q accelerometer has been embedded
into a large elastic band sewn at the waist of the jacket and thus solidly fixed to the monitored body,
for reducing errors in the steps counting or fall detection. The LM75A sensor has been sewn by using
not conductive threads onto the jacket sleeve, in direct contact with the external environment in order
to detect the air temperature.The modules for gas detection (i.e., the ZE8-CO and ULPSM-502 968-006)
have been positioned inside the jacket lining, placing outside only the gas sensors. The acquisition
and elaboration board (Arduino Pro mini) was positioned inside a small pocket on the back of the
developed garment, along with the communication section (based on CC2541 IC) and the energy
storage device (i.e., a 380 mAh Lipo battery).

Different measurement campaigns were performed to evaluate the performances of the
multi-source harvesting system integrated into the smart garment when it is worn by a user, and in
different operative scenarios, as following described:

e  Scenario 1: a stationary user with a body temperature of 35.6 °C exposed to direct sunlight;

e  Scenario 2: a user walking quickly (5 km/h) and exposed to direct sunlight with a body temperature
of 36.1 °C;

e  Scenario 3: a user walking quickly (5 km/h) and exposed to diffused sunlight with a body
temperature of 36.3 °C;

e  Scenario 4: a user walking quickly (5 km/h) and exposed to artificial light (neon lamp) with a body
temperature of 36.3 °C;

e  Scenario 5: a user performing pushups (0.5 Hz) and exposed to artificial light (neon lamp) with a
body temperature of 35.9 °C.

An electronic load (model Tenma 72-13210, manufactured by Tenma®, Springboro, OH, USA),
configured in constant resistance modality (100 k(2), was connected to the output of the multi-source
harvesting system, to monitor the maximum power provided to the load; the results in the different
scenarios are summarized in the following Table 4. For each scenario, five different tests were carried
out considering an observation interval of 30 min every time, during which the current values absorbed
by the electronic load were acquired and recorded by means of a digital multimeter (Model PM8236,
manufactured by Peakmeter®, Shenzhen, China), with a sampling time interval of 30 s. From the
obtained time-domain trends, the maximum values of power provided by the multi-source harvesting
system were obtained. In Table 4, the mean values of maximum power (Pyr,x) over the five tests for
each scenario were reported together with the mean temperatures (Tajr and Tgopy) and illuminance
values. Furthermore, the mean value of the power (P), provided by the harvesting section over the five
tests, was reported in Table 4 for each scenario.

Table 4. Characterization of the multi-source energy harvesting system integrated into the designed
smart garment in the five different scenarios.

Scenario Activity Illuminance [lux] Tgopy [°Cl] Tamr [°C] Ppax [mW] i’[mW]
1 steady 27,918 (sunlight) 35.60 25.20 252.21 201.78
2 walking 29,322 (sunlight) 36.10 24.30 264.57 216.48
3 walking 530 (sunlight) 36.70 24.70 4.47 3.56
4 walking 530 (neon lamp) 36.30 23.60 4.87 3.87
5 pushups 530 (neon lamp) 35.90 24.50 4.25 3.54

The solar harvesting system provides the main contribution to the electrical power stored on
the battery when the garment is exposed to sunlight, but it ensures a continuous charging of the
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380 mAh Lipo battery also under diffused sunlight (Scenario 3) or artificial light (Scenarios 4-5), thanks
to the continuous over-time contributions of the thermal and piezoelectric harvesting sub-sections.
In the following section, it is demonstrated that the developed harvesting section, also in the worst
case (Scenario 5), is able to guarantee the energy autonomy of the sensing and communication units.
Following, additional tests were performed in order to determine the power contribution of each
harvesting section, by placing a digital multimeter (Model PM8236) in series to each harvesting section.
Specifically, for Scenarios 1 and 2, the contribution of the solar cells represents about 98% of the total
power provided by the whole harvesting system, whereas the piezoelectric (0.1-0.2% only for Scenario
2) and thermal (1.5-2%) harvesters give some negligible contributions. Conversely, in the third scenario
(Scenario 3), the power contributions of the solar and piezoelectric harvesting sections are much lower
(respectively 6-7% and 5-6% of the total provided power) respect to the TEGs power contribution
(high up to 87%). In Scenario 4, the contribution of the thermal harvesting section, including six
TEC1-12706 TEGs, was equal to 4.46 mW (referred to the maximum provided power Pyjay), Whereas
the contributions of the solar and piezoelectric ones were only 0.13 mW and 0.28 mW, respectively.
Finally, in the Scenario 5, 3.77 mW was the contribution of the thermal harvesting section (due to a
lower temperature gradient—precisely —1.3 °C—with respect to Scenario 4), whereas the photovoltaic
and piezoelectric power contributions were only 0.13 mW and 0.35 mW, respectively. In this last case,
the piezoelectric harvesters provide a higher power compared to Scenario 4, since push-ups excite
more strongly the transducers, as already verified in sub-Section 3.2. These results confirm the afore
reported concept, namely that also in the condition of low level of illumination (Scenarios 3, 4 and 5),
the thermal harvesting section, based on six TEC1-12706 TEGs, is able to provide a continuous charge
flow on the Lipo battery and therefore to power supply the entire designed system.

Testing and Characterization of the Sensors Included in the Smart Garment

In this section, the functional tests and the characterization carried out on the sensors, included
in the developed smart garment, are described. A modified Arduino Pro mini, based on ATmega
328P MCU, represents the motherboard of the smart garment; this MCU offers six different sleep
modalities to reduce its power consumption up to pA values. In particular, the built-in 3.3 V voltage
regulator (78L05 made by STMicroelectronics) featured by 6 mA of maximum quiescent current was
replaced with a more efficient one (model XC6206P332MRI, manufactured by Torex Semiconductor,
Tokyo, Japan) with lower quiescent current (typical value 1 pA). Also, the MCU clock frequency was
reduced from 16 MHz to 8 MHz provided by the internal oscillator, obtaining a drastic reduction of the
absorbed current from the Arduino board in power-down mode, up to the value of only 23 pA.

Relative to the MAX30102 sensor, the Arduino code has been developed for performing the
fundamental functions of signal processing provided by the two integrated photo-detectors (red and IR)
and for interfacing the sensor with the MCU; subsequently, the code has been optimized for obtaining
alow level of data memory occupation (an important aspect in this application). Also, the 3.3 V voltage
regulator (model 10A45, manufactured by Saiertong, Shenzhen, China) was removed and bypassed,
since the sensor is fed by using the 3.3 V Arduino output pin (yellow box in Figure 9c). Figure 19
shows the two anatomical areas (i.e., the wrist and fingertip) with the sensor of Figure 9d properly
applied to detect the SpO, and HR. Relatively to the integration of MAX30102 sensor in the smart
garment, it was positioned in correspondence of the wrist into the elastic jacket cuff.
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(a)

Figure 19. The positioning of the MAX30102 sensor on the wrist (a) and the fingertip for the correct
detection of heart rate and blood oxygenation (SpO;) (b); CocoBear pulse-oximeter used for the sensor
characterization (c).

A commercial pulse-oximeter CocoBear (Figure 19¢) has been used to measure the HR and SpO,
values and compare them with those provided by the MAX30102 sensor (Table 5); the sensor was
positioned as shown in Figure 19a and the values were detected every 30 s, simultaneously from both
devices. From data reported in Table 5, after performed optimization of developed code for HR and
SpO; calculation, a good agreement between the values obtained by the MAX30102 sensor and the
CocoBear oximeter was obtained, with a maximum difference of 3 BPM for HR and 1% for SpO,
values; moreover, the convergence time for getting correct SpO, values was less than 5 s. The power
consumption of the MAX30102 module has been measured, both in active mode and power save mode,
by acting on the shutdown control bit of the internal configuration register; the current absorbed by
MAX30102 module was 1.25 mA in active mode and just 1.5 pA in power saving mode.

Table 5. Detected heart rate (HR) and blood oxygenation (SpO;) values using the CocoBear oximeter
and the MAX30102 sensor; differences reported in the fifth and sixth column are between HR and
SpO2 values supplied by CocoBear and MAX30102 devices; also the skin temperature acquired by the
MAX20102 sensor is reported.

Coobesr Mmooz SPOrCocoBear Bl AHRCoo  ASpO2Coco  Temperature
(BPM) (BPM) (%)
78 75 97 98 3 1 347
79 76 97 97 3 0 34.6
83 81 96 95 2 1 33.7
84 83 95 96 1 -1 347
85 84 96 97 1 -1 348
86 85 98 98 1 0 348
87 86 97 98 1 -1 347
88 87 98 98 1 0 347
89 89 98 98 0 0 34.6
100 100 97 97 0 0 34.7
110 110 9 99 0 0 35.0
120 121 9 100 -1 -1 35.1
122 122 99 99 0 0 35.4

The developed garment is also equipped with a pedometer and fall detector, both implemented
by means of the MMA8452Q 3-axis accelerometer. The firmware for the pedometer allows detecting
a step by comparing the total acceleration value (i.e., combined acceleration on the three axes) with
an experimentally derived threshold, whereas a hysterical detection mechanism prevents multiple
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increments for each step. The threshold value affects the algorithm sensitivity and its careful
optimization has been carried out, in different test conditions, for avoiding an overestimation (for low
threshold values) or underestimation (for high threshold values) of performed steps. The following
Table 6 refers to the use of MMA8452Q accelerometer for a walk at normal pace, positioning it on the
waist, as shown in Figure 20, to ensure high detection capability [86] and low influence by interpersonal
differences in the body movements, since the sensor is not stressed by movements and accelerations,
different from those generated by performed steps.

Table 6. Comparison of the number of steps calculated by the MMAB8452Q accelerometer used as
pedometer with the steps number counted manually by a second subject, during a walk at a normal pace.

Test Threshold Value (' LSB) ;'ti:s ted Counted S;:gz;};x MA8452Q
1 150 50 70
2 150 100 127
3 200 100 109
4 200 110 118
5 200 125 137
6 220 70 72
7 220 100 101
8 220 110 112
9 225 100 102
10 225 110 112
11 230 100 98
12 230 105 102
13 230 108 105
14 240 110 103
15 240 125 115
16 250 100 86
17 250 108 96
18 300 115 100
19 300 136 116
20 350 125 100
21 400 125 95
22 500 125 90

1 LSB is equal to 1 mg since the MMA8452Q accelerometer full scale was set to + 2 g and 12 bit of resolution.

Figure 20. Positioning of the MMAB8452Q) acceleration sensor at the waist, in the belt loops, to keep it as
firmly anchored as possible to the body and prevent the sensor from picking up fictitious accelerations.
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The results reported in Table 6 demonstrate that, by lowering the threshold value, the sensor
overestimates the number of performed steps, since even low acceleration values, not related to an
actually executed step, are greater than the threshold and counted as a step. Conversely, with high
threshold values, the accelerometer underestimates performed steps number, since low accelerations
generated by a possible lighter step are not detected; more proper threshold values range from 220
to 230. Besides, to improve the accuracy of the developed pedometer during the run, a software
mechanism was implemented for suppressing the signal spikes that could corrupt the steps count.

The MMAB8452Q sensor implements a freefall detection algorithm based on the analysis of
the acquired acceleration values along the three-axis, (by setting the XEFE, YEFE, ZEFE bits in the
FF_MT_CFG register), verifying if they are all lower than a predetermined threshold (as detailed in
the datasheet). If this event occurs for a time exceeding a set time duration (debounce time, set to
100 ms), then an interrupt is triggered; otherwise, events with duration lower than the debounce time
are ignored. An accelerometer interrupt pin was set as interrupt source for the MCU normal routine; if
a fall event occurs, an ISR (interrupt service routine) in the MCU is executed, so generating an alarm
signal. The acceleration threshold value, set in the FF_MT_THS register of the MMA8452Q sensor and
coded by seven bits (8 g full scale and consequently 0.063 g resolution), is crucial for the afore described
mechanism; thus, its optimization has been performed to guarantee a high detection capability of
the sensor. The MMAB8452Q sensor was positioned on the waist (as shown in Figure 20) since this
body area was identified as the most suitable to guarantee excellent fall detection [86]. In Table 7,
a comparison between the number of falls performed by the user and falls detected by the sensor is
reported, highlighting the false not-occurred falls as a function of the threshold value.

Table 7. Comparison between the number of falls performed by the user and number detected by
MMAB8452Q sensor for different threshold values; the last column reports false falls (not occurred)
detected by the sensor.

Number of Performed Number of Detected Number of False
Falls Falls Falls

5 0 0

Threshold Value

N | O |G| | QN =

0
0
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From data reported in Table 7, it is evident that the optimal threshold values for fall detection,
regardless of the physical characteristics of the subject wearing the MMA8452Q) sensor, are 4 and 5
(0.252 g or 0.315 g). Finally, the threshold value was set to 4, since even the employed commercial fall
detector, placed on the user’s waist, tends to underestimate the total number of performed falls.

Some modifications were carried out on the accelerometer breakout board; the 5V built-in regulator
(LG33, Micrel, San Jose, CA, USA) was removed since the sensor was fed directly to 3.3 V provided by
the voltage regulator (XC6206P332MRI, Torex Semiconductor) placed on the Arduino Pro mini board.
For reducing the power consumption, the built-in auto-wake/auto-sleep functionality was exploited,
bringing the sensor in power-down mode if no motion is detected. In power-down mode, the data
acquisition rate of the acceleration sensor is significantly lowered (Output Data Rate—ODR—reduced
from 800 Hz to 56 Hz), and it is wake up, via an interrupt signal, when an acceleration higher than
the set threshold is detected. The measurement of the current absorbed by the modified MMQ8452Q
board demonstrates that the accelerometer draws 210 uA during the data acquisition phase and only
6 1A in the power-down modality.
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As aforedescribed, the smart garment also includes some electrochemical gas sensors for detecting
gaseous species dangerous for human health, for instance, a modified ZE07-CO module (Winsen Inc.)
for detecting the CO concentration in the environment around the user. The module includes an
acquisition and communication unit based on ST32F040F4 (made by STMicroelectronics) MCU and
a potentiostatic conditioning unit based on SGM8042Y28 (made by SGMicro) operational amplifier
(Figure 21a). For reducing the power consumption of the ZE07-CO module, the acquisition and
communication unit has been removed from the board, along with the 3V voltage regulator LP2980
(made by National Semiconductor) and the onboard DAC (digital to analog) converter (Figure 21b).
In this way, the analog signal produced by the conditioning unit was acquired directly by the 10-bit
ATmega328P ADC of the Arduino Pro mini board and converted into the gas concentration (expressed
in ppm-part per million) through the stage transfer function (1):

V —0.2686 Volt

gas concentration = 0.003 V/ ppm

)

where the gas concentration is expressed in ppm and V, the acquired voltage, is in Volts.
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Figure 21. Top and bottom view (a) of the ZE07-CO (Winsen Inc.) conditioning board before the
modification, and after the modification aimed to reduce the power consumption (b); schematic of the
conditioning unit (c).

The measurement of the current absorbed by the modified ZE07-CO module demonstrates that
a current of just 4.6 pA is required in the low gas concentration condition. By the tests carried out
on the harvesting system, about 4 h of initial charging time in Scenario 2 (Table 4) are required to
fully charge the 380 mAh Lipo battery. The operative strategy involves the acquisition, elaboration,
and transmission of the environmental and biophysical parameters every 15 min, whereas the fall
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detector acts as an interrupt source for the MCU triggering an ISR, with consequent transmission of
a warning message to the cloud app. Furthermore, the performed measurements on the electronic
section indicate that the mean absorbed current in power-down mode is 88.74 1A, as well as in active
mode just 7.46 mA; since the overall time duration of the measurement, elaboration and transmission
phases was equal to 40 s, the charge required for the daily system operation was 9.99 mAh. Therefore,
by supposing a 40% discharge margin of the Lipo battery, the autonomy of the smart garment in the
total absence of any contribution from the harvesting section is given by (2):

Battery Capacity + (1 — Discharge Margin) 380 mAh+ (1 —0.4)
Energy Consumption per day © 9.99 mAh/day

Autonomy = =2282day  (2)

Thanks to the implementation of a proper operative strategy and power consumption minimization
of the different sections into the smart garment, exploiting low power operating modes for the MCU
and sensors, an autonomy of ~ 23 days can be ensured in a total absence of the energetic contributions
from the different harvesting sections included in the developed system. Finally, downstream of
all performed hardware and software optimizations to obtain minimization of power consumption,
considering that the sensing and communication units need about 0.42 mAh for every hour of operation
(9.99 mAh/24 h), the energy harvesting section is able to provide, also in the worst scenario (Scenario 5
of Table 4), more than twice (0.850 mAh) compared to the needed charge (0.42 mAh), so ensuring the
energy autonomy of the designed smart electronic garment.

After the integration of sensors inside the smart garment according to the modalities described
in the fourth section, several tests were carried out exploiting the results obtained from the afore
reported characterizations. For all sensors integrated into the smart garment, the correct operation was
verified by comparing the measurements provided by each sensor with those obtained by external
instruments, namely a thermometer, a pulse-oximeter, a step-counter and a gas detector. Only for the
MMAB8452Q-based steps counter has a slight (+20%) overestimation of the step counting been noticed,
probably due to small movements of the elastic band where the accelerometer has been placed, issue
solvable with a successive optimization of the acceleration threshold, involved in the step counter
firmware, directly on the smart garment.

5. Conclusions

This manuscript aims to describe the development and characterization of a smart garment able to
detect the environmental and biophysical parameters of a user wearing it, specially designed to monitor
conditions in particularly dangerous workplaces and thus to prevent or reduce the consequences of
worker accidents. The developed device is a joint application of low-power electronic sections and
energy harvesting solutions, to ensure the energetic autonomy of the system; in fact, the smart garment
includes flexible solar panels, TEGs and flexible piezoelectric harvesters to scavenge energy from sources
closely related to the human body. The smart jacket shares acquired information and warning signaling
with an on-cloud database, enabling company managers to check them through a web application.
The results of the characterization of the selected energy harvesters with related conditioning sections
have been reported in different real application scenarios. Moreover, the firmware to interface employed
sensors (HR-SpO, sensor, accelerometers, environmental temperature and electrochemical gas sensors)
with a modified Arduino Pro mini board has been developed; particular attention was paid to the
implementation of hardware and software strategies aimed to reduce the overall energy consumption
of the system. Furthermore, the characterization results derived from the experimental tests on different
sensors included in the smart garment have been reported, to optimize the characteristic parameters of
developed firmware.

The multi-source energy harvesting system integrated inside the smart garment was characterized
in order to determine the maximum power provided in different real operative scenarios. The obtained
results have demonstrated the predominance of solar contribution in the condition of direct solar
illumination (Scenarios 1 and 2 with the user wearing the jacket, outdoors) compared to the thermal
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and piezoelectric effects; instead, the TEGs-based thermal harvesting section provides a continuous
contribution, dominant respect to those others, in conditions of solar diffused or artificial light (Scenarios
3, 4 and 5), however ensuring the energy autonomy of the complete developed system in all the
operative conditions. Besides, tests performed on the sensing section integrated inside the proposed
wearable application indicated the correct operation of all included sensors, thanks to the parameters
optimization previously performed. In addition, the power consumption measurements on acquisition,
elaboration and communication subsections demonstrated that about a 10 mAh charge is needed to
ensure the daily system functionality; in this way, by using a 380 mAh Lipo battery, as storage device
charged by the designed harvesting section, an autonomy of more than 20 days was obtained by
exploiting the usable battery charge (60%), if no energy contribution is available over time.
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Abstract: Lately, many scientists have focused their research on subjects like smart buildings, sensor
devices, virtual sensing, buildings management, Internet of Things (IoT), artificial intelligence in the
smart buildings sector, improving life quality within smart homes, assessing the occupancy status
information, detecting human behavior with a view to assisted living, maintaining environmental
health, and preserving natural resources. The main purpose of our review consists of surveying the
current state of the art regarding the recent developments in integrating supervised and unsupervised
machine learning models with sensor devices in the smart building sector with a view to attaining
enhanced sensing, energy efficiency and optimal building management. We have devised the research
methodology with a view to identifying, filtering, categorizing, and analyzing the most important
and relevant scientific articles regarding the targeted topic. To this end, we have used reliable sources
of scientific information, namely the Elsevier Scopus and the Clarivate Analytics Web of Science
international databases, in order to assess the interest regarding the above-mentioned topic within
the scientific literature. After processing the obtained papers, we finally obtained, on the basis of our
devised methodology, a reliable, eloquent and representative pool of 146 papers scientific works that
would be useful for developing our survey. Our approach provides a useful up-to-date overview for
researchers from different fields, which can be helpful when submitting project proposals or when
studying complex topics such those reviewed in this paper. Meanwhile, the current study offers
scientists the possibility of identifying future research directions that have not yet been addressed
in the scientific literature or improving the existing approaches based on the body of knowledge.
Moreover, the conducted review creates the premises for identifying in the scientific literature the main
purposes for integrating Machine Learning techniques with sensing devices in smart environments,
as well as purposes that have not been investigated yet.

Keywords: internet of things; sensor networks; machine learning models; sensor devices; smart
buildings; energy efficiency; optimal building management
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1. Introduction

Globally nowadays, all types of buildings affect the environment to an overwhelming extent, by
means ranging from the associated electricity consumption, through generated waste and pollution, up
to natural habitat degradations, causing irreparable damages to the environment. Therefore, all over
the world, concerted action is being carried out in order to limit these negative impacts. In addition to
this, modern society faces issues regarding building safety along with comfort, and consequently, major
efforts are being carried out all over the world in the direction of monitoring, identifying occupants’
presence and activities in order to achieve enhanced sensing, energy efficiency and optimal building
management, while at the same time minimizing or even eliminating the negative consequences
imposed on the environment.

There is an increasing interest in the scientific literature in studies related to these topics;
for example, there have been papers focusing on smart buildings [1-5], smart homes [6-10], smart
hospitals [11], smart commercial buildings [12,13], sensor devices [9,14-17], supervised machine
learning models for classification purposes [1,11,16-18] or for regression purposes [19-23], unsupervised
machine learning models for clustering purposes [24-26], deep learning techniques [18,27,28], human
activity recognition and classification with a view to assisted living [15,29-35], Internet of Things
(IoT) [21,36-39], energy efficiency and an optimal building management [1,21,23,24,40-46], and the
comfort and safety of the inhabitants [39,40,47-56].

In this context, a subject of utmost importance, which could lead to a wide range of advantages for
the inhabitants of buildings, for constructors, for providers of different services, and even for society as
a whole, is the analysis of recent developments in integrating machine learning models with sensor
devices in the smart buildings sector with a view to attaining enhanced sensing, energy efficiency and
optimal building management.

Therefore, this study aims to review the latest scientific articles that fuse emerging topics such
as machine learning techniques, enhanced sensing, and smart buildings; hence attaining a proper
categorization of a high number of scientific works in accordance with a well-defined encompassing
taxonomy. In addition to providing a useful up-to-date overview to the researchers from different
scientific fields who might be interested in devising project proposals or studying emerging complex
topics like the analyzed ones, this review article sets its sights on providing scientists with valuable
insights on enhancing existing methods from the current state of the art and on future research
directions that have not yet been addressed by reviewing the recent advances that have been made
with regard to integrating machine learning models with sensor devices in the smart buildings sector.
Consequently, this review article aims to indicate the main purposes within the scientific literature
for the integration of machine learning techniques with sensing devices in the smart buildings sector,
thereby helping researchers identify possible novel purposes that have not been pursued up until now.

The review paper is structured as follows: the next section, namely “Research Methodology”,
presents the devised approach, developed with a view to identifying, filtering, classifying and analyzing
the most important and relevant scientific articles related to the topic. The section also includes a
flowchart of the developed survey, containing details regarding the steps of the devised research
methodology. The Third Section, “Enhanced Sensing by Integrating Machine Learning Models with
Sensor Devices in the Smart Buildings Sector” presents a review of the papers that were selected by
applying the devised methodology, identifying through summarization tables and their analysis the
machine learning models that are most suitable for integration with sensor devices in the smart buildings
sector. The section also contains a review of the most highly cited scientific papers approaching
the reviewed topics, as reported by the Elsevier Scopus and the Clarivate Analytics Web of Science
International Databases. Afterwards, the Fourth Section, namely the “Discussion and Conclusions”
Section, highlights the most important findings of the paper, presents an analysis of the conducted
review research in perspective of previous surveys, highlighting a series of advantages offered by the
devised approach, along with a few limitations of this study and future research directions targeted by
the authors.
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2. Research Methodology

The main purpose of our review is to survey the current state of the art with respect to recent
developments in the integration of supervised and unsupervised machine learning models with sensor
devices in the smart building sector with a view to attaining enhanced sensing, energy efficiency and
optimal building management. We devised the research methodology with a view to identifying,
filtering, classifying and analyzing the most important and relevant scientific articles related to the
targeted topic.

We devised our review methodology in accordance to the SALSA (Search, Appraisal, Synthesis
and Analysis) framework, which was developed by Grant, M. J. and Booth, A. in their renowned
paper [57], which had itself registered—at the time at which we devised our review methodology—a
total of 1257 citations in the Clarivate Analytics Web of Science database and 1364 in Elsevier Scopus.
Of the 14 review types and their associated methodologies, as depicted by Grant et al., we conducted our
review in compliance with the “Literature Review” type. When developing the review methodology,
we took into account the specifications corresponding to the “Literature Review” type provided by
Grant et al. namely: the descriptive component characterizes “published materials that provide
examination of recent or current literature; can cover wide range of subjects at various levels of
completeness and comprehensiveness; may include research findings”; the search component of
the SALSA framework for this type of review “may or may not include comprehensive searching”;
the appraisal component “may or may not include quality assessment”; the synthesis component is
“typically narrative”; the analysis component “may be chronological, conceptual, thematic, etc.”.

To this end, we used reliable sources of scientific information, namely the Elsevier Scopus and
Clarivate Analytics Web of Science international databases, in order to assess the interest in this topic
within the scientific literature and to obtain a starting point for building a reliable, eloquent and
representative database of scientific works that would be useful for developing our survey. We chose
these two databases as we wanted to make sure that we were using globally accepted sources of
information that distinctively select and index their contents in a uniformly consistent manner, backed
up by decades of reliable, precise and comprehensive indexing. Furthermore, we took into account
the fact that prestigious publishing groups categorize and promote their journals by highlighting the
quality metrics of their journals as provided by the Web of Science Core Collection or the Elsevier
Scopus databases. Therefore, we devised, based on the taxonomy of supervised and unsupervised
machine learning techniques [58], custom search queries in order to assess the broad implementation
and to identify which of the machine learning methods from the taxonomy represented in Figure 1 are
most suitable for implementation with sensor devices in smart buildings with a view to achieving
enhanced sensing, energy efficiency and optimal building management.

A TAXONOMY OF THE SUPERVISED AND UNSUPERVISED MACHINE LEARNING MODELS
USED IN DEVELOPING A CUSTOM SCIENTIFIC WORKS DATABASE USEFUL IN ASSESSING
THE SUITABILITY OF IMPLEMENTING THE METHODS
‘WITH SENSOR DEVICES IN SMART BUILDINGS

Fuzzy C-Means,
Gaussian
Mixture

Discriminant
Analysis
Support
Veetor Machines

Nearest
Neighbor

SUPERVISED MACHINE
LEARNING MODELS

UNSUPERVISED MACHINE
LEARNING MODELS

CLASSIFICATION l | REGRESSION I

CLUSTERING
TECHNIQUES TECHNIQUES

TECHNIQUES

Methods

Decision
b ( Ensemble )
Gaussian
Process Regression

Figure 1. A taxonomy of the supervised and unsupervised machine learning models used in developing
a custom scientific works database useful in conducting the survey.
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After having tried several search patterns and criteria, we obtained custom search queries, with
the terms smart, sensor, and at least one of the terms machine learning, artificial intelligence, supervised
learning, and unsupervised learning along with their associated subcategories from the taxonomy
depicted in Figure 1 being contained within the title, abstract or keywords. Consequently, according to
the specific syntax of each scientific database, the search queries used for interrogating the databases
are as follows:

e In the case of the Elsevier Scopus database: TITLE-ABS-KEY(Smart AND Sensor) AND
TITLE-ABS-KEY(“Machine Learning” OR “Artificial Intelligence” OR “Supervised Learning” OR
“Classification” OR “Support Vector Machines” OR “SVM” OR “Discriminant Analysis” OR “DA”
OR “Bayes” OR “NB” OR “Nearest Neighbor” OR “NNS” OR “Neural Networks” OR “ANN"
OR “Regression” OR “Linear Regression” OR “LR” OR “Generalized Linear Model” OR “GLM”
OR “Support Vector Regression” OR “SVR” OR “Gaussian Process Regression” OR “GPR” OR
“Ensemble Methods” OR “EM” OR “Decision Tree” OR “DT” OR “Unsupervised Learning” OR
“Clustering” OR “Fuzzy” OR “C-Means” OR “Gaussian Mixture” OR “Hidden Markov” OR
“Hierarchical Clustering” OR “K-Means” OR “K-Medoids”).

e In the case of the Clarivate Analytics Web of Science database: TS = (Smart AND Sensor) AND
TS = (Machine Learning OR Artificial Intelligence OR Supervised Learning OR Classification
OR Support Vector Machines OR SVM OR Discriminant Analysis OR DA OR Bayes OR NB OR
Nearest Neighbor OR NNS OR Neural Networks OR ANN OR Regression OR Linear Regression
OR LR OR Generalized Linear Model OR GLM OR Support Vector Regression OR SVR OR
Gaussian Process Regression OR GPR OR Ensemble Methods OR EM OR Decision Tree OR DT
OR Unsupervised Learning OR Clustering OR Fuzzy OR C-Means OR Gaussian Mixture OR
Hidden Markov OR Hierarchical Clustering OR K-Means or K-Medoids).

The search queries were run, and two initial pools of scientific works were retrieved on the 14th
of June 2019. Afterwards, the retrieved papers were filtered according to our devised methodology

and synthesized into the following flowchart (Figure 2).

STEP L: SEARCHING WITHLN THE ELSEVIER SCOPUS INTERNATIONAL DATABASE STEP 2 SEARCHING WITHIN THE CLARIVATE ANALYTICS WEB OF SCIENCE INTERNATIONAL DATABASE
USING SEARCH QUERIES AS TO COMPRISE THE TERMS USING SEARCH QUERIES A5 TO COMPRISE THE TERMS
SMART, SENSOR AND AT LEAS T ONE OF THE TERMS MAGHINE LEARNING, AR TTFICIAL INTELLIGENCE, SMARI, SENSOR AND AT LEASTONE OF THE TERMS MACHINE LEARN NG, AR [TFICIAL IN TELLIGENCE,
SUPERVISED LEARNING, AND ENSUPERVISED LEARNING SUPERVISED LEARNING, AND UNSUPERVISED LEARNING
ALONG WITH THEIR 4 e THE TAXONOMY ALONG WITH THEIR ASSOCIATED slu:cnmoms FROM THE TAXONOMY
AN INITIAL POOL OF SCIENTIFIC WORKS RETRIEVED FROM AN INITIAL POOL OF SCIENTIFIC WORKS RETRIEVED FROM
‘THE ELSEVIER SCOPUS THE CLARIVATE ANALVTICS WEB OF SCIENCE.
INTERNATIONAL DATABASE INTERNATIONAL DATABASE

STEP 3: CONCA TENATING THE TWO INITIAL POOLS OF SCIENTIFIC WORKS RETRIEY ED FROM
‘THE ELSEVIER SCOPUS AND THE CLARIVATE ANALYTICS WEB OF SCIENCE.
INTERNATIONAL DATABASES

INTERNATIONAL DATABASES

'BASED ON THE TITLE CRITERION

I

BASED O THE PUBLICATION YEAR CRITERION

I

‘ STEP 7 REFINING TEIE RESULTS, ELIMINATING THE IRRELEY ANT PAPERS ‘

BASED ON THE ABSTRACT CRITERION

I

BASED ON THE CONTENT CRITERION

l

v

TH SENSOR DEVICES IN THE SMART BUILDINGS SECTOR
1N VIEW OF ATTAINING ENHANCED SENSING, EXERGY EFFICIENCY AND AN OPTINIAL BUILDING MANAGEMENT

Figure 2. The flowchart of the developed survey.
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Therefore, the first two steps of our methodology consist of searching the two international
databases using the above-mentioned search queries, consequently obtaining two initial pools of
scientific works useful for conducting the survey, consisting of 1255 papers retrieved from the Elsevier
Scopus database and 381 papers from the Clarivate Analytics Web of Science database, that is, a total
number of 1636 papers (with some papers being included in both databases).

The official data retrieved from the Web of Science and Scopus databases are unique to each
database, meaning that the Web of Science database contains no duplicate items, and also that the
Scopus database contains only unique entries. When concatenating the scientific articles retrieved from
the two international databases, we took into account the fact that some scientific articles might be
indexed in both the Web of Science and Scopus databases, thus resulting in duplicate entries, while
other scientific works may only be indexed in one of the databases. Consequently, in Step 4 of the
review methodology, after having concatenated the works retrieved from the two scientific databases,
we eliminated any duplicate entries, retaining only a single instance of each scientific paper.

The particular reason for distinguishing between the two databases is the sheer fact that the two
internationally renowned databases have different contents with regard not only to the indexed scientific
works, but also with regard to the categories of classification by domain of interest of the papers, and
this is why we had to represent the charts depicting the data corresponding to each particular indexing
database in different graphics. One can therefore observe that there has been an increasing interest in
the literature over the years in the topic targeted by this review, as is clearly depicted by the official data
retrieved from the individual databases and distinctly graphically represented for each of database,
in accordance with the official records for each database in the absence of duplicate entries.

In order to obtain an initial image regarding the number and content of the scientific papers
retrieved from the two databases, we computed, for both the Elsevier Scopus and Clarivate Analytics
Web of Science international databases, a series of plots highlighting the number of publications per
year (Figure 3), the number of publications by type (Figure 4) and the number of publications per
subject area (Figure 5).

Publications per year according to Scopus
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2
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(b) Publications per year according to Clarivate Analytics Web of Science international database

Figure 3. The number of publications per year according to the two used databases.
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By analyzing Figure 3, we noticed that during the last 5 years, the targeted subjects have been
the focus of the research activity of an exponential growing number of papers indexed in both of the
used databases, reflecting not only the interest of the authors of these papers but also the development
of machine learning models and their integration with sensor devices in smart buildings during the
analyzed period of time.

Publications by type according to Scopus

0.64%.  0.08%
1.83% %

B Conference Paper
= Article

Conference Review
= Book Chapter
= Review
= Short Survey
= Undefined

10.12%

(a) Publications by type according to Elsevier Scopus international database
Publications by type according to Web of Science

0.25%
1.78%

B Proceedings Paper
= Article

Review
= Book Chapter

= Data paper

(b) Publications by type according to Clarivate Analytics Web of Science international database

Figure 4. The number of publications by type according to the two used databases.

Analyzing Figure 4, it can be remarked that the searches performed across the two databases
returned a wide range of publication types. Therefore, even if the two consulted databases had returned
different search results, the statistics regarding the number of publications by type according to the
two databases would be similar, to a large extent, with respect to the hierarchy of the types, if not the
percentages. Even though the two databases structure their searches into slightly different categories,
the order of the categories of publications returned (in descending order by number of papers) by the
searches performed within the two databases are highly similar. With respect to the percentages of
different types of publications within the returned results, by analyzing Figure 4, it can be observed
that in the case of the Elsevier Scopus international database, the “Article” type of paper represents a
percentage of 29.48, while in the case of the Clarivate Analytics Web of Science international database,
this type of paper represents a percentage of 46.06 of the total number of published scientific works.
With respect to the papers of the “Review” type, they represent a percentage of 0.64 in the case of the
Elsevier Scopus international database and a percentage of 3.31 in the case of the Clarivate Analytics
Web of Science international database. With respect to “Book Chapters”, the search within the Elsevier
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Scopus database returned a percentage of 1.83 of the total number of retrieved scientific works, while
the Clarivate Analytics Web of Science database returned a percentage of 1.78.
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Figure 5. The number of publications per subject area according to the two used databases.

Examining Figure 5, it can be observed that the searches returned an extensive assortment of
subject areas based on the search terms of the queries. One interesting aspect of the results depicted in
Figure 5 is the fact that, in the cases of both Elsevier Scopus and Clarivate Analytics Web of Science
international databases, some papers are considered to belong to more than one subject area.

Even if the results returned are structured by the two databases into slightly different types and
subject areas, it is still possible to observe a series of similarities regarding the statistics of the returned
results. Therefore, in the case of the Elsevier Scopus database, the most frequently approached subject
areas are: Computer Science, Engineering and Mathematics (representing percentages of 37.73, 25.05
and 8.97, respectively, of the returned results), while in the case of the Clarivate Analytics Web of
Science database, the hierarchy of the three most frequently approached subject areas is: Engineering,
Computer Science, and Telecommunications (with percentages of 27.32, 22.35 and 9.54, respectively).

In the third step of the devised approach, by concatenating the two initial pools of scientific works
retrieved from the Elsevier Scopus and Clarivate Analytics Web of Science international databases, we
obtained a raw custom scientific works database. However, the raw set of scientific papers obtained
still required further refinement, due to the fact that at the end of the third step, the constructed set
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contained duplicate copies of some papers. Therefore, during the fourth step, we eliminated the
duplicates from the set of scientific papers.

Afterwards, in order to make further improvements to the obtained set of scientific papers, in
the fifth, sixth, seventh, and eighth steps, we successively refined the obtained set of scientific works
by taking into account the following criteria: title, year of publication, abstract, and content of the
paper. Regarding the year of publication, we decided not to plot papers published in 2019 in Figure 3
(as only half of the year had passed at the point at which we retrieved the papers used for our survey),
or those papers scheduled to be published in the following year, 2020, because in these two cases,
there would be further papers still to be published, and therefore the actual numbers of published
papers from these two years would not be able to be taken into account when computing statistics
regarding the number of publications per year according to the two used databases. However, in the
subsequent analyses, in Figures 4 and 5 and throughout the whole developed survey, for reasons of
consistency, we took into account papers whose publication year is (or is scheduled to be) up to 2020.
Regarding the earliest year of publication taken into consideration when devising our survey, as we
were targeting recent developments in integrating machine learning models with sensor devices in
the smart buildings sector with a view to attaining enhanced sensing, energy efficiency, and optimal
building management, in our review article we focused mainly on scientific papers published after the
year 2012. Moreover, the topic that we are addressing in our survey actually began to soar after this
year, as can be seen from Figure 3a,b.

Regarding the filtering performed in the eighth step, when refining the results based on the content
criterion, we also eliminated documents published in conference proceedings from the custom database,
on account of the fact that the most prominent proceedings papers have also been published in extenso
in prestigious journals as scientific articles or reviews, while the remainder, being proceedings, do not
contain comprehensive details regarding the developed methodologies and their implementations.
Therefore, at this point our database contained a total number of 146 papers.

In the last step of the devised methodology, based on the final form of the custom tailored database
of scientific papers, we developed our survey regarding recent developments in the integration of
machine learning models with sensor devices in the smart buildings sector with a view to attaining
enhanced sensing, energy efficiency, and optimal building management.

In the following, we present a review of the papers that were identified by applying the devised
methodology, identifying on the basis of summarization tables and their analysis the machine learning
models that are most suitable for integration with sensor devices in the smart buildings sector.

3. Enhanced Sensing by Integrating Machine Learning Models with Sensor Devices in the Smart
Buildings Sector

In the following, we conducted a review of the most recent scientific articles, on the basis of the
devised research methodology. For each of the identified supervised or unsupervised machine learning
models, we summarize, according to the search criteria and methodology, the papers addressing those
respective models. A selection of the most recent papers (sorted in descending order of publication
year) is presented in the following sections, while comprehensive summarization tables are presented
in the Supplementary Materials (Tables S1-516).

3.1. Supervised Learning

3.1.1. Classification

Based on the devised methodology, we selected and summarized scientific papers that implement
the Support Vector Machines (SVM) method integrated with sensor devices in smart buildings.
A summary of 25 articles from the scientific papers pool that address Support Vector Machine
approaches integrated with sensor devices in smart buildings can be found in Table S1 in the
Supplementary Materials file, while a selection of five of the most recent papers is presented in Table 1.
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Examining the 25 papers selected and summarized in Table S1, presented in the Supplementary
Materials file, it can be observed that 32% of them take into consideration smart buildings in general
(including smart care houses, smart hospitals, smart offices), while the remaining percentage of
scientific papers refer solely to smart homes. With respect to the publication year, 60% of the identified
articles were published during the last 5 years.

In their research, the authors of these papers implement various types of sensors, according to their
purposes, namely: indoor sensors [1], occupancy information sensors [1], electricity meters [1,6,44],
motion sensors [6,7,30,59,60], item kitchen sensors [6], door sensors [6,59,61,62], temperature
sensors [1,2,6,59,63], photosensors [1,3,63], status of water and burner sensors [6,59], acceleration
sensors [4,7], Kinect motion sensors [7], modern smartphone sensors [4,7,60], passive radar-based
sensors [8], unobtrusive sensors [9,14], infrared sensors [15,30], wireless sensor networks [61,62],
accelerometers [5,63], altimeters [63], gyroscopes [63], barometers [63], heart rate monitor [63],
embedded sensors [4,10,32,60,63], binary sensors [29,31,59,61], sensors installed in everyday objects [62],
ubiquitous sensors [29], building management systems [44], weather stations [44], video systems [52],
multi-appliance recognition systems [64], sensors for the Heating, Ventilation, and Air Conditioning
(HVAC) technology [65].

With respect to the reasons for using the SVM method with sensor equipment in smart buildings,
it can be observed that the recognition of human activity is at the forefront, as this is addressed in
most of the papers [3,4,6,8-10,14,15,29-32,59,60,62,63]. Assisted living was a strong motivation for
using the SVM method with sensor devices in the smart buildings sector; seven of the identified
papers focusing on the recognition of human activity did so in order to provide appropriate assisted
living [6,14,15,30-32,63], while other papers aimed to achieve assisted living by focusing on human
fall detection [7], human behavior recognition [2], assessment of occupancy status information, and
identification of human behavior [61]. Other reasons for applying SVM with sensors in smart buildings
include measuring the occupancy status of a building’s inhabitants in order to improve the energy
prediction performance of the building’s energy model [1], classifying the gender of occupants [5],
forecasting electricity consumption [44], detecting and classifying human behavior with a view to
maximizing comfort with optimized energy consumption [52], recognizing household appliances
in order to assess their usage and develop habits of power preservation [64], and selecting optimal
sensors for use in complex system monitoring problems such as HVAC chillers [65].

With respect to the devised methods, in [1], the authors made use of the Support Vector Machine
technique and compared the obtained results with those obtained using Decision Tree and Artificial
Neural Networks. In [6], the Support Vector Machine approach was implemented with a polynomial
kernel of degree 3 (P-SVM), and afterwards, a comparison was conducted with other four classifiers:
Radial Basis Function kernel-Support Vector Machine (RBF-SVM), Naive Bayes, logistic recognition,
and Recurrent Neural Network (RNN). The authors of [7,8,32,52,59,60] developed their research
based solely on the Support Vector Machine technique. In [2], the Support Vector Regression (SVR)
and Recurrent Neural Network (RNN) approaches were used. In [9] the Support Vector Machine
technique was implemented for classification purposes, along with two different feature extraction
methods: a manually defined method, and a Convolutional Neural Network (CNN). The authors of [3]
implemented the Support Vector Machine (SVM), Convolutional Neural Network-Hidden Markov
Model (CNN-HMM) and Long Short-Term Memory networks (LSTM) learning algorithms. In [10], the
authors developed a hybrid approach combining the Beta Process Hidden Markov Model (BP-HMM)
and the Support Vector Machine (SVM). In [4], the authors developed a Coordinate Transformation
and Principal Component Analysis (CT-PCA) scheme and compared the results obtained using the
K-Nearest Neighbor (KNN), Decision Tree (DT), Artificial Neural Network (ANN), Support Vector
Machine (SVM) techniques. The authors of [14] used a hybrid approach, combining the Neural Network,
C4.5 Decision Tree, Bayesian Network and Support Vector Machine techniques. Also based on a hybrid
approach, the authors of [15] made use of SVM, Linear Kernel, Multinomial Kernel, and Radial Basis
Function (RBF) kernel, and compared their results with those obtained using the K-Nearest Neighbor,
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Gaussian Mixture Hidden Markov Model (GM-HMM), and Naive Bayes approaches. The hybrid
approach developed in [61] combines resampling methods such as oversampling and undersampling
with Support Vector Machines and Linear Discriminant Analysis (LDA). In [5], the authors combined
Bagged Decision Tree, Boosted Decision Tree, Support Vector Machines (SVMs) and Neural Networks
in order to carry out gender classification. In [30], the authors used a series of learning classification
algorithms, namely Naive Bayesian (NB), Support Vector Machine (SVM), and Random Forest (RF).
The authors of [63] developed their research using the Multilayer Perceptron Neural Network (MLP),
Radial Basis Function Neural Network (RBF), and Support Vector Machine (SVM) techniques. In [31],
the authors made use of the Support Vector Machine (SVM), Evidence-Theoretic K-Nearest Neighbor
(ET-KNN), Probabilistic Neural Network (PNN), K-Nearest Neighbor (KNN), and Naive Bayes (NB)
techniques. The authors of [62] conducted their research using various methods of feature extraction,
including Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Linear
Discriminant Analysis (LDA); afterwards, the new features selected by each method were used as
inputs for a Weighted Support Vector Machines (WSVM) classifier. In [29], a hybrid method was
developed by combining the Synthetic Minority Oversampling Technique (SMOTE) with Cost-Sensitive
Support Vector Machines (CS-SVM). The authors of [44] developed a model based on Support Vector
Regression (SVR). In [64], the authors developed a hybrid method by combining the Support Vector
Machine with the Gaussian Mixture Model (SVM/GMM) classification model with a view to classifying
electric appliances. In [65], the authors compared the Support Vector Machines (SVMs), Principal
Component Analysis (PCA), and Partial Least Squares (PLS) methods.

The performance metrics considered in the scientific papers that used Support Vector Machines
integrated with sensor devices in smart buildings include: Accuracy [1,3,5,7-10,29,31,59,61,62,64];
Standard Deviation [1,63]; True Positive Rate [6,7,59]; False Positive Rate [6,7,59]; Precision [6,29,
30,59,61,62]; Recall [6,29,59,61,62]; F-measure [6,29,30,59,61,62]; True Negative rate [7,59]; False
Negative Rate [7,59]; Sensitivity [7,14,30]; Specificity [7,14,30,59]; Recognition Rate [10,60,64];
Receiver-Operating-Characteristic (ROC) Curve [6,14]; Confusion Matrix [8,15]; Average Error and
Error Rate [2]; Root Mean Square Error (RMSE) [9] and Mean Squared Error (MSE) [3]; Classification
Rate [15,52]; Absolute Mean, Variance, Median Absolute Deviation, Maximum, Minimum, Signal
Magnitude range, Power, Interquartile range for computing the time and the Maximum, Mean,
Skewness, Kurtosis, and Power of the frequency [4]; Matthews Correlation Coefficient [59]; Similarity
Degree [32]; Mean, Standard Deviation (STD), Maximum, Minimum, Median, Mode, Kurtosis,
Skewness, Intensity, Difference, Root-Mean-Square (RMS), Energy, Entropy, and Key Coefficient [63];
Coefficient of Variation (CV) and Standard Error [44]; and Success Rate [64].

With regard to the five most recent scientific articles making use of Support Vector Machines with
sensor devices in smart buildings (Table 1), it can be seen that in [1], Kim et al. aimed to enhance the
accuracy of energy forecasting for buildings that were not under construction, by means of assessing
occupancy status information using a machine learning approach consisting of applying Support
Vector Machines, Decision Tree and Artificial Neural Networks to process the data recorded by different
types of sensors. The authors gathered the necessary data using indoor environmental sensors like the
thermocouple TX-FF-0.32-1P manufactured by Fukuden with a view to measuring the temperature,
a Deltaohm HD2021T AA-SP photosensor for measuring the illuminance level, a Lufft OPUS20 TCO
sensor for measuring the relative humidity and CO, concentration, a PN1500 occupancy status sensor
built by Botem, a Yokogawa PR300 electricity meter along with an Enertalk Plug produced by Encored
Technologies for measuring the electricity consumption of the Personal Computer (PC), and an Electric
Heat Pump (EHP). After carrying out the training and validation processes, the authors noticed that all
of the tested machine learning algorithms provided their best results during the summer and their worst
results during the spring, whereas the Support Vector Machine approach provided an increased level
of accuracy compared with the other two approaches. In light of the promise of the obtained results,
the authors aimed to extend their research by addressing open office spaces, which are frequently
encountered in office buildings, overcoming the limitation of using only a single private office.
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In [6], Machot et al. proposed a method making use of Support Vector Machines with a Polynomial
Kernel of Degree 3 (P-SVM) for the recognition of human activity in order to help persons with disabilities
in smart homes. The authors put forward a windowing technique relying on data recorded by different
types of sensors used for motion, kitchen items, doors, temperature measurements, electricity metering,
burner state determination, and cold and hot water usage. In addition to the data recorded from smart
homes, available from the Center for Advanced Studies in Adaptive Systems (CASAS) dataset, Machot
et al. performed experimental tests on data simulated by the Human Behavior Monitoring and Support
(HBMS) software tool, identifying a set of temporal and spatial characteristics that were then used in
order to compute, assess and build a conclusive feature vector. The authors compared their proposed
method with the Radial Basis Function kernel-Support Vector Machine (RBF-SVM), Naive Bayes,
Logistic Recognition, and Recurrent Neural Network (RNN) approaches, obtaining improved results,
as highlighted by the applied performance metrics, which included True Positives, False Positives,
Precision, Recall, F-Measure, and the Receiver-Operating-Characteristic Curve.

Acknowledging the importance of accurate human fall detection and the numerous challenges
arising due to the plethora of possible activities carried out by a person within a residential environment,
in [7], Li et al. propounded a collaborative platform for detecting human falls. The platform comprises
two sub-systems: one that uses a smart phone’s built-in three-axis acceleration sensors and another
that processes, using an SVM approach, the recorded data from a Kinect’s motion sensors. The
developed platform identifies a fall by combining the data provided by the two sub-systems based
on two approaches: a logical rules process and a Dempster-Shafer theory-based method. In terms
of performance, Li et al. computed and analyzed the True Positive (TP), True Negative (TN), False
Positive (FP), False Negative (FN), Sensitivity/True Positive Rate (TPR), Specificity (SPC)/True Negative
Rate (TNR) and Accuracy (ACC) metrics, concluding that the proposed approach was promising when
taking into account the rapid development, diversification and integration of sensors.

In [8], Li et al. proposed a passive radar-based human activity recognition and classification
method that was able to distinguish the particular body movements, physical activity patterns, and
respiration of a person. A wireless energy transmitter device, such as a WiFi access point, was used to
provide the signals necessary to identify the residents’ activity in the smart home. The method devised
by the authors comprises two stages: the Doppler data is obtained and subsequently processed by
means of SVM classification in order to recognize human physical activity, while in order to detect the
respiration process, a micro Doppler extraction is performed upon a Doppler spectrogram followed by
the application of a Savitzky—-Golay noise removal filter. The analysis of the performance metrics, which
included Confusion Matrices and Classification Accuracy, confirmed that the proposed method offered
satisfactory performance levels for the two analyzed situations, namely, physical activity recognition
and breathing detection. The authors concluded by stating that the obtained results were promising in
the healthcare field, with one advantage being the fact that no wearables or intrusive sensors were
needed, meaning that the proposed system could therefore prove useful when the monitoring is being
carried out over longer periods of time. The authors remarked that the developed system targets single
user scenarios, and that implementing it in real-world working environments would necessitate the
development of enhanced methods for separating multiple signals and behavior patterns.

Simulated sensor data related to temperature and heat were used by Zhao et al. in [2] with the aim of
recognizing human behavior in smart buildings. Using the EnergyPlus software, the authors simulated
different time-series of building-related data samples on which they subsequently applied two methods,
one based on Support Vector Regression (SVR) and the other based on Recurrent Neural Networks
(RNNSs). The results obtained after conducting the experimental tests indicated that the two approaches
provided similar levels of performance, as shown by the registered performance metrics, namely the
Average Error and the Error Rate. This study confirmed that the Support Vector Regression approach
was more flexible, and made it possible to add or remove features from the model without significantly
affecting the model’s accuracy; meanwhile, the Recurrent Neural Network approach provides a higher
level of accuracy when the model’s features do not change much over the course of time.
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Then, from the obtained pool of scientific articles resulting from applying the devised review
methodology, we identified, analyzed and summarized those that make use of the Discriminant
Analysis technique integrated with sensor devices in smart buildings for classification purposes.
A complete summarization table (Table S2) is provided in the Supplementary Materials file, while
Table 2 presents five of the most recent papers that address this subject.

Analyzing the papers in Table S2 in the Supplementary Materials file, it can be observed that 83%
of them refer to smart homes, while the remainder deal with any type of smart buildings (like smart
offices, smart hospitals, smart foster care houses, smart retirement homes).

In these papers, the authors make use of a variety of different types of sensors. In [17], Brennan et al.
considered a scalable wireless sensor network with CO,-based estimation. In [61], Abidine et al. used a
wireless sensor network comprising binary sensors like reed switches to determine the open-closed state
of the doors and cabinets, pressure mats to determine whether the subject was lying down in the bed or
on the couch, and float sensors to determine whether the toilet had been flushed. In [62], Abidine et al.
analyzed sensor networks in a pervasive environment, with sensors installed in everyday objects
such as doors, cupboards, the refrigerator, and the toilet flush to record activation/deactivation events
(opening/closing events). Liao et al. based their study in [66] on sensors for motion detection. In [16],
Tian et al. used a wearable accelerometer, which provided inertial information of human activity. In [33],
Alam et al. considered four kinds of biosensors: Electro-Dermal Activity sensors (EDA), Electrocardiogram
sensors (ECG), Blood Volume Pulse sensors (BVP) and surface Electromyography sensors (EMG).

In theidentified papers, the reasons for using the Discriminant Analysis method with sensor devices
in smart buildings were equally distributed between human activity recognition/classification [16,17,62]
and the detection of human behavior in the context of assisted living [33,61,66].

With respect to the devised methods, in [16], the authors used the Kernel Fisher Discriminant
Analysis (KFDA) technique and the Extreme Learning Machine (ELM) and performed a comparison
between Best Base ELM, SVM, Bagging, AdaBoost and the proposed method. In [17], the authors compared
Gradient Boosting, K-Nearest Neighbor (KNN), Linear Discriminant Analysis, and Random Forest.
In [61], the authors used a hybrid method, combining resampling methods like Oversampling and
Undersampling with Support Vector Machines and Linear Discriminant Analysis (LDA). The authors
of [66] implemented the Discriminant Analysis technique. In [33], the authors implemented a Hidden Markov
Model (HMM), Viterbi path counting, and a scalable Stochastic Variational Inference (SVI)-based
training algorithm, along with Generalized Discriminant Analysis. In [62], the authors made use of
various methods of feature extraction (Principal Component Analysis (PCA), Independent Component
Analysis (ICA), and Linear Discriminant Analysis (LDA)) and the new features selected by each method
were subsequently used as the inputs for a Weighted Support Vector Machines (WSVM) classifier.

The performance metrics considered in the scientific papers that use the Discriminant Analysis
technique integrated with sensor devices in Smart Buildings include: Accuracy [16,17,33,61,62,66];
Precision [61,62]; Recall [16,61,62] and F-measure [33,61,62]; Root-Mean-Square Error (RMSE) [17];
Coeftficient of Variance (CV) [17]; Normalized Root-Mean-Square Error (NRMSE) [17]; Coefficient of
Variation of the RMSD (CV) [17]; Sensitivity (Sen) [33], Specificity (Spe) [33]; and Area Under the
Receiver Operating Characteristic (ROC) Curve (AUC) [33].

Regarding five of the most recent scientific articles that make use of the Discriminant Analysis
technique with sensor devices in smart buildings (Table 2), it can be observed that in [16], Tian et al.
put forward a method for human activity recognition in a smart home. The proposed approach
makes use of a wearable tri-axial accelerometer that provides inertial data related to the resident’s
activity. The collected data from the sensors are further processed using the Kernel Fisher Discriminant
Analysis (KFDA) technique in order to refine and improve the feature vectors that were to be used in
the subsequent processing step, which consisted of applying the Extreme Learning Machine classifier
trained using the bootstrap method. After comparing the proposed method with the Best Base ELM,
SVM, Bagging and AdaBoost approaches, the authors stated that their obtained results were superior,
as confirmed by the Accuracy and Recall performance metrics.
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Human activity recognition in smart buildings was also addressed in another recent paper [17],
in which Brennan et al. studied the performance of several machine learning models, namely,
Linear Discriminant Analysis, Gradient Boosting, K-Nearest Neighbor and Random Forest, with data
gathered from a scalable wireless sensor network with CO,-based estimation, with a view to accurately
recognizing human activity without having to make use of expensive and privacy intrusive equipment
such as computer vision and smart video cameras. In order to compare the results obtained using each
of the models, the authors computed performance metrics which included Accuracy, Root-Mean-Square
Error (RMSE), Normalized Root-Mean-Square Error (NRMSE) and Coefficient of Variance (CV), thereby
concluding that all of the models were able to provide increased levels of performance when the
training dataset comprised information regarding the sensor data in terms of structure and magnitude.

In[61], Abidine et al. aimed to assess the occupancy status information and detect human behavior
within a smart home with a view to providing assisted living health care. The authors recorded the
data using a wireless sensor network comprising binary sensors like reed switches to determine the
open-closed state of the doors and cabinets, pressure mats to determine whether someone was lying
down in the bed or on the couch, and float sensors to identify whether the toilet had been flushed. The
collected data were processed using a hybrid approach, obtained by combining resampling methods
like Oversampling and Undersampling with Linear Discriminant Analysis (LDA) and Support Vector
Machines (SVM). The authors compared the obtained results in terms of accuracy, precision, recall and
F-measure with other methods from the scientific literature that rely on the Hidden Markov Model
(HMM) and the Conditional Random Field (CRF) statistical modeling technique, concluding that
Oversampling with Linear Discriminant Analysis offers the best performance level.

Another scientific work that uses the Discriminant Analysis technique with sensing equipment
in a smart home is that of Liao et al. [66], in which the authors aimed to overcome the limitations
of existing human fall detection methods in terms of both accuracy detection and privacy intrusion
issues. To this end, the authors collected data using motion detection sensors and made use of the
Discriminant Analysis method to extract certain features corresponding to a resident’s behavior, and
to build an associated feature vector, which was then compared with features representing the state
of having fallen down. After performing the experimental tests with respect to the robustness of the
proposed approach, the authors stated that the results obtained confirmed the performance of the
devised method.

Acknowledging the numerous benefits that assisted living brings to a patient’s health and
wellbeing, in [33], Alam et al. proposed a framework for Ambient Assisted Living (AAL) with a view
to predicting emergencies concerning the psychiatric states of patients in a smart home environment.
In order to record the different symptoms of psychiatric patients, the authors made use of four types of
biosensors, namely Electro-Dermal Activity (EDA) sensors, Electrocardiogram (ECG) sensors, Blood
Volume Pulse (BVP) sensors, and surface Electromyography (EMG) sensors. The recorded data were
processed using a method that made use of several machine learning techniques, specifically the
Hidden Markov Model (HMM) for modeling the psychiatric states, the Viterbi algorithm and the
Stochastic Variational Inference (SVI) scalable algorithm for approximating the model’s parameters,
and Generalized Discriminant Analysis (GDA) in order to focus better on the characteristics belonging
to the same psychiatric state class. After conducting an experimental study and analyzing the results in
terms of prediction Accuracy (Acc), Sensitivity (Sen), Specificity (Spe), F-Measure (FM) and Area Under
the ROC Curve (AUC), the authors concluded that their proposed approach was able to supplement
existing psychiatric care in residential spaces.

Subsequently, taking into consideration the devised methodology, we identified and summarized
scientific papers that implemented the Naive Bayes method integrated with sensor devices in smart
buildings. The research articles that address Naive Bayes approaches integrated with sensor devices in
smart buildings are summarized in Table S3 in the Supplementary Materials file, while a selection of
five of the most recent papers is presented in Table 3.
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Analyzing the papers in Table S3, it can be observed that, according to the authors of these
papers, all of the studies focused on smart homes. The authors of these scientific articles made
use in their analyses of different types of sensors, including: biomedical sensors [11]; ambient data
sensors [11,34,68]; acoustic sensor networks [67]; WiFi-enabled sensors [36]; Passive Infrared (PIR)
sensors [30,34]; binary sensors [31,69]; and motion sensors [30,70].

With respect to the reasons for using the Naive Bayes method with sensor equipment in smart
buildings, one can observe that the recognition of human activity was the main subject of the identified
papers summarized in Table S3, being addressed in papers [11,30,31,34,68-70]. Meanwhile, several
of the above-mentioned scientific papers that use the Naive Bayes integrated with sensor devices
in Smart Buildings also addressed issues regarding assisted living [11,30,31,34,36]. Other reasons
for applying the Naive Bayes method with sensors in smart buildings include obtaining accurate
information regarding the positions of surrounding objects, an aspect especially useful for autonomous
systems and smart devices [67] or in developing an Internet of Things (IoT)-based fully automated
nutrition monitoring system [36].

With respect to the devised methods, in [11], the authors made use of a hybrid approach based
on the Naive Bayes (NB) Algorithm and the Whale Optimization Algorithm (WOA), subsequently
presenting a comparison among six classifiers: Decision tree (J48), Random Forest (RF), Ripper (JRip),
Naive Bayes (NB), Nearest Neighbor (IBK), Support Vector Machine (SVM). In [67], the authors
implemented the Bayesian filter in order to estimate the trajectories of source positions using an
acoustic sensor network. In [68], a comparison of the supervised learning models was presented:
Naive Bayes (NB), C4.5 Decision Tree, Logistic Regression, K-Nearest Neighbor, and Random Forest
were used in order to detect and estimate occupancy in smart homes. In [36], the authors developed a
hybrid approach by combining Bayesian algorithms and a 5-layer Perceptron Neural Network method
for diet monitoring purposes; the authors of [34] used the Bayes filter algorithm to locate people.
In [30], the authors made use of learning classification algorithms, including Naive Bayes (NB), Support
Vector Machine (SVM) and Random Forest (RF). The authors of [31] made use of the Naive Bayes
(NB), Support Vector Machine (SVM), Evidence-Theoretic K-Nearest Neighbor (ET-KNN), Probabilistic
Neural Network (PNN), and K-Nearest Neighbor (KNN) methods. In [69], the Dempster-Shafer
theory was implemented, and was subsequently compared with the Naive Bayes classifier and J48
Decision Tree. In [70], the authors applied a hybrid approach based on the Naive Bayes classifier,
Hidden Markov Model and Viterbi algorithm.

The performance metrics that were chosen by the authors of the scientific papers that use the Naive
Bayes method integrated with sensor devices in smart buildings include: Accuracy [11,31,34,36,68,70];
Precision [11,30,69]; Recall [11,69]; F—measure [11,30,69]; Mean Value and Standard Deviation [67];
Accuracy, True Positive Rate, True Negative Rate with a view to assessing the performance in detecting
the occupancy, along with the Mean Absolute Error and the Root Mean Square Error, for establishing
the number of occupants [68]; and Error Rate [34].

Regarding five of the most recent scientific articles that make use of the Naive Bayes machine
learning classifiers with sensor devices in smart buildings (Table 3), it can be observed that in [11],
Hassan et al. proposed a hybrid approach, consisting of a hybrid algorithm combining Naive Bayes
(NB) and Whale Optimization Algorithm (WOA) in order to achieve real-time remote monitoring
in a smart hospital of patients affected by chronic illnesses who reside outside of a hospital, thereby
increasing the number and quality of monitored patients while reducing the associated hospitalization
costs. The datasets were recorded by means of biomedical sensors for acquiring medical data based
on physiological signals, behavioral patterns (e.g., smoking, drinking alcoholic beverages, taking
medications), ambient data (e.g., humidity, temperature, noise), and contextual information (e.g.,
location, activity). After comparing the obtained results of their proposed hybrid approach with those
recorded by using six machine learning classifiers, namely, Decision tree (J48), Random Forest (RF),
Ripper (JRip), Naive Bayes (NB), Nearest Neighbor (IBK) and Support Vector Machine (SVM), the
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authors concluded that the performance metrics Accuracy, Recall, Precision and F-Measure confirmed
the superiority of their proposed approach.

With a view to acquiring accurate knowledge of the positions of surrounding objects in a smart
home, an aspect that is useful for both autonomous systems and smart devices, in [67], Evers et al. used
a Bayesian filter in order to approximate the position trajectories of sources by acquiring data using a
network of acoustic sensors. The authors aimed to overcome the challenges implied by approximating
the direction of arrival for the source positions, directions that become more difficult to approximate
due to the sound field becoming more diffuse as the distance from the sensor increases, causing an
increase in reverberations and noises. The authors proposed using a coherent to diffuse ratio to measure
the reliability of a direction of arrival in the case of localizing a single source, and showed that it is
possible to triangulate the positions of a source by probabilistic means, taking advantage of the spatial
diversity of network nodes.

In [68], Zimmerman et al. made use of environmental sensors that record data related to
carbon dioxide, total volatile organic compounds, air temperature, and relative air humidity in order
to determine the occupancy level within smart homes. The datasets retrieved from sensors were
categorized using a correlation method, and the authors subsequently compared several supervised
learning models: Naive Bayes (NB), C4.5 Decision Tree, Logistic Regression, K-Nearest Neighbor,
and Random Forest. These were used to detect and estimate the occupancy level. On the basis of
the Accuracy, True Positive Rate and True Negative Rate for assessing the occupancy, along with the
Mean Absolute Error and Root Mean Square Error for evaluating the number of occupants, the authors
evaluated the performance of various classifiers (ZeroR, JRip, Naive Bayes, J48, Logistic, K-Nearest
Neighbor, Random Forest), concluding that the best performance metrics were registered when using
the NB machine learning technique.

Taking into account how important the correct nutritional intake is for people, especially for
infants, in [36], Sundaravadivel et al. put forward an automated nutrition monitoring system based on
the Internet of Things (IoT) concept, aiming to achieve smart nutritional healthcare in smart homes. The
authors’ proposed system comprises WiFi-enabled sensors for food nutrition quantification, a smart
phone application that collects nutritional facts regarding food ingredients, a five-layer perceptron
ANN, and an algorithm based on a Bayesian Artificial Neural Network for predicting and monitoring
meals. After performing the experimental tests, the authors concluded, on the basis of the Accuracy
for the classification of food items and meal prediction, that their proposed system was a reliable tool
for monitoring one’s diet, having the potential to become an indispensable tool for childcare and for
household residents.

In order to accurately identify human presence and to locate residents with sub-room accuracy in
a smart home for assisted living purposes, in [34], Ballardini et al. proposed a probabilistic method that
relied on the Bayes filter algorithm. In order to collect the necessary data, the authors made use of a
Passive Infrared Sensor (PIR) and environmental sensors to measure pressure, temperature, humidity,
and light intensity in a particular area of the home. After having analyzed the obtained results and
the obtained Error Rate, the authors concluded that their developed system provided a high level of
performance, with its only limitation being the fact that the system was only suitable for situations in
which the smart home is inhabited by only a single resident.

Afterwards, using the devised methodology, we selected and summarized scientific papers
that implement the Nearest Neighbor method integrated with sensor devices in smart buildings.
A summary of the papers that address the Nearest Neighbor approaches integrated with sensor devices
in smart buildings is presented in Table S4 in the Supplementary Materials file, while a selection
containing five of the most recent papers is presented in Table 4.
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80% of the scientific papers selected and summarized in Table 54, presented in the Supplementary
Materials file, present research exclusively focused on smart homes, while the remaining 20% take
into consideration smart buildings in general. In these papers, the authors make use of different types
of sensors. In [17], a scalable wireless sensor network with CO;-based estimation was used. In [68],
carbon dioxide, total volatile organic compounds, air temperature, and air relative humidity sensors
were employed. In [71], a single-point Electromagnetic Interference (EMI) smart sensor was used.
In [72], an accelerometer was used. In [31], binary sensors were used.

In these papers, the reasons for using the Nearest Neighbor integrated with sensor devices in
smart buildings were mainly related to human activity recognition/classification [17,31,68,72], the
detection of human behavior in the context of assisted living [31,72], and the detection and tracking
of the operation of information technology (IT) appliances (such as desktops and printers) operating
during non-working hours in office buildings [71].

With regard to the devised research methods, in [17], Brennan et al. compared the Gradient
Boosting, K-Nearest Neighbor (KNN), Linear Discriminant Analysis, and Random Forest methods.
In [68], Zimmermann et al. compared a series of supervised learning models, including Naive Bayes
(NB), C4.5 Decision Tree, Logistic Regression, K-Nearest Neighbor, Random Forest. In [71], Gulati et al.
developed a Nearest Neighbor-based classification algorithm for the statistical features extracted from
histograms of the measured common mode electromagnetic emissions. In [72], Kwolek et al. made use
of the K-Nearest Neighbor (K-NN) classifier and compared the results with those obtained using linear
SVM. In [31], Fahad et al. used the Support Vector Machine (SVM), Evidence-Theoretic K-Nearest
Neighbor (ET-KNN), Probabilistic Neural Network (PNN), K-Nearest Neighbor (KNN) and Naive
Bayes (NB) techniques.

The performance metrics considered in the scientific papers that use the Nearest Neighbor method
integrated with sensor devices in smart buildings include: Accuracy [17,68,72]; Root-Mean-Square
Error (RMSE), Normalized Root-Mean-Square Error (NRMSE) and Coefficient of Variance (CV) [17];
Precision [71,72]; True Positive Rate, True Negative Rate, Mean Absolute Error, and Root Mean Square
Error [68]; Recall [71]; Classification Accuracy [31,72]; and Sensitivity and Specificity [72].

With respect to the five most recent scientific articles addressing the Nearest Neighbor method
integrated with sensor devices in smart buildings (Table 4), it can be observed that in [17], Brennan et al.
developed a Wireless Sensor Network (WSNs) prototype based on CO, measurements in order to
estimate the occupancy estimation in a smart building. With a view to improving the developed
method, the authors compared the performance provided by four learning models, namely Gradient
Boosting, K-Nearest Neighbor (KNN), Linear Discriminant Analysis and Random Forest, using as
performance metrics the Accuracy, Root-Mean-Square Error (RMSE), Normalized Root-Mean-Square
Error (NRMSE), and Coefficient of Variance (CV), finally concluding that the KNN model had produced
the best results.

In [68], Zimmerman et al. made use of environmental sensors (carbon dioxide, total volatile
organic compounds, air temperature, and air relative humidity sensors) in order to assess the occupancy
detection in smart homes. Data retrieved from sensors were classified using a correlation method,
and the authors subsequently compared a few supervised learning models: Naive Bayes (NB), C4.5
Decision Tree, Logistic Regression, K-Nearest Neighbor, and Random Forest. These were used in order
to detect and estimate occupancy. Based on the Accuracy, True Positive Rate and True Negative Rate
for assessing the occupancy, along with the Mean Absolute Error and Root Mean Square Error for
evaluating the number of occupants, the authors evaluated the performance of different classifiers
(ZeroR, JRip, Naive Bayes, 48, Logistic, k-Nearest Neighbor, Random Forest) and concluded that the
best performance metrics were registered when using the NB technique.

In paper [71], the authors analyzed the case in which a single-point Electromagnetic Interference
(EMI) smart sensor is used in order to detect and track the operation of the information technology (IT)
devices, operating during non-working hours in office buildings. To this end, Gulati et al. developed a
Nearest Neighbor-based classification algorithm for the statistical features extracted from histograms
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of the measured common mode electromagnetic emissions. Based on the developed experiments, and
computing in each case the Precision and Recall performance metrics, the authors concluded that their
proposed approach was extremely useful in practice.

In paper [72], Kwolek et al. aimed to improve fall detection using an accelerometer (in order
to indicate a potential fall) and a Kinect sensor (in order to authenticate the eventual fall alert) as
sensors. The authors used the K-Nearest Neighbor (K-NN) classifier, and subsequently compared the
results obtained with those obtained using the linear SVM approach by computing and comparing
the Sensitivity, Specificity, Precision, and Classification Accuracy performance metrics. The authors
concluded that in the case of their dataset, the K-NN approach outperformed the linear SVM one from
a classification performance point of view.

In [31], Fahad et al. made use of binary sensors in order to analyze human activity recognition
and classification in home-based assisted living. The authors carried out a comparative analysis by
taking into consideration five different learning models, namely the Support Vector Machine (SVM),
Evidence-Theoretic K-Nearest Neighbor (ET-KNN), Probabilistic Neural Network (PNN), K-Nearest
Neighbor (KNN) and Naive Bayes (NB) models. Based on Classification Accuracy, the authors noted
that the SVM and ET-KNN registered an improved performance when compared to the other three
analyzed learning models (PNN, KNN and NB).

Afterwards, of the obtained pool of scientific articles obtained based on the devised review
methodology, we identified, analyzed and summarized those that made use of Neural Networks for
classification purposes integrated with sensor devices in smart buildings. A complete summarization
table (Table S5) is provided in the Supplementary Materials file, while Table 5 presents five of the most
recent papers addressing this subject.

Table 5. Five of the most recent scientific articles addressing Neural Networks for classification
purposes integrated with sensor devices in smart buildings.

Reason for Using the

Publication Type of Neural Networks for ~ Neural Networks for Performance
Reference Year Smart Type of Sensors Classification Classification Only Metrics
Building Method with Sensor or Hybrid
Devices
hybrid approach,
. human activity combining Long
wearable hybrid L . .
recognition in medical ~ Short-Term Memory Confusion
[18] 2019 smart home sensarlsystem . care, smart homes, (LSTM) and Matrices, F1
comprising motion R .
sensors and cameras and _?ecL_lrlty Convolutional Neural ~ Accuracy
monitoring Network (CNN)
methods
Convolutional Neural
Networks compared
with traditional
1271 2019 smart home 2 two-dimensional human activity recognition Overall
acoustic array recognition approaches such as Accuracy
K-Nearest Neighbor
and Support Vector
Machines
Coefficient of
Multilayer Perceptron  Determination
(MLP) compared with: (R?), Root Mean
Linear Regression Square Error
23] 2019 smart Wireless Sensor energy consumption (LR), Support Vector (RMSE), Mean
- building Network (WSN) forecasting Machine (SVM), Absolute Error
Gradient Boosting (MAE), Mean
Machine (GBM) and Absolute
Random Forest (RF) Percentage Error

(MAPE)
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Table 5. Cont.

Type of

Reason for Using the
Neural Networks for

Neural Networks for

Reference Pu";:::“’“ Smart Type of Sensors Classification Classification Only Pe;[o:::;::ce
Building Method with Sensor or Hybrid
Devices
indoor environment
sensors:
thermocouple
TX-FF-0.32-1P
(FUKUDEN) for the
temperature;
photosensor HD2021T
AA-SP (Deltaohm) for
the illuminance; assessing the
OPUS20 TCO (Lufft occuy an%: status
sensor for the relative  Uo. L PanCY status Support Vector
1 information in order N Overall
smart humidity and CO, to improve the energy Machine compared Accuracy and
[1] 2019 buildin concentration; rediction with Decision Tree Standard
g occupancy P and Artificial Neural -
. X § performance of a Deviation
information sensor: s Networks
PN1500 (Botem); building energy
electricity meters: model
PR300 (Yokogawa) for
the lighting power;
Enertalk Plug
(Encored
Technologies) for the
PC electricity
consumption and
EHP electricity meter
Deep Convolutional Precision,
Environmental Neural Network Specificity,
sensors: Passive human activity ([?CNN?.compared Recall, F1 Score,
[73] 2018 smart home L with Naive Bayes Accuracy, Total
Infrared (PIR) and recognition (NB) A
temperature sensors g . covracy
Back-Propagation (BP)  Confusion
algorithms Matrix

Analyzing the papers from the Table S5, it can be observed that 79% of them refer to smart homes,
while the remainder take into consideration the more general case of smart buildings. The authors
of these scientific articles make use of different types of sensors in their analyses. These include
wearable sensors [18,74]; environmental sensors [73,74]; motion sensors [18,75]; a two-dimensional
acoustic array [27]; a Wireless Sensor Network (WSN) [23] and sensor networks [76]; temperature
sensors [1,63,73,77]; photosensors [1,63]; Passive Infra-Red Sensors (PIR) [73,75]; sensors for humidity
and for evaluating the carbon dioxide concentration [1,77]; microphones [77]; cameras [18]; occupancy
information sensors [1]; electricity meters [1,75]; accelerometers [5,63]; sensors of IoT devices [38];
an altimeter, a gyroscope and a barometer [63]; sensors mounted on different objects [75]; an unobtrusive
sensing module [14]; and binary and ubiquitous sensors [29].

With respect to the reasons for implementing Neural Networks for classification integrated with
sensor devices in smart buildings, these are mainly related to the recognition/classification of human
activity in the papers [1,5,14,18,23,27,29,63,73-77]. In some of these papers, human activity recognition
has as a final purpose the detection and prediction of abnormal behavior [75], monitoring the activities
of elderly who are living alone [14,63], classification of the gender of occupants in a building [5], and
monitoring the activities of elderly who are living in smart homes care [18,77]. In addition to these
purposes, in other papers, the authors target the study of energy consumption forecasting [1,23] or
achieving advanced connectivity between devices, systems, and services that continuously record
enormous amounts of data from the sensors of IoT devices [38].

With respect to the devised methods, in the paper [18], the authors made use of a hybrid approach,
combining Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) methods.
In [27], the authors implemented Convolutional Neural Networks, comparing them with traditional
recognition approaches such as K-Nearest Neighbor and Support Vector Machines. In [23], the
authors used the Multilayer Perceptron (MLP) method and compared it with Linear Regression (LR),
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Support Vector Machine (SVM), Gradient Boosting Machine (GBM) and Random Forest (RF). The
authors of [1] made use of the Support Vector Machine technique and compared it with the Decision
Tree and the Artificial Neural Networks techniques. In [73], a Deep Convolutional Neural Network
(DCNN) approach was implemented, and this was compared with the Naive Bayes (NB) and the
Back-propagation (BP) algorithms. In [38], the authors made use of a Bayesian Network approach
that was subsequently compared with the Decision Tree and Monolithic Bayesian Network methods.
In [77], the authors developed an Artificial Neural Network based on the Levenberg-Marquardt
algorithm (LMA). In [14], an approach was used combining Neural Network, C4.5 Decision Tree,
Bayesian Network and Support Vector Machine techniques. The authors of [5] implemented the
Bagged Decision Tree, Boosted Decision Tree, Support Vector Machines (SVMs), and Neural Networks
methods in order to classify gender. In [74], Recurrent Neural Networks (RNNs) were used for the
activity recognition process. In [63], the authors used the Multilayer Perceptron Neural Network
(MLP), Radial Basis Function (RBF) Neural Network and Support Vector Machine (SVM) methods.
The authors of [29] used a hybrid method, combining Synthetic Minority Oversampling Technique
(SMOTE) with Cost-Sensitive Support Vector Machines (CS-SVM). In [76], the authors developed
a Bayesian Belief Network (BBN), which was improved using an Edge-Encode Genetic Algorithm
(EEGA) approach and afterwards; they compared the developed approach with the Naive Bayesian
Network (NBN) and Multiclass Naive Bayes Classifier (MNBC). In [75], the authors made use of the
Echo State Network (ESN), Back Propagation Through Time (BPTT) and Real Time Recurrent Learning
(RTRL) methods.

The performance metrics considered in the scientific papers that use Neural Networks for
classification purposes integrated with sensor devices in smart buildings include: Confusion
Matrix [18,38,73]; F1 Score [18,73,74,76]; Accuracy [1,5,18,27,29,38,73,74,76]; Root Mean Square Error
(RMSE) [23,75,77]; Precision [29,38,73,74,76]; Recall [29,38,73,74,76]; Standard Deviation (STD) [1,63];
Mean Absolute Percentage Error (MAPE) [23,77]; Mean Squared Error (MSE) [77]; Coefficient of
Determination (R?) and Mean Absolute Error (MAE) [23]; Specificity [14,73]; Sensitivity (SN), Area
Under the Receiver Operating Characteristic Curve (AUC) [14]; and Maximum, Minimum, Median,
Mode, Kurtosis, Skewness, Intensity, Difference, Root-Mean-Square (RMS), Energy, Entropy and Key
Coefficient [63].

With regard to the five most recent scientific articles that make use of neural networks for
classification purposes with sensor devices in smart buildings (Table 5), it can be observed that in [18],
Yu et al. aimed to enhance human activity recognition in medical care and smart homes and to ensure
secure monitoring by means of a hybrid approach, combining the Long Short-Term Memory (LSTM)
and Convolutional Neural Network (CNN) methods. The authors recorded the necessary data using
a wearable hybrid sensor system comprising motion sensors for identifying and categorizing the
different states of the performed activities, along with cameras that recorded photo streams to finalize
the human activity recognition within the different groups of identified states. After carrying out
the experimental tests and computing the performance metrics, which included Confusion Matrices
and F1-Accuracy, the authors concluded that their devised approach had managed to optimally fuse
the data from the motion sensors with those from the cameras’ photo streams, thereby increasing the
performance when compared with a direct fusing approach.

In [27], Guo et al. proposed a method that made use of Convolutional Neural Networks for human
activity recognition in smart homes in reliance on the data recorded by a two-dimensional sensor array.
The authors aimed to overcome the limitations of traditional methods that make use of ultrasonic
sensors with respect to the numerous operations needed for extracting features from a recorded data
stream by using a single feature for recognizing human activity. The authors compared their proposed
method with traditional recognition approaches such as K-Nearest Neighbor and Support Vector
Machines, obtaining improved results, as highlighted by the Overall Accuracy performance metric.

Considering the numerous benefits and the importance attached to accurate electricity consumption
forecasting in smart buildings and the numerous prediction methods arising from the literature due
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to the evolution of wireless sensing devices and IoT equipment, in [23], Chammas et al. proposed a
Multilayer Perceptron (MLP) approach for forecasting the electricity consumption in a building. The
authors recorded the necessary data using a Wireless Sensor Network (WSN) comprising sensors
for measuring temperature, humidity, and ambient light, along with the information regarding the
weather and timestamp data. Chammas et al. compared their proposed approach with the Linear
Regression (LR), Support Vector Machine (SVM), Gradient Boosting Machine (GBM) and Random
Forest (RF) machine learning methods with respect to the Coefficient of Determination (R?), Root Mean
Square Error (RMSE), Mean Absolute Error (MAE) and the Mean Absolute Percentage Error (MAPE)
performance metrics, concluding that the developed approach was efficient.

Paper [1] was reviewed previously, when analyzing the most recent scientific articles that integrate
Support Vector Machine approaches with sensor devices in smart buildings (Table 1).

Passive Infrared (PIR) and temperature environmental sensors were used by Tan et al. [73] with a
view to recognizing and classifying, in an unobtrusive manner, the activity of multiple inhabitants
within the same smart home. The authors proposed a method based on analyzing the sensor-acquired
Red-Green-Blue (RGB) images by means of a Deep Convolutional Neural Network (DCNN), which was
trained and tested using the Cairo open dataset. The results obtained after conducting the experimental
tests indicated a higher level of performance than those achieved using the Naive Bayes (NB) and
the Back-Propagation (BP) algorithms, as confirmed by the Precision, Specificity, Recall, Confusion
Matrix, F1 Score, Accuracy, and Total Accuracy performance metrics. The authors concluded that the
devised method could be used for practical purposes in cases of smart homes inhabited by two or three
residents, and that the enhancement of the Deep Convolutional Neural Network for the classification
of more intricated human activities would be worth investigating in a future study.

3.1.2. Regression

Subsequently, from the obtained pool of scientific articles obtained based on the devised review
methodology, we identified, analyzed and summarized those making use of Decision Tree integrated
with sensor devices in smart buildings. A complete summarization table (Table S6) is presented in
the Supplementary Materials file, while Table 6 presents five of the most recent papers addressing
this subject.

Table 6. Five of the most recent scientific articles addressing the Decision Tree integrated with sensor
devices in smart buildings.

Reason for
A Type of Using the
Reference Pubilcahon Syr]:mrt Type of Sensors DT Mithod DT Only or Hybrid Performance Metrics
ear Building with Sensor
Devices
a framework for
indoor Group Activity
Detection and
Recognition (GADAR)
and Hierarchical
Clustering, along with
Decision Tree
group classifier, Confusion Matrix,
smart smartphone sensors activity K-Neighbors classifier, ~Accuracy (Mean),
[19] 2019 buildin and Bluetooth detection Deep Neural Accuracy (Variation),
g beacons data and Network, Gaussian Precision, Recall, F1
recognition Process classifier, Score
Logistic regression,
Support Vector
Machine, Linear
Discriminant
Analysis, Gaussian
Naive Bayes
(comparison)
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Table 6. Cont.

Reason for
. Type of Using the
Reference Pub\l(lecaa:lon Smart Type of Sensors DT Method DT Only or Hybrid  Performance Metrics
Building with Sensor
Devices
indoor environment
Sensors:
thermocouple
TX-FF-0.32-1P
(FUKUDEN) for the
temperature;
photosensor HD2021T assessing the
AA-SP (Deltaohm) for &
the illuminance; occupancy
OPUS20TCO (Lufft) 5>
sensor for the relative . ormation Support Vector
5 in order to X
humidity and CO, . Machine compared
smart L improve the . .. Overall Accuracy and
1 2019 buildin. concentration; ener with Decision Tree Standard Deviation
s occupancy dgyf and Artificial Neural
information sensor: pre P ietion Networks
PN1500 (Botem); Pfer ‘;m.ﬁ'.‘“e
electricity meters: (e)n:r utiding
PR300 (Yokogawa) for modii/
the lighting power;
Enertalk Plug
(Encored
Technologies) for the
PC electricity
consumption and
EHP electricity meter
the Overall Prediction
Accuracy, the
On-State Accuracy,
the Present State
. . comparison between  Accuracy, Confusion
- ffice O temp: eraturg, personal Decision Tree, Matrix, the Mean
[50] 2019 srgla.rt (.) relative humidity, air thermal ’ 4
uildings speed, CO comfort Random Forest, Squared Error (MSE),
peed, L2 Boosted Trees the
Root-Mean-Squared
Error (RMSE) and the
Average Test
Accuracy
forecasting
Packet comparison between
Delivery Linear Regression, ]IE{oot Mean Square
N . . rror (RMSE), Mean
smart wireless sensor Ratio (PDR) Gradient Boosting, Percentage Error
[21] 2019 e and Energy ~ Random Forest,
building networks C ! . (MPE), and Mean
onsumption Baseline and Deep Absolute Percentage
(EC) in Learning Neural Error (MAPE) &
Internet of Networks
Things (IoT)
smart office fsggsl?l;:f;i?;z estimating Decision Tree C4.5, Average Error of
[78] 2019 buildi : the number  parameterized Occupancy
uilding power consumption, ¢ occupants  rule-based classifier Estimation

CO; concentration

It can be seen that 32% of the scientific papers selected and summarized in Table S6, presented in
the Supplementary Materials file, analyze smart buildings in general, while 53% target exclusively
smart homes, 11% take into consideration smart office buildings, and the remaining 4% analyze smart
spaces. The authors of these papers make use of different types of sensors, including wireless sensor
networks [17,21,53,79]; sensors for detecting carbon dioxide concentration [1,17,50,53,68,78]; sensors for
detecting total volatile organic compounds [68]; air temperature and humidity sensors [1,50,53,68,80];
pressure sensors [5,80]; wind speed sensors [50,80]; motion sensors [30,78,81]; Passive Infrared (PIR)
sensors [30,82]; electricity meters [1,78,81]; smartphone sensors and Bluetooth beacon data [19]; indoor
environment sensors [1]; occupancy information sensors [1]; sensors measuring the visibility outside the
building [80]; sensors embedded in the environment [81]; wearable and environmental sensors [53,74];
binary infrared sensors [83]; unobtrusive sensing modules, including a gateway and a set of passive
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sensors [14]; simple non-intrusive sensors, door sensors and occupancy sensors [82]; high-sensitivity
underfloor mounted accelerometers [5]; binary sensors installed in doors, cupboards, and toilet
flushes [69]; and cameras, microphones, accelerometers, multisensor board and PC monitoring, and
external sensors integrated in the user’s home automation system [84].

In these papers, the reasons for using the Decision Tree integrated with sensor devices in smart
buildings were mainly related to human activity recognition [1,5,14,17,19,21,30,50,53,68,69,74,78-84].
In some of these papers, human activity recognition was just a first step, subsequently focusing
on: analyzing and improving the energy prediction performance [1,80]; analyzing and ensuring the
thermal comfort of the occupants [50,53]; forecasting energy consumption [21]; estimating the number
of occupants [78]; identifying behavioral patterns [79]; detecting deviating human behavior [82];
monitoring the activities of elderly people living alone [14]; classifying the gender of occupants [5];
and improving home-based assisted living [30].

With respect to the devised research methods, in [19], Chen et al. made use of a hybrid approach,
combining a framework for indoor group activity detection/recognition and hierarchical clustering,
along with the Decision Tree classifier, the K-Neighbors classifier, Deep Neural Network, the Gaussian
Process classifier, Logistic Regression, Support Vector Machine, Linear Discriminant Analysis, and
Gaussian Naive Bayes, drawing a comparison among these techniques. In [79], Zamil et al. used the
ordered Decision Tree and compared their results with those obtained using the ClaSP and CMCla
methods. In [81], Malazi et al. made use of the Emerging Patterns and Random Forest (CARER)
method, comparing it with the Hidden Markov Model, Bayesian Network, Naive Bayes, SVM, Decision
Tree, and Random Forest. In [84], Bjelica et al. implemented the Decision-Tree technique only. In [69],
Sebbak et al. made use of the Dempster—Shafer theory, comparing it with the Naive Bayes classifier
and J48 Decision Tree. In [17], Brennan et al. compared Gradient Boosting, K-Nearest Neighbor (KNN),
Linear Discriminant Analysis, and Random Forest. In [82], Lundstrom et al. made use of a hybrid
approach, combining Random Forest and the third-order Markov chain. In [1], Kim et al. used the
Support Vector Machine and compared their results with those obtained using Decision Tree and
Artificial Neural Networks. In [78], Amayri et al. made use of Decision Tree C4.5, a parameterized
rule-based classifier. In [30], Nef et al. used a series of learning classification algorithms, namely Naive
Bayesian (NB), Support Vector Machine (SVM), and Random Forest (RF). In [68], Zimmermann et al.
presented a comparison of the following supervised learning models: Naive Bayes (NB), C4.5 Decision
Tree, Logistic Regression, K-Nearest Neighbor, and Random Forest. These were used to detect
and estimate occupancy. In [5], Bales et al. combined Bagged Decision Tree, Boosted Decision
Tree, Support Vector Machines (SVMs) and Neural Networks in order to classify gender. In [74],
Palumbo et al. made use of Recurrent Neural Networks (RNNs) for the activity recognition process.
In [50], Shetty et al. compared the Decision Tree, Random Forest and Boosted Trees methods. In [21],
Ateeq et al. compared the Linear Regression, Gradient Boosting, Random Forest, Baseline and Deep
Learning Neural Networks. In [53], Li et al. compared Logistic Regression, K-Nearest Neighbor,
Support Vector Machine, and Random Forest. In [80], Fong et al. made use of an improved version of
the Very Fast Decision Tree (VFDT) classification algorithms and compared their results with those
obtained with CART Decision Tree version 4.8, the Active Learning classifier for evolving data streams,
Fast Incremental Model Trees with Drift Detection (FIMT-DD), Hoeffding Tree or VFDT, the K-Nearest
Neighbor algorithm, Naive Bayes, Online Regression Tree with Options, and Stochastic Gradient
Descent. In [83], Zhao et al. implemented the Fuzzy Decision Tree method. In [14], Kim et al. used a
hybrid approach, combining the Neural Network, C4.5 Decision Tree, Bayesian Network and Support
Vector Machine techniques.

The performance metrics chosen by the authors of the scientific papers that used the Decision Tree
method integrated with sensor devices in smart buildings included Accuracy [1,5,17,19,50,53,68,74,80];
Confusion Matrix [19]; Precision [19,30,69,74,80]; Recall [19,69,74,80]; F1 Score [19,74]; Standard
Deviation [1]; Root Mean Square Error (RMSE) [17,21,68,80]; Mean Percentage Error (MPE) and Mean
Absolute Percentage Error (MAPE) [21]; Average Error of Occupancy Estimation [78]; Normalized
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Root-Mean-Square Error and Coefficient of Variation of the RMSD (CV) [17]; True Positive Rate
and True Negative Rate [68,80]; Mean Absolute Error (MAE) [68,80,84]; Runtime [79]; the Receiver
Operating Characteristic (ROC) curve [80]; the F-Measure [30,69,80,81]; Recognition Success Rate [83,84];
Sensitivity (SN), Specificity (SP) and Area Under the Receiver Operating Characteristic Curve (AUC) [14];
Local Outlier Factor (LOF), Z-Score values, and Cluster Transition Probability [82]; Average Specificity,
Sensitivity [30].

With respect to five of the most recent scientific articles making use of Decision Tree along with
sensor devices in smart buildings (Table 6), it can be observed that in [19], Chen et al. put forward
a framework for indoor group activity detection and recognition (GADAR), achieving hierarchical
clustering in smart buildings by using a Decision Tree classifier and data collected from smartphone
sensors and Bluetooth beacons. The developed framework was designed to contain four layers:
one for the user, one for the data package, one for processing, and one for output. The selection of
the Decision Tree classifier was based on the experimental results obtained after comparing several
machine learning approaches, namely Decision Tree, the K-Neighbors classifier, Deep Neural Network,
the Gaussian Process classifier, Logistic Regression, Support Vector Machine, Linear Discriminant
Analysis, and Gaussian Naive Bayes. A group activity recognition system was developed based on
the devised framework and tasked with distinguishing different types of educational group activities.
The best results were obtained when using the DT classifier, as confirmed by the Confusion Matrix,
Accuracy (Mean), Accuracy (Variation), Precision, Recall and F1 Score performance metrics. The most
important result was the Accuracy of 89% in the cases of both group activity detection and group
activity recognition.

The Decision Tree classifier was employed and compared with Support Vector Machines and
artificial neural networks in paper [1], which was previously analyzed when reviewing the most recent
scientific articles that integrate SVM approaches with sensor devices in smart buildings (Table 1).

Ensuring the wellbeing of inhabitants in smart office buildings in terms of personal thermal
comfort is a topic that has been approached in a recent paper [50], in which Shetty et al. analyzed and
compared the performance of several machine learning approaches, namely Decision Tree, Random
Forest, and Boosted Trees with data recorded from sensors measuring the air temperature, relative
humidity, air speed and CO,, with to the aim of classifying a desk fan’s state and forecasting its speed
in accordance with individual preferences regarding desk fan usage. In order to compare the results
obtained for each of the machine learning approaches, the authors computed the Overall Prediction
Accuracy, the On State Accuracy, the Present State Accuracy, the Confusion Matrix, the Mean Squared
Error (MSE), the Root-Mean-Squared Error (RMSE), and the Average Test Accuracy performance
metrics, concluding that the Random Forest approach registered the highest performance level.

In article [21], Ateeq et al. aimed to forecast the Packet Delivery Ratio (PDR) and Energy
Consumption (EC) of wireless sensor networks, given their paramount importance for Internet of
Things (IoT) devices, which are increasingly being employed in small- to medium-sized smart buildings.
The authors compared the results obtained after applying the Linear Regression, Gradient Boosting,
Random Forest, Single Hidden Layer, and Deep Learning Neural Networks approaches to predict the
PDR and EC, using an open dataset regarding the IEEE 802.15.4 technical standard. After conducting
the experimental study and analyzing the results in terms of Root Mean Square Error (RMSE), Mean
Percentage Error (MPE), and Mean Absolute Percentage Error (MAPE), the authors concluded that
the Deep Learning Neural Networks registered the best level of performance, followed closely by the
Random Forest approach.

Estimating the number of people within a smart office environment with a minimum number of
interactions through video stream acquisition, so as not to disturb the occupants and avoid invading
their privacy, was the topic of interest in [78], where Amayri et al. studied Decision Tree C4.5 and a
Parameterized Rule-Based Classifier using data recorded from commonly available sensors for motion
detection, power consumption, and CO, concentration. Analyzing the obtained results, the authors
concluded that the C4.5 DT algorithm provided the highest level of performance after approximately
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14 interaction spaces, while the Parameterized Rule-Based approach performed better at the beginning
but, due to having only two parameters, in the end the C4.5 DT assessed the number of people within
the smart office environment with a higher degree of accuracy, as determined on the basis of the
Average Error of Occupancy Estimation performance metric.

Subsequently, from the obtained pool of scientific articles resulting from the application of the
devised review methodology, we identified, analyzed and summarized those making use of Ensemble
Methods integrated with sensor devices in smart buildings for classification purposes. A complete
summarization table (Table S7) is presented in the Supplementary Materials file, while Table 7 presents
five of the most recent papers addressing this subject.

Table 7. Five of the most recent scientific articles addressing Ensemble Methods integrated with sensor
devices in smart buildings.

Reason for
o Type of Using the
Reference Publication Smart Type of Sensors Ensemble Ensemble Methods Only or Performance
Year - Methods Hybrid Metrics
Building .
with Sensor
Devices
Extreme Learning Machine
(ELM) for ensemble learning,
smartphone compared with Artificial
smatt :ensofs human Neural Networks (ANN),
[20] 2019 o . activity Extreme Learning Machine Accuracy
building (acceleration, - .
roscope) recognition (ELM), Support Vector Machine
BYTOSCOP! (SVM), Random Forest (RF),
and deep Long Short-Term
Memory (LSTM) approaches
wearable sensor Kernel Fisher Discriminant
accelerometer . Analysis (KFDA) technique,
rovidin human Extreme Learning Machine
[16] 2019 smart home Iianertial s activity (ELM); comparison among Best ~ Accuracy, Recall
information of recognition Base ELM, SVM, Bagging,
human activit AdaBoost and the proposed
Y method
Support Vector Machine (SVM),
Light-Emitting human Convolutional Neural
3l 2018 smart Diode (LED) activit Network-Hidden Markov Accuracy and Mean
building luminaires used reco n};tiun Model (CNN-HMM), Long Square Error (MSE)
as light sensors & Short-Term Memory networks
(LSTM) learning algorithms
Confusion Matrix
wireless sensors presenting number
associated with human of True Positives,
- . . . Cluster-Based Classifier True Negatives,
[85] 2014 smart home  different objects, ~ activity L
- " Ensemble (ensemble method) False Positives and
monitoring the recognition .
tiviti False Negatives,
activities Precision, Recall
and F-Measure
ensemble method, combining
embedded one of the methods: Artificial
Sensors: Activit Neural Networks (ANN), Precision, Recall,
[86] 2013 smart home  stove-sensor, reco i{ion Hidden Markov Model (HMM), F-measure and
refrigerator-sensor, 8N Conditional Random Fields Accuracy
door-sensor (CRF) with the Genetic

Algorithm (GA) approach

Analyzing the scientific articles summarized in Table S7, presented in the Supplementary Materials
file, it can be observed that 40% of them analyze smart buildings in general, while the remaining 60%
take smart homes into consideration. The authors of these scientific articles make use of different types
of sensors in their analyses, including smartphone sensors [16,20]; accelerometers providing inertial
information of human activity [16]; Light-Emitting Diode (LED) luminaires used as light sensors [3];
and sensors associated with different objects [85,86]. In all of the papers selected and summarized
in Table S7, the reason for using the Ensemble Methods integrated with the sensor devices in smart
buildings was the recognition of human activity.
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Regarding the devised research methods, in [20], Chen et al. made use of the Extreme Learning
Machine (ELM) for ensemble learning, and compared it with the Artificial Neural Network (ANN),
Extreme Learning Machine (ELM), Support Vector Machine (SVM), Random Forest (RF), and deep
Long Short-Term Memory (LSTM) approaches. In [16], Tian et al. implemented the Kernel Fisher
Discriminant Analysis (KFDA) technique, along with the Extreme Learning Machine (ELM), and
compared their proposed method with Best Base Extreme Learning Machine (ELM), Support Vector
Machine (SVM), Bagging, and AdaBoost. In [3], Hao et al. made use of the Support Vector Machine
(SVM), Convolutional Neural Network-Hidden Markov Model (CNN-HMM), and Long Short-Term
Memory (LSTM) networks learning algorithms. In [85], Jurek et al. implemented the Cluster-Based
Classifier Ensemble as an ensemble method. In [86], Fatima et al. developed an ensemble approach,
combining each of Artificial Neural Networks (ANN), Hidden Markov Model (HMM), and Conditional
Random Fields (CRF) with the Genetic Algorithm (GA) approach.

The performance metrics chosen by the authors of the scientific papers that use Ensemble Methods
integrated with sensor devices in smart buildings include Accuracy [3,16,20,86]; Recall [16,85,86];
Precision and F-measure [85,86]; Mean Squared Error (MSE) [3]; and Confusion Matrix presenting a
number of true Positives, True Negatives, False Positives and False Negatives [85].

With respect to the scientific articles making use of Ensemble Methods along with sensor devices
in smart buildings (Table 7), after applying the devised review methodology, five recent scientific works
were identified. In [20], Chen et al. proposed an ensemble Extreme Learning Machine (ELM) approach
using Gaussian Random Projection to initialize the input weights with a view to achieving accurate
recognition of a diversity of human activities in smart buildings using non-intrusively recorded data
by means of smartphone sensors, namely accelerometers and gyroscopes. The authors compared
the results provided by their approach with those obtained by using the Artificial Neural Networks
(ANNSs), Extreme Learning Machine (ELM) that didn’t use Gaussian Random Projection to initialize
the input weights, Support Vector Machine (SVM), Random Forest (RF), and deep Long Short-Term
Memory (LSTM) approaches. They concluded that their proposed approach was superior in terms of
recognition accuracy when compared to other existing methods.

An ensemble Extreme Learning Machine method was devised by Tian et al. in [16] and compared
with Best Base ELM, SVM, Bagging and AdaBoost. This paper was previously analyzed when reviewing
the most recent scientific articles that use Discriminant Analysis approaches with sensor devices in
smart buildings (Table 2).

Human activity recognition while the persons are moving in smart buildings is a topic addressed
in a recent paper [3], in which Hao et al. proposed an ensemble learning approach consisting of the
Support Vector Machine (SVM), Convolutional Neural Network-Hidden Markov Model (CNN-HMM)
and Long Short-Term Memory (LSTM) networks learning algorithms. The authors used light-emitting
diode luminaires as light sensors and applied a forward sequential pruning technique to improve the
performance of their proposed ensemble method. The results obtained from the experimental tests
were analyzed in terms of the Accuracy and Mean Squared Error (MSE) performance metrics, with
results of 88% and 0.13 MSE, respectively, for the dynamical occupancy dataset.

In article [85], Jurek et al. aimed to recognize human activity in smart homes by proposing
a cluster-based classifier ensemble method, using numeric and binary data collected by means of
wireless sensors attached to different objects. After conducting the experimental tests and analyzing
the results in terms of the Confusion Matrix presenting the number of True Positives, True Negatives,
False Positives and False Negatives, Precision, Recall and F-Measure, the authors concluded that
their proposed approach offered a higher level of performance than a range of state-of-the-art single
clustering algorithms.

Achieving reliable human activity recognition in the context of the many distinctive features that
different smart homes may exhibit is a topic addressed in [86], where Fatima et al. studied an ensemble
method developed by combining one of the Artificial Neural Networks (ANN), Hidden Markov Model
(HMM) or Conditional Random Fields (CRF) approaches with the Genetic Algorithm (GA) approach,
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using data recorded from embedded sensors mounted on refrigerators, stoves and doors. Analyzing
the obtained results, the authors concluded that their proposed approach offered a higher level of
performance than single classifiers and classical multi-class models, as reflected in the Precision, Recall,
F-Measure and Accuracy performance metrics.

Subsequently, from the pool of scientific articles obtained based on the devised review methodology,
we identified, analyzed and summarized those making use of the Gaussian Process Regression (GPR)
integrated with sensor devices in smart buildings. A complete summarization table (Table S8) is
presented in the Supplementary Materials file, while Table 8 presents five of the most recent papers
addressing this subject.

Table 8. Five of the most recent scientific articles addressing the Gaussian Process Regression (GPR)
integrated with sensor devices in smart buildings.

Reason for
Using the
Publication Type of Gaussian Gaussian Process Regression Performance
Reference Year Smart Type of Sensors Process Only or Hybrid Metrics
Building Regression
with Sensor
Devices
Extreme Learning Machine (ELM)
for ensemble learning, compared
smartphone sensors human with Artificial Neural Networkg
[20] 2019 smar t (acceleration, activity (ANN), Extreme Learning Ma.chme Accuracy
building . - (ELM), Support Vector Machine
gyroscope) recognition  gyn1y Random Forest (RF), and
deep Long Short-Term Memory
(LSTM) approaches
Non-Intrusive Load Monitoring
human (NILM) algorithm, Score for test
[87] 2017 smarthome  smart meter activity Dempster—Shafer theory events ”
monitoring  compared with the Gaussian
Mixture model
smart phones as
sensors to capturing
voice signals, voice Gaussian Mixture model-based
[88] 2017 smart home  Electroglottography pathology classifier, using different numbers Accuracy
(EGQG) electrodes as assessment of Gaussian mixtures
sensors to capture
EGG signals
linear-Gaussian transition model
‘wearable sensors with hard boundaries,
providing inertial nonlinear-Gaussian observation
data, environment machine model, post-regularized particle
sensors and data monitorin, filter (C-ERPF), compared to other ~ Average
15 2017 smart home processed video of human ¢ methods: Extended 1:’Kalman Filter  Error ¥
streams that health (EKF), constrained-EKF, and
anonymize the Extended Regularized Particle
individual Filtering (ERPF) without transition
constraints
the developed PQD-PCA Classifier ~ True Positive
along with the Gaussian Mixture Percentage
Mode (GMM) and the (TPP), False
The smart meter or ambient Dempsterfslhafer Theory‘(].DST) Positive
[35] 2017 smart home  another third-party assisted compared Wlﬂ? other classifiers Percentage
device living (K-Nearest-Neighbors KNN, (FPP),
Gaussian Naive Bayes GNB, Precision,

Logistic Regression Classifier LGC, Recall, F1
Decision Tree DTree and Random Score, F2
Forest Rforest) Score

A total of 83% of the scientific papers selected and summarized in Table S8, presented in the
Supplementary Materials file, focus their research exclusively on smart homes, while the remaining
17% analyze both smart homes and smart buildings in general. In these papers, the authors make use of
different types of sensors, including smartphone sensors [88]; electroglottography (EGG) electrodes [88];
smart meters [35,87]; wearable sensors providing inertial data, environment sensors and data processed
video streams [89]; electricity, water and natural gas consumption sensors [90]; and multi-appliance
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recognition systems, designing a single smart meter using a current sensor and a voltage sensor in
combination with a microprocessor to meter multi-appliances [64].

With respect to the reasons for implementing the GPR integrated with sensor devices in smart
buildings, these are mainly related to human activity recognition/monitoring [35,87-89]; voice pathology
assessment [88]; monitoring of human health [89]; ambient assisted living [35]; recognizing household
appliances in order to assess their usage and develop habits of power preservation [64]; and developing
a framework for automatic leakage detection in smart water and gas grids [90].

With respect to the devised research methods, in [87], Alcala et al. implemented the Non-Intrusive
Load Monitoring (NILM) algorithm and the Dempster—Shafer theory and compared them with
the Gaussian Mixture model. In [88], Muhammad et al. used the Gaussian Mixture model-based
classifier, using different numbers of Gaussian Mixtures. In [89], Villeneuve et al. made use of the
linear-Gaussian transition model with hard boundaries, the nonlinear-Gaussian observation model, and
post-regularized particle filter (C-ERPF), and compared these to other methods, including Extended
Kalman Filter (EKF), constrained-EKF, and Extended Regularized Particle Filtering (ERPF) without
transition constraints. In [35], Alcala et al. implemented a PQD-PCA Classifier along with the Gaussian
Mixture Mode (GMM) and the Dempster-Shafer Theory (DST) and compared their approach with other
classifiers (K-Nearest-Neighbor (KNN), Gaussian Naive Bayes (GNB), Logistic Regression Classifier
(LGC), Decision Tree (DTree) and Random Forest (Rforest)). In [90], Fagiani et al. compared Gaussian
Mixture Model (GMM), Hidden Markov Model (HMM) and One-Class Support Vector Machine
(OC-SVM). In [64], Lai et al. developed a hybrid approach, combining Support Vector Machine with
Gaussian Mixture Model (SVM/GMM) with a view to classifying electric appliances.

The performance metrics chosen by the authors of papers using Gaussian Process Regression (GPR)
integrated with sensor devices in smart buildings included Score for test events [87]; Accuracy [88];
Average Error [89]; True Positive Percentage (TPP), False Positive Percentage (FPP), Precision, Recall, F1
Score, and F2 Score [35]; the probability of correctly detecting an anomaly, the probability of erroneously
detecting an anomaly, the Receiver Operating Characteristic (ROC) curve, and Area Under the ROC
Curve (AUC) [90]; and Accuracy, the Success Rate and the Recognition Rate [64].

Regarding the five most recent scientific articles retrieved according to the review methodology
(Table 8), in [20], Chen et al. put forward an ensemble Extreme Learning Machine (ELM) approach
using Gaussian Random Projection to initialize the input weights. This paper was reviewed previously
when analyzing the most recent scientific works using Ensemble Methods approaches with sensor
devices in smart buildings (Table 7).

Acknowledging the importance of human activity monitoring in ensuring a certain level of
independence for the elderly without sacrificing their wellbeing, in [87], Alcala et al. aimed to
overcome the challenges arising from the rejection of intrusive monitoring techniques due to privacy
issues by the residents of smart homes. To this end, the authors proposed a Non-Intrusive Load
Monitoring (NILM) algorithm developed based on the Dempster-Shafer theory using only the data
retrieved from a smart metering device, and compared this with the Gaussian Mixture model using the
Score for Test Events as a performance metric. Based on the obtained results, the authors stated that
their proposed method offered a higher level of performance than the model based on the Gaussian
Mixture approach.

Considering the numerous disabilities that affect people’s overall quality of life by limiting their
movements, senses, or activities, in [88], Muhammad et al. put forward a system for assessing voice
pathological features within smart homes by means of processing the data, which consisted of voice
signals recorded using smartphone sensors and electroglottography (EGG) electrodes for capturing
EGG signals, through different numbers of Gaussian mixtures. The authors performed the experimental
tests on the open Saarbrucken public database, which consists of a variety of voice samples, concluding
the viability of the proposed system on the basis of the Accuracy performance metric, as well as the
processing speed. Muhammad et al. remarked that in the case of acute pathological voice features, the
information obtained after processing only the electroglottography data was insufficient; for moderate
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cases, the use of either the EGG or voice recorded signals offered similar levels of performance, while
the highest accuracy level was obtained through a fusion of both sources.

Machine monitoring of human health in smart homes is the topic of another recent scientific
article [89], in which Villeneuve et al. devised a system based on the Linear-Gaussian transition model
with hard boundaries, the Nonlinear-Gaussian observation model, and the Post-Regularized Particle
Filter (C-ERPF). This system was designed to process data, recorded by wearable inertial sensors,
environmental sensing devices and video streams, that had been anonymized with respect to the
residents’ identity. The authors compared the results obtained with their proposed approach with
those obtained when using the extended Kalman Filter (EKF), the constrained-EKF, and the Extended
Regularized Particle Filtering (ERPF) without transition constraints in terms of Average Error as a
performance metric, concluding that two wearable wrist accelerometer sensors were sufficient to
predict the kinematics of the arm.

In the scientific article [35], Alcald et al. aimed to achieve ambient assisted living for the elderly
in smart homes by proposing a Power Quality Disturbances (PQD)-Principal Component Analysis
(PCA) classifier along with the Gaussian Mixture Mode (GMM) and the Dempster-Shafer Theory (DST)
using data recorded by means of a smart meter or another single third-party sensing device. After
conducting the experimental tests and analyzing the results with respect to True Positive Percentage
(TPP), False Positive Percentage (FPP), Precision, Recall, F1 Score, F2 Score, the authors concluded that
their devised method was a viable option for the elderly population who live alone.

Subsequently, from the obtained pool of scientific articles resulting from the application of the
devised review methodology, we identified, analyzed and summarized those making use of the
Linear Regression integrated with sensor devices in smart buildings. A complete summarization table
(Table S9) is presented in the Supplementary Materials file, while Table 9 presents five of the most
recent papers addressing this subject.

Table 9. Five of the most recent scientific articles addressing Linear Regression integrated with sensor
devices in smart buildings.

Reason for Using the

Reference Publication ?ﬁi;f Type of Sensors Linear Regression Linear Regression Performance
Year Buildin P Method with Sensor Only or Hybrid Metrics
& Devices
comparison between Root Mean
forecasting Packet Linezr Regression Square Error
Delivery Ratio (PDR) Gradient goosti.n ’ (RMSE), Mean
smart wireless sensor and Energy & Percentage Error
[21] 2019 Random Forest
building networks Consumption (EC) in Baseline and Dv;c (MPE), and Mean
Internet of Things Learnine Neural P Absolute
(IoT) NefworEs Percentage Error
(MAPE)
Linear Regression
. . - compared W,lth the Coefficient of
three virtual improving electricity ~ Autoregressive Determination
sensors: ¢ consumption by Moving Average with (for linear
[91] 2018 smart tem ere;ture correctly identifying Exogenous Variables models) and
building air ﬂlsuw and }an faults within a smart (ARMAX) models, Acceptable
speed ’ building’s ventilation ~ Support Vector Ran: is (for
P system Machine (SVM), non—glinear ones)
Artificial Neural
Network (ANN).
. S . . range of power
[92] 2018 smart home wireless sensor adaptive interference  Linear Regression savings, ratio of

networks

suppression

only

received packet
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Table 9. Cont.

Type of Reason for Using the

Reference Publication Smart Type of Sensors Linear Regression Linear Regression Performance
Year Buildi Method with Sensor Only or Hybrid Metrics
utiding Devices
Root Mean
comparing: Multiple  Square Error
Linear Regression, (RMSE),
temperature and Support Vector Coefficient of
humidity sensors forecasting the ener: Machine with Radial Determination,
[l 2017 smart home from a Wyireless use of appgliances & Kernel, Random Mean Absolute
Sensor Network Forest, Gradient Error (MAE),
Boosting Machines Mean Absolute
(GBM) Percentage Error
(MAPE)
passive
radio-frequency
identification
[93] 2014 smarthome  antennas various  gesture recognition Linear regression only ~ Accuracy

sensors:
ultrasonic,
infrared, load cells

Analyzing the scientific articles summarized in Table S9, presented in the Supplementary Materials
file, it can be observed that 50% of these scientific papers analyze smart buildings in general, while
the remaining 50% take smart homes into consideration. The authors of these scientific articles make
use of different types of sensors in their analyses, including wireless sensor networks [21,41,92,94];
temperature, airflow, and fan virtual sensors [91]; temperature and humidity sensors [41]; and Passive
Radio-frequency identification antennas along with various sensors such as ultrasonic, infrared, load
cells [93].

With respect to the reasons for implementing the Linear Regression integrated with sensor devices
in smart buildings, these were related to the analysis of forecasting Packet Delivery Ratio (PDR) and
Energy Consumption (EC) in the Internet of Things (IoT) [21]; improving electricity consumption
by correctly identifying faults within a smart building’s ventilation system [91]; analyzing Adaptive
Interference Suppression [92]; forecasting the energy use of appliances [41]; gesture recognition [93];
and controlling smart lighting [94].

Regarding the devised research methods, in [21], Ateeq etal. compared Linear Regression, Gradient
Boosting, Random Forest, Baseline and Deep Learning Neural Networks. In [91], Mattera et al. made
use of Linear Regression compared with Autoregressive Moving Average With Exogenous Variables
(ARMAX), Support Vector Machine (SVM) and Artificial Neural Network (ANN) methods. In [92],
Lynggaard implemented Linear Regression only. In [41], Candanedo et al. compared the Multiple
Linear Regression, Support Vector Machine with Radial Kernel, Random Forest, and Gradient Boosting
Machines (GBM) methods. In [93], Bouchard et al. made use of Linear Regression only. In [94],
Basu et al. made use of the Linear Regression and Support Vector Regression (SVR) models.

The authors of the scientific papers using Linear Regression integrated with sensor devices
in smart buildings chose various performance metrics, including the Root Mean Squared Error
(RMSE) Mean Absolute Percentage Error (MAPE) [21,41,94]; Mean Percentage Error (MPE) [21];
Coefficient of Determination [41]; Mean Absolute Error (MAE) [41]; range of power savings, ratio of
received packet [92]; Accuracy [93]; Normalized Mean Square Error (NMSE) [94]; and Coefficient of
Determination (for linear models) and Acceptable Ranges (for non-linear ones) [91].

Concerning the five most recent scientific articles retrieved according to the review methodology
(Table 9), in [21], Ateeq et al. proposed a method for predicting Packet Delivery Ratio and energy
consumption, and compared the results obtained using the Linear Regression, Gradient Boosting,
Random Forest, Baseline and Deep Learning neural networks approaches. This paper was reviewed
previously when analyzing the most recent scientific works that use Decision Tree approaches with
sensor devices in smart buildings (Table 6).
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Considering the major negative impacts that faulty ventilation units can have on the electricity
consumption of a building, in [91], Mattera et al. proposed a method for correctly identifying faults
that might occur within a smart building’s ventilation system by means of developing temperature,
airflow and fan speed virtual sensors based on the data provided by existing physical sensors, thereby
overcoming the expense and space conditions needed to install supplementary hardware sensing
devices. To identify the moments in which virtual sensors were operating outside the correct parameters
of a hardware sensor, the authors used and compared Linear Regression, Autoregressive Moving
Average with Exogenous Variables (ARMAX), Support Vector Machine (SVM), and Artificial Neural
Network (ANN) approaches in terms of the Coefficient of Determination (for linear models) and
Acceptable Ranges (for nonlinear ones). Analyzing the obtained results, the authors concluded that
their proposed approach yielded satisfactory results, thereby offering the possibility of reducing costs
and equipment expenditure while ensuring an appropriate reliability level.

Acknowledging the problems that will arise due to limited radio spectrum availability in the
context of IoT devices, which are increasingly present in smart homes, in [92], Lynggaard put forward
an adaptive interference suppression system based on the Linear Regression method in order to
correctly forecast in wireless sensor networks, using the information related to the radio channels’
states, the power needed to successfully transmit a data package. The author performed comprehensive
experimental tests using data retrieved from wireless sensor networks in smart homes, and concluded
that the savings in terms of power ranged from 42% to 82%, while the receive ratio of a data packet
was greater than or equal to 92%.

In the scientific article [41], Candanedo et al. aimed to forecast the electricity usage of appliances
in smart homes by comparing the results obtained after applying Multiple Linear Regression, Support
Vector Machine with Radial Kernel, Random Forest and Gradient Boosting Machines (GBM) approaches
on data recorded by means of temperature and humidity sensors in a wireless sensor network. After
conducting the experimental tests and analyzing the results in terms of the Root Mean Square Error
(RMSE), Coefficient of Determination, Mean Absolute Error (MAE), and Mean Absolute Percentage Error
(MAPE), the authors concluded that for all of the machine learning approaches, the timestamps were
the most significant information for accurately forecasting the electricity consumption of appliances.

Gesture recognition of the elderly in smart home environments was studied in [93], in which
Bouchard et al. devised an algorithm based on the Linear Regression in order to distinguish movement
direction and segment the datasets in order to identify a gesture’s starting and ending points with
a view to recognizing gestures in situations that exhibit a high degree of uncertainty by processing
data recorded through means of a Passive Radio-frequency identification antennas system, along with
load cells and ultrasonic and infrared sensors. The authors analyzed the results obtained using their
proposed approach in terms of the Accuracy performance metric and concluded that even though the
accuracy level was low, the passive radio-frequency identification system was a promising tool for the
recognition of human activity. The authors intended to enhance the system in the future by means of
fuzzy inference methods.

Subsequently, from the pool of scientific articles obtained based on the devised review methodology,
we identified, analyzed and summarized those that make use of the Neural Networks for Regression
Purposes integrated with sensor devices in smart buildings. A complete summarization table (Table S10)
is presented in the Supplementary Materials file, while Table 10 presents five of the most recent papers
addressing this subject.
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A total of 45.5% of the scientific articles summarized in Table S10, presented in the Supplementary
Materials file, analyzed smart buildings in general; the same percentage of papers considered smart
homes, while the remaining 9% analyzed both smart homes and smart buildings. The authors of
these scientific papers make use of different types of sensors in their analyses, including sensors for
registering the electricity consumption [22]; Wireless Sensor Networks (WSNs) [23,45,96]; Passive
Infrared (PIR) sensors or motion detectors [75,97]; smart metering systems and sensors installed by the
residential consumer, corresponding to 15 individual appliances [95]; weather sensors [12]; flowmeter
sensors [43]; temperature sensors, external humidity sensors, solar radiation sensors [98]; thermal
sensors [2]; and door/window entry point sensors, electricity power usage sensors, bed/sofa pressure
sensors, and flood sensors [75].

With respect to the reasons for implementing the Neural Networks for regression purposes
integrated with sensor devices in smart buildings, these were mainly related to forecasting electricity
consumption [12,22,23,45,95]; identifying the occurrence of a specific pattern in a Water Management
System (WMS) [43]; indoor temperature monitoring and forecasting [96,98]; human behavior
recognition [2,75]; and short-term prediction of occupancy [97].

With respect to the devised research methods, in [22], Divina et al. made use of an Artificial
Neural Network (ANN) approach, and compared this with Linear Regression (LR), Auto-Regressive
Integrated Moving Average (ARIMA), Evolutionary Algorithms (EAs) for Regression Trees (EVTree),
Generalized Boosted Regression Models (GBM), Random Forest (RF), Ensemble, Recursive Partitioning
and Regression Trees (Rpart), and Extreme Gradient Boosting (XGBoost). In [23], Chammas et al.
developed a Multilayer Perceptron (MLP) Neural Network approach and compared it with Linear
Regression (LR), Support Vector Machine (SVM), Gradient Boosting Machine (GBM), and Random
Forest (RF). In [95], Oprea et al. made use of a mixed Artificial Neural Network (ANN) approach using
both Nonlinear Autoregressive with Exogenous Input (NARX) ANNs and Function Fitting Neural
Networks (FITNETs). In [12], Rahman et al. implemented deep Recurrent Neural Network (RNN)
models. In [43], Khan et al. used three types of ANN for Multi-Step-Ahead (MSA) forecasting methods:
Multi-Input Multi-Output (MIMO), Multi-Input Single-Output (MISO), and Recurrent Neural Network
(RNN). In [98], Attoue et al. made use of an Artificial Neural Network (ANN) with Multilayer
Perceptron (MLP) structure. In [2], Zhao et al. implemented the Support Vector Regression (SVR) and
Recurrent Neural Network (RNN) methods. In [97], Li et al. used an ANN approach and compared
the obtained results with the Traditional inhomogeneous Markov chain model, the New Markov chain
model, the Probability Sampling model, and Support Vector Regression (SVR). In [45], Collotta et al.
developed a hybrid method, combining the Bluetooth Low-Energy Home Energy Management System
(BlJuHEMS) and an Artificial Neural Network (ANN) approach. In [96], Pardo et al. developed two
ANN:Ss: a linear model and a Multilayer Perceptron (MLP) model with one hidden layer, comparing the
results with the Bayesian standard model. In [75], Lotfi et al. made use of different types of recurrent
Neural Networks, such as Echo State Network (ESN), Back Propagation Through Time (BPTT), and
Real-Time Recurrent Learning (RTRL).

The performance metrics considered in the scientific papers using the Neural Networks for
Regression Purposes integrated with sensor devices in smart buildings included Mean Absolute Error
(MAE) and Root Mean Squared Error (RMSE) [12,22,23,45]; Coefficient of Determination (R?) [23];
Mean Absolute Percentage Error (MAPE) [23,45]; Mean Squared Error (MSE) [45,95,98]; Correlation
Coefficient (R) [95,98]; the differences between the real consumption and the forecasted ones [95];
Pearson Coefficient [12]; Accuracy [43,97]; Precision, Recall, and F-Measure [43]; Average Error and
Error Rate [2]; Mean Absolute Error (MAE) [96]; and Root Mean Squared Error (RMSE) [75].

With respect to the five most recent scientific articles retrieved according to the review methodology
(Table 10), in [22], Divina et al. addressed issues regarding the prediction of smart buildings’ electricity
consumption, using data retrieved from sensors that registered electricity consumption. To this end,
the authors analyzed a series of prediction methods, comparing the ANN approach with Linear
Regression (LR), Auto-Regressive Integrated Moving Average (ARIMA), Evolutionary Algorithms
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(EAs) for Regression Trees (EVTree), Generalized Boosted Regression Models (GBM), Random Forest
(RF), Ensemble, Recursive Partitioning and Regression Trees (Rpart), Extreme Gradient Boosting
(XGBoost). Based on this comparison, the authors observed that the methods based on machine
learning models were the most suitable for task under consideration.

Article [23] was previously detailed when analyzing the most recent scientific articles that integrate
Neural Networks for Classification Purposes with sensor devices in smart buildings (Table 5).

In [95], Oprea et al. presented a forecasting method for providing accurate predictions of electricity
consumption at the residential level, refined to the electrical devices level. The authors considered
smart home complexes that were capable of partially sustaining their electricity consumption based
on renewable energy resources. The authors stated that, in contrast to other existing studies, their
approach did not require supplementary meteorological datasets. The devised method was based
on an ANN approach that combined the Nonlinear Autoregressive with Exogenous Input (NARX)
model and Function Fitting Neural Networks (FITNETs). The input dataset was retrieved from a
smart metering system and from sensors installed in the residence, corresponding to a selection of the
electrical devices. In the case of the NARX model, they also used a timestamp dataset as exogenous
variables. In order to validate the developed prediction method, the authors computed the Mean
Squared Error (MSE), the Correlation Coefficient (R), and the differences between the real consumption
and the forecasted ones and used these as performance metrics. Subsequently, they compared the
obtained results with those found in the scientific literature. The authors concluded that the developed
approach was a practical and efficient alternative to the existing approaches in the literature.

To obtain medium-to-long term predictions of aggregated hourly electricity consumption in both
commercial and residential buildings, in [12], Rahman et al. presented a Recurrent Neural Network
approach. Using the Root Mean Square Error relative to Root Mean Squared (RMS) average of electricity
consumption in test data, Root Mean Square Error relative to Root Mean Squared (RMS) average
of electricity consumption in training data, and the Pearson Coefficient as performance metrics, the
authors evaluated the performance of their developed approach and compared it with that provided
by the multilayered perceptron model. The authors compared their results to those obtained in the
case of the Multilayered Perceptron Model, and the authors concluded that in the case of commercial
buildings, their approach registered a lower relative error, while in the case of residential buildings,
the results registered by the two methods were comparable.

In [43], Khan et al. addressed issues regarding real-time analysis of data retrieved from sensors in
order to develop a process for making decisions by automated means, without any human involvement,
in smart homes based on Internet of Things. To identify the patterns in a Water Management System
(WMS), the authors made use of three types of ANNs: Multi-Input Multi-Output (MIMO), Multi-Input
Single-Output (MISO), and Recurrent Neural Network (RNN). These were compared in order to
achieve multi-step-ahead forecasting based on flowmeter sensors. Conducting a series of experiments,
using Accuracy, Precision, Recall, and F-Measure as performance metrics, the authors remarked that
the Recurrent Neural Network approach provided the best performance, and using its prediction, the
implementation of an automated decision-making system provided an accuracy of 86%.

Subsequently, from the pool of scientific articles resulting from the application of the devised
review methodology, we identified, analyzed and summarized those making use of the Support Vector
Regression (SVR) integrated with sensor devices in smart buildings. A complete summarization table
(Table S11) is presented in the Supplementary Materials file, while Table 11 presents five of the most
recent papers approaching this subject.

Most of the scientific articles summarized in Table 511, presented in the Supplementary Materials
file, analyze smart buildings in general (75%), while 12.5% consider smart homes, and the remaining
12.5% consists of studies regarding commercial buildings. The authors of these scientific articles make
use of different types of sensors in their analyses, including wireless sensor networks [23,41,51,94];
thermal sensors [2]; passive infrared motion detecting sensors [97]; temperature and humidity
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sensors [41]; occupancy and light sensors [13]; and energy smart meters, building management systems,
and weather stations [44].

The reasons for implementing the Support Vector Regression (SVR) integrated with sensor
networks in smart buildings were mainly related to forecasting electricity consumption [13,23,41,44];
controlling smart lighting [94]; human behavior recognition [2]; thermal comfort optimization [51];
and short-term prediction of occupancy [97].

Regarding the devised research methods, in [23], Chammas et al. developed a Multilayer
Perceptron (MLP) Neural Network approach and compared it with Linear Regression (LR), Support
Vector Machine (SVM), Gradient Boosting Machine (GBM), and Random Forest (RF). In [2], Zhao et al.
implemented the Support Vector Regression (SVR) and Recurrent Neural Network (RNN) methods.
In [51], Viani et al. implemented the Support Vector Regression method. In [97], Li et al. used an ANN
approach and compared the obtained results with the traditional inhomogeneous Markov chain model,
the New Markov chain model, Probability Sampling model, and Support Vector Regression (SVR).
In [41], Candanedo et al. compared the Multiple Linear Regression, Support Vector Machine with
Radial Kernel, Random Forest, and Gradient Boosting Machines (GBM) methods. In [13], Caicedo et al.
implemented the Support Vector Regression method. In [44], Jain et al. developed a model based on
the Support Vector Regression (SVR) method. In [94], Basu et al. made use of the Linear Regression
and Support Vector Regression (SVR) models.

The authors of the scientific papers using the Support Vector Regression (SVR) method integrated
with sensor devices in smart buildings chose various performance metrics, including Coefficient of
Determination (R?), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute
Percentage Error (MAPE) [23,41]; Average Error and Error Rate [2]; Prediction Error [51]; Accuracy [97];
comparison between the actual energy consumption per day and predicted energy consumption per
day [13]; Coefficient of Variation (CV) and Standard Error [44]; and Root Mean Square Error (RMSE)
along with Normalized Mean Square Error (NMSE) [94].

With respect to the five most recent scientific articles addressing the Support Vector Regression
(SVR) method integrated with sensor devices in smart buildings (Table 11) it can be observed that
paper [23] was previously reviewed when analyzing the most recent scientific articles that integrate
Neural Networks for classification purposes with sensor devices in smart buildings (Table 5); paper [2]
was reviewed previously when analyzing the most recent scientific articles that integrate Support
Vector Machines with sensor devices in smart buildings (Table 1); article [41] was reviewed previously
when analyzing the most recent scientific articles that integrate Linear Regression with sensor devices
in smart buildings (Table 9).
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In [51], Viani et al. addressed issues regarding the thermal comfort forecasting in smart buildings
in order to improve the management of the Heating, Ventilation, Air Conditioning (HVAC) systems,
to fulfill the users’ requirements and to obtain reduced energy costs. Using a Wireless Sensor Network
in order to evaluate the indoor conditions, the authors developed a customized SVR technique in order
to determine the indoor temperature necessary to ensure the comfort of the inhabitants. Subsequently,
the authors conducted a series of experiments in order to evaluate the performance of their prediction
and concluded that the forecasting error was lower than 1 degree Celsius, and that their approach was
therefore proved to be useful for ensuring the thermal comfort of the smart building’s inhabitants.

In paper [97], Li et al. made use of passive infrared motion detection sensors in order to provide
a short-term prediction of occupancy based on an inhomogeneous Markov model. The proposed
approach was subsequently compared to existing models such as Probability Sampling, Artificial
Neural Network, and Support Vector Regression. With the aim of evaluating the prediction accuracy
of their method, the authors took into account various forecasting time intervals, including a quarter
of hour, half an hour, one hour, and 24 h. In order to assess the precision of the devised approach at
the spatial level, the authors evaluated the forecasting accuracy at both room and house level. The
authors observed that their approach outperformed the existing models analyzed, especially when
considering the quarter of an hour prediction timeframe, while for the day—ahead prediction, the
differences were insignificant.

3.2. Unsupervised Learning

Clustering

Subsequently, from the obtained pool of scientific articles obtained based on the devised review
methodology, we identified, analyzed and summarized those that make use of the Fuzzy C-Means
method integrated with sensor devices in smart buildings. A complete summarization table (Table S12)
is provided in the Supplementary Materials file, while Table 12 presents five of the most recent papers
addressing this subject.

Examining the papers selected and summarized in Table 512, presented in the Supplementary
Materials file, it can be observed that 53% of them focus on smart homes and smart houses, 37% refer
to smart buildings in general, and the remaining 10% are equally divided among smart structures,
residential buildings and smart spaces. With respect to the publication year, 63% of the identified articles
were published during the last 5 years. The authors of these scientific articles made use in their analyses
of different types of sensors, including sensors and actuators related to the primary heating circuits and
power generation systems [24]; telecare medicine information systems (TMIS) comprising specialized
sensors that provide key health data parameters [99]; distributed sensors [100]; temperature, humidity
and flame sensors [101]; string-type strain gauges [49]; temperature and occupancy sensors [54]; wireless
sensors [47,102]; environment sensors for measuring indoor illuminance, temperature-humidity, carbon
dioxide concentration and outdoor rain and wind direction [103]; sensors for measuring the indoor
and outdoor temperature and the humidity [39]; vision sensors [55]; sensor networks [56,104]; binary
infrared sensors [83]; motion detectors, light sensors, meteorological sensors for the wind and solar
radiation data [105]; light and motion sensors [106]; environmental sensors [107]; in-house and city
sensors [108]; meteorological stations [46]; smart home sensors, remote monitoring systems, and data
and video review systems [102]; temperature and infrared sensors [109]; temperature sensors [110];
inside and outside home sensors [111]; different sensors and effectors [112]; smart systems for controlling
the vibration of building structures by means of smart dampers [113]; virtual sensor based on a fisheye
video camera [48]; and indoor and outdoor light sensors [114].
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Table 12. Five of the most recent scientific articles addressing the Fuzzy C-Means integrated with

sensor devices in smart buildings.

Reason for
Using the
Publication Type of Fuzzy Fuzzy C-Means Onl;
Reference Year Smart Type of Sensors C-Means yor Hybrid Y Performance Metrics
Building Method Y
with Sensor
Devices
more than 450 sensors a state-of-the-art
and actuators related scalable distributed
to the primary heating genetic fuzzy system
smart circuits and power appropriate (GFS) based on Root Mean Square
[24] 2019 buildin. generation system, energy scalable fuzzy rule Error (RMSE), Rules,
s managed by a management learning through Time
Supervisory Control evolution for
and Data Acquisition regression
(SCADA) system (S-FRULER)
the performance is
identifying assessed at the level of
the patients the whole developed
Telecare Medicine basled on protocol, taking into
R their account the
Information System . . .
T biometric computational costs,
(TMIS) comprising data using a user anonymit
[99] 2019 smart home  specialized sensors s Fuzzy Extractor v,
. fuzzy mutual authentication,
that provide key N
extractor off-line password
health data s .
within a guessing attacks,
parameters A .
proposed impersonation attacks,
security replay attacks, and
protocol the assurance of
formal security
Inaccuracy Rate,
Experiment
Fuzzy logic Environment
techniques compared ~ Dimension and
with similar Root-Mean-Square
obiect approaches from Error (RMSE), the
[100] 2018 smart home  distributed sensors ject other papers: Wireless dependency of the
pap P! y
localization o
Network, localization approach
Radio-Frequency to the number of
Identification (RFID),  wireless nodes
Visional Approach (topology), which are
employed to localize
the objects
smart temperature, fire
[101] 2018 buildines humidity and flame monitoring Fuzzy Logic Accuracy
& sensors and warning
integrity of
smart string-type strain the building, Coefficient of
18] 2018 building gauge assuring Fuzzy Theory Determination (R?)
public safety

In these papers, the reasons for using the Fuzzy C-Means with the sensor devices in smart buildings
were mainly related to monitoring and controlling energy management processes [24,39,46,47,54,55,106,
109]; monitoring building integrity, thus ensuring public safety [49,101,111]; human activity recognition
in the context of assisted living [83,99,102,114]; improving indoor environments [48,56,103,105,108,110];
object localization [100]; identifying user location within the smart home [107]; assessing the behavior of
a smart home sensor network’s nodes [104]; passive Radio-Frequency Identification (RFID) localization
in smart homes [112]; and identifying and isolating sensors faults [113].

With respect to the devised research methods, in [24], Rodriguez-Mier et al. developed a
state-of-the-art scalable distributed Genetic Fuzzy System (GFS) based on scalable Fuzzy rule learning
through evolution for regression (S-FRULER). In [100], Amirjavid et al. made use of Fuzzy Logic
techniques and compared them with similar approaches from other papers, including the wireless
network, Radio-Frequency Identification (RFID), and Visional approaches. In [83], Zhao et al.
implemented the Fuzzy Decision Tree method. In [48], Anthierens et al. made use of the Fuzzy
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Logic algorithm. In [112], Fortin-Simard et al. implemented a hybrid approach, using the elliptical
trilateration and the Fuzzy Logic method. In [102], Yuan et al. made use of the pervasive healthcare
system, the Context-Aware Real-time Assistant (CARA), which combines a case-based reasoning
engine and the Fuzzy Logic method. In [101], Sarwar et al. implemented a Fuzzy Logic approach.
In [103], Wang et al. made use of a Fuzzy microcontroller implemented by Arduino UNO. In [114],
Chen et al. used Fuzzy Logic and Neuro-Fuzzy systems. In [109], Panna et al. implemented a fuzzy
temperature controller. In [110], Wang et al. used a Fuzzy Cognitive Map (FCM) in order to develop
a genetic algorithm with a view to identifying the connection matrix of the FCM. In [106], Liu et al.
implemented a Fuzzy Logic controller. In [49], Chang et al. made use of the Fuzzy theory. In [39],
Meana-Llorian et al. used the Fuzzy Logic approach. In [54], Ain et al. implemented a Fuzzy inference
system. In [104], Usman et al. used Fuzzy Logic, with the same method being used by Motamed et al.
in [55] and by Ulpiani in [56]. In [99], Khatoon et al. made use of the Fuzzy Extractor. In [113],
Sharifi et al. developed a semi-active nonlinear Fuzzy Control System. In [107], Ahvar et al. made use
of the Fuzzy Set theory. In [111], Sang-Hyun et al. developed an Adaptive Network Fuzzy Inference
System (ANFIS). In [105], Kiyak et al. developed a Fuzzy Expert System for testing the light. In [47],
Keshtkar et al. developed a Fuzzy Logic Decision-Making algorithm. In [46], Jablonski made use of a
Fuzzy Controller that generates the output settings for the building actuators according to a general
Fuzzy Set processing scheme. In [108], a set of concepts and their Fuzzy Semantic relations were
defined, extracted and used by Vlachostergiou et al.

The performance metrics considered in the scientific papers that use the Fuzzy C-Means
integrated with sensor devices in smart buildings were evaluated based on experiments and
simulations [46,47,103,107-109,111,114]; Root Mean Square Error (RMSE) [24]; computational cost,
user anonymity, mutual authentication, off-line password guessing attacks, impersonation attacks,
replay attacks, and the assurance of formal security [99]; Inaccuracy Rate, experiment environment
dimension and Root-Mean-Square Error (RMSE), and the dependency of the localization approach
on the number of wireless nodes (topology) employed to locate the objects [100]; Accuracy [101,110];
Coefficient of Determination (R?) [49]; energy consumption, Electricity Cost, Peak-to-Average Ratio
(PAR) [54]; energy saving percentage in different working scenarios [39]; Standard Error of Mean
(SEM), Horizontal Illuminance, Daylight Glare Probability, paper-based Landolt test, Freiburg Visual
Acuity Test (FrACT), Electric Lighting Energy Consumption, total number of shading and lighting
commands [55]; turbulence intensity, draught rates, operative temperature, Predicted Mean Vote (PMV)
and Percentage of People Dissatisfied (PPD) [56]; Identification Rate [83]; Energy Consumption and
illumination level [105]; energy savings [106]; Detection Accuracy, Energy Consumption, Memory
Consumption, Processing Time Estimation [104]; True Positive, False Positive, True Negative, False
Negative, and Accuracy [102]; Accuracy and a comparison with the results presented in related works
(based on Ultrasonic, Ultrasonic/RFID, ZigBee, Active RFID, Passive RFID) [112]; Fault Detection Index
values for certain fault magnitudes, residual values for individual sensors corresponding to different
fault magnitudes [113]; and comfort level [48].

With respect to the five most recent scientific articles addressing the Fuzzy C-Means method
integrated with sensor devices in smart buildings (Table 12), it can be observed that in [24],
Rodriguez-Mier et al. developed a Genetic Fuzzy system designed to build a scalable information
database, useful in forecasting smart buildings’ energy consumption. To this end, the authors
developed a state-of-the-art scalable distributed Genetic Fuzzy System (GFS) based on Scalable Fuzzy
Rule Learning through Evolution for Regression (S-FRULER). The authors subsequently carried out
experiments based on real data and concluded that the developed approach provided a high level
of accuracy.

In [99], Khatoon et al. proposed a secure and efficient authentication method, along with a key
agreement protocol for the Telecare Medicine Information System (TMIS), offering healthcare services
to patients, particularly to those who were elderly and vulnerable, and were unable to go to hospitals.
The developed protocol was based on a Fuzzy Method in order to identify the patients, making use of

162



Energies 2019, 12, 4745

their biometric data. To ensure the security of the proposed approach and the privacy of the users, the
authors made use of the elliptic curves’ theory. Subsequently, the authors stated that “the performance
is assessed at the level of the whole developed protocol, taking into account the computational costs,
user anonymity, mutual authentication, off-line password guessing attacks, impersonation attacks,
replay attacks, and the assurance of formal security”.

In [100], Amirjavid et al. addressed issues regarding the tracking of objects within smart homes,
proposing a method that did not require the attachment of sensors to the targeted objects, making use
only of distributed sensors (among which were included visual sensors). The authors developed a
series of simulations and, comparing the obtained results with those provided by other state-of-art
methods, they concluded that their approach offered an improved performance, as highlighted by
the following performance metrics: Inaccuracy Rate, the experiment environment dimension and
Root-Mean-Square Error (RMSE), and the dependency of the localization approach on the number of
wireless nodes (topology) employed to locate the objects.

In their paper [101], Sarwar et al. presented a Fire Monitoring and Warning System (FMWS),
developed based on a Fuzzy Logic approach, that was designed to detect the actual existence of fire
and to send alarms to a system providing a complete infrastructure for fire safety management, namely,
the Fire Management System (FMS), using the Global System for Mobile (GSM) Communication
technology. The authors made use of temperature, humidity and flame sensors in their study. The
performance of the developed method was assessed by computing the Accuracy as a performance
metric, then it was compared with similar existing methods, with the authors ultimately concluding
that their approach had the potential to reduce the rate of false alarms, providing an increased potential
to save lives and reduce material damage.

In [49], Chang et al. approached a subject related to both the civil engineering and automatic
control fields, analyzing issues regarding the detection in real time of the falling of the tiles that cover
building exteriors in Taiwan, endangering public safety. The authors combined the micro-resistance
approach and the Fuzzy Theory, implementing string-type strain gauges as sensors, the Coefficient of
Determination as a performance metric. They concluded that their developed method represented
a feasible approach that could be further utilized with a view to assessing the status of the tiles in
real time.

Subsequently, from the obtained pool of scientific articles resulting from the application of the
devised review methodology, we identified, analyzed and summarized those making use of the
Hidden Markov Model integrated with sensor devices in smart buildings for classification purposes.
A complete summarization table (Table S13) is presented in the Supplementary Materials file, while
Table 13 presents five of the most recent papers addressing this subject.
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Table 13. Five of the most recent scientific articles addressing the Hidden Markov Model integrated

with sensor devices in smart buildings.

Reason for
Using the
Publication Type of Hidden Hidden Markov Model Performance
Reference Year Smart Type of Sensors Markov Only or Hybrid Metrics
Building Model with yorty
Sensor
Devices
Convolutional Neural
Networks (CNNs) for
detecting abnormal
sensor-based behavior related to L
.. . . Precision, Recall,
activity dementia, the results being
" . F-Measure and
34 sensors (3 door and  recognition compared with methods
[25] 2019 smart home . " Accuracy,
31 motion sensors) and abnormal  such as Naive Bayes (NB), Sensitivit
behavior Hidden Markov Models 5 ec; fi::/i ty,
detection (HMMs), Hidden P y
Semi-Markov Models
(HSMM), Conditional
Random Fields (CRFs)
smart Wireless Sensor presence Hidden Markov Model
[115] 2019 building Network defecgon ina (DS-HMM) Accuracy
building
unobtrusive sensing
infrastructures, the developed
environmental newNECTAR framework,
sensors monitoring based on Markov Logic
the interaction of the human activit Network compared with Average F1 Score
[116] 2019 smart home  inhabitant with home e Y state-of-the-art techniques 8¢ -
. recognition 3 ) s Confusion Matrix
artifacts, context such as Multilayer
conditions (e.g., Perceptron, Random Forest,
temperature) and Support Vector Machine,
presence in certain Naive Bayes
locations
Average Accuracy
using real data,
synthetic data and
randomly
generated data;
assive infrared Accuracy first
pass human activity  Hidden Markov Models using only the real
[117] 2019 smart home  motion sensors and L .
recognition and Regression Models data and then
door sensors .
Accuracy using
the real data
enlarged with a
month of
synthetically
generated data
determining
the risk of an
anomaly
related to the
healthcare of a
motion sensors, resident Precision, Recall
[118] 2018 smart home  beacons, switches, happening Markov Logic Network . .
A and Correctness
thermometers and provide
adequate

actions to be
taken so that a
real anomaly
does not occur

Analyzing the papers selected and summarized in Table 513, it can be observed that 78% of them
exclusively analyze smart homes, 16% take into consideration smart buildings in general, 3% analyze
both smart homes and buildings, while the remaining 3% of the selected papers refer to smart workplace
environments. The authors of these scientific articles make use of different types of sensors in their
analyses, including wireless sensor networks [70,115,119-124]; passive infrared motion sensors [82,97,
117,118,122,125,126]; motion sensors [25,70,81,118,120,127,128]; environmental sensors [10,25,81,82,116—
118,123,127-132]; temperature sensors [116,118,120,123,125,131-133]; humidity sensors [123,131-133];
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pressure sensors [128,130,131,133]; light sensors [3,123,132]; unobtrusive sensing infrastructures [116];
real and virtual sensors [134]; radar sensors [135]; accelerometers [127,136]; light-emitting diodes
(LED) [3]; electricity and electrical sensors [81,131,132]; smartphone sensors [127,131]; microphones [125,
129]; distributed sensor networks [137]; simple non-intrusive sensors [82]; infrared sensors [124,129—
131]; actuators and home automation equipment [125]; shelf binary sensors [128]; biosensors [33];
smart meters [138]; acoustics and CO; sensors [133]; non-wearable ambient sensors [131].

With respect to the reasons for using the Hidden Markov Model with sensor equipment in smart
buildings, it can be observed that the recognition of human activity is the main subject of the identified
papers summarized in Table S13, and is addressed in papers [3,10,25,70,81,82,116,117,120-123,125—
127,130-132,135,136]. Additional applications include abnormal behavior detection [25,82,118,126];
presence detection in a building [115]; fault-tolerant maintenance of a networked environment in the
domain of the Internet of Things [134]; providing proximity services in smart home and building
automation [119]; forecasting the presence of residents at the room and house level [97]; modeling
the decision process in the context of a voice-controlled smart home [129]; event recognition in
cyber-physical systems [137]; the detection of visits in the home of older adults living alone [128];
emergency psychiatric state prediction [33]; load disaggregation [138]; occupancy detection with a
view to energy saving [133]; state estimation for a special class of flag Hidden Markov Models [124].

With respect to the devised methods, the authors of papers [115,122,124,126,133,136,138]
implemented solely the Hidden Markov Model, while in other papers, a hybrid approach was
used, based on: hidden Markov models and regression models [117]; continuous-time Markov chains,
together with a cooperative control algorithm [134]; two layers of classifiers: a first-level Bayesian
classifier whose inferential results are used as inputs for the second level Hidden Markov Model
(HMM) [135]; Support Vector Machine (SVM), Convolutional Neural Network-Hidden Markov Model
(CNN-HMM), and Long Short-Term Memory (LSTM) networks learning algorithms [3]; Beta Process
Hidden Markov Model (BP-HMM) and Support Vector Machine (SVM) [10]; Hidden Markov Model
and Conditional Random Field model [120]; Random Forest and third-order Markov chain [82]; Hidden
Markov Model (HMM), Conditional Random Fields (CRF) and a sequential Markov Logic Network
(MLN), the obtained results of which were compared to those of three non-sequential models: a
Support Vector Machine (SVM), a Random Forest (RF) and a non-sequential MLN [125]; Hidden
Markov Model (HMM), Viterbi path counting, scalable Stochastic Variational Inference (SVI)-based
training algorithm, and Generalized Discriminant Analysis [33]; Naive Bayes classifier, Hidden Markov
Model and Viterbi algorithm [70]; Coupled Hidden Markov Model (CHMM) and Factorial Conditional
Random Field (FCRF) [123]. Other methods implemented by the authors of the papers selected and
summarized in Table S13 include Convolutional Neural Networks (CNNs) for detecting abnormal
behavior related to dementia, with the results being compared to methods such as Naive Bayes
(NB), Hidden Markov Models (HMMs), Hidden Semi-Markov Models (HSMM), and Conditional
Random Fields (CRFs) [25]; the developed newNECTAR framework, based on Markov Logic Network
compared with state-of-the-art techniques such as Multilayer Perceptron, Random Forest, Support
Vector Machine, and Naive Bayes [116]; the Markov Logic Network [118]; the Markov chain model [119];
the Inhomogeneous Markov model compared with the Probability Sampling (PS), Artificial Neural
Network (ANN) and Support Vector Regression approaches [97]; the Complex Activity Recognition
using Emerging patterns and Random Forest (CARER) compared with Hidden Markov Model, Bayesian
Network, Naive Bayes, SVM, Decision Tree, and Random Forest [81]; the Markov Logic Network [129];
an original proposed model, compared with the results obtained when using the Hidden Markov
Model and the Conditional Random Field Model [131]; semi-supervised learning algorithms and
Markov-based models [132]; the Markov modulated multidimensional non-homogeneous Poisson
process (M3P2) compared with the classical Markov modulated Poisson process (MMPP) [128];
a coupled Hidden Markov Model [127]; semantical Markov Logic Network [137]; Markov Logic
Network (MLN) compared with Artificial Neural Network (ANN), Support Vector Machine, Bayesian
Network (BN) and Hidden Markov Model [121]; two different approaches: a factorial Hidden Markov
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model for modeling two separate chains corresponding to two residents, and nonlinear Bayesian
tracking for decomposing the observation space into the number of residents.

The performance metrics that chosen by the authors of the scientific papers using the Hidden
Markov Model integrated with sensor devices in smart buildings included: Accuracy [3,10,25,33,70,
115,117,120,122,123,125,127,131,133,136,138]; Precision [25,118,128,133,135,137]; Recall [25,118,128,135];
F-Measure [25,81,121,130,133]; Sensitivity and Specificity [25,33,133]; F1 Score [116,133]; Confusion
Matrix [116,127,129]; and Correctness [97,118]. In addition to the above-mentioned performance
metrics, other methods that were used to assess the performance of the developed methods by the
authors of the scientific papers selected and summarized in Table S13 included: a numerical case
study highlighting the efficiency of the developed model [134]; thread latency [119]; evaluation of
energy savings [135]; memory and response time requirements [136]; Mean Squared Error (MSE) [3];
Receiver Operating Characteristic (ROC) scores computed based on the True Positive Rates against
the False Positive ones [97]; Mean Recognition Rate [10]; Leave-One-Subject-Out-Cross-Validation
(LOSOCV) [129]; execution speed [127]; Local Outlier Factor (LOF), the Z-Score values, cluster transition
probability [82]; the APL: Average Path Length, LTA: Location and Time Accuracy, PRDOS: Pressure
of Receiving Data On Sink Node, and APRDOS: average PRDOS of sink node [122]; the probability
of error [124]; a series of experiments along with the F-Value [128]; simulation tests in order to
compare the Generalized Version Space (GVS) algorithm with a simple method using an epsilon
greedy mechanism [132]; the Area Under the ROC Curve (AUC) [33]; Correlation Factors depicting
the similarities between simulated and real displacement activities [126]; and the heuristic merit of a
sensor feature subset S containing k features [123].

With respect to the five most recent scientific articles addressing the Nearest Neighbor method
integrated with sensor devices in smart buildings (Table 13), it can be observed that in [25], Arifoglu et
al. analyzed the possibility of detecting abnormal behavior in elderly people in order to identify early
indicators and symptoms associated with a decline in memory, indicating dementia or brain disease, by
making use of Convolutional Neural Networks. After identifying patterns within the daily activity and
abnormal activities within them, the authors compared the performance of their approach with those
obtained when using other methods, such as Naive Bayes, Hidden Markov Models (HMMs), Hidden
Semi-Markov Models, and Conditional Random Fields (computing the Precision, Recall, F-measure
and Accuracy, Sensitivity, Specificity), and concluded that the developed approach was comparable
with the state-of-art methods.

In [115], Papatsimpa et al. addressed issues regarding the human presence in a smart building
equipped with a Wireless Sensor Network, making use of various Hidden Markov Models (HMMs).
The authors proposed a method based on an efficient transmission strategy along with a blending
algorithm that was designed to combine data from various Hidden Markov Models perceiving the
same Markovian process. To evaluate their approach, the authors analyzed a series of experimental
results and stated that these results confirmed the functionality and benefits of their developed method.
Taking into account the accuracy of their scheme, along with the reduction in terms of communication
requirements, the authors concluded that their method was suitable and applicable for many situations
requiring information merging in wireless sensor devices.

In [116], Civitarese et al. focus on human activity recognition with a view to developing an
affordable ambient assisted living approach, ensuring the individual’s data privacy. To this end, the
authors developed a hybrid approach, combining collaborative active learning with probabilistic and
knowledge-based reasoning. The authors developed the newNECTAR framework, which was based
on the Markov Logic Network, and compared it with state-of-the-art techniques (such as Multilayer
Perceptron, Random Forest, Support Vector Machine, Naive Bayes). The authors concluded that their
developed learning solution improved recognition rates, generated a reduced number of feedback
requests, and was comparable and sometimes even better than other existing activity recognition
methods based on the performance metrics used (the Average F1 Score and Confusion Matrix).
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In [117], Dahmen et al. analyzed methods for “testing machine learning techniques for healthcare
applications”, aiming to overcome the limitations related to the complexity and lack of applicability
of many actual approaches. To this end, the authors developed a synthetic data generation method
based on Machine Learning techniques, SynSys. The authors made use of Hidden Markov Models
and regression models, and afterwards, they tested the generated set of synthetic data on a dataset
recorded from a real smart home. To evaluate the developed approach, the authors made use of the
following performance metrics: the Average Accuracy using real data, synthetic data and randomly
generated data; the Accuracy first using only the real data, and then the Accuracy using the real data
enlarged by a month of synthetically generated data. The authors concluded that their data generation
method had the ability to provide a higher human activity recognition accuracy than that obtained
when solely using real data.

In paper [118], Sfar et al. developed an approach for early detection of abnormal behavior
in elderly people living in smart homes, in order to prevent risks related to their health, based on
identifying and extracting anomalous causes from datasets, making use of causal association rules
mining. These causes were subsequently used in order to detect the risks of anomalies occurring by
using the Markov Logic Network Machine Learning method. The authors evaluated their approach by
using real datasets, concluding that the devised method proved to be efficient in terms of the computed
performance metrics (Precision, Recall, Recognition Rate and Correctness).

Subsequently, from obtained pool of scientific articles obtained based on the devised review
methodology, we identified, analyzed and summarized those making use of Hierarchical Clustering
integrated with sensor devices in smart buildings. A complete summarization table (Table S14) is
presented in the Supplementary Materials file, while Table 14 presents the most recent papers targeting
this subject.

Table 14. The most recent scientific articles addressing the Hierarchical Clustering integrated with
sensor devices in smart buildings.

Reason for
- Type of I'Jslng tl‘le . : :
Publication Type of Hierarchical Hierarchical Clustering .
Reference Smart . . Performance Metrics
Year Buildin Sensors Clustering Only or Hybrid
& Approach with
Sensor Devices
a framework for indoor
Group Activity Detection
and Recognition (GADAR)
and Hierarchical Clustering,
smartphone along with Decision Tree Confusion Matrix,
smart sensoll')s and group activity classifier, K-Neighbors Accuracy (Mean),
[19] 2019 o ae detection and classifier, Deep Neural Accuracy (Variation),
building Bluetooth - . L
beacons data recognition Network, Gaussian Process Precision, Recall, F1
classifier, Logistic regression, ~ Score
Support Vector Machine,
Linear Discriminant
Analysis, Gaussian Naive
Bayes (comparison)
smart WiFi-enabled  Personalized hybrid: Hierarchical
[37] 2019 buildin: ToT location-based Clustering and Location Accuracy
& device-user  service Similarity Matching
simulations scenarios,
smart meters data collection hybrid hierarchical comparison of the
smart . in hierarchical clustering containing a proposed scheme’s
[139] 2014 [ organized o LS .
building into clusters smart building two-layer transmission performance with the
networks process performance of the

Uniform Algorithm

Analyzing the papers selected and summarized in Table S14, presented in the Supplementary
Materials file, it can be observed that all of them analyze smart buildings in general. In these papers, the
authors make use of different types of sensors, for example: smartphone sensors and Bluetooth beacons
data [19]; WiFi-Enabled IoT Device-User [37]; smart meters organized into clusters [139]. In these
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papers, the reasons for using the Hierarchical Clustering approach with the sensor devices in smart
buildings are related to group activity detection and recognition [19]; Personalized Location-Based
Services [37]; and data collection in hierarchical smart building networks [139].

Regarding the devised research methods, in [19], Chen et al. made use of a hybrid approach,
combining a framework for indoor group activity detection/recognition and hierarchical clustering,
along with the Decision Tree classifier, K-Neighbors classifier, Deep Neural Network, Gaussian Process
Classifier, Logistic Regression, Support Vector Machine, Linear Discriminant Analysis, Gaussian Naive
Bayes, making a comparison between these techniques. In [37], Zou et al. developed a hybrid approach,
combining Hierarchical Clustering and location similarity matching. In [139], Luan et al. made use of
a hybrid Hierarchical Clustering containing a two-layer transmission process.

The performance metrics considered in the scientific papers that use the Hierarchical Clustering
method integrated with sensor devices in smart buildings include: the Confusion Matrix, Accuracy
(Mean), Accuracy (Variation), Precision, Recall, F1 Score [19]; Accuracy [37]; and the development of
simulated scenarios and a comparison of the proposed scheme’s performance with that of the uniform
algorithm, in which the cluster heads are uniformly distributed and the resources are uniformly
allocated [139].

With respect to the most recent scientific articles addressing the Hierarchical Clustering method
integrated with sensor devices in smart buildings (Table 14), it can be observed that in [37], Zou et al.
addressed personalized location-based services in smart buildings. To this end, the authors developed
a method that used a non-intrusive device, based on WiFi technology, and an association scheme
based on an unsupervised learning algorithm. The authors developed a hybrid approach, combining
Hierarchical Clustering and location similarity matching. To test the performance of the developed
approach, the authors conducted a series of experiments and, using Accuracy as a performance metric,
concluded that their method had the potential to be implemented in real-world situations, “for practical
personalized context-aware and location-based services in the era of IoT”.

The scientific paper [19] was reviewed previously when analyzing the most recent scientific
articles that integrate Decision Tree approaches with sensor devices in smart buildings (Table 6).

In [139], Luan et al. proposed a hybrid cooperation scheme useful in collecting data in hierarchical
smart buildings networks, making use of machine-to-machine communication. In this study, the
authors used smart meters organized into clusters as sensors, sending information to the cluster-heads.
The authors developed hybrid Hierarchical Clustering, containing a two-layer transmission process.
In the first-layer transmission, the distributed smart meters send the data to their respective cluster
heads. In the second-layer transmission, the cluster-heads forward all of the data to the base station.
With a view to highlighting the advantages and properties of their developed scheme, the authors
developed a series of simulated scenarios and compared the proposed scheme’s performance with that
of the uniform algorithm, whereby the cluster heads were uniformly distributed and the resources
were uniformly allocated.

Subsequently, from the obtained pool of scientific articles resulting from the application of the
devised review methodology, we identified, analyzed and summarized those making use of the
K-Means integrated with sensor devices in smart buildings for classification purposes. A complete
summarization table (Table S15) is presented in the Supplementary Materials file, while Table 15
presents the most recent papers addressing this subject.

Examining the papers selected and summarized in Table S15, presented in the Supplementary
Materials file, it can be observed that 67% of them take into consideration smart buildings in general,
while the remaining 33% refer to smart homes. The authors of these scientific articles made use of
different types of sensors in their analyses, including binary sensors [26]; sensor networks [140]; smart
meters, Personal Weather Stations (PWS), and sensors providing data useful in computing the mean
values of: hourly indoor temperature, hourly outdoor temperature, hourly value of precipitation,
hourly value of wind direction, hourly value of solar radiation, hourly value of ultraviolet index,
hourly value of humidity, hourly value of pressure [42].
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Table 15. The most recent scientific articles addressing the K-Means integrated with sensor devices in

smart buildings.
Publication Type of Reason for Using the K-Means Only or Performance
Reference Smart Type of Sensors K-Means Method . .
Year pep, . . Hybrid Metrics
Building with Sensor Devices
comparison
with existing
hybrid: K-Means methods based
extraction of Algorithm combined onboth
[26] 2018 smart home  binary sensors behavioral patterns with Nominal Matrix synthetlc and
R publicly
Factorization method .
available real
smart home
datasets
Cluster Validation Cluster
Indices (CVIs) for Analysis,
establishing the Centroids of
optimal number of the electricity
clusters k for the consumption
smart discovering electricity ~ dataset, combined clusters,
(1401 2018 buildings sensor network consumption patterns ~ with the Parallelized Centroids of
Version of K-Means the clusters
Clustering Algorithm  with lower
for discovering consumptions,
patterns from the Computing
dataset times
Smart meters,
Personal Weather
Stations (PWS),
sensors providing
data useful in
computing the mean
Yalues of: hourly Data Mining Engine,
indoor temperature,
METATECH
smart hourly outdoor managing ener; (METeorological data Support,
[42] 2018 o temperature, hourly ing energy T0 O8] Confidence and
building AN consumption Analysis for Thermal .
value of precipitation, Lift
hourly value of wind Energy
CHaracterization)

direction, hourly

value of solar
radiation, hourly
value of ultraviolet
index, hourly value of
humidity, hourly
value of pressure

In these papers, the reasons for using the K-Means method with the sensor devices in smart
buildings were related to extraction of behavioral patterns [26]; determining electricity consumption
patterns [140]; and managing energy consumption [42]. With respect to the devised research methods,
in [26], Li et al. made use of a hybrid approach, combining the K-Means algorithm with Nominal Matrix
Factorization method. In [140], Pérez-Chacon et al. used the Cluster Validation Indices (CVIs) method
to establish the optimal number of clusters for the dataset, combined with the parallelized version
of K-Means clustering algorithm for discovering patterns from the dataset. In [42], Di Corso et al.
implemented the data mining engine, METATECH (METeorological data Analysis for Thermal Energy
CHaracterization), which computes the similarity between two objects by using the Euclidean distance,
and integrates a partitional algorithm, the K-Means algorithm.

The performance metrics considered in the scientific papers using the K-Means integrated with
sensor devices in smart buildings were evaluated based on a comparison with existing methods based
on both synthetic and publicly available real smart home datasets [26]; cluster analysis, centroids of the
electricity consumption clusters, centroids of the clusters with lower consumptions, and computing
times [140]; and support, confidence and lift [42].

Regarding the most recent scientific articles that make use of the K-Means method along with
sensor devices in smart buildings (Table 15), it can be observed that in [26], Li et al. aimed to devise a
methodology for the automatic detection of the behavioral patterns of elderly people living in smart

169



Energies 2019, 12, 4745

homes. The authors made use of binary sensors and devised a hybrid approach, combining the
K-Means algorithm with Nominal Matrix Factorization method in order to obtain the daily routines.
To assess the performance and suitability of their method, the authors compared their developed
approach with existing methods based on both synthetic and publicly available real smart home
datasets and considered their obtained results to be promising.

In [140], Pérez-Chacon et al. proposed a method for identifying patterns in big data time series
with respect to energy consumption in smart buildings, making use of sensor networks. The authors
based their approach on Cluster Validation Indices (CVIs) for establishing the optimal number of
clusters for the dataset, combined with the parallelized version of K-Means clustering algorithm (from
the Apache Spark’s Machine Learning Library) in order to discover patterns from the dataset. The
devised method was tested using a large dataset, representing the energy consumption of eight smart
buildings over a seven-year period (2011-2017). As performance metrics, the authors used cluster
analysis, centroids of the electricity consumption cluster, and centroids of the clusters with lower
consumptions, along with computing times, and concluded that their devised approach represented a
valuable tool for the optimization of energy usage.

In paper [42], Di Corso et al. proposed a data mining engine, METeorological Data Analysis for
Thermal Energy CHaracterization (METATECH), which computes the similarity between two objects
by using the Euclidean distance, and integrates a partitional algorithm, the K-Means algorithm. The
authors made use of various types of sensors, including Smart meters, Personal Weather Stations
(PWS), and sensors providing data useful in computing the mean values of: hourly indoor temperature,
hourly outdoor temperature, hourly value of precipitation, hourly value of wind direction, hourly
value of solar radiation, hourly value of ultraviolet index, hourly value of humidity, and hourly value of
pressure [42]. The devised method aimed to develop models for correlating meteorological conditions
and the energy consumption in smart buildings at various levels of granularity. To validate the devised
approach, the authors performed a series of experimental tests using real datasets and concluded that
these tests highlighted the effectiveness of their method in the process of data mining.

3.3. Deep Learning Techniques

Taking into account recent increases in the computational power of hardware processing
architectures (especially parallel processing ones), which have led to the widespread application
of Deep Learning techniques, in addition to the above-mentioned categories, we also identified,
analyzed and summarized, with respect to the obtained pool of scientific papers, those that make
use of Deep Learning techniques with sensor devices in the smart building sector. A selection of the
most recent papers (sorted in descending order of publication year) is presented in Table 16, while a
comprehensive summarization table can be found in the Supplementary Materials file (Table S16).

It can be observed that 78% of the scientific papers selected and summarized in Table S16,
presented in the Supplementary Materials file, focused their research exclusively on smart homes,
while 17% focused on smart buildings in general, and the remaining 5% focused on smart commercial
and residential buildings.

In these papers, the authors made use of different types of sensors, including motion sensors [18,
25,28,141-145]; temperature sensors [28,40,73,143,144]; wireless sensor networks [21,40,141,145]; door
sensors [25,143]; smartphone inertial sensors [146] and a smartphone application [36]; cameras [18];
a two-dimensional acoustic array [27]; daily activity recognition sensors [28]; actuators [143]; tactile
sensors, power meters, and microphones in the ceiling [144]; non-wearable sensors [147]; unobtrusive
sensors [9]; environmental sensors [73,142]; weather sensors [12]; WiFi-enabled sensors for food
nutrition quantification [36]; and binary sensors [148].
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Table 16. Five of the most recent scientific articles addressing Deep Learning techniques integrated

with sensor devices in smart buildings.

Reason for Using the

I Type of . .
Publication Deep Learning Deep Learning Only  Performance
Reference Year BIS]:T::; Type of Sensors Method with Sensor or Hybrid Metrics
8 Devices
hybrid approach,
. human activity combining Long
::f;ibsle:‘zzld recognition in medical ~ Short-Term Memory Confusion
[18] 2019 smart home Sy . care, smart homes, (LSTM) and Matrices, F1
comprising motion . .
sensors and cameras and security Convolutional Neural  Accuracy
monitoring Network (CNN)
methods
Convolutional Neural
Networks compared
with traditional
[27] 2019 smarthome & two-dimensional human activity recognition Overall
acoustic array recognition approaches such as Accuracy
K-Nearest Neighbor
and Support Vector
Machines
hybrid, using Term
Frequency-Inverse
Document Frequency
(TF-IDF), along with
each of the Support
daily activities Vector Machine Accuracy,
recognition sensors, human activity (SVM), Sequential Precision,
28] 2019 smart home infrared motion and recognition Minimal Optimization — and
temperature sensors (SMO), and Random F-Measure
Forest (RF), Long
Short-Term Memory
(LSTM) methods and
comparison between
them
Convolutional Neural
Networks (CNNs) for
detecting abnormal
behavior related to Precision
dementia, the results .
.. R . Recall,
sensor-based activity ~ being compared with
L F-Measure
- 34 sensors (3 doorand  recognition and methods such as
[25] 2019 smart home . . . and
31 motion sensors) abnormal behavior Naive Bayes (NB), Accurac
detection Hidden Markov Sensi tivi}:
Models (HMMs), o e Y
Hidden Semi-Markov P ty
Models (HSMM),
Conditional Random
Fields (CRFs)
Root Mean
Square Error
forecasting Packet comparison bereen (RMSE),
R . Linear Regression, Mean
Delivery Ratio (PDR) X .
smart wireless sensor and Energy Gradient Boosting, Percentage
[21] 2019 o A . Random Forest, Error (MPE),
building networks Consumption (EC) in .
. Baseline and Deep and Mean
Internet of Things .
(IoT) Learning Neural Absolute
Networks Percentage
8
Error
(MAPE)

In the scientific papers selected and summarized in Table S16, the reasons for using Deep Learning
techniques integrated with sensor devices in smart buildings were mainly related to human activity
recognition [9,18,25,27,28,73,142,143,145-148]; ensuring health care [18,25,142]; forecasting Packet
Delivery Ratio (PDR) and Energy Consumption (EC) in Internet of Things (IoT) [21]; realizing small
and big data management [141]; adaptive decision-making in smart homes [144]; thermal comfort
modeling [40]; forecasting the electricity consumption [12]; and Internet of Things (IoT)-based fully
automated nutrition monitoring systems [36].
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With respect to the devised methods, in paper [18], the authors made use of a hybrid approach,
combining the Long Short-Term Memory (LSTM) networks with the Convolutional Neural Network
(CNN) approach. In [27], the authors implemented Convolutional Neural Networks, and compared
them with traditional recognition approaches such as K-Nearest Neighbor and Support Vector Machines.
The authors of [28] developed a hybrid approach, using Term Frequency-Inverse Document Frequency
(TF-IDEF), along with the Support Vector Machine (SVM), Sequential Minimal Optimization (SMO),
and Random Forest (RF), Long Short-Term Memory (LSTM) methods and compared them. In [25],
the authors made use of Convolutional Neural Networks (CNNs) for detecting abnormal behavior
related to dementia, the results were compared with methods such as Naive Bayes (NB), Hidden
Markov Models (HMMs), Hidden Semi-Markov Models (HSMM), and Conditional Random Fields
(CRFs). In [21], Ateeq et al. compared the Linear Regression, Gradient Boosting, Random Forest,
Baseline and Deep Learning Neural Networks. The authors of [141] used Deep Neural Networks for
system monitoring and optimization. In [146], the authors implemented a Deep Belief Network (DBN),
comparing it with Support Vector Machine (SVM) and Artificial Neural Network (ANN) approaches.
In [142], the authors developed a hybrid Deep Learning-based gesture/locomotion recognition model,
integrating CNN and RNN. In [143], the authors made use of different Deep Learning (DL) models
based on Long Short-Term Memory (LSTM), comparing their approach with the Hidden Markov
Model (HMM), Conditional Random Field (CRF), and Naive Bayes (NB) approaches. In [144], the
authors developed a hybrid method, namely the Adaptive Reinforced Context-Aware Deep Decision
System (ARCADES), combining Deep Neural Networks and Reinforcement Learning (RL). In [145],
the authors compared Recurrent Neural Networks (Long Short-Term Memory, Gated Recurrent Units),
Convolutional Neural Network, Behavior Explanatory Models, and Sensor Profiles. In [147], the
authors developed a Deep Learning technique, namely the Recurrent Neural Network (RNN), using the
Long Short-Term Memory (LSTM) architecture. In [9], the authors made use of the SVM classifier along
with two different feature extraction methods: a manually defined method and a Convolutional Neural
Network (CNN). The authors of [40] developed an intelligent Thermal Comfort Management (iTCM)
system black-box neural network (ITCNN), whose performance was compared with the Fanger’s
Predicted Mean Vote (PMV) model and six classical machine learning approaches: three traditional
white-box machine learning approaches and three classical black-box machine learning methods.
In [73], the authors made use of a Deep Convolutional Neural Network (DCNN), comparing it with
the Naive Bayes (NB) and Back-Propagation (BP) algorithms. In [12], the authors used deep Recurrent
Neural Network (RNN) models. In [36], the authors implemented Bayesian algorithms and the 5-layer
Perceptron Neural Network method for diet monitoring. In [148], the authors developed an Activity
Recognition (AR) model based on Deep Learning for two cases: one-layer Denoising Autoencoder
(DAE) and two-layer Stacked Denoising Autoencoder (SDAE). The results obtained were compared
with those obtained by five commonly used baselines: Naive Bayes (NB), Hidden Markov Model
(HMM), Hidden Semi-Markov Model (HSMM), K-Nearest-Neighbor (KNN), and Support Vector
Machine (SVM) with linear kernel.

The performance metrics chosen by the authors of the papers focusing on Deep Learning techniques
integrated with sensor devices in smart buildings included Confusion Matrices and F1 Accuracy [18];
Overall Accuracy [27]; Accuracy, Precision and F-Measure [28]; Precision, Recall, F-Measure, Accuracy,
Sensitivity, and Specificity [25]; Root Mean Squared Error (RMSE), Mean Percentage Error (MPE), and
Mean Absolute Percentage Error (MAPE) [21]; Overall Accuracy and Mean Recognition Rate [146];
Accuracy, Precision, Recall and F1 Score [142,143]; reward per episode, Precision, Recall, F1 Score [144];
methods discussed and evaluated on the basis of real-life data and the Confusion Matrix [145]; Accuracy
and Root Mean Square Error (RMSE) [9]; energy cost savings [40]; Precision, Specificity, Recall, F1
Score, Accuracy, Total Accuracy, and Confusion Matrix [73]; Root Mean Squared Error relative to
Root Mean Squared (RMS) average of electricity consumption in test data, Root Mean Squared Error
relative to Root Mean Squared (RMS), average of electricity consumption in training data, and Pearson
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Coefficient [12]; Accuracy of classification of food items and meal prediction [36]; and time-slice
accuracy and class accuracy [148].

With respect to the most recent scientific articles that make use of Deep Learning techniques along
with sensor devices in smart buildings (Table 16), it can be observed that papers [18] and [27] were
reviewed previously when analyzing the most recent scientific articles integrating Neural Networks for
classification purposes with sensor devices in smart buildings (Table 5). Paper [25] was reviewed when
analyzing the most recent scientific articles integrating the Hidden Markov Model with sensor devices
in smart buildings (Table 13). Article [21] was detailed when analyzing the most recent scientific
articles integrating Decision Tree with sensor devices in smart buildings (Table 6).

In paper [28], Guo et al. aimed to achieve human activity recognition based on a non-invasive
method in order to improve residents’ lives. In their research, the authors made use of daily activity
recognition sensors, and infrared motion and temperature sensors, and developed a hybrid approach
using Term Frequency-Inverse Document Frequency (TF-IDF), along with the Support Vector Machine
(SVM), Sequential Minimal Optimization (SMO), Random Forest (RF), and Long Short-Term Memory
(LSTM) methods, carrying out a comparison between them. By computing the Accuracy, Precision
and F-Measure performance metrics, the authors evaluate the Machine Learning methods and Deep
Learning technique, thereby concluding that their strategy, based on the Term Frequency-Inverse
Document Frequency (TF-IDF) approach, has the potential to improve the performance of human
activity recognition systems.

In the following, we review the most frequently cited articles from the scientific papers pool
addressing the reviewed topics, as reported by the two considered international databases.

3.4. Frequently Cited Scientific Papers Addressing the Reviewed Topics, as Reported by the Elsevier Scopus and
the Clarivate Analytics Web of Science International Databases

We devised our research methodology and conducted our review with a view to identifying,
filtering, categorizing, and analyzing the most important and relevant scientific articles with respect to
recent developments in the integration of machine learning models with sensor devices in the smart
buildings sector with a view to attaining enhanced sensing, energy efficiency, and optimal building
management. Therefore, we focused our attention on the most recent scientific papers, meanwhile
being aware of the fact that these topics represent an important subject, and that new research is
disseminated day by day throughout the scientific literature. In addition to this, the choice to review
the most recent scientific works addressing developments concerning the integration of machine
learning models with sensor devices in the smart buildings sector offers the possibility of grasping the
recent advancements in technology and sensing equipment.

Another criterion that can be addressed when devising a review paper is based on the visibility of
the papers in the scientific literature, evaluated on the basis of their number of citations. Nevertheless,
this approach has its disadvantages, due to the fact that in this way, the most recent papers may not be
taken into account, as they have not had the chance to be cited as frequently as those published at an
earlier date, as sufficient time has not yet elapsed since their publication. However, in order to highlight
the most visible papers in the scientific literature that address the reviewed topics, in addition to the
above-mentioned analysis, we also identified, analyzed and summarized from the obtained scientific
papers pool the most frequently cited scientific papers, as reported by the Clarivate Analytics Web of
Science (WoS) and the Elsevier Scopus (ES) international databases. These papers are summarized in
Table 17, sorted into descending order of number of citations.
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Analyzing the papers selected and summarized in Table 17, it can be observed that 80% of them
focus exclusively on smart homes, while the remaining 20% take into consideration smart buildings in
general. The authors of these scientific articles make use of different types of sensors in their analyses,
including energy smart meters, building management systems, and weather stations [44]; Passive
Infra-Red (PIR) sensors or motion detectors; door/window entry point sensors; electricity power
usage sensors; bed/sofa pressure sensors; flood sensors [75]; wireless sensor network highlighting
user movement, user location, human-object interaction, human-to-human interaction, environmental
information [123]; sensors for HVAC chillers [65]; and smart meters [138].

In these papers, the reasons for using Machine Learning Models with sensor equipment in the
smart buildings are mainly related to the recognition of human activity [75,123]; forecasting of energy
consumption [44]; optimal sensor selection in complex system monitoring problems [65]; and load
disaggregation [138].

With respect to the devised methods, in [44], Jain et al. developed a model based on Support Vector
Regression (SVR). In [75], Lotfi et al. made use of the Echo State Network (ESN), Back Propagation
Through Time (BPTT) and Real-Time Recurrent Learning (RTRL) methods. In [123], Wang et al. made
use of the Coupled Hidden Markov Model (CHMM) and Factorial Conditional Random Field (FCRF)
methods. In [65], Namburu et al. compared Support Vector Machines (SVMs), Principal Component
Analysis (PCA), and Partial Least Squares (PLS) methods. In [138] Egarter et al. solely implemented
the Hidden Markov Model.

The performance metrics chosen by the authors of the most frequently cited scientific articles
addressing Machine Learning Models integrated with sensor devices in smart buildings reported by
the WoS and the ES International Databases included the Coefficient of Variation (CV) and Standard
Error [44]; Root Mean Square Error (RMSE) [75]; Accuracy, the heuristic merit of a sensor feature subset
containing a certain number of features [123]; Recognition Rate [65]; and Accuracy [138].

By analyzing the most frequently cited scientific articles addressing Machine Learning Models
integrated with sensor devices in smart buildings reported by the Clarivate Analytics Web of Science
and the Elsevier Scopus international databases (Table 17), it can be observed that in [44], Jain et al.
started their study by highlighting the importance of the accurate forecasting of a building’s energy
consumption in order to achieve appropriate, efficient urban energy management. To this end, the
authors developed a forecasting model based on the Support Vector Regression method, and applied it
to a residential building in New York City, endowed with various types of sensors such as weather
stations, smart meters and building management systems. The authors analyzed the impact of spatial
and temporal granularity on forecasting accuracy by taking into consideration several parts of the
building and a variety of time intervals. By comparing the obtained results, using the Coefficient of
Variation (CV) and the Standard Error as performance metrics, the authors concluded that the best
results were those registered when forecasting the energy consumption at the floor level, with an
hourly timeframe.

In [75], Lotfi et al. proposed a method for monitoring the activities of elderly people living
alone in homes equipped with sensor networks (comprising motion and door sensors) by detecting
and predicting any abnormal behavior. The authors presented methods for analyzing the large
datasets retrieved from the sensors, representing them in formats that were suitable for grouping
the abnormalities. Subsequently, they used recurrent neural networks in order to predict potential
upcoming values of the activities monitored by each implemented sensor. Thereby, if an abnormal
behavior were forecasted to take place, health professionals could be informed. The authors compare
their Echo State Network (ESN) approach with those based on other recurrent neural network
techniques such as the Back Propagation Through Time (BPTT) and Real-Time Recurrent Learning
(RTRL), using the Root Mean Square Error (RMSE) and the training time as performance metrics,
concluding that the forecasting results provided by the ESN approach were better than those of the
other two approaches with respect to training time. The developed forecasting method was evaluated
by implementing it in a smart home inhabited by elderly people suffering from brain diseases.
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A wireless sensor network highlighting environmental information, user location, user movement,
human-to-human interactions, and human-object interactions was used by Wang et al. in [123] with
the aim of multi-user activity recognition in smart homes. The authors made use of a wearable
sensor platform in order to retrieve data from multiple users, modeling the interaction processes by
the means of two models, namely, the Coupled Hidden Markov Model (CHMM) and the Factorial
Conditional Random Field (FCRF). The authors conducted a series of experiments in order to assess the
performance of the two developed probabilistic models, concluding that the CHMM model provided an
accuracy of 96.41%, while the FCRF model registered an accuracy of 87.93% with respect to multi-user
activity recognition.

Acknowledging the importance of the Chillers as components in Heating, Ventilating and
Air-Conditioning (HVAC) systems, and the fact that they involve significant energy consumption,
in [65], Namburu et al. proposed a generic Fault Detection and Diagnosis (FDD) scheme for centrifugal
chillers and “a nominal data-driven model of the chiller” that could be useful in forecasting the system
response under changing loading conditions. The authors made use of sensors for HVAC Chillers in
order to achieve “an optimal sensor selection in complex system monitoring problems”, and compared
the Support Vector Machines (SVMs), Principal Component Analysis (PCA), and Partial Least Squares
(PLS) classification techniques using the Recognition Rate as a performance metric. Using an approach
based on a genetic algorithm, the authors selected the sensor suite that was most suitable for forecasting
system response in the context of new loading conditions and also assessed the performance provided
by the above-mentioned classification techniques when using the identified sensor suite. Using the
loading conditions obtained through the nominal model, the authors forecast the responses of the
sensor suite. Afterwards, the authors used real HVAC equipment in order to obtain a benchmark
dataset for use in validating the developed approach.

In [138], Egarter et al. addressed issues regarding Particle Filter-Based Load Disaggregation
(PALD;i) in smart homes. The authors commenced their study by highlighting the fact that smart
meters provide information that can be used in order to disaggregate appliance consumption by means
of Nonintrusive Load Monitoring (NILM), a method that analyzes the consumption provided by
the smart meter device within the smart home and identifies the appliances that are being used in
the house, along with their individual associated consumption. The authors made use of the NILM
method and estimated the appliance states using the particle filtering approach. Using Hidden Markov
Models for modeling the appliances and their combinations, the authors obtained a description of
the household power demand. Afterwards, in order to evaluate the developed approach, the authors
made use of generated and real datasets and concluded that their method registered an accuracy of
90% when detecting the appliance states in the real dataset case.

4. Discussion and Conclusions

The conducted review focused on recent developments in the scientific literature with respect to
the integration of Machine Learning models with sensor devices in the smart buildings sector with a
view to attaining enhanced sensing, energy efficiency, and optimal building management. To ensure
the quality and reliability of the reviewed works, prominent scientific databases (the Elsevier Scopus
and the Clarivate Analytics Web of Science) were used as a means to devise custom tailored queries.

In contrast to other, previously existing review papers, our approach was focused on recent
scientific articles, highlighting and comparing, for these papers, the details regarding publication
year, type of smart building, types of sensor device implemented, reason for using the respective
method with sensor devices, developed approach, and the performance metrics implemented in the
study. We first conducted an overall comparative analysis of the pool of scientific papers identified
according to the devised review methodology with respect to a previously identified and constructed
taxonomy. Subsequently, for each taxonomy branch, the most recent scientific articles were analyzed
separately, emphasizing the details of the implementation, along with the specific aspects pertaining to
the respective papers.
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A review of the most recent scientific articles that deal with emergent topics like machine learning,
sensor devices and smart buildings offers a series of undeniable advantages in terms of categorizing a
high number of scientific articles according to a clear, comprehensive taxonomy. This review article
offers a useful up-to-date overview for researchers from different fields who may wish to submit a
project proposal or study complex topics like those reviewed.

At the same time, by reviewing recent advancements in the integration of Machine Learning
models with sensor devices in the smart buildings sector, the current study offers scientists the
possibility of identifying future research directions that have not yet been addressed in the scientific
literature or of improving the approaches that already exist within the body of knowledge. The
conducted review provides the possibility of identifying the main applications for which approaches
have been developed in the literature integrating Machine Learning techniques with sensing devices
in smart environments, as well as those applications that have not yet been pursued.

An important challenge that still remains after decades of evolving research in the semiconductors
field is the need to develop novel low-power sensing equipment, considering that the vast majority
of sensing devices rely for their operation on different power sources, thereby incurring power
consumption costs for the acquisition, processing and transmission of the data streams in addition
to the physical wiring installation and maintenance costs when using them at the level of an entire
smart building. As can be seen from the results of the performed survey, several methods process the
data locally, while others adopt a cloud-based approach. Both of these proposed approaches raise
important challenges with regard to data processing, power consumption and data transmission power
consumption costs. While local processing of the acquired data consumes computational and power
resources on the long run, uploading the data into the cloud raises several security-related challenges,
including confidentiality, authenticity, integrity, non-repudiation, and accountability. In addition, there
is a need for future studies to focus on developing optimized compression algorithms and uploading
schemes for the acquired data into the cloud systems, considering that this process is consumes
resources from an energy requirements point of view. It is the authors’ opinion that the integration
of machine learning techniques in sensing equipment benefits not only enhanced sensing, but the
development of optimized processing and uploading strategies, in the end leading to a reduction in
the overall energy consumption.

When analyzing the pool of scientific works obtained after applying the devised review
methodology, we noticed an important aspect that had not been taken into consideration by the
scientific papers focusing on human-centric society and on the improvement of the life quality, namely,
the perceived notion of “comfort”. According to the International Organization for Standardization
(ISO) and the International Electrotechnical Commission (IEC) 25010 specifications [149], comfort is
defined as the “degree to which the user is satisfied with physical comfort”, and this physical comfort
can often be a matter of individual perception, being dependent to some extent to a human being’s
acoustic, visual, thermal and sensorial traits, while also being influenced by gender, age, and overall
health status.

An important aspect that should be further studied by researchers and implemented in practice
is improving the data security and privacy of IoT systems, due to the fact that most of the data that
resulting from the processes highlighted by our review paper, in which machine learning models are
integrated with sensor devices in the smart buildings sector, contain sensitive, personal information
related to the inhabitants of the respective buildings. These data must therefore be protected. In addition
to this, the entire ecosystem of hardware and software components is also vulnerable, and threat
protection must therefore evolve accordingly. The above-mentioned vulnerabilities could be overcome
by means of appropriate technologies designed to protect data, networks, systems, and devices from
malicious attacks, implementing cryptography, securing both the hardware and software components,
and ensuring communication protection in order to prevent unauthorized access to private information,
avoid the interruption of communications, and guarantee the accuracy of information managed by the
respective system.
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Even if the developed review covers the most relevant and important actual scientific articles
dealing with the above-mentioned research topics, we are aware of the fact that, as with any other
review paper, this is affected by the rapid development of the body of knowledge with regard to the
reviewed topics, which is strongly correlated with the extremely rapid evolution of the technology,
of sensor devices, and of machine learning approaches.

With respect to future work, we will aim to conduct a review of the most relevant patents awarded,
along with those that are pending, that propose methods and devices related to the fusion of machine
learning techniques with sensor devices in the smart buildings sector. In our opinion, this is an aspect
worth being studied and reviewed, considering the numerous existing patents that have not been
disseminated yet as scientific articles in the literature.
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Abstract: The study examines the implications of educating prosumers regarding Internet of
Things (IoT) use and monitoring to reduce power consumption in the home and encourage energy
conservation, sustainable living, and behavior change. Over 15 months, 125 households and household
owners received training regarding IoT plug equipment, usage monitoring, and energy reduction.
A face to face survey was then conducted regarding power consumption reductions, frequency of
monitoring, and user satisfaction compared to the previous year. The study found that participating
households used around 5% less energy compared to average households. The reduction rate was
found to have increased when more appliances were connected to smart plugs and their power usage
was monitored more frequently. Power usage also fell in a greater level when participants were
more satisfied with being given smart plugs and related education. Moreover, energy reduction rates
increase when smart plugs were used for cooling and heating appliances as well as video, audio, and
related devices. The results suggest that this program can be used to reduce energy use, which can be
beneficial for smart homes and smart cities. The study demonstrates the importance of education
from the perspective of energy conservation and related policies.

Keywords: smart home; IoT; energy conservation; smart city; energy education

1. Introduction

Over the past few decades, the electric power system has faced unprecedented demand growth [1,2].
Buildings are one of the main consumers of total electricity; many scholars have discussed the energy
management problem and have presented a number of power management schemes in both the
domestic and residential sectors [3]. In countries outside the United States, various programs for demand
response (DR) in the commercial and industrial field have been implemented [2]. Fully automated DR
is the most well-known automation type realized by the home energy management (HEM) system,
and research in related fields has produced tangible results.

Since the 1990s, several studies have been conducted on the residential sector, from both
the perspective of power production and management, and from residents who are the primary
power consumers. Among consumers, the real-time electricity pricing model has a high
economic-environmental value than the conventional common flat rates [4]. Real-time monitoring of
power consumption is an environmentally sustainable strategy for power usage reduction, helping the
user reduce unnecessary power consumption and expenditure.

The advent of the smart city era in the 2000s highlighted the importance of energy management
through various methods in smart homes, which were considered the end point. “Smart home”
refers to a building equipped with devices that benefit the end users [5-7] with the development of
application models and services for home networks recognized as a business model for the private
sector [8]. These technologies and services increase the user’s satisfaction with the adaptive home
service [9]. The emergence of the Internet of Things (IoT) appliances, devices, and applications,
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especially in the energy sector, is believed to increase the convenience of citizens’ daily lives, bringing
about sustainable development in homes and cities [10]. Accordingly, IoT equipment and applications
are being considered from various perspectives [11].

The IoT-based smart plug is a fundamental alternative to energy reduction from the user’s point
of view. It provides selective access, has an appropriate level of technology and price competitiveness,
which is why many companies offer solutions that connect to a single product or other equipment.
The market has expanded from $0.71 billion in 2016 to an expected $2.59 billion in 2021 [12].

Points of improvement for the smart plug have been suggested because it is voluntarily chosen,
purchased, and utilized in homes where smart home equipment is not installed [13], but it plays a
unique role at the midpoint of the energy prosumer era that we currently predict. It has been pointed
out, however, that the smart plug by itself is insignificant for energy saving as “you use energy to save
energy” [14]. Ultimately, a change in user and household behavior is also required to reduce energy
usage [15,16]. Thus, educating consumers on the efficient use and reduction of energy is needed for
effective utilization of sustainable energy [17]. This is also a means to enhance the economy, society,
and quality of life [18]. From this point of view, the usage of equipment or devices, which are easily
accessible and usable by households for energy conservation, and related education on those items are
expected to serve as a stepping stone to the production and the management of sustainable energy.
In order to ensure the sustainability of related technologies and policy measures, it is necessary to
monitor equipment and devices that have been developed and utilized, subsequent changes of users’
behaviors and related education programs.

As such, this study examined apartment residents over 15 months, wherein they used both IoT
smart plugs and received education about energy saving. Based on the results, the study analyzed
methods the participants used to reduce electricity consumption, factors that affected the reduction,
users’ satisfaction level, and the possibility for their sustainable utilization in the future.

1.1. Literature Review

1.1.1. Transition from Consumer to Manager and Prosumer

So far, studies of the energy sector and residential space have been conducted primarily from the
perspective of public energy supply and management stability based on power demand. For example,
Ref. [19] conducted a study based on game-theory which predicted the balance of power loads and
daily schedules for residents and the pricing tariffs of the power supply. Ref. [20] emphasized the
importance of scheduling for cost-benefit while presenting and verifying algorithms for the balance and
optimization of households’ minimum price and maximum comport. In particular, various technologies,
hypotheses, and research models were established and verified to realize the aforementioned smart
home and energy management system. However, the reality is that most countries and cities rely
on the top-down method of public or large companies for the stable supply and demand of energy.
The creation of the energy market’s equilibrium condition is important in the long run to overcome
this [21].

From this perspective, the growth and spread of smart city and smart grid concepts since the
2000s have redefined both the role of users, who were previously regarded as consumers of power, and
new methods of power supply. The word “prosumer” was coined to exemplify the combination of
producer and consumer. Many scholars predict that in the future, communities or individuals will act
as major agents of energy production, management, and sales; in some ways, this is already being
accomplished [22]. Thus, related research areas will be needed to predict and redefine users’ roles
and behaviors, which will expand in the future [23]. The public sector is required to serve its role of
changing smart energy management, while simultaneously supplying and monitoring various related
goods and services [24].

Except for a few standardized and commercialized technologies, however, there is still a lack of
fundamental, foundational, and realistic research from a user’s behavioral point of view, i.e., the most
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accessible device or service that can change the user’s fundamental energy-saving behavior, and the
education needed regarding energy conservation.

At a time when energy consumers have increasingly become “prosumers,” multiple researches
have focused on users themselves as well as effects of their voluntary energy reduction from the
perspectives of smart home or smart city.

The first point of such discussions is users’ voluntary improvement regarding their energy demand
through the revision of energy supply or charging schemes [25,26]. They also emphasize that advanced
information and knowledge could lead to structural changes in users’ behaviors [27,28]. Secondly, they
highlight control and monitoring led by users with a focus on the development and monitoring of
smart home-related technologies such as smart plugs and loT-based home appliances. Given that IoT,
which can actually be controlled by users, is one of the efficient means for saving energy [28,29], the
introduction of smart plug/socket and other similar items could reduce the energy consumption in
cities and households [30,31]. As related technologies and equipment are still in their development
stage, researches on their impacts and utilities have just begun.

Case in point is Ref. [32], who analyzed the survey on the use of smart plugs, which found that the
quality of information and the usefulness of control applications, among other things, could enhance
users’ satisfaction with the device. However, there still have not been enough researches that review
real effects that IoT equipment, such as real smart plugs, has on energy saving as well as their impacts
on users in socio-scientific terms.

1.1.2. Importance of Evaluating User Experiences

From the perspective discussed in the previous section, recent studies have focused on measuring
citizens’ perceptions in the energy saving and renewable energy field, and suggested the direction of
relevant policies based on the results.

In particular, as the field has come to include renewable energies [33] and new energy
technologies [26], as well as willingness to pay (WTP) [34] and quality of life (Qol) [35], related
research is going beyond the development of existing energy mechanisms and technologies that
respond to user demand; it is recognizing citizens as agents of energy consumption and conservation
by listening to and analyzing their opinions. In particular, public opinion must be considered when
formulating and implementing policies, with an even greater emphasis in democratic societies [36].

Thus, the socio-demographic characteristics, ideology, and implementation of surveys based
on individual value judgments in civil society is the basis for energy-related policymaking, which
is the basis for public and private investment in related fields [37]. In addition, given that each
individual’s energy saving behavior is an important factor for reducing energy consumption [38], and
that education is an important tool to achieve this goal [39], monitoring these items is an important
factor in diagnosing the present and predicting and preparing for the future.

From this point of view, a number of studies are being carried out to create a framework for
the user’s experience of relevant policies, technologies, and equipment, or to monitor the results.
In particular, the importance of IoT in transportation, energy, and housing for user experience in
smart cities is being emphasized [40], but there is a lack of discussion on practical research about the
relationship between users’ perceptions, acceptance, and consumption and the importance of IoT [41].
Moreover, given that only relevant discussions are considered in detail, such as education, monitoring
of its effectiveness [42], or reviews of related products and services [43,44], studies that combine user
experience and the evaluation of related products or services with various factors that influence power
consumption may be necessary in future research.
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2. Materials and Methods

2.1. Research Process and Method

The smart plug, which has become more popular recently, is one of the most active and accessible
user-led energy saving means but requires education. Study participants were selected in the following
manner. They were then provided with smart plugs and energy conservation education, and the
results were observed for 15 months.

The selected participants included those 20 years old or older who lived in apartment complexes.
Complexes were chosen due to Seoul’s residential characteristics, as apartments are one of the most
common housing types in Korea. Selected households (144) had lived in one of four apartment
complexes for two years or more. Data on monthly electricity usage for the past year was obtained
from either the participants or the complex management office so that usage could be compared with
the previous year.

Second, three IoT-based smart multi-tabs, two plugs, and two smart switches were given to
participants. The products provided were loT-based smart plugs and switches, and their functions
were power control, scheduling, and timer from far and near distances using 5G, LTE, Wi-Fi, and
Bluetooth (offline-based), all of which are currently available on the market. The participants installed
the smart plugs and switches as they saw fit and notified the researchers of the type, number, and
location of the connecting device.

The apartment complex was between 20 years and 30 years old and used hot water heating
supplied by CHP (combined heat and power) plant. Because of this, electricity use in winter was
low, except when using electric heaters. However, since air conditioning is used separately in each
household, a lot of electricity tends to be used in the summer.

Third, participants received an hour-long education session when they received the smart plug and
at one month, two months, four months, six months, eight months, and 12 months after they received
the plug. The content of the training included: (1) How to use the IoT-based smart plug and how to
use the control application; (2) real-time power monitoring, other methods of use, and comparison
workshops on current power consumption compared to the previous year; (3) understanding and
reducing the power consumption of home appliances; (4) how to use air-conditioning and heating
devices to increase cooling and heating efficiency; (5) two workshops comparing current power
consumption compared to the previous year; and (6) purchasing high-efficiency home appliances and
government subsidies and reviews.

Fourth, participants” monthly power usage was collected for the 15 months of the experiment,
starting in, March 2019, when the devices were supplied, to May 2020, when the experiment ended.
Prior to the experiment, a preliminary survey was conducted on users’ gender, age, number of
household members, and area of residence; during and at the end of the experiment, a survey was
conducted on the number of times the device control application was monitored, satisfaction level,
and willingness to participate in the program.

2.2. Research Models and Variables

A total of 125 survey results who attended more than 80% of the education programs were collected
and then analyzed. First, a pre- and post-use comparative evaluation was conducted. Participant
expectations about the product before use were measured and compared with the satisfaction level after
use. In terms of actual power usage, the results and effects were analyzed by comparing and analyzing
the average monthly power usage for 15 months before using the product with the power usage for
15 months during the experiment. For the two before and after comparisons, the paired-samples t-test
was performed.

Second, the factors affecting the increase and decrease in power usage were analyzed. The reduction
in power consumption based on pre- and post-use power usage was set up as the dependent variable,
while the number of installations of the supplied device, the number of times power and status were
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controlled and monitored using the application, and the socio-economic characteristics were set up
as independent variables. Given that users’ energy conservation can be derived from the results of
relevant devices supplied and training, the study comprehensively examined which factors affected
the increase or decrease of electricity consumption by adding the satisfaction level measured in the
survey as an independent variable. The reason socio-economic variables such as gender, age, and
income were included in the regression model is to provide a basis for future public policymaking or
support [45,46]. Additionally, since residential area variables tend to increase the demand for electricity
as the size of the dwelling increases, education regarding the use of, and then using, smart plugs was
expected to reduce power usage.

Third, with the dependent variable as the amount of power reduced, the study examined which
appliances affected participants’ reduced power usage through an additional regression analysis that
used the supplied plug and the connected home appliances as independent variables. The reduced
power usage depended on the user’s lifestyle or the amount of power consumed by the home appliance,
but it was expected that this analysis would provide insight into the user’s tendency to install smart
plugs and the impact of home appliances on power reduction, and that the results would provide a
basis for the improvement of the related curriculum.

The dependent variables and the types and contents of each of the independent variables, which
combine the contents of these two regression models, are shown in Tables 1 and 2.

Table 1. Dependent (D.V.) and Independent (I.V.) Variables of Research Model I.

Class Variable Scales
D.V. Average Reduction Rate of Electricity Consumption ! Percentage
Gender (Male/Female) Selective
LV. (Socio-economic Age of Respondent Number
Characteristics) Area of Housing m?
Monthly Income per Household uUsD
Frequency of Monitoring Using an Application Number
L.V. (Observed Variables) Number of home Appliances Connected with Smart Plugs Number
Overall Satisfaction of Smart Plugs and Education Likert (11pts)

1 Mean of reduction rate for 15 months compared to the same month last year.

Table 2. Dependent (D.V.) and Independent (I.V) Variables of Research Model II.

Class Variable Scales
D.V. Average reduction Rate of Electricity Consumption ! Percentage
Lighting Fixtures
Washing and Drying Machine
Kitchen Appliances
L.V. (Home Appliances Air Conditioner Selective
C