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Preface to ”Selected Papers from the 1st International

Electronic Conference on Biosensors (IECB 2020)”

The birth of biosensors dates back to the early 1960s, when Clark and Lyons (1962) introduced the

concept of using an enzyme coupled with an electrode as a reagent. After decades of intense research,

biosensors attracted the attention of a large scientific community, and they currently have a very wide

range of applications due to their simplicity, low cost, and precision, aiming at improving quality of

life. This range covers their use for environmental monitoring, disease detection, food safety, defense,

drug discovery, and many more applications.

The scope of this Special Issue is to collect some of the contributions to the First International

Electronic Conference on Biosensors, which was held to bring together well-known experts currently

working in biosensor technologies from around the globe, and to provide an online forum for

presenting and discussing new results.

The world of biosensors is definitively a versatile and universally applicable one,

as demonstrated by the wide range of topics which were addressed at the Conference, such as:

bioengineered and biomimetic receptors; microfluidics for biosensing; biosensors for emergency

situations; nanotechnologies and nanomaterials for biosensors; intra- and extracellular biosensing;

and advanced applications in clinical, environmental, food safety, and cultural heritage fields.

Giovanna Marrazza, Sara Tombelli

Editors
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Abstract: The feasibility of light-addressed detection and manipulation of pH gradients inside an
electrochemical microfluidic cell was studied. Local pH changes, induced by a light-addressable
electrode (LAE), were detected using a light-addressable potentiometric sensor (LAPS) with different
measurement modes representing an actuator-sensor system. Biosensor functionality was examined
depending on locally induced pH gradients with the help of the model enzyme penicillinase, which
had been immobilized in the microfluidic channel. The surface morphology of the LAE and enzyme-
functionalized LAPS was studied by scanning electron microscopy. Furthermore, the penicillin
sensitivity of the LAPS inside the microfluidic channel was determined with regard to the analyte’s
pH influence on the enzymatic reaction rate. In a final experiment, the LAE-controlled pH inhibition
of the enzyme activity was monitored by the LAPS.

Keywords: light-addressable potentiometric sensor; light-addressable electrode; actuator-sensor
system; enzyme kinetics; microfluidics

1. Introduction

Lab-on-a-chip systems, microfluidic bioreactors and organ-on-chip platforms with
integrated sensors and actuators for the monitoring of crucial parameters (e.g., flow rate,
temperature and pH) are of great interest to maintain micro-environmental conditions [1–3].
On the other hand, inducing perturbations of these parameters leads to new perceptions
of such systems, e.g., by changing the extracellular pH during cell culturing [4–7]. Often,
due to geometrical restrictions inside microfluidic channels, the flexible integration of
“conventional” sensing devices is not easy to accomplish [1]. The sensor information is
mostly obtained at a fixed position, predefined during fabrication of the usually rigid
sensor geometries. At the same time, a spatially resolved mapping of the molecular
species functionalized areas are defined inside the microstructure. In addition, actuation
functionalities should be flexible as well, enabling manipulation of e.g., local pH changes
without affecting neighboring elements. Therefore, a precise addressability of both the
actuator (here, a light-addressable electrode, LAE) and the sensor (here, a light-addressable
potentiometric sensor, LAPS) is required.

Biosensors 2021, 11, 171. https://doi.org/10.3390/bios11060171 https://www.mdpi.com/journal/biosensors
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LAPS is a semiconductor-based chemical sensor which was first proposed by Hafe-
man et al., in 1988 [8]. LAPS belongs to the group of field-effect-based electrochemical sen-
sors with an electrolyte-insulator-semiconductor (EIS) structure [9]. LAPS offers (depend-
ing on its transducer layer) the spatially resolved monitoring of concentration-dependent
surface-potential changes, e.g., induced by (bio)chemical/biological molecules or living
cells in the analyte solution. LAPS can be designed as multiwell- and multianalyte-sensor
devices and can serve for chemical imaging, where the distribution of the analyte concen-
tration is visualized on its chip surface [10–14]. Moreover, LAPS provides a broad range of
possible applications and has been utilized for various (bio)chemical and biotechnological
approaches, such as monitoring the metabolic activity of bacteria in fermentation broth [14],
for on-sensor cryopreservation of cells [15], multi-ion and penicillin detection [16,17], and
DNA sensing [18].

In contrast to LAPS, a LAE exhibits no insulating layer, having a direct charge transfer
with the analyte. By spatially resolved illumination, conductive areas inside the semi-
conducting chip can be defined resulting in, e.g., photoelectrocatalytical water oxidation.
Furthermore, the LAE can be used for photoelectrochemical material deposition, adjust-
ment of a pH gradient or cell stimulation [19–21]. Advantageously, the LAE offers a high
flexibility without the need for patterning complicated electrode arrays [22,23].

The combination of LAPS and LAE as a sensor-actuator system would enable the
simultaneous, spatially resolved pH manipulation and monitoring inside a microfluidic
system. This way, reaction processes taking place inside microchannels could be further
analyzed and optimized, which is helpful for e.g., studying the response characteristics of
immobilized bioreceptors in a microfluidic channel, such as enzymes.

The proposed experimental approach of a light-addressable actuator-sensor platform
(consisting of a LAE and a LAPS) elaborates for the first time the mutual reaction of
local pH gradients inside a microfluidic channel and the enzyme-triggered sensor signal.
Penicillinase has been selected as a model enzyme to detect penicillin, since it is a robust
enzyme making it advantageous for experimental application. The enzymatic reaction
induces a pH change, which can be detected with the LAPS. Si3N4 was used as pH-sensitive
transducer layer for the LAPS, and TiO2 as photoelectrocatalytical material inducing pH-
value manipulations.

The surface morphology of the LAE and the LAPS surface where physically char-
acterized by means of scanning electron microscopy (SEM). The penicillin sensitivity of
the LAPS and the effect of pH changes on the enzyme activity, provoked by the LAE,
were evaluated by photocurrent-voltage and chemical-image measurements. Dynamic pH
variations induced by the LAE can be further used to control the enzymatic reaction rate
and to adjust the biosensor response.

2. Materials and Methods

2.1. Fabrication Process of Light-Addressable Electrodes (LAEs)

The LAE employed in this study consists of a glass/SnO2:F/TiO2 heterostructure.
The SnO2:F glass substrate (7 Ω·sq−1) was purchased from Sigma Aldrich (Darmstadt,
Germany). The SnO2:F glass substrate was cleaned in an ultrasonic bath with acetone,
2-isopropanol and deionized water for 5 min, respectively, and dried with nitrogen. After-
wards, the TiO2 layer was deposited by pulsed laser deposition (PLD). During the PLD
process, a TiO2 target (MaTeck Material-Technologie and Kristalle GmbH, Jülich, Germany)
was vaporized with a KrF-excimer laser (λ = 248 nm) using a power density of 5.0 J·cm−2

with a repetition frequency of 10 Hz at a pressure of 2.0 × 10−2 hPa O2 for 700 s. Hereby,
the SnO2:F glass substrate was heated during the PLD process to 400 ◦C to achieve a rutil
crystal structure. To achieve an inlet and outlet for the later prepared microfluidic structure,
two holes with a diameter of 1.2 mm were drilled in the LAE.
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2.2. Preparation of Light-Addressable Potentiometric Sensor (LAPS) Chips

The utilized LAPS chips, consisting of a n-Si/SiO2/Si3N4-multilayer structure, were
acquired from SEIREN KST Corp. (Fukui, Japan). The thickness of the n-Si, SiO2 and Si3N4
layer was 100 μm, 50 nm and 50 nm, respectively. To remove the surface-oxide layer, the
rear side was treated by wet-chemical etching with hydrofluoric acid (HF). Afterwards,
a 300 nm thick aluminum (Al) film was deposited by electron-beam evaporation with a
deposition rate of 2 nm·s−1 to contact the n-Si substrate electrically. The wafer was diced
into 20 × 20 mm2 chips and an optical window (ca. 15 × 15 mm2) was made by etching an
inner rectangle of the Al layer with 5% HF, leaving an outer Al frame.

2.3. Enzyme Immoblization with Tobacco Mosaic Virus Particles as Enzyme Nanocarriers on
LAPS Chips

For enzyme immobilization, tobacco mosaic virus (TMV) particles were utilized as en-
zyme nanocarriers. A TMV variant (S3C) that exposes a cystein residue on each coat protein
was used [24,25]. To functionalize the TMV particles, bifunctional biotin-linker molecules
(EZ-Link Maleimide-PEG11-Biotin, ThermoScientific, Rockford, IL, USA) were covalently
bound to the thiol groups located on the surface of each coat protein, as described in [26–28].
The biotinylated TMV particles were suspended in 10 mM sodium-potassium-phosphate
(SPP) buffer (pH 7.0) and stored at 4 ◦C until use. As a model enzyme, penicillinase from
Bacillus cereus (Sigma-Aldrich, Darmstadt, Germany) was utilized. For specific enzyme
immobilization to the biotin linkers on the surface of the TMV nanotubes, the enzyme
was conjugated with streptavidin molecules using a commercial streptavidin conjugation
kit (LNK162STR, Bio-Rad, Feldkirchen, Germany) [26,27]. The streptavidin-conjugated
penicillinase ([SA]-penicillinase) was stored in 10 mM phosphate-buffered saline (PBS)
buffer (1000 Units·mL−1, pH 7.0) at 4 ◦C until further use.

The LAPS chips were cleaned in an ultrasonic bath for 5 min in acetone, 2-isopropanol,
ethanol and deionized water, respectively. After drying with nitrogen, 10 μL TMV solution
(0.1 mg·mL−1) were drop-coated on the Si3N4 surface of the later-on microfluidic channel,
and incubated for 1 h at room temperature (RT) in a humid chamber. Afterwards, the
solution with unbound TMV was washed away with deionized water and the sensor chip
was dried with nitrogen. In the next step, 5 μL [SA]-penicillinase solution were drop-coated
on the immobilized TMV particles and incubated for 1.5 h at RT in a humid chamber. After
the incubation time, the sensor chip was rinsed again with deionized water to remove
unbound enzyme molecules and dried with nitrogen.

2.4. LAPS-LAE Microfluidic Assembly

To prepare the LAPS/microfluidic foil/LAE sandwich structure (schematically de-
picted in Figure 1a, a ~86 μm thick double-sided adhesive microfluidic tape (3MTM, St. Paul,
MN, USA) was patterned by laser cutting using a ProtoLaser U3 (LPKS Laser and Electron-
ics AG, Garbsen, Germany). A 20 × 20 mm2 rectangle with a 1.0 mm wide channel was cut
out of the tape. The LAE was cleaned in an ultrasonic bath with acetone, 2-isopropanol,
ethanol and deionized water and finally dried with nitrogen. Afterwards, the laser-cut
microfluidic foil was stuck onto the TiO2 surface of the LAE, positioning the drilled holes
of the LAE at the inlet and outlet of the microfluidic channel. In the final step, the TMV-
and penicillinase-functionalized LAPS chip was placed below the LAE-microfluidic struc-
ture, immobilizing the enzyme-loaded TMV particles at the bottom of the microfluidic
channel. For tube connection, ferrules were attached to the inlet and outlet with the help of
a photopolymer.

3
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Figure 1. (a) Schematic of the microfluidic setup with a light-addressable potentiometric sensor (LAPS)/microfluidic foil/
light-addressable electrode (LAE)-sandwich structure. Tobacco mosaic virus (TMV) particles functionalized with the enzyme
penicillinase are immobilized inside the microchannel. (b) Typical shape of a photocurrent-voltage curve for a n-type LAPS
with characteristic regions of inversion, depletion and accumulation.

2.5. Measurement Setup and Characterization Methods

The inlet tube of the microfluidic setup was connected to a syringe-driven pump
system (neMESYS 290N, Cetoni GmbH, Korbussen, Germany) to control the flow inside the
channel. In the outlet tube, a Pt-counter electrode and a reference electrode (DRIREF-2SH,
World Precision Instruments, Sarasota, FL, USA) for the electrical connection of the LAE
and LAPS were inserted. A clamp connected the Al rear side contact of the LAPS to
a transimpedance amplifier (gain = 107 V·A−1, AMP100, Thorlabs GmbH, Bergkirchen,
Germany) to convert the alternating photocurrent into a measurable voltage. The voltage
was recorded by a measurement card (USB 7855R, NI, Austin, TX, USA). The same card also
provided the bias voltage to the LAPS with respect to the counter electrode. A potential
was directly applied to the LAE and Pt-counter electrode by a source measurement unit
(2600b, Keithley Instruments, Solon, OH, USA).

The LAE and LAPS rear side were illuminated by a digital light processing (DLP)
projector (STAR-07, ViALUX Messtechnik + Bildverarbeitung GmbH, Chemnitz, Germany)
with a 405 nm and a 613 nm light-emitting diode (LED) light source. Both DLPs are modi-
fied with a lens system to focus each of the 1024 × 768 micromirrors to a size of 10 × 10 μm2.
All measurements were performed in a dark Faraday cage at room temperature (RT). For
all experiments, 0.33 mM PBS buffer was used. The pH was adjusted by titration with
NaOH and HCl. For penicillin detection, varying concentrations of penicillin G (Sigma
Aldrich, Darmstadt, Germany) were added to the measurement solution.

For photoelectrocatalytically induced pH changes, a constant potential of 300 mV was
applied to the LAE with respect to the Pt-counter electrode. After reaching steady- state
conditions, the rear side was illuminated with spots of various sizes.

For LAPS characterization, three measurement modes were applied: photocurrent-
voltage (I-V), chemical-image and photocurrent-time mode. The illumination of the LAPS-
DLP projector was modulated with a frequency of 512 Hz to achieve an alternating pho-
tocurrent for all measurements. The voltage from the transimpedance amplifier was
sampled with a frequency of 50 kHz and further processed. For I-V curves, the measure-
ment time for each bias voltage was 400 ms. Figure 1b depicts a theoretical I-V curve of
a n-type silicon LAPS. In the I-V mode, the applied voltage was swept from 0 to −3.0 V
while measuring the photocurrent for a fixed illumination spot. The typical output curve
shows the three characteristic regions of inversion, depletion and accumulation. A pH
increase or decrease shifts the I-V curve to more positive or negative voltage, respectively,
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which is particularly evident in the depletion region. As slight changes of the photocurrent
amplitude can occur when replacing the measurement solutions, the I-V curves were
normalized with respect to the inversion region.

To obtain spatially resolved images from the microfluidic channel, the chemical
image mode was utilized. A constant bias voltage, chosen close to the inflection point of
the I-V curve, was applied and the rear side was scanned sequentially with a moving
light beam and a sampling time of 200 ms for each spot (250 × 250 μm2). In the results
section, differential chemical images are visualized. For that, the chemical image after
the enzymatic reaction was subtracted from the initial reference chemical image (before
enzymatic catalysis of penicillin by penicillinase). On the basis of the exemplary I-V curve
in Figure 1b, at a fixed bias voltage, a pH decrease results in a photocurrent drop, while it
increases with rising pH values.

Similarly, during the photocurrent-time mode, the temporal change of the photocur-
rent is measured for a fixed illumination spot and a fixed bias voltage (from the I-V
inflection point), enabling the dynamic detection of pH changes. The sampling time was
1 s.

With all three measurement modes, changes of the pH value in the solution can be
monitored. In this work, the resulting pH changes are caused by two different proton gen-
eration mechanisms, being photoelectrocatalysis and enzymatic conversion. The induced
pH change from the LAE originates mostly from the water oxidation reaction,

2 H2O → 4 e− + 4 H+ + O2, (1)

where water is split into H+ ions and oxygen. The second pH change is due to the
immobilized enzyme penicillinase, where penicillin is converted to penicilloic acid and H+

ions through the enzyme’s ß-lactamase activity,

penicillin + H2O → penicilloic acid + H+. (2)

3. Results

3.1. Scanning Electron Microscopy (SEM) Characterization of the TiO2- and Tobacco Mosaic Virus
(TMV)-Modified Si3N4 Surface

To characterize the surface morphology of the fabricated TiO2 and the enzyme-
modified Si3N4, scanning electron microscopy (SEM) images were taken with a Schottky
field-emission microscope (JSM-7800F, JEOL GmbH, Freising, Germany). For higher con-
ductivity, a ~5 nm platinum-palladium layer was sputtered onto the Si3N4 surface before
SEM images were taken.

To achieve a high spatial resolution of the LAE, a low current in the absence of
illumination is required. This can be achieved with a dense and non-porous TiO2 layer to
avoid short circuits with the SnO2:F glass [29]. Additionally, it is important to exclude a
direct contact of the analyte with the highly-doped SnO2:F layer, to circumvent unexpected
surface reactions. A representative SEM image of the TiO2 surface is given in Figure 2a.
The image shows a homogeneous and dense surface structure without visible cracks. The
granularity (200–250 nm) is induced by the SnO2:F glass on which the ~200 nm TiO2 layer
is deposited.

Exemplary SEM images of the TMV-modified (carrying the penicillinase molecules)
LAPS-Si3N4 surface with part of the microfluidic channel are shown in Figure 2b (left and
right). The channel boundary is cleanly cut with no visible fringes. On the Si3N4, the white
cloud-like area is indicating the TMV-modified surface spot (left image). A zoom into this
spot (right image) shows homogeneously distributed TMV particles with immobilized
penicillinase. The TMV particles appear as typical 300 nm long nanotubes, as well as in
shorter particle fractions (~50–200 nm) or elongated “end-to-end”—multimer structures
(up to ~600 nm) as described in previous works as enzyme nanocarriers on a Ta2O5-sensor
surface [24,26].
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Figure 2. (a) Scanning electron microscope (SEM) image (magnification of 20,000× of the LAE showing the TiO2 film surface
on the SnO2:F glass substrate. (b) SEM image depicting the part of the microfluidic channel where the enzyme-modified
Si3N4 surface of the LAPS is located with a magnification of 60× (left) and with a zoom-in, showing the adsorbed TMV
particles carrying the immobilized penicillinase with a magnification of 35,000× (right).

3.2. Penicillin Detection with Penicillinase-Modified LAPS

TMV particles were loaded inside the microchannel by drop-coating with subsequent
penicillinase coupling by affinity binding of SA-penicillinase conjugates to the biotiny-
lated TMV. Because modified TMV particles have been utilized for the first time inside
a microfluidic channel for enzyme immobilization, chemical images and photocurrent-
voltage curves were recorded by the LAPS to control the layout’s functionality for penicillin
detection. During the enzymatic conversion of penicillin to penicilloic acid, H+ ions are
generated resulting in a local pH change in the solution. As a first experiment, the pH
change resulting from varying penicillin concentrations was studied as chemical images
inside the microchannel. The rear side of the LAPS is therefore scanned sequentially, with
the resulting photocurrent depicted in Figure 3a. Each chemical image represents (from
top to bottom) a different penicillin concentration (from 0.1 mM to 5.0 mM) as differential
image. This differential image is obtained by subtracting the particular chemical image
from the reference chemical image of the microfluidic structure recorded at an applied
potential of −1.65 V in 0.33 mM PBS buffer at pH 7.0. For the reference, (Figure S1 (Supple-
mentary Information)), a high flow rate of the analyte of 1.0 μL·s−1 was chosen to suppress
any pH changes inside the channel. During the enzymatic experiments, the flow was
stopped, allowing an accumulation of enzymatically produced H+ ions. The resulting
differential chemical images (Figure 3a) show a section of the microfluidic channel with
192 measurement points, visualizing a total area of 8.0 × 1.5 mm2. The applied potential of
−1.65 V was selected to be close to the inflection point of the photocurrent–voltage curve
(Figure 3b).

In Figure 3a, the bottom image shows the result for a penicillin concentration of 5 mM.
Due to the H+ ion generation, the ΔPhotocurrent (ΔIphoto) decreased in the area with
immobilized enzyme. The diameter of the pH-change region (~4.0 mm), corresponds to
the drop-coated area of the TMV particles with immobilized penicillinase. In this area,
ΔIphoto changed (decreased) by 7.3 ± 0.9 nA for a penicillin concentration of 5.0 mM. For
lower penicillin concentrations, the ΔIphoto variations have been 6.0 ± 0.7 nA (1.0 mM)
and 4.0 ± 0.5 nA (0.5 mM). For the lowest penicillin concentration (0.1 mM), a small
photocurrent (ΔIphoto = 0.5 ± 0.0 nA) was detected. Here, due to the ΔIphoto scaling of the
depicted chemical image, the change is hardly visible. Interestingly, the spatial pH change
expansion for all concentrations was—more or less—in the same local area at 4.0 mm
width (x-axis) and equally distributed indicating a rather low H+ ion diffusion away from
the enzyme into the surrounding medium; only the photocurrent intensity changed by
varying penicillin concentrations. Besides offering a mapping of the enzyme activity inside
the microchannel, the chemical image mode can be used to determine the exact spots of
immobilized enzymes. Moreover, possible enzyme detachment (e.g., due to shear stress
induced by high flow rates) would be directly recognized.
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Figure 3. (a) Chemical images and (b) photocurrent-voltage curves for penicillin concentrations ranging from 0.1 to 5.0 mM
after 5 min of enzymatic reaction in phosphate buffered saline (PBS) buffer, pH 7.0. (c) Mean calibration curve evaluated
from the photocurrent-voltage curves (n = 4) with an average penicillin sensitivity of 42.3 mV/dec. The inlet represents the
photocurrent change in dependence of the penicillin concentration, evaluated from Figure 3a.

In addition to the chemical images, for photocurrent–voltage curves, the photocur-
rent is recorded at a defined location inside the microchannel, while sweeping the ap-
plied bias potential from 0 to −3.0 V. The measurement spot with an illumination size of
250 × 250 μm2 was located in the center of the determined pH-change area (x-axis 4.0 mm,
y-axis 0.75 mm). Figure 3b displays the normalized I-V curves related to the previously
discussed chemical images for different penicillin concentrations. The I-V curves exhibit
the characteristic regions with inversion, depletion and accumulation. For example, the
blue I-V curve represents the previously described reference measurement during vigorous
flushing of the channel with PBS buffer solution (1.0 μL·s−1). In the diagram, from −3.0 V
to −2.4 V, the n-type semiconductor is in the inversion state. In the depletion region, the
photocurrent decreases until an applied voltage of −1.0 V and reaches its minimum due to
charge accumulation for further increasing bias potentials. During the enzymatic reaction,
the H+ ion generation leads to a surface protonation of the Si3N4, followed by a shift of
the photocurrent-voltage curve to more negative potentials. The potential changes were
taken from the inflection point at the normalized photocurrent of 0.5. In contrast to the
chemical image, a potential change (ΔU) of 8.0 ± 1.7 mV with respect to the reference
I-V curve was detected even for 0.1 mM penicillin. For higher penicillin concentrations,
the signal shift increased to 42.8 ± 6.2 mV, 62.3 ± 3.1 mV and 78.8 ± 0.8 mV for 0.5 mM,
1.0 mM and 5.0 mM, respectively. The evaluated calibration curve is depicted in Figure 3c.
A mean penicillin sensitivity in the concentration range from 0.1 to 5.0 mM of 42.3 mV/dec
was achieved.

The experiments highlight, that the combination of LAPS and penicillinase-functionalized
TMV can be used for the detection of penicillin inside a microfluidic channel: here, a two-
dimensional mapping in x- and y-directions is possible.
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3.3. Impact of pH Changes on Penicillinase Activity

A main aim of this study is to control the rate of enzymatic conversion by locally
induced pH changes with the LAE. Therefore, the activity of penicillinase for pH values
ranging from pH 4.0 to pH 7.0 in 0.33 mM PBS buffer with a constant penicillin con-
centration of 1.0 mM was characterized. The differential chemical images in Figure 4a
visualize typical pH changes due to H+ ion accumulation after stopping the enhanced flow
of 1.0 μL·s−1. All results were obtained 5 min after the flow stopped. For pH 4.0, there is
nearly no pH change, and thus no change in photocurrent (ΔIphoto = 0.4 nA ± 0.0) detected,
which can be attributed to the inhibition of the enzyme at a such low pH value (see also
activity behavior of penicillinase [30]. For pH 5.0, a slight variation in photocurrent of
2.1 ± 0.1 nA occurs, indicating a low enzymatic activity. For higher pH values of pH 6.0
and pH 7.0, ΔIphoto is increased to 4.3 ± 0.4 nA and 5.9 ± 0.6 nA, respectively. Here, the
pH values are closer to the penicillase’s activity optimum of approximately pH 7.5 (for
immobilized enzyme) [31], resulting in a higher catalytic conversion of penicillin.

These results are confirmed by the associated photocurrent-voltage (I-V) curves,
recorded in the center of the area with immobilized enzyme (x-axis 4.0 mm, y-axis 0.75 mm).
The corresponding I-V curve for pH 4.0 PBS buffer solution is shown in Figure 4b. Between
the reference (blue) and 1.0 mM penicillin I-V curve (orange), there is only a marginal shift
of 6.8 ± 3.6 mV. Based on the original pH sensitivity of the sensor of 40 mV·pH−1 (data
not shown), this refers to an additional pH drop of 0.17. For pH 7.0 (Figure 4c), the I-V
curve shifted by 61.0 ± 0.7 mV, which is equivalent to a pH change of 1.5 from pH 7.0 to
pH 5.5. Lowering the pH values in relation to pH 7.0, the photocurrent–voltage curves
shifted to more negative voltages by 49.8 ± 2.8 mV at pH 6.0 and 27.0 ± 3.0 mV for pH
5.0 (not shown). It should be mentioned that, beside the inhibited enzyme’s activity at
lower pH values, the PBS buffer capacity is also reduced at lower pH values. By that, the
enzymatically produced H+ ions at pH 5 and pH 4 have a higher impact on the resulting
pH change, than at higher pH values of pH 7 and pH 6.

 

Figure 4. (a) Chemical images for 1.0 mM penicillin in pH 4 to pH 8 PBS buffer after 5 min of enzymatic reaction.
Photocurrent-voltage curve for (b) pH 4 and (c) pH 8 PBS buffer with and without 1.0 mM penicillin.
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Both, the chemical images and the I-V curve reveal the possibility to inhibit the
enzymatic reaction by lowering the pH in a microfluidic setup, where the chemical imaging
allows determination of 2-dimensional distribution of pH-triggered enzyme activity.

3.4. pH Manipulation with LAE

By utilizing a LAE, a direct charge transfer at the semiconductor/electrolyte interface
between generated holes and species in the solution is possible. Depending on the
applied LAE potential, e.g., photoelectrocatalytic water splitting takes place, allowing a
flexible pH-value adjustment inside the channel. First, a potential of 0.3 V is applied to
the LAE against the Pt-counter electrode. A typical transient current response is rendered
in Figure 5a. Without illumination, the current equilibrates at 18 nA (3 s). During this
condition, no surface reactions are triggered. When illuminating the rear side of the LAE
with an area of 0.25 × 1.0 mm2, a current peak occurs (4–5 s), which can be assigned to
accumulated holes perturbing the surface, resulting in a capacitive discharge [32]. After-
wards, the current equilibrates at 1.04 μA after 50–60 s. Most of the current occurring
during illumination can be assigned to the photoelectrocatalytic oxygen-evolution reaction
of water where, besides oxygen, H+ ions are produced, resulting in a pH change. After
switching-off the illumination, the current decreases again to its dark current value.

 

Figure 5. (a) Transient photocurrent signal for 60 s of illumination. (b) Chemical images of static (top) and dynamic (bottom)
pH changes inside the microfluidic channel induced by the LAE.

Similarly to the H+ ions generated by the enzymatic reaction, it is possible to visualize
the photoelectrocatalytically produced protons with differential chemical images by the
LAPS. In Figure 5b, differential chemical images of a 2.0 × 10.0 mm2 area and an applied
potential of −1.45 V were recorded in PBS buffer, pH 7.1. The top image shows a pH
change induced by the LAE without flow. It can be seen that in the illuminated area, the
LAPS photocurrent changes by 10.7 ± 1.9 nA. The corresponding I-V curve reveals a shift
of 134.4 mV to more negative voltages, which is equal to a pH decrease by ~3.5.

To exclude that the LAE illumination wavelength of 405 nm affected the functionality
of the enzyme, the LAE illumination spot was positioned 3–4 mm downwards (in flow
direction) from the enzyme. After 10 s of photoelectrocatalysis, a steady flow of 0.05 μL·s−1

was applied, moving the generated protons upwards the channel to the location of the
immobilized enzyme. Hereby, an equilibrium between the proton generation and transport
is formed, resulting in a consistent pH change inside the channel. The result is depicted
in the bottom image in Figure 5b. The differential chemical image shows an equally
distributed pH variation with an average change of the LAPS photocurrent of 3.4 ± 0.6 nA.
From the related I-V curve, a pH decrease of 1.0 (ΔU = 41.2 mV) was obtained. Additionally,
the start of the flow can be seen in the transient current measurement in Figure 5a. After 10 s
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of illumination, there is a small current increase. Since the volume above the illuminated
area of 1.0 × 0.25 mm2 is only 0.02 μL, due to the fluidic dimensions and no-flow conditions
during the first 10 s, a reduced mass transfer can lead to a depletion of reaction partners,
decreasing the current [33]. Hence, providing fresh solution with starting the flow after
10 s, the current increases to a nearly constant value of 1.04 μA, as the reaction rate between
generated electron-hole pairs and reaction partners in solution equilibrate.

3.5. Regulation of Enzyme Activity by the LAE

In the final experiment, the enzymatic activity of penicillinase was directly regulated
by the LAE inside the microfluidic channel. Here, photocurrent-time measurements (called
as constant potential LAPS measurements) were performed to study the temporal pho-
tocurrent change during H+ ion generation of the enzymatic reaction. The applied potential
was −1.45 V.

Figure 6a shows the photocurrent change for 1.0 mM penicillin in PBS buffer, pH
7.1, without manipulation of the pH with the LAE. The microchannel was rinsed with a
pump rate of 1.0 μL·s−1 for the first 60 s. After stopping the dosage, the photocurrent starts
to decrease due to the accumulation of enzymatically produced H+ ions and reaches an
equilibrium after around 300 s. The measured photocurrent drop of 7.0 nA corresponds to
a pH change of 1.75. After 300 s, the flow was started again and the channel was rinsed
with fresh solution, whereby the photocurrent increased again to its initial value.

 

Figure 6. Constant potential LAPS measurements. (a) Photocurrent response for 1.0 mM penicillin in PBS buffer, pH
7.1. In (b–d) the blue curves depict the transient photocurrent decrease due to pH changes induced by the LAE with an
illumination width of 250 μm, 500 μm and 1500 μm, respectively. The orange curves show the concatenated, additional
change in photocurrent when 1.0 mM penicillin is added to the PBS buffer.

In the following measurements, the pH was regulated by the LAE and the enzymatic
response was determined by the LAPS. First, the LAE induced a pH change by photo-
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electrocatalytic water oxidation in PBS buffer without penicillin. Since a simultaneous
operation between LAPS and LAE is not possible, due to the influence of the 405 nm light
beam of the DLP projector on the LAPS chip during measurements, the illustrated curves
in Figure 6b–d are concatenated and normalized: The photocurrent was measured during
the 60 s of rinsing, stopped while the LAE pH changed, and directly started after the
LAE illumination was switched off. During the LAE illumination, the output flow of the
pump was reduced to 0.05 μL·s−1. In Figure S2 (Supplementary Information), the effect of
the lower flow velocity on the enzyme activity without LAE is analyzed. After changing
the flow rate from 1.0 μL·s−1 to 0.05 μL·s−1, a small drop of ΔIphoto = 0.5 nA occurred.
Nevertheless, the delta photocurrent after stopping the flow reached again 7.0 nA, which is
identical to the photocurrent change without the decreased flow rate.

As the change of the pH is defined by the number of generated H+ ions during the
photoelectrocatalytical water oxidation, this can be influenced by varying the reactive
area of the LAE with differently sized illumination spots. These have been changed with
illumination lengths inside the microchannel between 250 μm and 1500 μm with the help
of the DLP projector.

The pH change for an illuminated area of 1.0 × 0.25 mm2 is depicted in Figure 6b.
The blue curve shows the constant photocurrent shift of 3.8 nA that corresponds to a pH
shift from pH 7.1 to pH 6.3. Subsequently, the measurement was repeated with 1.0 mM
penicillin in the PBS buffer (orange curve). Here, after the LAE-induced pH drop, the
photocurrent further decreased until it reached an equilibrium after approximately 300 s.
The total photocurrent change is 8.6 nA. This is equivalent to a pH change of 2.1. As
the LAE altered the pH value to 6.3, the additional pH drop by the enzymatic reaction
was 1.3. In Figure 6c, the LAE was illuminated with a beam width of 500 μm, leading
to a photocurrent drop of 7.2 nA. With 1.0 mM penicillin, it changed by 9.4 nA. The pH
therefore decreases from pH 7.1 to pH 5.4 and pH 4.8 after the LAE and penicillin reaction,
respectively. The largest illumination width of 1500 μm resulted in a ΔIphoto of 10.3 nA,
which corresponds to a pH change of 2.6 (Figure 6d). Since this change already results
in pH 4.4 inside the microchannel, no further change in the photocurrent was observed
while adding 1.0 mM penicillin in the solution. This indicates that the enzymatic catalysis
of penicillin was inhibited. These results underline the high potential of the proposed
combination of LAPS and LAE. The flexible generation of pH gradients, using a LAE
by changing the illumination spot, offers the spatially resolved control of the enzyme
activity inside the microfluidic channel. Furthermore, the triggered enzymatic reaction rate
can be label-free monitored by the enzyme-LAPS to validate the resulting impact on the
enzymatic inhibition.

4. Conclusions

In this work, a LAE/microfluidic foil/LAPS sandwich structure was utilized for the
detection and manipulation of pH gradients inside a microfluidic system. The LAPS offers
the ability to detect spatially resolved pH changes inside the microfluidic channel. In
contrast, locally induced pH changes can be triggered using the LAE, whereby the location
may be controlled by the illuminated area. To study this sensing-actuating interplay, as
a model bioreceptor, the enzyme penicillinase was immobilized inside the microchannel
using plant viral (TMV) particles as enzyme nanocarriers. The enzymatic cleavage of
penicillin to penicilloic acid, yielding H+ ions, leads to local pH changes, which can be
detected by the LAPS. By inducing a further pH shift via the LAE, the enzymatic activity
can be inhibited.

The novel actuator-sensor platform was characterized performing photocurrent-
voltage-, photocurrent-time measurements and chemical imaging with the LAPS and
by transient current measurements with the LAE. The surface morphology of the LAE and
TMV-modified LAPS was analyzed by means of SEM.

In the concentration range from 0.1 to 5.0 mM penicillin, the TMV-penicillinase-
modified LAPS sensor achieved a penicillin sensitivity of 42.3 mV/dec, proofing the

11



Biosensors 2021, 11, 171

functionality as penicillin sensor inside the microfluidic setup. Additionally, the chemical
images visualize, that the TMV-immobilized enzymes were confined to the area, predefined
through drop-coating during assembly of the system. This extends the use of beneficial
plant viral enzyme nanocarriers to a further type of microsystem. For solutions of varying
pH, the inhibition of the enzymatic reaction was demonstrated at pH 4.0, whereas enzyme
activity increased in LAPS measurements when pH is shifted towards the enzyme’s pH
optimum. Furthermore, a strategy for a spatially resolved photoelectrocatalytical pH ma-
nipulation induced by the LAE was developed. Such a pH gradient inside the microchannel
was utilized to control the enzymatic reaction.

By this exemplary application, the feasibility and potential of combining two light-
addressable technologies, LAPS and LAE, was highlighted to be of great benefit for further
integration in lab-on-a-chip systems. The advantage of this system lies in the adaptability
of both technologies, as the region of interest inside, e.g., the microfluidic channel, can be
regulated in time and geometrical locus by changing the illuminated area.

In future studies, such as e.g., enzyme arrays inside a microfluidic channel, each
particular enzyme might be controlled individually. Dependent on the adjusted pH value
by the LAE, the enzyme activity can be either shifted to the enzyme’s pH optimum (leading
to increased reaction rates) or to pH values, where inhibition of enzyme takes place.

A further interesting approach for such actuator-sensing platform lies in the field of
enantioselective enzymes which catalyse multiple reactions (e.g., acetoin reductase for
acetoin and diacetyl determination [34,35]). Here, local pH variations triggered by the
LAE could shift the pH optima corresponding to the respective substrate molecule of
interest. A separation by different microchannels will address individual enzymes having
a two-dimensional monitoring of each single reaction.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/bios11060171/s1, Figure S1: Reference chemical image of the microfluidic structure recorded
at an applied potential of −1.65 V in 0.33 mM PBS buffer, pH 7.0. Figure S2: Photocurrent-time curve
for 1.0 mM penicillin in PBS buffer, pH 7.1, for different flow rates.
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Abstract: Porous silicon (PSi) has been widely used as a biosensor in recent years due to its large
surface area and its optical properties. Most PSi biosensors consist in close-ended porous layers,
and, because of the diffusion-limited infiltration of the analyte, they lack sensitivity and speed of
response. In order to overcome these shortcomings, PSi membranes (PSiMs) have been fabricated
using electrochemical etching and standard microfabrication techniques. In this work, PSiMs have
been used for the optical detection of Bacillus cereus lysate. Before detection, the bacteria are selectively
lysed by PlyB221, an endolysin encoded by the bacteriophage Deep-Blue targeting B. cereus. The
detection relies on the infiltration of bacterial lysate inside the membrane, which induces a shift
of the effective optical thickness. The biosensor was able to detect a B. cereus bacterial lysate, with
an initial bacteria concentration of 105 colony forming units per mL (CFU/mL), in only 1 h. This
proof-of-concept also illustrates the specificity of the lysis before detection. Not only does this
detection platform enable the fast detection of bacteria, but the same technique can be extended to
other bacteria using selective lysis, as demonstrated by the detection of Staphylococcus epidermidis,
selectively lysed by lysostaphin.

Keywords: porous silicon membrane; bacterial detection; selective lysis; endolysins; lysostaphin;
flow-through

1. Introduction

This paper is the extended version of the proceedings paper presented at the 1st
International Electronic Conference on Biosensors, 2–17 November 2020 [1].

A biosensor allows for the fast detection and quantification of a biological analyte,
without pre-enrichment steps. It is characterized by two components: a biological element,
which is often key to the specificity, and a transducer [2]. The biological element frequently
takes the form of a bioreceptor, which is bound to the surface of the transducer. This
binding requires several steps of surface modification or functionalization, which can be
complex, time-consuming and/or expensive. On top of that, functionalization can shorten
the lifespan of the biosensor and often puts heavy requirements on the storage conditions.
These bottlenecks can be avoided by adding the biological element into the sample volume
instead of binding it to the transducer. Among these biological elements are endolysins:
produced by bacteriophages or bacterial cells, they have the capability to specifically digest
the cell wall of specific bacterial strains. They have proven to be powerful specificity means
for the detection of bacteria [3–5].

The transducer can rely on electrical, optical, thermal, or magnetic signals. Optical
transducers however outperform most physical transducers as there is no influence of the
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nature of the sample or of external disturbances on the signal [6]. Optical biosensors can
take many forms: waveguides [7], ring resonators [8], refractometers [9,10], surface plas-
mon resonators [11], optical fibers [12], or even photonic crystals [13]. Porous silicon (PSi)
is one widely used optical transducer for biosensors [14]. Its benefits include a large surface
area, unique optical properties and a low production cost. While PSi photonic crystal [15],
ring resonators [16,17], and photoluminescent sensors [18] have been demonstrated, most
PSi-based optical transducers act as interferometers and rely on changes in the effective
optical thickness (EOT) of the porous layer as means of detection. The EOT depends
on both the effective refractive index and the thickness of the porous layer and can be
quantified using reflective interferometric Fourier transform spectroscopy (RIFTS) [19,20].
The RIFTS method consists in shining a halogen light perpendicularly to the sensor surface
and measuring its reflection. The reflection takes the form of Fabry-Pérot fringes due to the
interferences between the light reflections from the top and the bottom interfaces of the
porous film. By applying a Fourier transform to this fringe pattern, it is possible to extract
their frequency, which takes the shape of a peak. The position of this peak translates the
EOT. When an analyte penetrates the porous matrix, it affects the refractive index of the
layer medium and induces a wavelength shift in the interference pattern; this is translated
by a shift of the EOT value.

Recent works using the RIFTS as transducing mechanism of PSi-based transducers
target the detection of, for instance, bacterial surface proteins [21], heat shock protein
70 [22], or bovine mastitis biomarkers [23,24], but this method has also been applied for
the detection of bacteria [25–27]. These bacterial detectors however lacked sensitivity, with
detection limits unable to go below 103 colony forming units per mL (CFU/mL). Current
bacteria detection techniques, such as polymerase chain reaction (PCR) or enzyme-linked
immunosorbent assay ELISA, while time-consuming, can easily reach detection limits
of 10 CFU/mL [28]. This insufficient sensitivity is attributed to the hindered diffusion
of bacteria into the porous matrix. Solutions, such as the electrokinetic transport for the
preconcentration of analyte, have been proposed but remain to be tested on bacteria [29].
Recently, porous silicon interferometers have also been combined with gold nanoparticles
for localized surface plasmon spectroscopy (LSPS), enhancing the fringe pattern contrast
and increasing the sensitivity of the porous layer [30,31].

Another approach to increase the sensitivity of PSi biosensor is the fabrication of PSi
membranes (PSiMs). Instead of a close-ended PSi layer over which the analyte must flow,
an open-ended PSi membrane allows the analyte to flow through the porous matrix [32].
PSi membranes have been fabricated as early as the 1990s [33], but the interest in PSiMs for
sensing applications only arose recently [34–38]. PSiMs can be self-supported, meaning still
partly attached to the silicon substrate, or freestanding. Recently, lateral PSiMs have also
been fabricated [39–41]. For biosensing applications, PSiMs have been found to increase
both the response time and amplitude of the sensors [34–38].

In this work, we combine the benefits of selective endolysins and PSiM-based trans-
ducers for the fabrication of an innovative biosensor which enables the fast and label-free
detection of bacteria through their lysate. The biosensing platform operates in two steps:
a first step is the selective lysis of the targeted bacteria by an endolysin in a vial; and
secondly, the optical monitoring of the bacterial lysate filtering through a PSiM using
the RIFTS method. We demonstrate this concept with a selective optical detection of
Bacillus cereus lysate in PBS using the recently characterized PlyB221 endolysin, encoded
by the Deep-Blue phage targeting B. cereus [42]. The specificity is confirmed by replacing
the targeted bacteria with Staphylococcus epidermidis, for which no optical detection was
observed. To illustrate the versatility of our detection platform, the targeted bacteria strain
was then switched to S. epidermidis, using lysostaphin as selective lytic agent.
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2. Materials and Methods

2.1. Materials

Double-side polished, boron-doped silicon wafers (〈100〉, 0.8–0.9 mΩ cm, 380–400 μm)
were purchased from Sil’tronix Silicon Technologies (France). Aqueous hydrofluoric acid
(HF, 49%) was acquired from Chem-Lab, NV (Belgium), and absolute ethanol was obtained
from VWR Chemicals (France). Phosphate buffered saline (PBS, 0.01 M phosphate, pH 7.4)
and lysostaphin were purchased from Sigma-Aldrich (USA).

2.2. Fabrication of Porous Silicon Layers

The PSi layer samples were prepared by the electrochemical etch of a heavily doped
p-type silicon substrate. The etching was carried out in a custom-made Teflon® single
bath etch-cell, with a platinum coil as the counter-electrode and a potentiostat/galvanostat
(PGSTAT302N from Metrohm Belgium) as the current source. The porosification was
performed in HF:ethanol (3:1, in volume) electrolyte. The first step of the anodization
consisted in etching a sacrificial layer at 200 mA/cm2 for 30 s and removing it with a 2 M
solution of KOH until no more reaction was visible. This sacrificial layer removes the
transitional layer and obtains a more homogeneous pore size with depth. The sample was
then rinsed once in deionized water and twice in 2-propanol before being etched again at
200 mA/cm2 for 50 s. The porous samples were thermally oxidized in an oven for 30 min
at 350 ◦C under an oxygen flow (1.2 L/min).

2.3. Fabrication and Characterization of Porous Silicon Membranes

Figure 1 sketches the process flow, which was inspired by the work from Zhao
et al. [34]. First, 3-in. highly doped p-type silicon wafers were cleaned in a freshly pre-
pared piranha solution (H2O2:H2SO4, 2:5), followed by two immersions in continuously
flowing deionized (DI) water during 20 min. Afterwards, 500 nm of silicon nitride (Si3N4)
was deposited using Plasma Enhanced Chemical Vapor Deposition (PECVD). To improve
the chemical resistance of the nitride layer to HF, the wafers were annealed at 900 ◦C in
ambient air for 3 h. A first i-line optical lithography with positive resist (AZ® MiRTM 701,
MicroChemicals GmbH) provided masking for the subsequent Reactive Ion Etching (RIE)
of the silicon nitride layer. The patterned nitride layer itself served as a mask during the
electrochemical etch of the silicon. The porosification followed the same protocol as ex-
plained in Section 2.2, but used three different current densities in order to obtain different
porosities: the sensing layer was etched at 200 mA/cm2 for 50 s. This was followed by a
1500 s-etch at 50 mA/cm2, making a thick optical contrast layer characterized by lower
porosity, enabling the reflection of the light required for the RIFTS method; finally, a thick
mechanical support layer was etched at 100 mA/cm2. The current densities chosen for each
layer have been optimized such as to guarantee a good mechanical stability and optical
signal, while retaining pores large enough for the flow-through operation. The porous
multilayers were passivated by thermal oxidation, for 30 min at 350 ◦C under an oxygen
flow of 1.2 L/min. A second optical lithography was then performed on the backside of the
wafers, where a thick positive resist (AZ® 9260, MicroChemicals GmbH) was patterned in
alignment with the frontside. The thick resist served as a mask during the final step of the
process, the deep reactive ion etching (DRIE) of the backside of the wafer, until the porous
silicon was visible and the membranes were open.

The entire fabrication process was performed in less than a week, and could be
repeated several times. Slight variations in the porous structures can happen, which can be
linked to the manual positioning of the platinum electrode.

The membranes were characterized using scanning electron microscopy (SEM), both
in cross section and in top view. Based on the top views, the pore size distribution could be
analyzed using the ImageJ software. The porosity of each layer was determined using the
spectroscopic liquid infiltration method (SLIM). In brief, the optical spectrum of a porous
layer was recorded both in air and in ethanol. Using the RIFTS method described above,
the EOT was calculated. Knowing the refractive indices of air, ethanol and silicon, these

17



Biosensors 2021, 11, 27

data were then fitted using a two-component Bruggeman effective medium approximation
in order to obtain an approximation of the open porosity and the layer thickness. The
experimental set up used for the SLIM method consisted in a fiber-coupled Ocean Optics
JAZ spectrometer and a halogen light source.

Using the EOT measured in both air and ethanol allowed to approximate the theoreti-
cal sensitivity of the biosensor [10,31].

Figure 1. Schematic illustration of the process flow for the fabrication of a porous silicon membrane.
Starting from a cleaned 3” highly doped silicon wafer, the process goes through the following
steps: deposition of Si3N4 layer using Plasma Enhanced Chemical Vapor Deposition (PECVD) and
annealing; positive photolithography on the frontside; opening of the nitride layer using Reactive Ion
Etching (RIE); formation of the porous silicon layer by anodization; passivation by thermal oxidation;
positive photolithography on the backside; and finally opening of the membrane using Deep Reactive
Ion Etching (DRIE).

2.4. PlyB221 Endolysin Expression and Purification

A detailed description of the expression and purification of PlyB221 endolysin can be
found elsewhere [42]. The protein concentration was adjusted to 1 mg/mL.

2.5. Bacterial Strains, Growth Conditions

B. cereus ATCC 10987 was used as reference strain and S. epidermidis ATCC 35984 as
negative control in the PlyB221 endolysin experiments. S. epidermidis ATCC 35984 was also
used as target when lysostaphin was applied as selective lytic agent. Bacteria were grown
overnight (O/N) in Lysogeny Broth (LB) or LB-agar plates at 30 ◦C for B. cereus and in
Tryptic Soy Broth (TSB) or Tryptic Soy Agar (TSA) plates at 37 ◦C for S. epidermidis. In brief,
20 mL of LB or TSB were inoculated with 200 μL of each culture and incubated for 3 h at
30 ◦C (B. cereus) or 37 ◦C (S. epidermidis). The cultures were then centrifuged at 10,000× g
for 5 min at room temperature and the supernatants were resuspended in 20 mL of PBS.
This washing step was repeated once over and the optical density (OD600) was adjusted to
OD600 = 0.2 (~106 CFU/mL) for B. cereus and OD600 = 0.02 (~106 CFU/mL) for S. epidermidis.
For the determination of the limit of detection, the B. cereus suspension was diluted 10 times
twice, in order to obtain concentrations of ~105 CFU/mL and ~104 CFU/mL.
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2.6. Lysate Observation and Characterization

B. cereus suspension and lysate were captured on a silicon surface to enable their
observation using SEM. A B. cereus suspension was prepared as described above and
adjusted to the concentrations of ~106 CFU/mL. The lysate was prepared by adding 600 μL
of PlyB221 endolysin (1mg/ml) to 5.4 mL of bacterial suspension and by incubating this
mixture and 30 ◦C for 30 min. Silicon dies of dimension 1 cm × 1 cm were place inside a
12 wells plate. The wells were filled with 2 mL of one of three solutions: a control solution
consisting of PBS, the B. cereus suspension or the B. cereus lysate. The 12 wells plate was
then incubated at 30 ◦C for 1 h, after which each die was rinsed 5 times in PBS by removing
and adding 1 mL of PBS. After the last PBS wash, 1 mL of solutions remained in each well.
A glutaraldehyde solution was added to each well in order to reach a final concentration of
2.5 %. The 12 wells plate was left at room temperature for 1 h, enabling the crosslinking of
the bacterial cell walls. The samples were then washed three times with PBS using the same
technique as explained before, making sure that the dies were never exposed to air. For the
dehydration, the samples were then immersed in DI water solution of increasing ethanol
content (25%, 50%, 75%, and finally 99.9%). Each immersion lasted 10 min. The silicon dies
were then dried overnight at 58 ◦C. Directly before SEM observation, the samples were
covered with a ~10 nm-thick layer of gold to prevent charging effects. The images were
then analyzed with ImageJ to obtain information about the number and size of the bacteria
and bacteria lysate.

2.7. Experimental Setup and Optical Reflectivity Measurements

PSiM samples were integrated in a custom-built polycarbonate fluidic cell. A fiber-
coupled Ocean Optics JAZ spectrometer and a 10-mW halogen light source were used
to record reflectivity spectra. Data were recorded every 10 s, with a spectral acquisition
time of 1s over a wavelength range of 500–800 nm. Analytes were injected at flow speed
of 15 to 20 μL/min using a Fluigent LINEUP™ fluidic set up. The obtained optical data
were analyzed using the RIFTS method in order to obtain the effective optical thickness,
EOT = 2 nL, with n being the refractive index and L the porous layer thickness. The relative
change in EOT overtime was computed as a percentage, such that

ΔEOT
EOT0

=
EOTt − EOT0

EOT
× 100[%].

The significance of the relative EOT shift was then established using a Student’s t-test
with a 5% confidence level, with a negative control test in PBS as reference.

2.8. Real-Time Detection of B. cereus in PBS on PSi Layer and PSi Membranes

The protocol for bacteria detection on a PSi membrane is illustrated in Figure 2. First
500 μL of purified PlyB221 endolysin were added to 4.5 mL of exponential phase B. cereus
resuspended in PBS, so as to reach a final protein concentration of 100 μg/mL. The 5 mL
final volume was sufficient for at least 4 detections. The suspension was then incubated
for 30 min at 30 ◦C. Before flowing the bacterial lysate, PBS solution was injected at 15 to
20 μL/min for 60 min and reference measurements were performed. B. cereus lysate
suspensions were injected at the same flow speed. Optical measurements were carried out
every 10 s for 60 min. The relative EOT was then extracted from these measurements using
the method described above. A control test, with only the PlyB221 endolysin at the same
concentration was also performed on both types of sensors, following the same protocol
described previously. For all tests, measurements were performed at least 3 times.
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Figure 2. Protocol of bacteria detection through their lysate: (1) lysis of the bacteria using a selective
endolysin, (2) incubation for 30 min and (3) optical detection on a porous silicon membrane.

2.9. Specificity Testing: Detection of S. epidermidis in PBS with the PlyB221 Endolysin on
PSi Membranes

For this experiment, two tests were performed: a negative one using a S. epidermidis
suspension and a positive control using a complex sample containing both S. epidermidis
and B. cereus. For each test, 4.5 mL of bacterial suspension were incubated for 30 min at
30 ◦C with the 500 μL of PlyB221 endolysin (1 mg/mL). This final volume was sufficient
for at least 4 detections. Reference measurements in PBS were performed for 5 to 15 min.
The bacterial suspension was injected at a flow speed of 15 to 20 μL/min and optical
measurements were performed every 10 s for 60 min. The relative EOT shift was computed
as described previously.

2.10. Versatility of the Platform: Detection of S. epidermidis in PBS with Lysostaphin on
PSi Membranes

In this experiment, a different lytic enzyme-bacteria pair was tested. S. epidermidis
was selected as the targeted strain and lysostaphin was chosen as selective agent. This
glycyl-glycine endopeptidase is specific of the pentaglycine bridges present in the cell
wall of certain Staphylococci. For the detection experiments, 1 mg of commercialized
lysostaphin was diluted in 1 mL of PBS supplemented with 30% of glycerol to reach a
concentration of 20 μM. For the lysis, 150 μL of this 20 μM lysostaphin was added to
2.850 mL of bacterial suspension, yielding a final endolysin concentration of 1 μM [4]. The
suspension was then incubated at 37 ◦C for 30 min. Reference measurements in PBS and
in lysostaphin suspensions were performed for 1 h each. The bacterial suspension was
injected at a flow speed of 15–20 μL/min and optical measurements were performed every
minute for 60 min. The relative EOT shift was computed as described previously.

3. Results

3.1. PSi-Based Biosensor Characterization

The effective optical thickness of Porous Silicon is strongly dependent on its refractive
index. When an analyte penetrates the pores, the refractive index of the porous layer
increases, therefore inducing a shift in the EOT. In the case of a membrane, to make
sure that the analyte remains inside the porous matrix, two approaches are possible: size
exclusion or binding to the pore wall. For this project, size exclusion was chosen by
accordingly selecting different pore size for each layer of the membrane. The first layer,
also called the sensing layer, has an average pore size 41.05 nm, as described in Table 1
and illustrated in Figure 3. Larger pores could be etched, but the resulting layer was too
easily damaged, as an increase in pore size induced a decrease of the pore wall thickness.
The selected pore size is a trade-off between pore opening and mechanical integrity. The
bacterial lysates are composed, among others, of cell wall fragments, DNA and RNA
molecules, and cytoplasmic liquid and ribosomes, which are assumed to penetrate the
sensing layer. In order to keep the bulkier ones in the top layer, the contrast layer was
designed to have a smaller pore size, as indicated in Table 1. These choices in pore size
also have two other motivations: (1) they allow the PlyB221 endolysin to flow through
the membrane and not be retained in the sensing layer and (2) they prevent the non-lysed
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bacteria from penetrating the membrane, therefore enabling a selective detection. Figure 4
depicts a PSi membrane, with an up-close view of the transition between the top sensing
layer and the contrast layer.

Table 1. Pore diameter, thickness and porosity measured for each of the three layers of the porous
silicone membrane (PSiM).

Layer
Current
Density

[mA/cm2]

Time
[s]

Pore diameter
[nm]

Thickness
[μm]

Porosity
[%]

Sensing layer 200 50 41.05 ± 20.4 4.09 ± 0.7 75.4
Contrast layer 50 1500 14.6 ± 7.8 22.8 ± 6.8 48.5
Support layer 100 2000 25.5 ± 10.4 - * - *

* The thickness and porosity could not be accurately measured, as part of the layer was etched away during the
DRIE step.

Figure 3. Scanning electron microscopy (SEM) image of the top layer porous silicon membrane. The
average pore size is ~41 nm, with a standard deviation of ~20 nm.

Figure 4. Scanning electron microscopy (SEM) cross-section image of a multilayered porous silicon
membrane. The inset shows a close-up of the top of the porous membrane, in which the sensing and
the contrast layers can be identified.

The theoretical sensitivity of the porous membrane sensor was also approximated by
calculating the EOT in both air and in ethanol, applying a Fourier transform to the Fabry
Perot fringes of the optical spectra, as illustrated in Figure 5. By plotting the EOT versus
refractive index variation (Figure 5c), an approximation of the sensitivity can be made,
which amounts to 5745.8 ± 847.7 nm·RIU−1 or, expressed in relative changes of EOT, as
54.4 ± 8.3 %·RIU−1.

21



Biosensors 2021, 11, 27

Figure 5. Porous silicon membrane characterization. (a) Reflection spectra of a porous silicon
membrane in air (blue) and ethanol (orange). (b) Representative Fourier transform of the reflectance
spectra in panel. (c). Calibration curve of the EOT versus the refractive index variation.

3.2. B. cereus Lysate Observation and Characterization

Endolysins are encoded and used by bacteriophages at the end of their replication
cycle. They degrade the peptidoglycan of the targeted bacteria, creating an opening
in the cell wall for the phage. When endolysins are recombinantly produced and added
exogenously to bacteria, they lead to cell lysis by breaking down the exposed peptidoglycan
layer which make them promising antimicrobial agents [42]. To observe the effect of the
PlyB221 endolysin, B. cereus was observed using SEM before and after the lysis. Close up
images of an intact versus a lysed bacterium are depicted in Figure 6.

Figure 6. Scanning electron microscopy (SEM) image of (a) an intact B. cereus bacterium and (b) a B. cereus lysed bacterium.

To further characterize the bacterial lysate, the average number and size of bacterial
clusters were compared before and after lysis, using images of the same magnification.
Due to a lack of contrast and sharpness, only qualitative observations could be made. Over
the same area of inspection, there are nearly 20 times more clusters of bacterial lysate
than of bacteria; the average size of each cluster is also decrease by more than a 10-fold.
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As illustrated in Figure 6, some larger clusters of bacterial lysate remain, but these are
surrounded by much smaller clusters, whose area goes down to the nanometer range
(<50 nm). These smaller clusters are assumed to penetrate the first porous layer, but are
unable to diffuse to the second porous layer because of a size exclusion effect.

3.3. B. cereus Lysate Detection PSi Layers and PSi Membranes

In order to establish the added-value of a flow-through approach to the optical detec-
tion with respect to the traditional flow-over approach, the performances of PSi membranes
were compared to those measured on PSi layers.

The average relative EOT shift measured on PSi layers, in a flow-over approach, is
presented in Figure 7a. No distinction could be made between the bacterial lysate detection
and the control tests using either the buffer or the endolysin suspension. Both control
tests induced minute decreases of the relative EOT: on average −0.24% and −0.01% after
1 h for PBS and the PlyB221 endolysin, respectively. A small increase of relative EOT
was measured in the presence of bacteria lysate, namely 0.05%, but this decrease was not
significant when compared to the noise level. This noise level was calculated based on the
overall standard deviation of the signal in PBS and was expressed as 3σ = 1.08%.

Figure 7. Characteristic relative effective optical thickness (EOT) shift measured on (a) a porous silicone (Psi) layer or (b) a
PSi membrane for 1 h in phosphate buffered saline (PBS), in a PlyB221 endolysin suspension and in a B. cereus lysate (n ≥ 3).
In (a), the inset illustrates the flow-over approach; there was no significant shift visible during the detection of either the
PlyB221 endolysin or bacterial lysate. In (b), the inset illustrates the flow-through approach; there was a significant shift in
the relative EOT during the detection of bacterial lysate.

The performances of PSi membranes for the same three tests in flow-through operation
are illustrated in Figure 7b. The buffer control test induced a decrease in relative EOT of
−0.32% after 1 h. The control test with only the PlyB221 endolysin gave rise to a 0.28%
increase of relative EOT. This increase was however not significant and remained below the
noise level, which was calculated in the same manner described previously and was equal
to 0.84% in the case of PSi membranes. Upon the penetration of bacterial lysate inside the
membrane, a significant increase of relative EOT was measured, exceeding the noise level
after 6 min and reaching an average +2.43% after 1 h.

3.4. Determination of the Limit of Detection of B. cereus

The limit of detection was determined using decreasing concentration of B. cereus.
Results are displayed in Figure 8. As presented above, the detection of 106 CFU/mL is
significant compared to the negative control tests in PBS and in endolysin only. For a
concentration of 105 CFU/mL, the relative EOT shift amounted 0.96%, which is just above
the noise level but still significantly different to both control tests. For 104 CFU/mL, the
relative EOT shift decreased below the noise level to 0.64%. While this difference remains
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significant with respect to the control test in PBS, it is not with respect to the endolysin
control test.

Figure 8. Characteristic relative effective optical thickness (EOT) shift measured on a PSi membrane
after 1 h in PBS, in a PlyB221 endolysin suspension and in increasing concentrations of B. cereus lysate
(n ≥ 3). The dashed red line represents the noise level, fixed as 3σ of the signal measured in PBS. The
detection limit is 105 CFU/ml of B. cereus.

3.5. Specificity Testing with S. epidermidis

To illustrate the specificity of the sensing platform, a negative control test was per-
formed using a S. epidermidis and a positive control test was carried out using a mixture of
B. cereus and S. epidermidis. The relative EOT shifts observed for both tests are depicted in
Figure 9, where it is compared to controls in PBS and with the PlyB221 endolysin only, as
well as to the detection of B. cereus lysate only. The detection using S. epidermidis induced
no significant shift in relative EOT. After 1 h, the relative EOT was increased by 0.29%,
which is comparable to the control test with only the PlyB221 endolysin. The positive
control test showed a significant relative EOT increase of 1.59%.

3.6. Versatility of the Platform: Detection of S. epidermidis in PBS with Lysostaphin

To illustrate that the biosensor can be used for the detection of other bacteria/lytic
enzyme pairs, the same detection protocol was repeated using S. epidermidis as targeted
strain and lysostaphin as selective lytic agent. The relative EOT shift was measured over-
time and compared to control tests in PBS and lysostaphin only. As depicted on Figure 10,
the relative EOT shift induced after 1 h by the penetration of lysostaphin into the porous
membrane is comparable to the one measure for the PlyB221 endolysin and amounts 0.26%.
The penetration of S. epidermidis lysate causes a significant shift in relative EOT after 30 min,
reaching a value of 1.83% after 1 h.
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Figure 9. Characteristic relative EOT shift measured on a PSi membrane after 1 h in PBS, in a PlyB221
endolysin suspension, in a S. epidermidis suspension, in a mixture of B. cereus lysate and S. epidermidis
and in B. cereus lysate only (n ≥ 3). The dashed red line represents the noise level, fixed as 3σ of the
signal measured in PBS. Only the detection of mixture of B. cereus lysate and S. epidermidis induced a
significant shift.

Figure 10. Relative effective optical thickness (EOT) shift measured on a PSi membrane for 1 h in
PBS (grey), in a lysostaphin suspension (blue) and in a S. epidermidis lysate (red). The bacterial lysate
is detected after 30 min.

4. Discussion

Porous silicon membranes are promising biosensors: with their flow-through opera-
tion, they overcome the lack of sensitivity of flow-over PSi-based biosensors and are char-
acterized by short response times [34–38]. Moreover, they do not require any stratagems to
transport and concentrate the analyte on the transducer. In this work, we demonstrate once
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again the potential of these detection platforms and focus on their use for the detection of
bacteria. PSiMs were fabricated using standard microfabrication techniques and electro-
chemical etching. The full fabrication process took less than a week, and dozens of samples
could be produced in one attempt. No functionalization was applied to the sensors, as the
specificity was based on the use of endolysins. Endolysins are phage-encoded enzymes
that induce bacterial lysis for certain targeted strains. In this work, the PlyB221 endolysin
was used, targeting B. cereus, whose efficiency is demonstrated in [42]. The physical effect
of PlyB221 endolysin on the bacteria was observed using SEM. While large clusters of
bacterial lysate remained, they were surrounded by nanoscale-sized clusters. It is assumed
that these small clusters are able to penetrate the porous membrane and enable a detection.

Combining PSiMs and the use of endolysins produced an innovative biosensing
platform that was able to detect B. cereus lysate, with an initial concentration of 106 CFU/mL,
in less than 10 min. In flow-over PSi-based biosensors, similar concentrations could not
be detected. Two negative control tests were carried out: one in PBS and one with the
PlyB221 endolysin only. The PBS control induced a slight decrease of relative EOT. This
can be explained by the slow oxidation and dissolution that PSi undergoes in aqueous
media [43,44]. This effect can be minimized by chemically modifying the pore surface using
either hydrosilylation [45], thermal hydrocarbonization [46] or atomic layer deposition
(ALD) of oxides [47]. Adequate passivation may also help reducing the noise level of
the optical sensing, as demonstrated by Rasson et al. with the use of ALD [47]. The
second control test, which consisted in flowing a PlyB221 endolysin suspension through
the sensor for 1 h, resulted in a slight increase of the relative EOT. While it was expected
that the endolysins pass through the membrane, this increase indicates that they were
partly retained. We believe two hypotheses might explain this effect: (1) a minor size
exclusion effect, which is understandable since there is a large pore size distribution visible
in Figure 3 and (2) the binding of proteins to the pore walls.

In order to determine the detection limit, the initial concentration of bacteria was
reduced. The sensor was able to detect concentrations as low as 105 CFU/mL after 1 h.
While concentration of 104 CFU/mL induce a significant increase in signal compared to
the PBS control test, this increase was however not significant with respect to the endolysin
control test. Once again, adequate passivation may help to reduce the deviation between
measurements and enable the lowering of the detection limit to 104 CFU/mL or lower.

While the specificity of the PlyB221 endolysin has already been demonstrated [42],
the specificity of the sensor was still exemplified by adding S. epidermidis to the PlyB221
endolysin suspension. The observed shift in relative EOT is similar to the one observed
with the PlyB221 endolysin only. This confirms that bacteria, when not lysed, are not able
to penetrate the membrane, thus demonstrating the specificity of the sensing platform.
A second test was performed adding both B. cereus and S. epidermidis to the endolysins
and the results showed a significant increase in relative EOT, but lower than the one mea-
sured for B. cereus lysate only. We believe this might be explained by the accumulation of
S. epidermidis on top of the sensor, blocking part of the pore and preventing the penetration
of B. cereus lysate. This accumulation of intact bacteria may also explain the larger deviation
between measurements when in the presence of S. epidermidis: part of the light is scattered
by the bacteria, therefore decreasing the optical signal and adding deviations during the fit
of the EOT. A solution to minimise this effect is the addition of gold nanoparticles to the
porous matrix, enhancing the optical signal by increasing surface reflectivity and reducing
EOT fitting deviations [30].

While most PSiM-based sensors rely on functionalization to capture the analyte [34,37,38],
the biosensor presented in this work bases the capture on a size exclusion effect. This
novelty has several benefits: the lack of functionalization considerably shortens the produc-
tion time of the sensors and puts no requirements on the storage and detection conditions.
This choice of design was made with future industrial specifications in mind: without the
constraints of functionalization, a silicon-based device such as the one presented, which is
compatible with all standard fabrication techniques used in microelectronic cleanrooms
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today, could be easily mass produced and packaged, for a very low cost. The lack of
functionalization also enables the use of sensors from the same batch for the detection of
different strains of bacteria, as long as a selective endolysin is available. This versatility
was illustrated by the detection of S. epidermidis using lysostaphin as selective lytic agent.

Besides specificity, the performance of our optical biosensor can be discussed in
other terms: response time, sensitivity and limit of detection [10]. The response time
for this study is comparable to functionalized PSiMs [34,37,38] and since no rinsing is
required to remove unbound species, the total detection time (which includes both lysis
and optical monitoring) can be reduced to less than 2 h. Another major advantage is
the reduced volume of analyte that is needed: only 1 mL is required for the detection.
The approximated theoretical sensitivity of 5745.8 ± 847.7 nm·RIU−1 is high, but due
to the noisy signal, the theoretical limit of detection is also quite high; this value was
extrapolated as the RIU value at which the relative EOT shift is equal to the noise level 3σ
and amounts to 1.5 × 10−2 RIU [30]. In terms of bacterial concentration, a limit of detection
of 105 CFU/mL remains high compared to other PSi bacteria sensors [25,26,48,49], yet there
is much room for improvement. Further studies should therefore aim to lower the detection
limit to competitive levels (<103 CFU/mL) by improving the stability of the sensor and
reducing the noise level of the optical signal. Once an optimized prototype is available, real
samples may be analysed. A complex microfluidic integration may also enable the optical
monitoring of several membranes in parallel, adding the possibility for a blank control test
(with the analysed sample only) to exclude false positives, as well as for the simultaneous
screening of several lytic agents.

5. Conclusions

In conclusion, we demonstrated the proof-of-concept of an innovative biosensor for the
detection of bacteria through their lysate, by combining the use of both optically monitored
porous silicon membranes and selective enzymatic lytic agents. We showed promising
results in terms of sensitivity, specificity and speed of response by confirming the targeted
detection of 105 CFU/ml of B. cereus lysate in only one hour. Furthermore, we illustrated
the versatility of the detection platform by detecting selectively lysed S. epidermidis. These
results, added to the easy fabrication and low design cost, pave the way for the development
of a widespread multi-strain bacteria sensor.
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Abstract: Human food-borne diseases caused by pathogenic bacteria have been significantly increased
in the last few decades causing numerous deaths worldwide. The standard analyses used for their
detection have significant limitations regarding cost, special facilities and equipment, highly trained
staff, and a long procedural time that can be crucial for foodborne pathogens with high hospitalization
and mortality rates, such as Listeria monocytogenes. This study aimed to develop a biosensor that could
detect L. monocytogenes rapidly and robustly. For this purpose, a cell-based biosensor technology based
on the Bioelectric Recognition Assay (BERA) and a portable device developed by EMBIO Diagnostics,
called B.EL.D (Bio Electric Diagnostics), were used. Membrane engineering was performed by
electroinsertion of Listeria monocytogenes homologous antibodies into the membrane of African green
monkey kidney (Vero) cells. The newly developed biosensor was able to detect the pathogen’s
presence rapidly (3 min) at concentrations as low as 102 CFU mL−1, demonstrating a higher sensitivity
than most existing biosensor-based methods. In addition, lack of cross-reactivity with other Listeria
species, as well as with Escherichia coli, was shown, thus, indicating biosensor’s significant specificity
against L. monocytogenes.

Keywords: Listeria monocytogenes; cell-based biosensor; bioelectric recognition assay;
membrane-engineering

1. Introduction

Foodborne diseases are of great concern worldwide, as they cause thousands of deaths each
year, as well as significant malfunctions in health care systems, national economies, and global trade.
Bacteria, viruses, parasites, and chemicals that contaminate food at any stage of food production
are the causative agents for these infections. It is estimated that 600 million people (i.e., 10% of the
global population) get sick and 420,000 people die every year due to the consumption of contaminated
food [1]. Listeria monocytogenes is an intracellular pathogenic bacterium widely distributed in the
environment that has been determined as a causative agent of serious epidemic and sporadic food-borne
illnesses in humans. Listeriosis can lead to gastroenteritis, meningitis, or other severe symptoms
with high hospitalization and mortality rates (20–30%), especially in vulnerable populations. In 2016,
listeriosis was the most severe illness with the highest hospitalization and mortality rate in Europe.
In the meantime, it is estimated that 1600 people get listeriosis and about 260 people die each year in
the USA [2].
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Despite the intensified efforts to improve the hygiene conditions and prevent cross-contamination
in production processes, it is difficult to eliminate L. monocytogenes from all products. Hence, food
safety authorities have made pathogen detection a priority. Currently, the detection of L. monocytogenes
in food is mainly performed following the ISO 11290-1:2017 [3]. This culture method is based on the
pathogen’s physical and chemical characteristics and is a gold standard method, however, it is also
time-consuming since it requires four days to provide the first indications for either presumptive
presence or absence of the pathogen and five to seven days to undoubtedly confirm the pathogen’s
presence. Furthermore, DNA analysis based on quantitative polymerase chain reaction (qPCR)
or microarray methods have been developed. Even though these methods are precise, they have
significant limitations regarding cost, special facilities, long procedural time, and highly trained
staff requirements [4]. Rapid detection methods based on molecular techniques (e.g., real-time
qPCR) and immunology-based methods (e.g., VIDAS (Vitek Immuno Diagnostic Assay System)
for L. monocytogenes) have also been developed. However, molecular techniques are still restricted
by high-cost equipment and reagents, as well as complicated nucleic acid extraction procedures,
while immunology-based methods are restricted by lower detection sensitivity [5]. Developing rapid,
low-cost methods with high sensitivity and specificity to detect bacteria in food and reduce the risk to
public health remains a challenge.

Biosensors have drawn major interest as alternative methods for food contamination analysis.
Their mode of action is based on their ability to detect specific targets and transform this information
into a detectable signal [6]. According to the transducing elements, biosensors are classified as
electrochemical, thermal, optical, and piezoelectric sensors, with a noteworthy rapid development
of electrochemical biosensors for pathogen detection in the food and agricultural sector in the
last decade [7–10]. According to the type of the biomolecule recognition element, biosensors are
distinguished in enzyme-based (immobilized enzymes and proteins), microorganism-based biosensors;
DNA biosensors (nucleic acids); immunosensors (an immobilized antibody or antibodies coupled with
an enzyme or pigment); and cellular biosensors (immobilized cells or tissues) [10,11].

Living cell-based biosensors are techno-scientific systems that use cells as sensors to detect the
status of the cellular environment and physiological parameters. The innovation of these biosensors is
that, unlike other types of biosensors containing only living-extracted elements, they use live cells as
receptors. This type of biosensor consists of the following: (a) living cells, the biological identification
element, that acts as the primary signal transducer element and is used as the primary element for the
collection and transmission of signals, and (b) the secondary transducer element that converts these
responses in electrical signals. When cells interact with a stimulus, they produce changes in molecules
or ions, changes in potential, or changes in impedance due to cell metabolism, etc. A secondary
transducer element can detect these responses and convert them into electrical signals [12]. Cell-based
biosensors have the advantages of increased stability and high biocatalytic activity, and their main
feature is their ability to provide relevant cellular information in response to the sample and finally
measure its activity. Furthermore, their robustness, high selectivity, specificity, and evolvability have
raised cell-based biosensors as a significant revolution in analytical science [13]. However, only a few
studies have been performed on L. monocytogenes detection using cell-based biosensors [14–16].

In combination with methods such as the BERA (Bioelectric Recognition Assay), the cell-based
biosensors have been used in numerous environmental, chemical, and medical applications with
remarkable results [17–22]. The BERA method is based on the insertion, by electroporation, of a
large number of receptor molecules (antibodies, enzymes, etc.) on the cell membrane, increasing
their selectivity for recognizing target analytes [23,24]. The methodology is based on measuring the
change in membrane potential caused by the binding of the target molecule to the receptors previously
inserted into the cell membrane. In the beginning, the cell membrane potential is stable due to the ions
flowing through the ion channels. Subsequently, and after the target molecule binds to the receptor,
its structure changes, resulting in its molecular charge being displaced within the cell membrane. As a
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result, a large number of ions concentrate on one side of the membrane. Opening the ion channel
creates an ionic current that can be measured as a corresponding current.

In the present study, we report the development of a portable BERA-type sensor based on
mammalian cells for the rapid detection of L. monocytogenes. The biosensor was developed performing
a membrane-engineering process, where anti-L. monocytogenes antibodies were electroinserted in
the membrane of the Vero cells to achieve a selective response against the pathogenic bacterium.
The response was measured according to the principles of BERA [18,23–26] and results were obtained
based on a novel sophisticated algorithm embedded in user-friendly software that connects via
Bluetooth with an android device, thus, the end-user was instantly informed of the results of each
analysis performed.

2. Materials and Methods

2.1. Materials and Reagents

Monkey African green kidney (Vero) cell cultures were provided from LGC Promochem
(Teddington, UK). Fetal bovine serum (FBS), antibiotics (streptomycin-penicillin), L-glutamine and
L-alanine, and trypsin/EDTA (ethylenediaminetetraacetic acid) were purchased from Sigma-Aldrich
(Taufkirchen, Germany). Monoclonal antibodies against L. monocytogenes were purchased from
antibodies-online.com and L. monocytogenes NCTC 11,994 and L. innocua NCTC 11,288 from Merck
(Darmstadt, Germany). Sodium chloride was purchased from Merck (Darmstadt, Germany) and Brain
Heart Infusion from Biolife (Milan, Italy).

2.2. Cell Culture and Antibody Electroinsertion

Cell culture was performed according to Apostolou et al. [26]. Briefly, Vero cells were cultured
in Dulbecco’s medium with 10% fetal bovine serum (FBS), 10% antibiotics (streptomycin-penicillin),
and 10% l-glutamine and l-alanine (nutrient medium). Cell detachment from the culture vessel was
performed by adding trypsin/EDTA for 10 min at 37 ◦C and cells were collected by centrifugation
(2 min/1200 rpm) at a final density of 2.5 × 106 mL−1.

Membrane-engineered cells were created by electroinserting either the anti-L. monocytogenes p60
protein antibody clone p6007 (p60-biosensor) or the anti-L. monocytogenes actA antibody clone 3a15
(actA-biosensor) into the membrane of the Vero cells, based on a modified protocol of Zeira et al. [27].
In brief, cells were detached and collected after centrifuge (6 min/1000 rpm/25 ◦C). The cell pellet
was resuspended in 400 μL PBS (phosphate-buffered saline) containing three different antibody
concentrations (1, 5, and 10μg mL−1) and incubated on ice for 20 min. After incubation, the cell-antibody
mixture was transferred into electroporator cuvettes (4 mm) and electroinsertion was performed in the
Eppendorf Eporator (Hamburg, Germany) by the application of two square electric pulses at 1800 V/cm.
Subsequently, the mixture was transferred in a petri dish (60 × 15 mm2) containing 3 mL of nutrient
medium and incubation took place at 37 ◦C and 5% CO2 for 24 h. Then, the medium was discarded
from the petri dish and Vero/anti-L. monocytogenes cells were mechanically detached and collected
with the nutrient medium in Eppendorf tubes.

It has been previously indicated that, based on the above electroinserting method,
the membrane-engineered cells incorporate the specific antibodies in the correct orientation and
show selective interaction against the target molecules [24,28].

2.3. Bacteria Culturing and Sample Preparation

L. monocytogenes NCTC 11994, L. ivanovii NCTC 11846, L. innocua NCTC 11288, and Escherichia
coli ATCC 10,536 were used throughout this study. The strains were kept at −20 ◦C in nutrient broths
supplemented with 50% glycerol, then, prior to their utilization, each strain was grown twice in Brain
Heart Infusion broth at 37 ◦C for 24 h. Experimental assays were performed using overnight bacteria
cultures (L. monocytogenes, L. ivanovii, L. innocua: 9 log CFU (colony forming units) mL−1 and E. coli
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8 log CFU mL−1) that were centrifuged (10 min/3500 rpm/4 ◦C), washed twice with sterile saline
solution, resuspended in the same diluent, and serially diluted to 2 log CFU mL−1. Then, diluents with
the desired concentrations (2, 4, 6, and 9 log CFU mL−1 for Listeria species and 2, 4, 6, 8 log CFU mL−1

for E. coli) were tested with the newly developed biosensor system.
For bacteria counting, the overnight cultures were serially diluted with sterile saline solution.

Then, triplicate diluents were surface plated in brain heart infusion (BHI) agar plates and incubation
took place at 37 ◦C for 24 h. Subsequently, the colonies were counted, and the concentration of the
bacteria was calculated in CFU mL−1.

2.4. Experimental Design and Assay Procedure

The present study was conducted in three experimental assays. The first assay was performed to
compare and evaluate two different Listeria monocytogenes antibodies in the presence of the pathogen at
various population levels. In the second assay, the effect of the concentration (1, 5, and 10 μg mL−1)
of the electroinsterted antibody on the response of the membrane-engineered cells was investigated.
Finally, in the third experimental assay, the cross-reactivity of the newly developed biosensor system
was evaluated against Escherichia coli and other Listeria species.

All tests were conducted using a portable device developed by EMBIO DIAGNOSTICS (EMBIO
DIAGNOSTICS Ltd., Cyprus). EMBIO’s device is a multichannel potentiometer with high accuracy A/D
converters that measure electric signals from various biorecognition elements, such as cells. The studied
elements are added on the surface of eight screen-printed electrodes (SPE) that are connected to the
underside of a replaceable connector (Figure 1A). EMBIO’s device in combination with the bioelectric
recognition assay (BERA), an established cell-based biosensor technology, has created a biosensor
system that allows high throughput screening and rapid testing. Furthermore, the system connects
via Bluetooth 4.0 with a smartphone or tablet, allowing the end-user to be instantly informed of
each analysis result (Figure 1B). The system has been previously reported by Apostolou et al. [26].
The screen-printed electrodes were purchased from Zimmer and Peacock (Horten, Norway). Each single
gold electrode was comprised of a 625 μm thick ceramic substrate (alumina) with three screen-printed
electrodes (working electrode, reference electrode, and counter electrode). The working electrode was
made of gold, and the reference electrode was made of silver/silver chloride. The counter electrode
was canceled out by the measuring system (Figure 1C).

First, the samples (20 μL) were added on the top of each gold screen-printed electrode (first peak
on the two-dimensional (2D) line graph) and the membrane-engineered cells (20 μL ≈ 5 × 104 cells)
were added after 60 s (120 values)(second peak on the 2D line graph).

The cell response was recorded as a time series of potentiometric measurements (in Volts),
consisting of 360 values per sample. Each measurement lasted 3 min and the sampling rate was set at
2 Hz. After each measurement, cell responses were uploaded into a cloud server (Google Firebase) and
calculations were conducted (Section 2.5), based on a newly developed algorithm that provided results
regarding Listeria monocytogenes presence on the smartphone screen (Figure 1B). Every single sample
was tested eight times by using a set of eight individual sensors and each experiment was performed
in duplicate.

One-hundred tests were initially conducted on sodium chloride solution (NaCl 0.85%), a diluent
used for preparing microbial suspensions (blank samples). Subsequently, 100 tests of L. monocytogenes
diluted in NaCl 0.85% at 4 different concentrations (2, 4, 6, and 9 log CFU mL−1) were performed.
Results obtained from the biosensors (p60-biosensor and actA-biosensor with 1, 5, or 10 μg mL−1

antibody concentration) were evaluated and the biosensor with the best accuracy and performance
characteristics was determined and used in the subsequent tests. Performance indices used for
the evaluation were sensitivity (Se), specificity (Sp), positive predictive value (PPV), and negative
predictive value (NPV). An explanation of these terms can be found in the respective reference [29].
Furthermore, a total of 150 tests were performed on L. ivanovii, L. innocua, and Escherichia coli broth
samples to evaluate biosensor’s cross-reactivity with other bacteria. Finally, to demonstrate that
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the obtained response of the tested samples was associated with the presence of the electroinserted
antibody, 40 tests (control, L. monocytogenes, L. ivanovii, L. innocua, and Escherichia coli samples) were
conducted with non-engineered cells as well.

  
(A) (B) 

  
(C) (D) 

Figure 1. (A) Loading of the cells and samples on the electrode surface; (B) Results appear on the
smartphone screen; (C) Screen-printed electrode sensors used for the assay, Zimmer and Peacock gold
single electrodes; (D) Visualization of the electric signal via a voltage (Volts) vs. time graph.

2.5. Algorithm for Response Processing

The process of the data analysis is summarized in Figure 2.

Figure 2. Bio Electric Diagnostics (B.EL.D) data analysis process on cloud functions. The analysis is
being done in real time after the completion of the tests.
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More analytically:

a. Dataset: The dataset contained 200 measurements from 100 negative and 100 positive samples.
Each measurement consisted of the data obtained by the 8 screen-printed electrodes that recorded
the cell response as a time series of potentiometric measurements (in Volts) and comprised
360 values per electrode (sampling rate of 2 Hz). The detected measurements were visualized
through a voltage/time graph (Figure 1D).

b. Training/Testing Dataset: The obtained dataset was split into training and testing dataset
as follows: 30% was used for training (60 measurements) and 70% was used for testing
(140 measurements). The training dataset was utilized to determine the algorithm thresholds
and the testing dataset was utilized for the algorithm evaluation.

c. Processing/Feature Extraction: The processing of the dataset was performed in a two-step
procedure. In the first step, peaks were determined and starting noise was cleaned to smooth
and calibrate the signal before the first peak. Then, all values were shifted to start at y = 0 and
from each experimental dataset values from 120 to 200 were shifted at x = 0 and kept for further
analysis (Figure 3). In the second step, feature vectors were extracted from the cleaned data and
used as input to develop an algorithm able to detect L. monocytogenes in sterile saline samples.
Each feature vector was calculated based on the following: (a) the average values (mean) for each
cleaned dataset and (b) the rolling average with rolling window size 50 (minimum sums) [30].
This procedure was applied in each electrode channel (channel 1, channel 2, etc.) and the
overall test dataset (mean average and minimum sums average for all 8 electrodes) (Figure 4).
Hence, from the initial experimental raw dataset with 360 × 8 values, only 1 × 18 (1 values for
each channel (8 values in total) + 1 overall value/(a) and (b)) feature values were used for the
sample discrimination and the algorithm development.
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Figure 3. Visualization of the electric signal via a voltage (Volts) vs. time graph of the cleaned data.

Figure 4. Feature vectors for five random samples (102, 104, 106, 109, and NaCl).

Algorithm: The algorithm used the feature vectors from the previous step as input to
produce/calculate the final results. Two thresholds were set for mean values and minimum sums
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values and were compared to the respective values from each channel and from the average of the
channels. Four primary results were extracted based on the following: (i) threshold comparing to each
channel mean values, (ii) threshold comparing to the average mean value, (iii) threshold comparing to
each channel minimum sums values, and (iv) threshold comparing to the average minimum sums
values. In the case of each channel comparison (i and iii), the obtained result was the predominant
one (e.g., if 5 electrodes gave ”positive” result and 3 gave ”negative”’ result based on the threshold,
the result would be ”positive”). The final result was the predominant result obtained from the above
calculations (e.g., if (i) channel mean values, ”positive”; (ii) average mean value, ”positive”, (iii) channel
minimum sums values, ”negative”, and (iii) average minimum sums values: ”positive”, the final result
would be ”positive”). In the case of two ”positive” and two ”negative”, the final result was the one
obtaining from the average minimum sums value (Figure 5).

 
Figure 5. Calculation of the final results based on the feature vectors.

Evaluation: A testing dataset was used for the evaluation of the model. Different thresholds were
tested and determination of the one providing the most accurate results was achieved.

2.6. Statiatical Analysis

One-way analysis of variance (ANOVA) was used to assess the statistical differences among the
feature values obtained from the biosensors.

3. Results and Discussion

3.1. Antibody Selection and Biosensor Response in the Presence of L. monocytogenes

This study aimed to develop a biosensor that could perform rapid and robust detection of the
pathogenic bacterium L. monocytogenes, using a modified protocol of a cell-based biosensor technology
that has been previously reported by Apostolou et al. [26]. To develop the method, two different
Listeria monocytogenes antibodies were initially used for the membrane engineering, creating two
different biosensors. The two biosensors were created using either the anti-L. monocytogenes p60
protein antibody clone p6007 (p60-biosensor) or the anti-L. monocytogenes actA antibody clone 3a15
(actA-biosensor) at three different concentrations (1, 5, and 10 μg mL−1). The first antibody recognizes
natural and recombinant L. monocytogenes extracellular p60 protein, an invasion associated protein (iap)
essential for cell viability encoded by iap gene, and the second antibody recognizes L. monocytogenes
protein actA, a surface protein necessary for intra- and intercellular motility that appears to be a
multifunctional virulence factor. The iap and actA genes also exist in other Listeria species but their
produced proteins differ from that of L. monocytogenes [31].

The results indicated that when the antibody concentration was at 1 μg mL−1, the actA-biosensor
could not discriminate samples with and without the pathogen (0.047–0.051 mV), while the
p60-biosensor was able to produce a significantly different signal only when the pathogen’s population
was at 9 log CFU mL−1 (0.027–0.031 mV in NaCl, 102, 104, 106 CFU mL−1, and 0.041 mV in
109 CFU mL−1) (Figure 6A). More accurately, no pattern was visible for the different antibodies
at this concentration, and this was attributed to the low number of the electoinserted antibodies into
the membrane-engineered cells.
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The best discrimination was achieved by p60-biosensor with 5 μg mL−1 antibody concentration.
At this antibody concentration, increasing biosensor response was observed against the increasing L.
monocytogenes population, with a 50% higher voltage response between the control and the inoculated
samples with the higher bacterial concentrations (6 and 9 log CFU mL−1). Contrary to this, the
p60-biosensor with 10 μg mL−1 antibody concentration could distinguish blank samples (0.116 mV)
from samples with L. monocytogenes at 4, 6, and 9 log CFU mL−1, but not from samples with
L. monocytogenes at 2 log CFU mL−1 (0.117 mV). Hence, it was demonstrated that the p60-biosensor
with 5 μg mL−1 antibody concentration had the best discrimination ability, setting the method’s limit
of detection at 102 CFU mL−1. This is the lowest LOD being reported in studies that have developed
various biosensors (optical, piezoelectric, amperometric, impedimetric, cell-based) for the detection of
L. monocytogenes in culture and food samples [32–36].

From the conducted experiments, it was observed that the p60-biosensor with 5 μg mL−1

antibody concentration produced an increasing pattern against the increasing analyte (CFU mL−1).
However, when the concentration of the antibody was augmented at a density of 10 μg mL−1,
a decreasing pattern against the increasing analyte (CFU mL−1) was revealed. Although the sensitivity
of a biosensor is largely dependent on the physical properties of the transducer system, the amount of
the biological receptor molecules immobilized on the sensor surface remains an issue.

The signal obtained from the actA-biosensors with 5 and 10 μg mL−1 antibody concentration could
distinguish blank samples from samples with L. monocytogenes at 6 and 9 log CFU mL−1 with values
ranging from 0.035 to 0.056 mV and from 0.028 to 0.037 mV, respectively. Nevertheless, the biosensors
were not able to discriminate blank samples from samples with L. monocytogenes at 2 and 4 log CFU
mL−1, since similar voltage responses were observed (Figure 6B,C).

The binding of the antigens to antibodies adsorbed on a surface is a complex phenomenon and
can be described as a two-step process. Firstly, the surface-adsorbed antibodies bind to the antigens
through one of their fragment antigen-binding (F(ab)) domains. If they remain bounded, the second
F(ab) domain has an opportunity to bind to any other antigen. Consequently, the equilibrium surface
concentration of bounded IgG molecules, which increases with the surface concentration of the antigens,
is the sum of two contributions. Therefore, antibodies which bound through a single F(ab) lead to a
lower surface equilibrium.

De Michele et al. [37] recently, showed that the large size of IgGs played an instrumental role.
Antigens diffusing in the bulk, see a few available IgGs on the surface which is reduced concerning the
number of sites that are already occupied. In fact, a significant number of the unbounded antigens
are unavailable due to the large size of IgGs, which overlap the unbounded sites of neighboring IgGs,
thus, making them invisible for other antigens. In this way, antibodies that are immobilized onto the
surfaces in a relatively higher density will induce locally crowded areas. Cho et al. [38] showed that
such cluster formation could negatively affect the performance of the immunoassays, reporting that
the binding capability was approximately 10 times lower than the maximum.

Additionally, Kwon et al. [39], in one of their studies, found that the immobilized antibodies that
were active for binding antigens decreased from 150% to 60% as the density of immobilized antibodies
was increased from 0.3 to 2.5 ng/mm2. In either case, the data clearly showed that as the density of the
antibody increased, the steric accumulation of antigen-antibody complexes decreased the activity of
the immobilized antibody. This demonstrates that the amount of antigen that binds depends on the
density of the immobilized antibody.
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Figure 6. Response of actA and p60-biosensors with (A) 1 μg mL−1, (B) 5 μg mL−1, and (C) 10 μg mL−1

antibody concentration in the absence (NaCl 0.85%) and presence of L. monocytogenes at 4 different final
concentrations (2, 4, 6, and 9 log CFU mL−1). Error bars represent the standard errors of the mean
value of all replications. Columns marked with different letters indicate that response was significantly
(p < 0.05) different from the respective of the blank samples (NaCl) for each experimental assay.

Ideally, the antibody should specifically recognize and bind its antigen at the lowest possible
concentration. Since the biosensor surfaces are in the μm scale, the optimum density of immobilized
antibodies onto the surface result in enhanced detection sensitivity.

On the basis of the above, and since the p60-biosensor with 5 μg mL−1 antibody concentration had
the best ability to separate blank from inoculated samples, especially when the pathogen was present
at high concentrations, the p60 protein antibody clone p6007 was selected as the best antibody for the
detection of the pathogen and the 5 μg mL−1 antibody concentration was selected as the optimum
density for the L. monocytogenes biosensor.

Calculation of Method’s Performance Characteristics

As mentioned above (Section 2.5), 70% of the samples was used for testing (i.e., 140 samples,
77 positive and 63 negative). Parallel testing of the samples with the ISO and the newly developed
method resulted in true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN)
results. On the basis of these results, the performance indices of the newly developed method were
calculated and are summarized in the following Table 1:
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Table 1. Performance indices of the p-60 biosensor with 5 μg mL−1 antibody concentration.

Results 1 Performance Indices 2

TP 75 Se 97.4%
FP 2 Sp 84.13%
TN 53 PPV 88.24%
FN 10 NPV 96.36%

1 TP, true positive; TN, true negative; FP, false positive; FN, false negative. 2 Se, sensitivity; Sp, specificity;
PPV, positive predictive value; NPV, negative predictive value.

Furthermore, the p60 biosensor with 5 μg mL−1 antibody concentration demonstrated perfect
discrimination among samples with the highest inoculum level (9 log CFU mL−1) and the rest
of the samples with 100% accuracy, sensitivity, specificity, positive predictive value, and negative
predictive value.

3.2. Selectivity Assay

The p60 protein that exists in other Listeria species differs from the L. monocytogenes p60 protein.
However, Listeria ivanovii, a pathogenic bacterium with extremely rare cases of human disease, and
Listeria innocua, a non-pathogenic bacterium widely distributed in the environment, were also included
in the experimental assay to evaluate biosensor’s cross-reactivity with other Listeria species. In addition,
the biosensor’s response in the presence of Escherichia coli, a microorganism that is often present in
several food categories indicating faecal contamination and poor hygiene practices, was also evaluated.
Evaluation of the biosensor’s cross-reactivity with E. coli, L. ivanovii, and L. innocua indicated that
the L. monocytogenes p60-biosensor with 5 μg mL−1 antibody concentration was able to distinguish
L. monocytogenes from the other Listeria species, as well as from Escherichia coli, infallibly. To evaluate
biosensor’s selectivity, all bacteria were diluted in sterile saline solution and tested at the same
concentration range (Figure 7). In every case examined, the biosensor’s response was statistically
different (p < 0.05) from the observed response against the similar concentrations of L. monocytogenes.
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Figure 7. Response of p60-biosensor with 5 μg mL−1 antibody concentration at broth samples
of L. monocytogenes, L. ivanovii, L. innocua, and Escherichia coli at four different population levels
(L. monocytogenes, L. ivanovii, L. innocua: 2, 4, 6, and 9 log CFU mL−1; E. coli: 2, 4, 6, 8 log CFU mL−1).

More accurately, in the presence of L. ivanovii and L. innocua, the biosensor’s response was
significantly different with substantial variations at every population level. The observed response
was attributed to bacterial membrane potential dynamics [40]. Hence, it was indicated that the
newly developed biosensor had no cross-reactivity with other Listeria species. A similar response
was observed in the presence of Escherichia coli, thus, indicating no reaction between the samples
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and the biosensor. The response was less variable among different concentrations but significantly
different (p < 0.05) to the ones observed for the similar concentrations of L. monocytogenes (Figure 7).
Furthermore, the presence of L. ivanovii, L. innocua, and Escherichia coli revealed different cell responses
as compared with the control values. However, the response was not a result of a specific reaction,
since no detection pattern was demonstrated. Finally, based on the conducted experiments the
non-engineered membrane cells seem to react in the presence of L. monocytogenes, L. ivanovii, L. innocua,
and Escherichia coli, but the differences on response were statistically non-significant (data not shown).
Hence, the biosensor’s selectivity assay was determined for L. monocytogenes. Contrary to these results,
the p60 biosensor with 1 μg mL−1 antibody concentration was not able to distinguish samples with
L. monocytogenes from samples with the other Listeria species (data not shown).

From the selectivity assay, it was validated that the bioelectric recognition assay was combined
with the molecular identification through membrane engineering for the detection of the pathogenic
bacterium Listeria monocytogenes with successful results. The presence of L. monocytogenes and
attachment to its respective antibody caused a measurable change in the cell membrane structure that
led to the discrimination between positive and negative samples. Hence, membrane engineering [19]
was a critical step in the successful development of the biosensor system, since the electroinsertion
of the anti-L. monocytogenes antibody on the surface of the Vero cells fortified the selectivity of the
system against the pathogenic bacterium.

4. Conclusions

The present study demonstrates a rapid, high throughput, and portable screening system for
L. monocytogenes detection, based on membrane-engineered cells. The newly developed biosensor
system is combined with a sophisticated algorithm embedded in user-friendly software that allows the
end-user to be instantly informed of the analysis results. The aim of this study was the proof-of-concept
of the biosensor system for L. monocytogenes detection and the optimization of parameters that affect
its performance, such as the type and the concentration of the electroinserted antibody. The newly
developed biosensor was proven to be a robust and selective tool for L. monocytogenes detection, with a
limit of detection as low as 102 CFU mL−1. Therefore, in future research, the essay will be optimized
in different food substrates and validation of its ability to detect pathogen’s presence on actual food
samples will be performed, identifying and eradicating potential impediments due to the matrix effect.
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Abstract: This study provides a comparative assessment of the various nanodispersed markers and
related detection techniques used in the immunochromatographic detection of an antibiotic lincomycin
(LIN). Improving the sensitivity of the competitive lateral flow immunoassay is important, given
the increasing demands for the monitoring of chemical contaminants in food. Gold nanoparticles
(AuNPs) and CdSe/ZnS quantum dots (QDs) were used for the development and comparison of
three approaches for the lateral flow immunoassay (LFIA) of LIN, namely, colorimetric, fluorescence,
and surface-enhanced Raman spectroscopy (SERS)-based LFIAs. It was demonstrated that, for
colorimetric and fluorescence analysis, the detection limits were comparable at 0.4 and 0.2 ng/mL,
respectively. A SERS-based method allowed achieving the gain of five orders of magnitude in the
assay sensitivity (1.4 fg/mL) compared to conventional LFIAs. Therefore, an integration of a SERS
reporter into the LFIA is a promising tool for extremely sensitive quantitative detection of target
analytes. However, implementation of this time-consuming technique requires expensive equipment
and skilled personnel. In contrast, conventional AuNP- and QD-based LFIAs can provide simple,
rapid, and inexpensive point-of-care testing for practical use.

Keywords: lateral flow immunoassay; antibiotics; lincomycin; gold nanoparticles; quantum dots;
surface-enhanced Raman spectroscopy

1. Introduction

The lateral flow immunoassay (LFIA) is a common analytical platform for the point-of-care testing
of medical diagnostics and environmental monitoring because of its rapidity and simplicity. The LFIA
provides clear advantages, including the availability of results within a few minutes, the small volume
of an analyzed sample, and inexpensive and user-friendly point-of-care testing [1]. The LFIA combines
immunochemical reactions with a chromatography principle. It relies on interactions between an
analyte and pre-immobilized recognition elements initiated by the addition of a liquid sample. The
LFIA result is a signal at the test line generated by a nanodispersed reporter used. Despite all the
advantages mentioned above, the widespread use of LFIAs has been limited by their insufficient
sensitivity. Significant effort has been devoted to improving LFIA sensitivity, including the use of
alternative labels and detectors, as well as the addition of amplification stages [2,3].
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To improve the sensitivity of the immunoassay, integration of the LFIA and surface-enhanced
Raman spectroscopy (SERS) was proposed. Because of a simple and cost-effective synthesis, gold and
silver nanoparticles are the most common SERS substrates [4]. Typically, nanostructured substrates are
functionalized with Raman reporter molecules to produce strong and characteristic peaks in SERS
spectra, thus enabling quantitative detection of target analytes. The effectiveness of the SERS-based
LFIA technique has been confirmed in numerous recent studies [5–8]. In addition to common AuNPs
or latex beads, magnetic and fluorescent particles are used as labels in LFIAs. QDs are used as labels
because of their unique optical properties, such as high fluorescence, broad and continuous distributed
excitation, photostability, and proven immunoassay effectiveness [9,10]. LFIAs with magnetic and
photoluminescent labels showed improved sensitivity for a wide range of analytes [11–14]. Among
other markers applied in LFIA, carbon nanoparticles can be mentioned [15,16]. Compared to other
labels, carbon nanoparticles are easily detected visually, which contributes to reducing the detection
limit of the analyte.

A survey of the literature shows there have been many works published on new immunoassay
markers, but they do not go beyond the description of the effectiveness at detecting a particular
analyte or report a comparison of the results with conventional gold nanoparticle-based LFIAs. These
regularities are poorly transformed into other objects of research. Therefore, the assessment of the
test systems with the same reagents that vary according to the kind of marker and readout technique
applied will provide more information.

During the study, we explored three approaches to improving LFIA sensitivity. To verify the
effectiveness of the proposed methods, we selected the antimicrobial lincomycin (LIN), which is
a product of Streptomyces lincolnensis bacteria. The known varieties of methods for quantitative
detection of LIN include mainly microbiological and chromatographic techniques [17]. The use
of accurate chromatographic methods is a common practice to identify and quantify antibiotics in
different matrices. Although chromatography–mass spectrometry is a highly sensitive and efficient
method, its use requires sample pretreatment, costly equipment, and specially trained personnel [18,19].
Recently, other techniques have also been reported for the determination of LIN in foodstuffs [20,21].
Numerous studies have reported the use of the enzyme-linked immunosorbent assay (ELISA) and
LFIA for monitoring LIN residues [22–24]. However, despite the availability of the techniques to
control antibiotics, there is great demand for the development of highly sensitive alternative ways
of (a) achieving simple pretreatment procedures (reduce it to dilution eliminating the matrix effect)
and (b) minimizing the risk of long-term consumption of contaminants at concentrations below
threshold levels.

In this study, the same bioreagents were used to compare different labels and readout systems
in a competitive LFIA for LIN. An increase in competitive LFIA sensitivity is possible by reducing
the concentration of immunoreagents; however, this decrease is limited by the ability to detect the
analytical signal. Beyond the optimization of reagent concentrations, improving the signal-generating
elements and readout techniques are other effective strategies to achieve increased assay sensitivity.
Moreover, the integration of sensitive detection techniques with LFIA allows for a reduction in
immunoreagent consumption.

The current study is a systematic investigation using LFIA integrated with different labels (AuNPs
and QDs) and readout techniques (colorimetry, fluorescence, and SERS) to detect LIN. AuNPs were
implemented both for traditional colorimetric detection and for coupling to SERS readouts. The
quantitative detection of LIN was performed by registering the colorimetric or fluorescence intensity
of AuNPs or QDs, respectively, captured on the test line. To design a SERS-based LFIA, AuNPs
functionalized with 4-mercaptobenzoic acid (4-MBA) and coupled with anti-LIN monoclonal antibodies
(AuNPs–MBA–Ab) were used as a SERS reporter bioprobe. In this case, a conventional LFIA procedure
was followed by registration of Raman spectra from the test line.
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2. Materials and Methods

2.1. Reactants

Lincomycin hydrochloride monohydrate (LIN), HAuCl4, sodium azide, sodium
citrate, Tween-20, Triton X-100, and 4-MBA were obtained from Sigma-Aldrich (St. Louis,
MO, USA). N-(3-dimethylaminopropyl)-N′-ethylcarbodiimide hydrochloride (EDC) and
sulfo-N-hydroxysuccinimide (NHS) were supplied from Fluka (Buchs, Switzerland). Goat
antibodies against mouse immunoglobulins (GAMI) were purchased from Arista Biologicals
(Allentown, PA, USA). Bovine serum albumin (BSA) was supplied from Eximio Biotec (Wuxi, China).
The CdSe/ZnS QDs with an emission peak at 625 nm were obtained from Invitrogen (Catalog No
A10200, Thermo Fisher Scientific, Waltham, MA, USA). All other reagents were of analytical grade.

Ultrapure water (Millipore Corporation, Burlington, MA, USA) with resistivity of 418.2 MΩ was
used to prepare the AuNPs and their conjugates as well as LIN stock solutions (100 μg/mL). The LFIAs
were carried out in 96-well transparent Costar 9018 polystyrene microplates provided by Corning
Costar (Tewksbury, MA, USA). Amicon Ultra-0.5 mL Centrifugal Filter (100 K) was purchased from
Millipore (Billerica, MA, USA).

2.2. Preparation of Monoclonal Anti-LIN Antibodies

A synthesis of the LIN–BSA conjugate and a preparation of anti-LIN antibodies were carried out
in accordance with the procedure described in the study by Cao et al. [25].

2.3. Synthesis and Characterization of AuNPs

AuNPs with an average diameter of 30 nm and 40 nm were prepared according to the
citrate-reduction method [26]. To obtain 30 nm AuNPs, 1 mL of 1% HAuCl4 was added to 97.5 mL of
ultrapure water and heated to boiling. After that, 1.5 mL of 1% sodium citrate was added immediately
to the boiling solution during vigorous stirring. The mixture was left to boil for 25 min and then cooled.
The colloidal AuNPs were stored at 4 ◦C.

To obtain AuNPs with an average diameter of 40 nm, 1.5 mL of 1% sodium citrate was added to
100 mL of boiling 0.01% HAuCl4 aqueous solution under rapid agitation. The solution was then boiled
for another 15 min and cooled to room temperature.

The transmission electron microscopic (TEM) images were recorded with a JEM-100C electron
microscope (JEOL, Tokyo, Japan) operating at 80 kV. The AuNP preparations were applied to 300-mesh
grids (Pelco International, Redding, CA, USA) coated with formvar film. The images obtained were
analyzed using Image Tool software (University of Texas Health Science Center, San Antonio, TX,
USA). UV–vis absorption spectra were obtained through spectrophotometer UV-2450 (Shimadzu,
Kyoto, Japan).

2.4. Conjugation of Antibodies to AuNPs

Antibody–AuNPs conjugates were prepared according to the previously described technique [27].
Anti-LIN antibodies were dialyzed against a Tris-HCl buffer (10 mM, pH 8.5), and added to AuNPs at
a concentration of 10 μg/mL (OD520 = 1). The mixture was incubated for 45 min while stirring at room
temperature. BSA in the final concentration of 0.25% was further added to this preparation, followed
by stirring for 15 min. The excess reagents were removed by centrifugation at 9500× g for 15 min,
followed by resuspension of the antibody–AuNPs pellet in Tris buffer (10 mM, pH 8.5) with 1% BSA,
1% sucrose, and 0.1% sodium azide (TBSA).
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2.5. Conjugation of Antibodies with QDs

Anti-LIN antibodies were dialyzed against a borate buffer (50 mM, pH 8.7). The molar ratio of QDs
to anti-LIN antibodies during synthesis was 1:2. Antibodies (300 μL, 0.2 mg/mL), QDs (25 μL, 8 μM),
and freshly prepared EDC and NHS solutions (50 μL, 0.8 mM each) were mixed. After incubation for
90 min in a dark place at room temperature, the resulting mixture was purified by centrifugation at
10,000× g for 15 min using Amicon Ultra 100 kDa tubes (Billerica, MA, USA).

The centrifugation was repeated four times, and, finally, 14 μL of QDs with a concentration of
4.26 mg/mL was obtained.

2.6. Synthesis of the Raman Reporter Bioprobe

To a solution of 40 nm diameter AuNPs (10 mL), 10 μL of 1 mM 4-MBA in ethanol was added [28].
The mixture was incubated for 3 h, followed by centrifugation at 5000× g for 15 min. The resulting
pellet was resuspended in water.

To prepare the AuNPs–MBA–Ab bioprobe, Au–MBA conjugate and anti-LIN antibodies were
adjusted to pH 8.9 with 0.1 M K2CO3. Anti-LIN antibodies at a concentration of 10 μg/mL were added
to 2 mL of Au–MBA and incubated for 3.5 h at room temperature. Then, 50 μL of 10% BSA was added
and incubated overnight at 4 ◦C. After that, the mixture was centrifuged at 9000× g, for 10 min. The
pellet was resuspended in an equal volume of water and stored at 4 ◦C.

2.7. Preparation of Test Strips

The schemes of three LFIA formats are shown in Figure 1. Test strips were assembled using
MdiEasypack membrane sets (Advanced Microdevices, Ambala Cantt, India) comprising the following
elements: a plastic support, a CNPC nitrocellulose working membrane with a pore size of 15 μm,
a PT–R7 conjugate fiberglass pad (in case of conventional AuNP- and QD-based LFIAs), a GFB-R4
sample pad, and an AP045 absorbent pad. The control line was formed by applying 0.5 mg/mL GAMI
in a K-phosphate buffer (PBS, 50 mM, pH 7.4, with 0.1 M NaCl) by an Iso-Flow automatic dispenser
(Imagene Technology, Hanover, NH, USA). To form a test line, LIN–BSA conjugate (0.5 mg/mL—for
AuNPs-based, 0.15 mg/mL—for QD-based, and 0.2 mg/mL—for SERS-based LFIAs, in PBS) was applied.
After that, the test strips were dried at 37 ◦C for 2 h. For AuNP-based LFIA, the antibody-AuNPs
conjugate in TBSA containing 0.05% Tween-20 was applied to the conjugate pad and dried at room
temperature overnight. For QD-based LFIA, 1 μL of antibody–QDs conjugate (0.09 μM) in a borate
buffer (BB, 0.05 M with 1% BSA, 0.1% sucrose, and 0.1% sodium azide, 0.05% Tween-20) was applied to
the interface of the sample pad and nitrocellulose membrane and dried at room temperature overnight.
Finally, the assembled multimembrane composites were cut into individual test strips 3 mm wide
using an automatic guillotine cutter (Index Cutter-1, A-Point Technologies, Gibbstown, NJ, USA).

2.8. LFIA Procedures

2.8.1. Colorimetric and Fluorescent LFIAs

Solutions of LIN (1 μg/mL–1 pg/mL) in PBST (100 μL) were dripped onto the microplate wells.
The test strips were vertically placed into the well and left to react for 15 min. The color intensity
(in the case of AuNP-based LFIA) of the formed bands was scanned by the CanoScanLiDE 90
(Canon, Tokyo, Japan). The fluorescence intensity (for QD-based LFIA) was recorded under UV light
excitation. The obtained images were then digitized using the TotalLab program (Nonlinear Dynamics,
Newcastle upon Tyne, UK).

48



Biosensors 2020, 10, 198

  (a) (b) (c) 

Figure 1. Schemes of lateral flow immunoassay (LFIA) formats developed in the study: conventional
colorimetric gold nanoparticle (AuNP)-based LFIA (a); fluorescent quantum dot (QD)-based LFIA (b);
AuNP-based LFIA with surface-enhanced Raman scattering (SERS) detection (c).

2.8.2. SERS-Based LFIA

To perform the SERS-based LFIA, 2 μL of AuNPs–MBA–Ab bioprobe was pipetted onto
the sample pad approximately 1 cm below the nitrocellulose membrane, and 100 μL of LIN
(100,000–1 × 10−8 ng/mL) in PBS containing 0.05% Triton X-100 (PBST) was added into the microplate
wells. The test strips were vertically inserted into the wells and left to react for 15 min. Then, the
Raman spectra from 10 points along the middle of the test line were collected using a DXR Raman
microscope (Thermo Fisher Scientific, Madison, WI, USA). The SERS settings were selected with the
identical registering technique [29,30]. All spectra were obtained under the same conditions: The
excitation source was tuned at 780 nm and laser power of 20 mW; the exposure time was 10 s. A 10×
objective lens (NA = 0.25) was used to focus a laser spot on the surface of the test strip.

3. Results and Discussion

3.1. Synthesis and Characterization of Signal Markers

AuNPs were used as a reporter label in conventional and SERS-based LFIAs. AuNPs of a diameter
close to 30 nm were reported to be optimal for traditional immunochromatography [31], whereas
larger particles are preferable in SERS-based LFIAs. The optimal size of AuNPs for the preparation
of a SERS-active probe was previously found to be no more than 50 nm [32]. Therefore, to achieve a
desirable sensitivity and high reproducibility in SERS-based LFIAs, AuNPs with an average size of
40 nm were preferred. To prepare AuNPs with diameters of 30 and 40 nm, a simple method of sodium
citrate-associated reduction of chloroauric acid was applied. According to this method, the size of
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the resulting AuNPs is varied by adding different amounts of the reducing agent: to obtain larger
particles, a smaller volume of reducing agent is required. The selection of 4-MBA as a Raman reporter
molecule stems from the widespread use of thiol-containing aromatic molecules because of their
ability to conjugate directly to the gold surface and provide surface carboxyl groups for biomolecule
binding [33]. To optimize the composition of the AuNPs–MBA–Ab bioprobe, the amount of added
4-MBA was varied in the range of 10–50 μL per 10 mL of AuNPs. It was demonstrated that an excess
of 4-MBA could cause the aggregation of AuNPs, as evidenced by a red-shifted absorbance peak in
UV–vis spectra and a color change of the AuNPs–MBA–Ab probe (data not shown). Therefore, 10 μL
of 1 mM MBA was proven to be sufficient for preparation of a stable AuNPs–MBA conjugate.

The size and shape of AuNPs were estimated by TEM and UV–vis spectroscopy (Figure 2). The
as-prepared AuNPs showed localized surface plasmon resonance at 523 and 527 nm for AuNPs of 30
and 40 nm, respectively. After the conjugation process, the slight redshift of the maximum peak of
AuNPs–MBA–Ab was observed, which indicates a successful conjugation of Au–MBA and anti-LIN
antibodies. The TEM images revealed spherical morphology and homogeneity with a size distribution
in the range of 29.5 ± 7.4 nm and 39.5 ± 5.0 nm, and a degree of ellipticity of 1.3 for two AuNPs
preparations (Figure 2b,c). According to the manufacturer, the size of carboxyl quantum dots varies
from 15 to 20 nm.

 
(a) 

  
(b) (c) 

Figure 2. (a) UV–vis spectra of AuNPs of 30 nm (a) and 40 nm (b) diameter, and AuNPs functionalized
with 4-mercaptobenzoic acid (4-MBA) and coupled with anti-lincomycin (LIN) monoclonal antibodies
(AuNPs–MBA–Ab) (c); (b) microphotograph of AuNPs for colorimetric LFIA. The average diameter
is 29.5 ± 7.4 nm and the degree of polydispersity is 1.3; (c) microphotograph of AuNP–MBA for
SERS-based LFIA. The average diameter is 39.5 ± 5.0 nm and the degree of polydispersity is 1.3.
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3.2. AuNP-Based LFIA

Given the need to detect a low molecular weight compound in this study, a direct competitive
LFIA format was performed (Figure 1). In this assay, free LIN present in the sample competed with
the immobilized LIN–BSA conjugate in regard to binding with specific anti-LIN antibodies. The
binding sites of the specific anti-LIN antibodies labeled with different nanodispersed markers were
first occupied with the target analyte. And thereafter the excess labeled antibodies were captured by
the LIN-BSA conjugate, which in turn was detected by employing different detection techniques. Thus,
the signal intensity on the test line of the strip was inversely proportional to the concentration of LIN
in the sample. The preliminary characterization of the immune properties of monoclonal anti-LIN
antibodies used by ELISA confirmed their high affinity (Figure S1) and allowed for the development
of LFIAs.

The scheme of the conventional AuNP-based LFIA is presented in Figure 1a. For the LFIA,
LIN–BSA conjugate, and GAMI were applied to form test and control lines on the working membrane,
respectively. The specific antibody-labeled AuNPs was immobilized on the fiberglass pad. The assay
conditions were optimized to achieve the lowest detection limit at a high amplitude of the analytical
signal. As a result, the following conditions were found to be optimal for three formats of assay:
0.5 mg/mL—for AuNP-based, 0.15 mg/mL—for QD-based, and 0.2 mg/mL—for SERS-based LFIAs
(the concentration varies from 0.2 to 1 mg/mL) and 0.5 mg/mL for GAMI (the concentration varies from
0.15 to 0.5 mg/mL). The AuNPs-anti-LIN antibodies solution was then applied to the conjugate pad
at the concentration corresponding to OD520 = 1 (we tested OD520 in the range from 0.5 to 2.5). The
overall performance of the LFIA was explored by varying the concentration of the analyte (from 1000
to 0.001 ng/mL). Under optimal experimental conditions, the AuNP-based LFIA exhibits linearity over
the range of 0.7–7.2 ng/mL with an instrumental detection limit of 0.4 ng/mL (Figure 3). The cutoffwas
10 ng/mL with the assay duration of 15 min.

 

Figure 3. Calibration curve of LIN in the AuNP-based LFIA and the digital photographs of the LFA
strips after conventional AuNP-based LFIA procedure. The LIN-BSA conjugate was applied at the
test line at a concentration of 0.5 mg/mL. The AuNPs-anti-LIN antibodies solution was applied at a
concentration corresponding OD520 = 1. LIN concentrations are given at the bottom of the test strips.
The error bars indicate the standard deviations for three measurements.
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3.3. QD-Based LFIA

The scheme of QD-based LFIA is demonstrated in Figure 1b. For QD-based LFIA, the selection
of working membranes aimed to decrease background fluorescence was carried out together with
the optimization of specific reagent concentrations described above. For this purpose, CNPC SS12
12/15 μ (Advanced Microdevices), HF120, and HF180 (Millipore) membranes differing in pore size
and flow rates were tested. Figure 4 indicates that the use of CNPC SS12 (of a 12 and 15 μm pore
size, respectively) leads to the formation of background coloration over its entire surface. Testing of
Millipore membranes with different pore sizes and flow rates demonstrated that the application of the
Millipore HF180 membrane facilitated achieving the maximum analytical signal intensity (as opposed
to a 20% reduction in intensity when using a HF120 membrane), eliminating nonspecific binding, and
ensuring uniform movement of samples.

Figure 4. Images of the test zones after the LFIA performed using CNPC SS12 and Millipore HF180
membranes. The LIN-BSA conjugate concentration was 0.15 mg/mL.

The next stage of assay optimization was to select the optimal reaction medium that would
decrease nonspecific binding and provide a higher signal intensity. The use of PBST as a buffer solution
for QD-based LFIA led to nonspecific binding of the antibody–QDs conjugate and background staining
of the working membrane. For LIN detection, significantly higher signal intensities were obtained
with BB. It is acknowledged that, for the effective elution of the antibody–QDs conjugate and its
movement along the membrane, detergents must be added to the buffer [26]. It was shown that the
addition of Tween-20 (0.05%), BSA (1%), and sucrose (0.1%) to BB eliminated the nonspecific sorption
of QD-labeled antibodies in the test zone and increased the intensity of the analytical signal by 15%.
BSA and sucrose were added to the buffer to reduce the flow rate (due to a viscosity increase) and,
hence, to maximize the contact time of the sample with the labeled antibodies. Furthermore, the use of
BSA allows blocking the sites of nonspecific sorption of the conjugate [34].

An antibody–QDs conjugate solution was applied to the interface of the sample pad and working
membrane at a volume of 1 μL and a concentration range of 0.09 to 0.28 μM. The 0.09 μM conjugate
concentration was shown to give the optimal fluorescence intensity. A further decrease in the
concentration of the antibody–QDs conjugate led to a drop in the signal amplitude and a decrease in
the reproducibility of the test results.

Figure 5 shows the calibration curve for LIN detection in the optimized LFIA. The instrumental
LOD was 0.2 ng/mL and the dynamic linear range was 0.6–10.4 ng/mL. The visual LOD was 20 ng/mL.
QD-based LFIA can provide results in 15 min.
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Figure 5. Calibration curve of LIN in the QD-based LFIA and image of the test strips with increasing
concentration of LIN ranging from 0.1 to 100 ng/mL under following optimal conditions: The LIN-BSA
conjugate was applied at the test line at a concentration of 0.15 mg/mL; 1 μL of antibody–QDs conjugate
(0.09 μM) was applied to the interface of the sample pad and nitrocellulose membrane. The error bars
indicate the standard deviations for three measurements.

3.4. SERS-Based LFIA

The principle of the SERS-based LFIA is illustrated in Figure 1c. In this study, the bioconjugates of
the anti-LIN antibody and AuNPs functionalized with 4-MBA were applied as both a Raman reporter
bioprobe and a detection probe. In this study, 4-MBA was chosen as the reporter molecule because of its
ability to provide a strong binding to the AuNP surface and high SERS-signal while being in proximity
with a metal surface (enhancement factor up to 1 × 107) [35]. To obtain the optimal characteristics of
the test-system, the following parameters were optimized: The amount of the LIN–BSA conjugate
immobilized on the test line; the amount of the Raman reporter bioprobe. After immersing the test strips
in 100 μL of the LIN solutions, visual staining was detected on the test line after 15 min. According to
the competitive format of assay, the color intensity and, consequently, the SERS signal provided by the
AuNPs-MBA-Ab probe is inversely proportional to the LIN concentration. As shown in Figure 6, the
SERS spectra of the Raman reporter bioprobe are characterized by two intense peaks at 1077 cm−1 and
1580 cm−1, which in conformity with spectral data for the MBA molecule [36] correspond to vibrations
in the aromatic ring. Therefore, this confirms the specific binding of reporter bioprobe to the LIN-BSA
conjugate on the test line. The highest peak at 1077 cm−1 was used further to quantify the antibiotic
content. As follows from the spectra corresponding to different LIN concentrations, the SERS intensity
gradually decreases at 1077 cm−1 with an increase in the concentration of antibiotics.
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Figure 6. SERS spectra arising from MBA on a test line for various LIN concentrations following the
LFIA procedures under optimal conditions: The amount of AuNPs–MBA–Ab bioprobe was 2 μL; the
amount of LIN–BSA conjugate was 0.2 mg/mL.

To investigate the impact of the Raman reporter bioprobe, AuNPs–MBA–Ab in amounts ranging
from 1 to 5 μL were dotted on a sample pad of the strip (Figure 7a). For the coating antigen immobilized
on the test line, LIN–BSA with concentrations ranging from 0.2 to 0.5 mg/mL were investigated,
respectively (Figure 7b). The amount of these components is shown to have no significant influence on
assay sensitivity (Figure 7).

(a) (b) 

Figure 7. Calibration curves of the SERS-based LFIA of LIN for various LIN–BSA conjugate and
AuNPs–MBA–Ab bioprobe amounts. (a) The amount of AuNPs–MBA–Ab bioprobe was 1 μL (1)
and 4 μL (2); (b) the amount of LIN–BSA conjugate was 0.2 mg/mL (1) and 0.5 mg/mL (2). B and B0

(B0 ≈ 1000 a.u.) correspond to the SERS intensities of MBA at 1077 cm−1, when standard and zero LIN
solutions were applied to the sample pad, respectively. The error bars indicate the standard deviations
for three measurements.

When the LIN–BSA concentration and a loading of an AuNPs–MBA–Ab bioprobe increased, the
Raman intensities decreased. In contrast, a decrease in the amount of Raman reporter bioprobe and
the concentration of the immobilized LIN–BSA conjugate allowed for the expansion of the dynamic
range of the detected LIN concentrations. Therefore, the optimal amount of LIN–BSA conjugate
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was 0.2 mg/mL and the amount of AuNPs–MBA–Ab bioprobe added to the strip was 2 μL. The
results shown in Figure 8 indicate that the dynamic linear range of the SERS-based LFIA varies from
2.8× 10−6 to 10 ng/mL with a detection limit of 1.4× 10−6 ng/mL. Such improved analytical characteristics
can be explained by the high sensitivity of SERS detection toward a reporter molecule, which allows
for simultaneous reduction in the amount of immobilized LIN-BSA conjugate and the Au-MBA-Ab
reporter bioprobe. Not enough attention is being paid to the development of LFIA for LIN. According
to the data shown in Table 1, most studies are devoted to the development of conventional colorimetric
LFIAs for the detection of LIN, including instances where LIN is part of a panel of antibiotics (multiplex
assay format).

Figure 8. The calibration curve of the SERS-based LFIA for LIN detection according to the following
optimal assay conditions: The amount of AuNPs–MBA–Ab bioprobe was 2 μL; the LIN–BSA conjugate
concentration was 0.2 mg/mL. The error bars indicate the standard deviation of the Raman intensities
from MBA reporter molecule at 1077 cm−1 measured from 10 points along the middle of the test line.

Table 1. Lateral flow immunoassay (LFIA) tests for lincomycin detection.

Target Analyte LFIA Formats Signal Marker Limit of Detection References

Lincomycin (and
chloramphenicol, tetracycline) Multiplex LFIA 30 nm AuNPs 0.4 ng/mL [37]

Lincomycin (and gentamicin,
kanamycin, streptomycin,

neomycin)
Multiplex LFIA 15 nm AuNPs 2.5 ng/mL [38]

Lincomycin Fluorescence
LFIA

Fluorescent
microspheres 0.69 ng/mL [23]

Lincomycin (and clindamycin,
pirlimycin)

Conventional
LFIA 20 nm AuNPs 10 ng/mL [39]

Lincomycin Indirect LFIA 30 nm AuNPs 8 pg/mL [24]

Abbreviations: AuNPs—gold nanoparticles.

Replacing AuNPs with fluorescent microspheres made it possible to achieve a small gain in the
assay sensitivity [23]. However, a significant decrease in the detection limit of LIN was achieved
in our previous study (up to 8 pg/mL) when an indirect LFIA was implemented. In this study, the
implementation of SERS readout technique in AuNP-based LFIA using the same immunoreagents
revealed an approximately three orders of magnitude improvement in assay sensitivity. It should,
however, be pointed out that such high sensitivity is resulted not only from the implementation
of effective readout techniques but also from the excellent characteristics of the applied antibodies,
the affinity of which was 1.15 × 109 M−1 (according to information provided by the manufacturer).
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To date, the integration of immunoassay, in particular LFIA, with the SERS detection technique for
the development of highly sensitive quantitative test systems is just getting started. Nevertheless,
a number of studies prove the effectiveness of this method for the determination of target analytes
at low concentrations [30,40–42]. The current study demonstrates excellent performance of the test
system reached by the integration of the SERS technique with LFIA, and this integration may be
considered as a potential tool for sensitive screenings of antibiotics. However, SERS technique,
which is attractive because of its ability to detect extremely low analyte concentrations, is difficult to
classify as point-of-care testing unless it is a handheld Raman reader format. As a result of the steps
taken to design simple and portable SERS-based LFIA readers, the commercial availability of such
devices may be expected in the future [43,44]. On the contrary, AuNP- and QD-LFIAs are fast and
cheap out-of-laboratory techniques available today, the results of which can be quantified even using
smartphones or handheld readers [45,46]. Therefore, the choice of appropriate technique is influenced
by the object of study.

4. Conclusions

In the current study, several LFIA approaches using the antibiotic LIN as the relevant contaminant
of food products were performed and compared, including conventional AuNP-based LFIA, fluorescent
QD-based LFIA, and SERS-based LFIA. AuNP- and QD-based LFIAs are confined to the limit of
detection of the nanodispersed label used and the analyses were carried out in the direct competitive
format with use of anti-LIN antibodies labeled with AuNPs or QDs. The colorimetric AuNPs-based
LFIA was characterized by the detection limit of 0.4 ng/mL. The replacement of the colorimetric
marker with a fluorescent one resulted in a slight enhancement in sensitivity (the detection limit was
0.2 ng/mL). To address current challenges of LFIA biosensors associated with the lack of sensitivity
and limits in quantitative analysis, the novel SERS-based LFIA for LIN was developed. The limit
of detection determined by SERS experiments was 1.4 × 10−6 ng/mL. Notably, the sensitivity of
AuNP- and QD-based LFIAs are defined by the detection limit of the nanodispersed marker on the
test strip, while in the case of SERS-based LFIA an indirect registration of the signal from the Raman
reporter molecule using a highly sensitive device is performed. Therefore, the ordinary comparison of
the detection limits achieved using the considered three approaches is not quite legitimate and the
choice of a nanodispersed marker and a signal detection technique should be determined by several
parameters, in particular, the aim of the study, facilities of the laboratory, the nature of the target analyte
and requirements to its maximum residue limits. The proposed SERS-based LFIA, which possesses
both high sensitivity and quantitative evaluation capabilities, confirms the effectiveness of the SERS
technique for the sensitive detection of target analytes. This implies that handheld Raman readers for
quantitative LFIA could potentially facilitate sensitive point-of-care tests. To our knowledge, ours is
the first report of quantitative LIN detection by fluorescence and SERS-based LFIA, which also presents
a promising tool for other contaminants.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-6374/10/12/198/s1.
Figure S1: Competitive curve for the ELISA of LIN. The detection limit of LIN (IC10) is 0.08 ng/mL, its concentration
causing 50% inhibition of the antibody binding (IC50) is 0.69 ng/mL. The error bars indicate the standard deviations
for three measurements.
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Abstract: Fumonisin B1 (FB1), a mycotoxin classified as group 2B hazard, is of high importance due to
its abundance and occurrence in varied crops. Conventional methods for detection are sensitive and
selective; however, they also convey disadvantages such as long assay times, expensive equipment
and instrumentation, complex procedures, sample pretreatment and unfeasibility for on-site analysis.
Therefore, there is a need for quick, simple and affordable quantification methods. On that note,
aptamers (ssDNA) are a good alternative for designing specific and sensitive biosensing techniques.
In this work, the assessment of the performance of two aptamers (40 and 96 nt) on the colorimetric
quantification of FB1 was determined by conducting an aptamer–target incubation step, followed
by the addition of gold nanoparticles (AuNPs) and NaCl. Although MgCl2 and Tris-HCl were,
respectively, essential for aptamer 96 and 40 nt, the latter was not specific for FB1. Alternatively,
the formation of Aptamer (96 nt)–FB1–AuNP conjugates in MgCl2 exhibited stabilization to NaCl-
induced aggregation at increasing FB1 concentrations. The application of asymmetric flow field-flow
fractionation (AF4) allowed their size separation and characterization by a multidetection system
(UV-VIS, MALS and DLS online), with a reduction in the limit of detection from 0.002 μg/mL to
56 fg/mL.

Keywords: Fumonsin B1; aptamers; gold nanoparticles; UV/VIS spectroscopy; asymmetric flow
field-flow fractionation

1. Introduction

Exposure to FB1 occurs not only in African [1] and Latin-American [2] countries
but also in several regions of Asia [3] and Europe [4]. For that reason, monitoring and
controlling contamination of food commodities with fumonisins becomes a highly pressing
matter for protecting human health worldwide. Fumosinins are a group of toxins generated
by diverse fungi including Fusarium verticillioides [5], Alternaria alternata [6], Aspergillus
niger [7], Tolypocladium cylindrosporum, Tolypocladium geodes and Tolypocladium inflatum [8].
Their chemical structure commonly consists of alkylamines, whose substitution of up
to seven side chains allows the formation of different analogs, group B being the most
common in nature [9]. From the latter, Fumonisin B1(C34H59NO15) has been reported to be
a latent risk in several food products, such as cereals and beverages.

Classified as group 2B hazard, FB1 (Figure S1) has a possible carcinogenic effect
on human health [10], whose toxicity has been related to the disruption of sphingolipid
metabolism, oxidative stress and epigenetic changes [11], along with the interruption of
barrier functions [12]. Nevertheless, current conventional methods for mycotoxin detection,
including enzyme-linked immunosorbent assay (ELISA), high-performance liquid chro-
matography with fluorescence detection (HPLC-FLD) and liquid chromatography-mass
spectrometry (LC-MS), are costly, time consuming, are difficult to be applied on site and
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require experienced users [13]. Therefore, there is a need for developing sensitive, yet quick
and affordable methods for quantifying mycotoxins.

Biosensors are a suitable alternative to conventional methods by means of their gen-
eral mechanism, where any target detection is carried out by a biological receptor and
transduced into a signal (optical, electrochemical, mechanical, etc.). From the different
biorecognition receptors (enzymes, antibodies, nuclei acids, cells, etc.), the performance of
aptamers has been exceptional [14]. Aptamers are single-stranded DNA or RNA molecules
with high molecular recognition toward different types of molecules, distinct binding
affinities, target selectivity and high capability to discriminate slight chiral differences [15].
Their selection technique called Systematic Evolution of Ligands by Exponential enrich-
ment (SELEX), involves incubating a DNA library with the specific target or other relevant
molecules, followed by the amplification of potential binders after several selection and
discrimination rounds [16]. In addition to their good performance, compared to antibodies,
aptamers are easy to modify, as well as reproducible by solid-phase chemical synthesis,
which represents a reduction in cost and time. To date, two aptamers specific for FB1
composed of 96 and 80 nucleotides (nt) have been selected by SELEX and used in up to
31 different biosensing approaches [15,16], through aptamer modifications, hybridization
with complementary strands or reduction in the sequence length (Figure S2). Those applica-
tions have involved optical, chemiluminescence, electrochemical, surface-enhanced Raman
spectroscopy (SERS), mass spectrometry (MS) and bending related signals, where the most
sensitive methods were correlated with fluorescent and SERS read outs (Figure S2).

A decisive step during the design of aptamer-based biosensors is the selection of the
target-aptamer incubation conditions (buffer, time and temperature). In such approaches,
Tris, Tris-HCl, phosphate buffer, NaCl, CaCl2, KCl and MgCl2 are normally added during
the binding stage, which normally results in a 3D conformational change of aptamers upon
binding [16]. Apart from the sensitive response obtained through aptamer dehybridization
from complementary sequences at specific binding sites, mycotoxin detection has been
carried out by immobilization of aptamers onto the surface of different platforms such as
graphene and gold nanoparticles. In this regard, gold nanoparticles (AuNPs) are suitable
for developing colorimetric methods, which are still relevant due to its feasible application
for on-site analysis and reduction in engineering costs. The thermodynamic instability of
colloidal gold suspensions potentiates their flocculation. This aggregation, however, can be
prevented when gold nanoparticles are coated with negatively charged citrate molecules,
or at low ionic strength and pH above the isoelectric point of citrate. Particle aggregation
in this case occurs when an aqueous dispersant medium containing the nanoparticles
has a high enough ionic strength to screen their electrostatic repulsion charges caused
by their citrate stabilization (e.g., salt-induced aggregation) [17]. AuNPs are commonly
analyzed in terms of their absorbance by using surface plasmon resonance related to their
color modification (red to blue) by aggregation with cationic compounds, changes in the
suspension pH and ionic strength [18,19]. The SPR spectra of AuNPs are closely related
to their particle size, which plays an important role in their absorption, scattering and
excitation behavior [20]. Functionalization of AuNPs can be promoted through aptamer
(ssDNA) uncoiling, whose bases are exposed to the negative surface of AuNPs, thus
enabling their interaction by van der Waals forces [21].

In addition to the spectrophotometric analysis of AuNPs, particle size characterization
can be achieved by more robust methods capable of probing the interaction between
aptamers and AuNPs in the presence of a target molecule. For instance, asymmetric
flow field-flow fractionation (AF4) is a technique that allows the separation of particles
and aggregates in a size range from 1 nm to 1 μm, based on their diffusion coefficient
in aqueous media. This analytical method offers several advantages, such as minimal
sample alteration and efficient quantitative analysis of the physico-chemical parameters
of the study materials such as their concentration and particle size by multidetection
(UV/VIS, fluorescence, multiangle light scattering (MALS) and differential refractive index
(dRI)) [22]. The general AF4 operation principle is based on the generation of a parabolic
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laminar flow profile within the separation channel transporting the particles. The action
of a perpendicular flow, known as cross flow (CF) across the semipermeable membrane,
drives separation according to the diffusion coefficient of particles. Some AF4 methods
have been developed for studying the properties of AuNPs as either standard samples [22]
or additives [23], as well as to study the target-binding relation between aptamers and their
specific targeted proteins [24].

In this paper, we developed a bulk colorimetric method to examine the efficiency of
two aptamers, namely, the first 96 nt sequence and a shortened version (40 nt) from the
80 nt aptamer, to quantify FB1 in different binding buffers and assessed its potential as a
robust biosensing method. The general procedure involved incubating FB1 with aptamers,
followed by another incubation stage with AuNPs, addition of NaCl and subsequent
analysis by UV/VIS spectroscopy (λ = 400–800 nm). In addition, the characterization of the
formation of Aptamer (96 nt)–FB1–AuNP conjugates was carried out by multidetection
AF4, thus uncovering a promising application on the sensitive detection of this mycotoxin.

2. Materials and Methods

2.1. Materials

Fumonisin B1 (FB1, CAT FB1147), aflatoxin B1(AFB1, CAT A6636) from Aspergillus
flavus, ochratoxin A (OTA, CAT 32937) and sodium azide (CAT 71290) were obtained
from Sigma-Aldrich (St. Louis, MO, USA). Tris-HCl Buffer (UltraPure™ 1M pH 7.5,
CAT 15567027) was acquired from Invitrogen™(USA). Sodium chloride (CAT BP358-1),
methanol (CAT A454-1) and phosphate buffered saline (PBS, pH 7.4, CAT BP2944-100)
tablets were purchased from Fisher Scientific (Loughborough, UK). Magnesium chloride
(CAT J364) and potassium chloride (CAT 1.04936) were both bought from VWR (Lutter-
worth, UK) and BioChemica (Barcelona, Spain), respectively. Novachem surfactant 100
(C-SUR-100, lot 162167) was purchased from Postnova Analytics (Landsberg am Lech,
Germany). All experiments were conducted using Mili-Q water (MQ water). Synthesized,
dried and HPLC-purified aptamers specific for FB1 (Aptamer 40 nt: 5′-C GAT CTG GAT
ATT ATT TTT GAT ACC CCT TTG GGG AGA CAT-3′ and Aptamer 96 nt: 5′-ATA CCA
GCT TAT TCA ATT AAT CGC ATT ACC TTA TAC CAG CTT ATT CAA TTA CGT CTG
CAC ATA CCA GCT TAT TCA ATT AGA TAG TAA GTG CAA TCT-3′) were purchased
from Biomers.net (Germany) and diluted in sterile Milli-Q water.

2.2. Synthesis and Characterization of Gold Nanoparticles (AuNP)

Two stock solutions (stock 1 and 2) of gold nanoparticles (AuNP) were synthesized
by citrated reduction [25]. The concentration of AuNP was determined according to the
Lambert–Beer equation, Equation (1), based on a wavelength scan (200–800 nm) performed
using a Specord 210 Plus Analytic Jena spectrophotometer (Jena, Germany).

A = C ∗ ε ∗ L (1)

where A is the absorbance, C the molar concentration, ε is the molar extinction coefficient
(3.67 × 108 M−1cm−1-specific for AuNP with a surface plasmon resonance (SPR) peak
wavelength of 520 nm) and L the path length (1 cm).

Particle size distribution (nm) of AuNPs was determined in triplicate by dynamic
light scattering with non-invasive back scattering (DLS-NIBS) at a measurement angle of
173◦ at 25 ◦C, in a Malvern Zetasizer NanoZS (Malvern Instruments, UK) fitted with a red
laser (λ = 632.8 nm), and software in automatic mode.

2.3. Functionalization of Gold Nanoparticles (AuNP) with Aptamers

To perform the functionalization of AuNPs with aptamer, first, AuNPs (30 μL) were
separately mixed with different concentrations of NaCl (1:1 v/v) to find their SPR peak
shifting point (aggregation point). Then, different aptamer:AuNP mol ratios were mixed
and incubated for 90 min at room temperature (RT~ 22 ◦C), from which 30 μL was mixed in
a 96-well microplate with the selected NaCl molar concentration (1:1 v/v). Measurements
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to find the point of aptamer functionalization (until non-aggregation was observed) were
conducted through a 400–800 nm scan using a Tecan Spark 10 M plate reader (Tecan,
Reading, UK).

2.4. Assays with Aptamer 40 nt
2.4.1. Effect of Tris-HCl, PBS, and Its Combination on the Binding Effect of Aptamer 40 nt

Three concentrations of FB1 (0, 10 and 100 μg/mL), including two high values to secure
and observable effect, were dissolved in either Tris-HCl buffer 31.1 mM, PBS 12.79 mM
(NaCl equivalents) or a combination of both, and were then incubated with aptamer 40 nt
in a vial (calculated to a final volume of 5 μL per microplate-well), for 60 min at 37 ◦C. After
this step, a volume of AuNPs (stock 1) necessary to reach the selected aptamer:AuNP molar
ratio (117:1) was added and incubated at 37 ◦C for 2 h. From this solution, 30 μL was placed
on a microplate well and combined with NaCl 0.4 M (1:1 v:v) and subsequently subjected
to a wavelength scan (λ = 400–800 nm) on a Tecan microplate reader. The absorbance ratio
at 650 and 520 nm (A650/520) was then calculated. The general procedure applied as a
biosensing technique in this work is outlined in Figure 1a.

Figure 1. (a) Bulk aptasensor for the colorimetric determination of FB1with both aptamers through
the binding mechanism proposed for the quantification of FB1 with (b) aptamer 40 nt and (c) aptamer
96 nt.

2.4.2. Effect of Different Buffers on the Performance of Aptamer 40 nt

An increasing concentration of FB1 dissolved in different binding buffers was com-
bined with aptamer 40 nt (final volume: 5 μL per well), for 60 min at 37 ◦C. The addition of
AuNPs (stock 1) to achieve a molar ratio of 117:1 was conducted according to Table 1. The
A650/520 ratio values after the addition of NaCl 0.4 M (1:1 v:v) were used to calculate the
limit of detection (LOD) for each assay, according to Equation (2) [26].

LOD = Blank + 3σblank (2)

where the Blank accounts for the signal exhibited by the blank (sample with no FB1), and
3σblank is three times the standard deviation of the blank. The proposed mechanism for
aptamer 40 nt is displayed in Figure 1b.
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Table 1. Different binding conditions for aptamer-based quantification of FB1 (aptamer 40 nt) 1.

Assay Binding Buffer

Incubation
with AuNP

Time/
Temperature

(min/◦C)

Equation
A650/A520 =

r2

Range of
Tested Con-
centrations

(μg/mL)

Limit of
Detection

(LOD)
(μg/mL)

1 MgCl2 0.19 mM 120/37 −0.008 ln [X] +
0.2977 0.6542 0.008–8.0 4.16

2 NaCl 0.06M +
MgCl2 0.1mM 120/37 0.0164 ln [X] +

0.3025 0.6795 0.0074–7.4 0.35

3

PBS (eq. 12 mM
NaCl) +

Tris-HCl buffer
17 mM

120/37 0.0442 ln [X] +
0.6709 0.737 0.0086–8.6 0.11

4 Tris HCl buffer
14.06 mM 105/20 0.0419 ln [X] +

0.9072 0.8311 0.0096–9.66 0.03

1 X = FB1concentration in μg/mL. Assay conditions: Aptamer:AuNP (mol:mol):117:1; FB1–aptamer incubation:
60 min (37 ◦C).

2.4.3. Reduction in the Aptamer: AuNP Molar Ratio

A folding step was integrated by placing a vial containing Aptamer 40 nt (dissolved in
the binding buffer for this section), in a water bath at 94 ◦C for 5 min, followed by 15 min
on ice. FB1 was also dissolved in binding buffer (Tris-HCl buffer 15 mM, NaCl 85 mM,
CaCl2 1mM, KCl 5mM and MgCl2 2mM), and then incorporated (final volume: 5 μL per
well) and incubated for 60 min at RT. Stock 1 of AuNPs was added to achieve the required
aptamer:AuNPs molar ratio (47:1 to 117:1) and left in a shaking incubator (Titramax 1000,
Heidolph, UK) at 300 RPM for another 60 min at RT, followed by the addition of NaCl
0.4 M (1:1 ratio v:v) and calculation of its A650/520 ratio and LODs.

2.4.4. Specificity of Aptamer 40 nt

The specificity of aptamer 40 nt was tested on the addition of FB1, OTA or AFB1
(13.8 μM), with an aptamer:AuNPs molar ratio of 117:1 in Tris-HCl 14.06 mM with 1 h bind-
ing at 37 ◦C and 105 min of AuNP functionalization at RT. In addition, an aptamer:AuNPs
ratio of 47:1 in buffer from Section 2.4.3 (folding included) was used for testing the speci-
ficity against OTA after 1 h binding (RT) and 1 h functionalization (RT).

2.5. Assays with Aptamer 96 nt
2.5.1. AuNP Functionalization with Aptamer 96 nt

Aptamer 96 nt was dissolved in MgCl2 1 mM and folded through a 5 min incubation in
a water bath (94 ◦C), followed by 15 min immersion on ice. Then, different concentrations
of FB1 (0.01–10 μg/mL) in MgCl2 1 mM were added and incubated at 37 ◦C for 30 min,
followed by the addition of stock 2 AuNPs (30:1 molar ratio) for 1h at RT. A wavelength
scan (λ = 200–800 nm) was performed on 30 μL of the mixture combined in a 96-well
microplate with NaCl 0.2 M (1:1 v:v) for calculating the A650/520 ratio. Additionally, the
difference in absolute area was calculated in Origin Pro v. 8.6 software, between the curves
of each sample and the respective blank (without FB1). The proposed mechanism for
aptamer 96 nt is displayed in Figure 1c.

2.5.2. Specificity of Aptamer 96 nt

The specificity of aptamer 96 nt was also tested on the addition of FB1, OTA or AFB1
(1.38 μM), by following the incubation conditions in Section 2.5.1. Such mycotoxins were
selected due to their relevance and simultaneous occurrence in some food products (also
related to some synergistic effects).

2.5.3. Asymmetric Flow Field-Flow Fractionation (AF4)

After the functionalization of AuNPs with aptamer 96 nt at different FB1 concen-
trations (0.001–10 μg/mL), as indicated in Section 2.5.1, NaCl 0.2 M was added. The

65



Biosensors 2021, 11, 18

suspensions were subjected to AF4 conducted in an AF2000 Multiflow system from Post-
nova Analytics UK Ltd. (Malvern, UK). The method for the size separation of AuNPs
stabilized with the aptamer–FB1 complex occurred within the channel (Postnova Z-AF4-
CHA-611) having a 350 μM spacer and was performed in a 10 kDa cut-off regenerated
cellulose membrane (Z-AF4-MEM-612-10KD). The temperature of the channel was con-
trolled by a thermostat (PN4020) and set at 30 ◦C for all experiments. A solution of 0.05%
Novachem® with sodium azide (3 mM) to avoid bacterial growth in the channel was used
as the carrier liquid and prepared in Milli-Q water filtered through a 0.1 μm membrane
filter (VCWP Millipore). The autosampler was equipped with a 500 μL loop allowing the
injection of a 100 μL sample. All the samples were measured using the following optimized
AF4 method that first consisted in an injection step at a flow of 0.2 mL/min; the sample
was then focused for 6 min at a rate of 1.30 mL/min with a cross-flow (CF) set at 1 mL/min.
After the focusing step and a transition period of 0.2 min, the CF was decreased with
an exponent decay as follows: CF was kept first constant at 1 mL/min for 0.2 min, then
decreased with an exponent decay of 0.2 to 0.1 mL/min over a 40 min period and finally
kept constant at 0.1 mL/min for a further 20 min. The detector flow was kept along the
process constant at 0.5 mL/min to ensure detectors baseline stability. Eluted samples were
finally passed and analyzed through a series of online multiple detectors: first through
a dual UV/VIS detector (PN3211) set at λ = 520 and 600 nm, a refractive index detector,
RI (PN3150), a 21 angle multiangle light scattering detector, MALS (PN3621) and finally
through an online dynamic light scattering detector (Zetasizer Nano ZS). All recorded
signals were analyzed at increasing concentrations of FB1. Specifically, the areas under UV
and MALS signals were determined in Origin Pro v. 8.6 software, with normalization of
the base line from each fractogram.

2.5.4. Prediction of the Aptamer Folded Structure

The folded structure of nucleic acids was predicted using MFold Web Server, according
to the folding conditions for aptamer 40 nt and aptamer 96 nt.

2.5.5. Circular Dichroism Spectroscopy

Far-UV circular dichroism (CD) spectroscopy was conducted in a Jasco J715 spectropo-
larimeter with a 6-cell changer and Peltier temperature control, from λ = 200 to 340 nm.
The incubation was performed as described in Section 2.5.1, at a concentration of 10 μg/L
for FB1.

3. Results and Discussion

3.1. Effect of Buffer Incubation on the Quantification of FB1 with Aptamer 40 nt

The UV/VIS absorption spectra obtained for the citrate-stabilize gold nanoparticles
(AuNPs) in stock 1 (6.93 nM) had a maximum peak at a wavelength of 520 nm. The
aggregation of colloidal gold nanoparticles, due to charge screening, is produced by salts
and cationic compounds, and can be visually observed by a change in the dispersion
color from red to blue, and spectrophotometrically confirmed by a peak shift from the
absorbance from λ = 520 to ~650 nm. As denoted in Figure S3a, the properties for stock
1 (Size = 18.49 ± 0.4 nm, Pdl = 0.199 ± 0.017) indicated an aggregation point after the
addition of NaCl 0.4 M in a 1:1 v:v ratio (Figure S3b). Hence, this point served as the main
reference for functionalization with aptamer 40 nt.

Before any incubation with aptamers, the effect of different buffers was tested on
both AuNP stock solutions. A key finding was uncovering the effect that Tris-HCl buffer
50 mM (pH 7.5) exerted on the resulting aggregation of both AuNP stocks (1 and 2).
Therefore, we conducted a more detailed study to assess the effect of Tris-HCl and PBS
ionic strength. This study revealed that 33 mM was the maximum buffer concentration
capable of inducing particle aggregation. On the other hand, the concentration of NaCl in
PBS to reach the aggregation point was established at 0.4 M (data not shown). In addition,
the possible aggregation effects from such buffers were diminished by an initial aptamer–
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target incubation, and the later addition of AuNPs. Unlike the approach using AuNPs
reported here, binding buffer formulations including concentrations as high as 20 mM
CaCl2, 20 mM MgCl2 and 120 Mm NaCl have been documented with silica spheres [21,27]
and fluorescence detection methods [28].

The study of the effect of different buffers was driven by the variety of buffers applied
for aptamer-based detection of FB1 [29]. Therefore, all the tested buffer conditions in
this work, were selected based on their previously reported inclusion during the binding
step of several aptasensors for FB1. As shown in Figure 2a, the effect of incubation in
Tris-HCl buffer (pH 7.5, 31.1 mM), PBS (pH 7.4, 12.79 mM) and its combination on the
binding effect of aptamer 40 nt toward FB1 was assessed. It was observed that under the
same binding conditions, Tris-HCl buffer and a Tris-HCl/PBS mixture provided optimal
performance at an increasing concentration of FB1 (0–100 μM). The trend of such increments
was similar between the incubation with Tris-HCl and that in the mixed buffer. In contrast,
PBS resulted in an opposite effect on the A650/520 value. A non-significant difference was
found between Tris-HCl and mixed buffer (p = 0.33) at the highest toxin concentration
(10 μM), which denoted their similar effect on FB1 binding. Yet, as a more linear trend can
be observed when employing the mixture of both buffers (Figure 2a), this was selected for
exploring a wider range of mycotoxin concentrations (0.0086–8.6 μg/mL). As suggested
by the linear curves shown in Figure 2b, the incubation of aptamer 40 nt with increasing
FB1 concentrations, in the presence of Tris-HCl and its combination with PBS, decreased
the number of available aptamer strands due to aptamer binding, so that fewer AuNPs
were functionalized and thus they were not protected from NaCl-induced aggregation
corresponding to the visible appearance of a blue color (Figure 1b) (Figure S4a), and an
increment on the A650/520 value.

The result of incubating aptamer 40 nt and FB1 in the presence of four different
buffers is displayed in Figure 2b. As noted, the incubation with MgCl2 (Assay 1) and its
combination with NaCl (Assay 2) were unfavorable for the quantification of FB1, which was
confirmed by the determination coefficients (r2) and the high LODs in Table 1. In accordance
with Figure 2a, Tris-HCl and its mixture with PBS (Assays 3 and 4) afforded greater r2

and lower LODs, from which the sole application of Tris-HCl resulted in an enhancement
effect on the method sensitivity, which resulted in an overall greater performance by
means of the NH3

+ group in Tris-HCl, compared to the ions (Cl−, Na+, K+) from PBS.
Despite such confirmed effect, incubation under the presence of Tris-HCl buffer with
further AuNP functionalization (Assay 4) was not specific for FB1, as corroborated in
Figure 2c, where the addition of the same concentration of FB1, OTA and AFB1 did not
show significant differences between the signals for OTA and FB1 (p = 0.065). In both
cases, the aptamer–mycotoxin incubation step resulted in less unbound aptamer strands at
increasing target concentrations, which diminished the number of functionalized AuNPs,
hence more particle aggregation was observed. Aptamer 40 nt is a shortened version of
an 80 nt sequence (Kd = 62 nM), selected in 100 mM NaCl, 20 mM Tris-HCl, 2 mm MgCl2,
5 mM KCl, 1mM CaCl2 and 0.02% Tween 20 [16]. The application of shorter sequences
corresponds to an attempt to reduce synthesis costs, while increasing its affinity by selecting
specific binding regions [16,30].
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Figure 2. Effect of the incubation of aptamer 40 nt with FB1 on the A650/520 ratio in (a) Tris-HCl buffer 31.1 mM, PBS 12.79
mM (NaCl equivalence) and a combination of both (Mix) to a final concentration of 31.1 (Tris-HCl) and 12.79 mM (PBS in
NaCl equivalence), under the same binding conditions (n = 6), and (b) different buffers at the conditions outlined in Table 1
(the numbers correspond to each assay, n = 3). (c) Specificity of assay 4 incubated with other mycotoxins (13.8 μM, n = 4)
and (d) the effect of the reduction in the aptamer: AuNP molar ratio (as shown in the legend subscripts) in the incubation
with FB1 (F) and OTA (O)(n = 4).

To apply the favorable effects of Tris-HCl buffer and reduce its lack of specificity, more
cationic compounds, such as NaCl, CaCl2, KCl and MgCl2, were included, along with a
reduction in the aptamer:AuNP ratio (117:1 to 47:1), and examined the improvement of
the LODs as indicated in Table 2. The inclusion of counterions such as Na+ is intended
in this case to reduce the repulsion between negative charges from the DNA backbone;
calcium promotes the formation of coordination complexes with carboxyl groups present
in FB1, whereas the use of monovalent ions (K+) is commonly applied to steady guanine
tetrads [15]. Even when this strategy enhanced the sensitivity in terms of the increment of
A650/520, from 0.54 to 0.0007 μg/mL, while simultaneously increasing the r2 values of the
curves from Figure 2d, the incubation with OTA at a molar ratio of 47:1 (aptamer:AuNP)
was highly correlated (R = 0.998, p = 0.002) to the values obtained through the determination
of FB1 at a 58:1 molar ratio, as observed in the overlapping curves (F58:1 and O47:1) from
Figure 2d.

Likewise, the equation parameters and LOD reported for OTA (0.06 μg/mL) revealed
the absence of specificity from aptamer 40 nt to FB1, under the selected conditions and the
biosensing technique presented in this section. The latter was opposite to the specificity
reported for aptamer 40 nt through an electrochemical approach in the presence of OTA
and thrombin incubated in PBS and Tris buffers [31]. Although Tris-HCl was confirmed as
an ideal buffer for aptamer 40 nt, the lack of specificity could explain the existence of only
two aptamer 40 nt-based methods since their disclosure in 2017 [28], and the role of the
incubation conditions and sensing platform on the variable specificity of a certain sequence.
In keeping with this argument, a recent study based on in silico docking assays evaluated
the affinity of the 80 nt aptamer, from which aptamer 40 nt was obtained. Unlike the high
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affinity to free FB1, no binding was observed when FB1 was immobilized in magnetic
beads [32].

Table 2. Equations and LODs for the aptamer-based quantification of FB1 with aptamer 40 nt at
different molar ratios.

Assay 1 Equation 2

A650/520 =
r2

Range of Tested
Concentrations

(μg/mL)
LOD (μg/mL)

F117:1 0.0248 ln[X] + 0.4434 0.695 0.0096–9.66 0.54
F58:1 0.0276 ln [X] + 0.8332 0.833 0.00096–9.66 0.001
F47:1 0.0192 ln [X] + 0.9169 0.84 0.000096–9.66 0.0007
O47:1 0.0624 ln [X] + 0.8937 0.76 0.0096–9.66 0.06

1 F: Assays with FB1; O: Assays with Ochratoxin A; Numbers as subscript indicate the aptamer: AuNP molar
ratio; 2 X = FB1concentration in μg/mL. Note: Buffer: Tris-HCl buffer 15 mM + NaCl 85 mM + CaCl2 1 mM + 5
mM KCl + MgCl2 2 mM; FB1 aptamer incubation: 60 min (RT); incubation with AuNP: 60 min RT.

Such unspecific binding can also be addressed in terms of buffer pH (7.4–7.5) in which
FB1 appears as zwitterion due to the pKa values of its trycarballylic acid (3.49, 4.56, 5.83)
and the amine group (pKa > 9) resulting in non-specific electrostatic interactions with
aptamer 40 nt, similar to the adsorption on several materials [33], which was also observed
through the role of the ionic forms of OTA from its carboxyl (pKa = 4.3–4.4) and phenolic
hydroxyl groups (pKa = 7–7.3) [34]. Based on these results, we confirmed that the specificity
and good performance of aptamers depends on the binding buffer and binding conditions,
along with the selected sensing mechanism. Although Tris-HCl combined with PBS buffer
indicated a good sensing capability from aptamer 40 nt, its lack of specificity was revealed
under the presence of OTA.

3.2. Quantification of FB1 with Aptamer 96 nt

Stock 2 of AuNPs also had a maximum peak at a λ = 520 nm; nevertheless, the ag-
gregation profile induced by NaCl was described by a slight reduction in the absorbance
at λ = 520 nm and a pronounced peak increment from λ = 550 to 650 nm (Figure S5b).
As previously mentioned, the characteristics of AuNPs are relevant to describe and un-
derstand their resulting signals. Hence, the properties of stock 2 (Size = 21.65 ± 0.22
nm, Pdl = 0.087 ± 0.016) are displayed in Figure S5a,b, where NaCl 0.2 M 1:1 ratio (v:v)
indicated the main constrain for functionalization with aptamer 96 nt at an aptamer:AuNP
molar ratio of 30:1 (Figure S5c). In this regard, when compared to stock 1, the application
of a lower concentration of NaCl on AuNPs functionalized with aptamer 96 nt corresponds
to the lower concentration of stock 2 (2.21 nM) when compared to stock 1 (6.93 nM).

From all the buffers previously tested for aptamer 40 nt, only MgCl2 exhibited a
positive performance for the proposed bulk technique with aptamer 96 nt; therefore, it was
selected for detecting FB1. The addition of 5 mM MgCl2 showed aggregation of stock 2
AuNPs by a colorimetric shift from red (stable AuNPs) to purple (i.e., an indicative of a
certain degree of aggregation). A reduced concentration of MgCl2 (1 mM) was, therefore,
used to diminish those negative effects. Adding Mg2+ ions in binding buffers contributes to
their blocking effect toward the repulsion of the negative charges from the DNA backbone,
which allows a more compact folding [15]. Unlike other aptasensors, it seemed that
the incubation of aptamer 96 nt with FB1 in MgCl2 did not lead to a conformational
change in its structure, thus resulting in the formation of an aptamer–FB1–AuNP complex
(Figure 1c), stable against NaCl-induced aggregation at increasing concentrations of FB1
(Figures S5d and S6d). The formation of an aptamer–target–AuNP conjugate was also
observed for the determination of serotonin with AuNPs and aptamers dissolved in 2 mM
MgCl2 (pH 7.4), where a serotonin–aptamer complex was capable of protecting AuNPs
from salt-induced aggregation, especially at high serotonin concentrations [35].

As shown in Table 3, a reduction in the LOD value was achieved with aptamer 96 nt,
where the value for the A650/520 ratio (0.003 μg/mL), calculated from the curve in Figure 3a,
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was lowered when the absolute area was analyzed instead (0.002 μg/mL). To increase
the sensitivity of the analysis as well as minimize reproducibility issues, calculation of
the absolute area was conducted. The estimation of the differential area under the curve
between the blank and its corresponding standard curve points improved the linearity
and slope. This mathematical comparison, where each experiment had a reference point
(blank), could reduce the variability of the results when changing the stock solutions, using
AuNPs with varying shapes and particle sizes, or when observing stock aggregation upon
storage. Therefore, before its subtraction, the spectrum of the corresponding blank must
be acquired during each batch run. Contrary to the issues observed for aptamer 40 nt, the
proposed method evinced high specificity from aptamer 96 nt toward FB1 as displayed
in Figure 3b,c for the A650/520 ratio and absolute area, respectively. In both cases, AFB1
and OTA had similar signals to the blank values, where FB1 displayed a distinct result. In
different biosensing approaches, aptamer 96 nt has been confirmed as specific to FB1 in the
presence of almost 19 compounds, which justifies its use in 24 biosensors [29]. From these
results, we observed the positive effect of MgCl2 for the biorecognition of aptamer 96 nt to
FB1, through the formation of an aptamer 96 nt–FB1–AuNPs conjugate. Such mechanism
was specific to FB1, with a protective effect to salt-induced aggregation at increasing target
concentrations.

Table 3. Equations and LOD for aptamer-based quantification of FB1 with aptamer 96 nt through
different signals 1.

Signal Equation r2

Range of
Tested Con-
centrations

(μg/mL)

LOD
(μg/mL)

A650/520
A650/520 = −0.074 ln

[X] + 0.5153 0.9179 0.01–10 0.003

Absolute
Area

AA = 1.34 ln [X] +
8.298 0.9243 0.01–10 0.002

Peak Area
520 nm Peak 1 Area = 0.0002 ln [X] +

0.0036 0.9763 0.001–10 1.68

Peak 2 Area = − 0.0005 ln [X]
+ 0.0065 0.8735 0.001–10 0.0001

Peak Area
600 nm Peak 1 Area = 0.0017 ln [X] +

0.0334 0.872 0.001–10 7.83

Peak 2 Area= − 0.006 ln [X] +
0.0946 0.858 0.001–10 0.000000056

Peak 2 Area
/Peak 1 Area 520 nm P1/P2 = − 0.268 ln [X]

+ 1.8427 0.7639 0.001–10 0.007

600 nm P1/P2 = − 0.364 ln [X]
+ 2.9186 0.9637 0.001–10 0.0006

Peak 2
Area–Peak 1

Area
600 nm P–P2 = − 0.008 ln [X] +

0.059 0.9525 0.001–10 0.0000016

28o Area = − 0.07 ln [X] +
0.4632 0.9128 0.001–10 0.00000016

Diameter D = − 9.498 ln [X] +
124.61 0.9514 0.001–10 0.000959

1 X = FB1concentration in μg/mL. Buffer: MgCl2 1mM; FB1 aptamer 96 nt incubation: 30 min (37 ◦C); incubation
with AuNP: 60 min (RT); AuNP:Aptamer molar ratio 30:1.
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Figure 3. (a) Standard curve for the quantification of FB1 with aptamer 96 nt in MgCl2 through
the analysis of the A650/520 ratio. Specificity test under the presence of FB1, AFB1 and OTA at a
concentration of 1.38 μM for the (b) A650/520 ratio and the (c) absolute area values (n = 3).

3.3. Asymmetric Flow Field-Flow Fractionation (AF4) of the Aptamer 96 nt–FB1–AuNP Conjugates

The characterization of different aptamer 96 nt–FB1–AuNP conjugates after the addi-
tion of NaCl 0.2 M was further examined by multidetection AF4, to confirm the combined
role of the aptamer 96 nt–FB1 complex in the functionalization and protection of AuNPs
against NaCl-driven aggregation at different target concentration. As a first step, it was
determined both visually and spectrophotometrically that the UV/VIS signal at λ = 520 and
600 nm after AF4 separation showed higher peaks at lower FB1 contents (results not shown).
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AF4 relies on the separation of particles of varying size depending on their hydrodynamic
and diffusion properties, where the initial elution corresponded to small stabilized particles
(Peak 1), whereas larger particles (Peak 2) eluted after, before passing through the detectors
as shown in representative fractograms (Figures S6a and S6b). According to the AF4
principle, longer elution times correspond to particles of larger sizes, which in many cases
could also be diagnostic of aggregation. Compared to the spectrophotometric analysis,
AF4 contributed to the refinement of the detected signals, with a much greater resolution at
lower target concentrations. Even when two peaks were detected at λ = 520 and 600 nm, the
peak corresponding to the highest particle sizes (Peak 2) had a more favored trend for its
potential application in biosensing techniques, as displayed in Figure 4a,b. The selection of
this peak was consistent with the lower LODs achieved when analyzing the values of Peak
2 at both wavelengths (Table 3). The UV/VIS signal at λ = 600 nm was mainly ascribed to
the aggregation profile of AuNPs; for that reason, the peaks between 40 and 60 min were
larger and more noticeable among different concentrations of FB1 (Figure S6b).

 

 

Figure 4. Standard curves for the quantification of FB1 with aptamer 96 nt through the analysis of the AF4 fractograms
from the UV-Vis peak areas at (a) 520 nm, (b) 600 nm, (c) peak ratio between Peak 2 (larger particles) and Peak 1 (smaller
particles), (d) peak area differences at 600 nm, (e) MALS peak area at 28◦ and (f) hydrodynamic diameter determined by
DLS for the Aptamer (96 nt)–FB1–AuNPs conjugates in NaCl 0.2 M (n = 3).
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The reported analytical method demonstrated the presence of stabilized and ag-
gregated particles in the same suspension, rather than their complete aggregation or
stabilization through aptamer FB1 functionalization. Such profile was regulated by the
concentration of FB1 where fewer aggregated particles were detected at higher target con-
centrations (Figure S6b). The presence of different particle sizes could also be attributed to
the native heterogeneity of the selected stock, which is a common issue in AuNPs, derived
during their manufacturing/synthesis process, and previously confirmed by AF4 as an
arrangement of particles with different size, shape and zeta potential [36].

To achieve a better separation resolution of different particle populations, a regener-
ated cellulose membrane was reported due to its high recovery of AuNPs [22], associated
with its charge, which depends on the pH value of the carrier solvent. Here, as the carrier
solvent has a pH = 9.5, the regenerated cellulose membrane bears a net negative charge
(zeta potential < ~−20 mV) [37], which decreases the interaction between the membrane
and AuNPs, thus favoring their elution. In addition, the application of a combination of
ionic and non-ionic surfactants, such as Novachem® 0.05%, in the carrier solvent was con-
sidered for preventing particle aggregation and accumulation on the cellulose membrane,
as reported for other surfactants, which also improved the retention profiles [38]. Similarly,
surfactants also decrease particle loss, null peaks, particle separation and recovery loss [22].

Even though the retention time during AF4 fractionation can be correlated with
particle size, and the MALS signal detection can be used for the determination of the radius
of gyration [38,39], in our study, we focused on the analysis of the peak areas of the different
signals. Therefore, the effect of FB1 on the functionalization of AuNPs with aptamers was
studied as a whole system, regardless of the differences in the absolute particle size. Despite
the initial characterization purpose for the application of AF4 on the conjugates at varying
FB1 concentrations, the low LODs achieved, especially after analyzing the peak areas at
600 nm (56 fg/mL), unveiled its promising usage as a biosensing technique.

As highlighted in the equations and LODs (Table 3) from Figure 4c,d, neither the
Peak 2/Peak 1 ratio for both wavelengths (7 and 0.6 ng/mL, respectively), nor the sub-
traction of Peak 1 from Peak 2 at 600 nm (1.6 pg/mL), were as sensitive as the sole
analysis of Peak 2 at 600 nm. Similarly, the parameters quantified from the MALS
signal at 28◦ (LOD = 0.16 pg/mL) and the hydrodynamic diameter obtained by DLS
(LOD = 0.96 ng/mL), plotted in Figure 4e,f, respectively, resulted in lower sensitivity com-
pared to the values determined from UV signals at 600 nm (Table 3). Although the MALS
signal at 90◦ has been analyzed for AuNPs [38,39], in this work, more distinctive peaks
between samples were found at 28◦, which allowed the examination of various degrees
of aggregation with a better signal-to-noise ratio. Such MALS signal (28◦) was adequate
for representing the effects of an increasing concentration of FB1 on the same system by
analysis of its peak area, which also demonstrated that smaller angles from MALS are
more sensitive to larger particles. Interestingly, the hydrodynamic diameter complied with
the UV/VIS fractograms and spectrophotometric analysis, where greater hydrodynamic
diameters corresponded to the presence of aggregated particles at lower FB1 contents. To
the best of our knowledge, AF4 has not been yet used for the quantification of mycotoxins.
One study applied this technique for quantifying the molecular weight of an aptamer–
streptavidin–immunoglobulin G (IgG) complex in a biosensing technique for OTA [40]. In
summary, the analysis of the aptamer 96 nt–FB1–AuNPs conjugates by AF4 revealed the
presence of varied degrees of aggregated and non-aggregated particles at different target
concentrations. From all the detected signals, the analysis of the UV/VIS peak area at 600
nm was the most suitable for portraying such variability, with a promising scope for the
application of AF4 as a new biosensing technique in the fg/mL range.

3.4. Interaction of the Conjugate Elements (Aptamer 96 nt–FB1–AuNPs)

The biosensing approach in this work did not require any complementary strand or
aptamer modification (label), especially when considering that the latter might decrease its
binding affinity. Here, the selection of the incubation buffer is also a relevant step for the

73



Biosensors 2021, 11, 18

success of the aptamer-target binding stage [41]. As shown in Figure 5a, when compared
to aptamer 40 nt (dG = −6.64), the structure of aptamer 96 nt (dG = −12.43) has elongated
hairpins and loops, due to its longer sequence.

 

b 
a 

Figure 5. Predicted folded structures of (a) aptamer 40 nt (dG = −8.07), (b) aptamer 96 nt (dG = −12.46), and (c) circular
dichroism spectrum of aptamer 96 nt in the absence and presence of 10 μg/L FB1 incubated in MgCl2.

A study on the binding affinity of minimers from aptamer 96 nt (Kd= 100 nM) reported
that the 16 nt sequence next to the 3′ primer binding region (AGATAGTAAGTGCAATCT-3′)
is related to target binding. However, the regions following the 5′ end (5′-ATACCAGCTTAT
TCAATT) are also necessary for the overall binding efficiencies, which correspond to the
favorable dissociation constant of the sequence without both primer binding regions (60 nt,
Kd = 195 nM) [30]. Nevertheless, binding assays for this minimer denoted low or null
binding towards FB1 [32], which explains the majority of applications with the complete
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96 nt sequence. In addition, the amine group in FB1 has been used in immobilization
approaches during SELEX, motivated by the immunodominant epitope region in FB1
(close to the concurrence of tricarballylic acid to C-11 and C-20), which is distant from
such functional group [16]. Even when the presence of multiple free dihedrals within
the structure of FB1 requires more configurational space during binding, high binding
propensity has been reported between FB1 and the backbone of different FB1 aptamers,
including aptamer 96 nt [32].

Based on this, the formation of aptamer 96 nt–FB1–AuNPs conjugates first occurred
by incubation of the binding region and backbone in aptamer 96 nt with its epitope zone in
FB1, where a conformational change was unlikely to have occurred due to the length of the
aptamer and the role of the negative backbone charges from both primer binding regions,
which could have generated steric hindrance and simultaneous binding in some regions.
Therefore, the conjugation was followed by immobilization of the aptamer 96 nt–FB1
complex on AuNPs by means of the NH2 group in FB1, which was previously evaluated
on the prevented aggregation from binding buffers through the sole incubation with the
target molecule, but was weak against salt-induced aggregation (Figure S4b). We thus
suggest that the mechanism was completed by the formation of an aptamer 96 nt–FB1 layer
by non-covalent attachment of the primer regions to the surface of AuNPs. This proposal
is consistent with the increased density of aptamer 96 nt–FB1 complexes on AuNPs, and
the prevented aggregation upon the addition of salt.

Circular dichroism (CD) spectra of MgCl2 and FB1 were very close to the solvent
baseline (Figure 5c). In turn, the CD spectra for the aptamer 96 nt showed two trough
bands at λ = 205 and 250 nm and a positive peak band at 280 nm region before and after
binding with FB1. The CD spectrum was close to previous analysis on this sequence,
which denoted helicity of its parallel arrangement [42]. The same negative (250 nm)
and positive (280 nm) bands were previously described as an indicator of an A-form
hairpin duplex structure, where the flat zone from 265 to 285 nm was attributed to base
pair formation between A-T and G-C [16,43]. However, the 3-D representation of the
most stable docked pose in aptamer 96 nt was indicated as a B-form duplex structure,
as A-forms are mostly favored in RNA [32]. The peak similarity from both spectra also
confirmed the absence of a conformational change upon binding. Depending on the
selected immobilization and biosensing method, when a long-length aptamer is used, the
FB1-modulated conformational change might not be observed, as only some regions of
the aptamer display affinity. Such absence of conformational change was also confirmed
by gel electrophoresis, as indicated in Figure S7, where a slight increase of 2.5% was
calculated for the band intensities of aptamer 96 nt incubated with the maximum FB1
concentration (10.02 μg/mL) compared to the bands for aptamer 96 nt in MgCl2 1mM. The
aforementioned was opposite to the trend observed in other reports, when an increasing
target concentration enhanced the band intensities from the aptamer–target complex due to
conformational change [44]. To conclude, based on the CD and gel electrophoresis results,
it was understood that no conformational change was found upon target binding, which
also corresponded to the long structure of aptamer 96 nt, predicted in Mfold.

As a first attempt toward the subsequent full validation of the developed method,
we evaluated the matrix-matched quantification of FB1 in various liquid and solid food
samples. For instance, the incubation of aptamers with its target in either buffer or a
corn extract showed color differences among both samples, after the addition of AuNPs
(Figure S8a). Likewise, the analysis in spiked vodka displayed different aggregation spectra
to those from FB1 in binding buffer (MgCl2 1mM), as shown in Figure S8b,c. While spirits
can be directly measured and injected into the AF4 system, a pretreatment step is required
for the analysis of more complex samples such as corn extracts. As plotted in Figure S2, the
LOD, for the specific quantification of FB1 by the reported aptamer–target–AuNP complex
(A650/520 absolute area), is comparable to that for some fluorescent and electrochemical
aptasensors specific for this mycotoxin. Yet, the application of AF4 is a promising technique
for the analysis of FB1, which regardless of the increased assay time resulted in a low
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LOD value comparable with the most sensitive aptamer-based sensors reported for this
purpose. The novelty of this approach lies in the integration of the unmodified 96 nt
ssDNA sequence, without the inclusion of other complementary strands, supports or DNA
modification (SH, NH2, biotin, FAM, Cy5.5). Additionally, to the best of our knowledge,
this is the first report on the use of AF4 for evaluating the performance of an aptamer on
the formation of a conjugate enhanced by the presence of its target molecule, thus revealing
to be a highly sensitive and specific method.

4. Conclusions

This work presents a comparison on the performances of two aptamers for the colori-
metric quantification of FB1. The results indicated that, along with the aptamer sequence,
the selected buffer and incubation conditions play an important role in the final sensitivity
and specificity of each assay. In this regard, incubation with Tris-HCl and MgCl2 was
suitable for the 40 and 96-mer aptamers, respectively. Contrary to previous reports [31],
the assay with a short length aptamer (40 nt) was not specific for FB1, as similar re-
sults were observed through the incubation with OTA. A different mechanism has been
proposed for the long aptamer (96 nt), previously reported for several aptamer-based
approaches. In this case, an aptamer–FB1–AuNP conjugate was formulated in the presence
of MgCl2 1 mM, showing stability to salt-aggregation at an increasing concentration of
FB1(0.001–10 μg/mL). Unlike other aptasensors, the 96 nt aptamer offered a simplified
approach as an unmodified ssDNA sequence was applied without the need of end modi-
fications or complementary strands. Analysis of the spectrophotometric signals resulted
in LODs similar to other sensitive techniques; however, the exploration of the aggrega-
tion profile by AF4 with multidetection (UV/VIS, MALS, DLS) derived in a promising
sensing technique with sensitivity in the fg/mL level. The characterization of the complex
formation revealed the absence of DNA conformational change upon binding, yet this new
mechanism might be suitable for the direct analysis of different food matrices, where there
is scope for exploring other targets, such as emerging mycotoxins. To our knowledge, this
is the first aptasensing technique for FB1 applying the 96 nt aptamer sequence without any
end modification, label or complementary strand. Likewise, there is no evidence for the
use of AF4 in the exploration of aptamer–target–AuNPs interactions.

Further validation and standardization steps are still required for the commercial
application and possible scaling to paper-based techniques, which might enhance the
opportunities for on-site quantifications, while decreasing the total manufacturing cost.
Nevertheless, this work established a new mechanism for detecting FB1 with a 96 nt
aptamer in bulk, while at the same time presents for the first time the use of a more robust
method, as it is AF4, resulting in LODs with strong advantages over more complex designs.
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Abstract: Surface-enhanced Raman scattering (SERS) nanoprobes have shown tremendous potential
in in vivo imaging. The development of single oligomer resolution in the SERS promotes experiments
on DNA and protein identification using SERS as a nanobiosensor. As Raman scanners rely on a
multiple spectrum acquisition, faster imaging in real-time is required. SERS weak signal requires
averaging of the acquired spectra that erases information on conformation and interaction. To build
spectral libraries, the simulation of measurement conditions and conformational variations for the
nucleotides relative to enhancer nanostructures would be desirable. In the molecular dynamic (MD)
model of a sensing system, we simulate vibrational spectra of the cytosine nucleotide in FF2/FF3
potential in the dynamic interaction with the Au20 nanoparticles (NP) (EAM potential). Fourier
transfer of the density of states (DOS) was performed to obtain the spectra of bonds in reaction
coordinates for nucleotides at a resolution of 20 to 40 cm−1. The Au20 was optimized by ab initio
density functional theory with generalized gradient approximation (DFT GGA) and relaxed by MD.
The optimal localization of nucleotide vs. NP was defined and the spectral modes of both components
vs. interaction studied. Bond-dependent spectral maps of nucleotide and NP have shown response
to interaction. The marker frequencies of the Au20—nucleotide interaction have been evaluated.

Keywords: vibrational spectra; molecular dynamics; nucleotides; Au nanoparticle; SERS

1. Introduction

Sensing and analysis of DNA sequences and epigenetic structure modifications in the
human genome are essential for the understanding of the mechanism of gene expression
in cells and the development of diseases. Efforts to detect and map DNA sequences and
modifications with 2D materials such as graphene and hexagonal BN have been made and
have utilized a number of methods, such as nanopore-based ionic and transverse current,
and bonding to complimentary molecules in nanopores and STM. The development of
the surface-enhanced and tip-enhanced Raman spectroscopy (surface-enhanced Raman
scattering (SERS) and TERS) [1–5] with nanoscale resolution [6–9] applicable to single
biomolecule [10,11] analysis, as well as stimulated Raman scattering and ultrafast two-
dimensional infrared (2D-IR) spectroscopy of small organic molecules [11–14] opens a
way to identify molecular structures in a label-free way and investigate mechanisms
of interaction with the environment in biomolecules. Attention to DNA molecules in
manifold applications, from sequencing, epigenetic studies, disease relation, etc., to nano-
biostructures, makes identification of nucleotides and bases in a variety of states highly
desirable in the non-contact label-free way of nanophotonic vibrational spectroscopy [15].
SERS is a promising method for nucleic acid [16] and protein detection [17,18]. In terms
of its abundant fingerprint information, anti-interference with water, and extraordinarily
high sensitivity, SERS holds many attractive advantages over other techniques. Recent
research discusses probing of proteins by SERS in solution using gold nanoparticles in the
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absence of immobilizing agents so that neither the tertiary structure of the proteins nor the
surface properties of the nanoparticles are affected [17]. Methods for the rapid and sensitive
detection of extended (≥100-base) nucleic acids with reduced preparation are also being
developed [16]. They utilize the DNA sequence-specific assembly of silver nanoparticles
labelled with a Raman tag to provide molecular recognition of the target DNA with probe
orientation and hybridisation procedures found to be critical for the methods.

Another path to the identification of small organic molecules, such as nucleotides,
can employ interaction with a nanopore in a 2D solid film, especially graphene [19–27],
though experiments and calculations with hexagonal BN were also carried out [28–31].
Detection of the DNA/RNA mononucleotides [32–34] and nucleobases [35] with SERS
techniques has also been carried out. Despite the many advantages and simplicity of the
2D nanopore sequencing, a few issues [20] remain to be resolved, including controlling
the DNA translocation rate, suppressing stochastic nucleobase motions, and determining
the signal overlap between different nucleobases. The graphene-based nanopores suffer
from significant signal noises due to graphene hydrophobicity and trapping of DNA bases
during translocation [36]. The study of the influence of the interaction force between the
nucleobases and graphene nanopore on translocating molecules helps to find a solution to
some of the mentioned issues.

Surface-enhanced Raman scattering (SERS) using plasmonic metal nanoparticles has
been applied to characterize complex biological samples, ranging from biomacromolecules
such as nucleic acids and proteins, to living eukaryotic and prokaryotic cells in whole
animals for several decades now. The sensitivity of the SERS signal with respect to interac-
tions at the surface of the plasmonic nanoparticles makes it specifically useful for studies
of molecular contacts of nanoparticles in biological systems and does not require chemical
or biological functionalization.

Control of the 3D structure of DNA and proteins in SERS spectra acquisition still
remains a complex question. In the case of DNA molecules, a translocation of the single
or double strand through the nanopore substrate has been well established. For proteins,
conformation and unfolding are considered. The discrimination of protein conformations
is of critical importance for identifying the unfolding states. Attempts to measure dynamic
SERS of proteins [37] were carried out over a long acquisition time. Characteristic protein
signatures at different time points were observed and compared to conventional Raman
with SERS. TG-SERS can distinguish discrete features of proteins, such as the secondary
structures, and is therefore indicative of folding or unfolding of the protein [38]. Other
studies [39] mention that at a low gold-nanoparticle: protein-molar ratio, significant
unfolding of the protein is observed at the surface of the gold NP. When using unfolded
proteins, they can be translocated through the nanostructures [40] and nanopores [41].
Therefore, acquisition of SERS spectra of unfolded proteins at the translocation through a
nanopore with an attached enhancer NP should be possible in principle. The process of
unfolding and conformation should involve the interaction of the building blocks with
system elements, as well as between amino acids in chain molecule and tertiary structures.
For secondary and tertiary structures, the amino acids closest to the NP can have slight
changes in SERS spectra due to the interactions, and simulation of such changes would
help to distinguish and register them in acquired spectra of proteins.

In order to design and simulate the system that would allow for single molecule
selection and detection of its state by high-resolution SERS methods, we tried to predict
direction and possible range of spectral changes in the interacting molecule-SERS enhancer
systems. The placement or growth of the small Au nanoparticle at the edge of the graphene
nanopore is considered as shown in Figure 1. Plasmonic enhancement by the Au NP will
make the vibrational signal measurable, while graphene nanopores would allow for control
localization and transient conformation of passing DNA nucleotides, strand fragments,
or proteins. Interaction at the Van der Waals interaction distances with both components,
graphene and metal NP, has high probability of changing the vibrational spectral maps of
the passing molecules. The vibrational mode changes in nucleotides with respect to the
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interaction with graphene, which were shown in a molecular dynamic (MD) simulation
to be present at short distances in our previous calculations. At present, the estimation
of the influence of the small Au nanoparticle on the vibrational spectral modes of the
cytosine nucleotide has been attempted to be clarified in MD calculations as a model of
nucleotide–Au NP interaction. If the spectral modes of both components of interaction are
studied relative to localization and molecule conformation, changes in nucleotide spectra
due to interaction conditions can be mapped into a kind of library. We performed the initial
steps by clarifying the possibility of such mapping. Bond-dependent spectra of nucleotide
and NP were tested on their response to interactions to reveal the marker frequencies of
the Au20—nucleotide interaction.

Figure 1. Schematic of the flow-through setup that allows single nucleotide to flow through in a
graphene nanopore at plasmonic resonance upon the laser excitation.

2. Model and Methods

The present study considers the MD approach to the identification of nucleotides in
interactions with the nanopore environment for vibrational spectroscopy. The nucleotide
vibrational frequencies we obtained have been attributed to stretching, bending, or ring-
breathing modes. By comparison of nucleobase spectra to the ones of nucleotides, the
presence of the 2′-deoxyribose in the nucleotides can be separated into spectral mapping
and mode relaxation. The vibrational density of states is calculated in the transient regime
during passing time through the graphene nanopore for each atom of the molecule to re-
solve the difference in the structure of nucleotides. In dynamics, the vibrational spectra are
being evaluated from MD propagation velocities computed in the anharmonic interaction
potential, in graphene, and in the molecule, with the Lennard-Jones (LJ) potential between
them. Fourier transfer I(f) of the velocity autocorrelation function G(τ) is as follows:

G(τ) =
< vi(t0)· vi(t0 + τ) >

< vi(t0)· vi(t0) >
I( f ) =

∞∫
−∞

G(τ) exp(−2πi f t)dτ (1)

where τ is the duration of correlation, vi(t0) is the velocity of the atom at time t0, and
vi(t0 + τ) is the velocity of the atom during correlation time. According to the Wiener–
Khinchin theorem, I( f ) defines the vibrational density of states (DOS) of the system.
The potential used for DNA nucleotides is the MM2/MM3 force field potential [42]. We
investigate the transient interaction with graphene modelled by REBO potential [43] and
the molecule-graphene interaction for C-X (X = H, O, C, N) by the LJ potential [42]. The
interaction causes a shift in some frequencies of vibrations of the nucleotide DOSs. The
vibrational spectra in MD exhibit shifts and intensity changes due to interaction with the
environment that causes intramolecular vibrational mode dynamics.

The calculation setup is presented in Figure 2. The graphene sheet with the 1.5 nm
in diameter pore at its center is shown in two projections, a top and front view, with a
location of the nucleotide molecule relative to the pore plane and center. The graphene
sheet is oriented in the x-y-plane, the edges along the y-axis are fixed, and the edges
along the x-axis are free. The nucleotide can move with a given fixed velocity of the
center of mass (vc.o.m.) in the positive z-direction that reproduces the motion of DNA
fragments through the pores [44,45] in a driving constant electric field in experimental
setups. The vc.o.m. is optimized to enhance the interaction force between the nucleotide
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and edge of graphene pore and reduce rotation of the nucleotide in the translocation as
much as possible. All atoms of the system except fixed ones are thermally relaxed to the
temperatures Tgraphene = 300 K and Tnucleotide = 30 ◦C, as in Figure 2, before sampling. In
the translocation process, the single-layer graphene sheet interacts with nucleotides in
graphene nanopore. Graphene affects the interaction field of the passing molecule close to
the pore edge. The graphene-molecule C-X (X = H, O, N, C) potential is considered a VdW
one to avoid bond creation and nucleotide attachment to the pore.

Figure 2. (a) The structure and initial position of cytosine nucleotide relative to the graphene pore. The spatial orientation
of the nucleotide’s cyclic plane is at 30◦ to the z-x plane. Atoms are shown: C in grey, N in blue, O in red, and H in light
grey. (b) Initial configuration of cytosine (right). Hydroxymethylcytosine (HMC) base is shown on the left as an example of
corresponding atom numbering for bonds in molecular dynamic (MD) calculations. (c) Optimized by density functional
theory with generalized gradient approximation (DFT GGA) calculations Au20 nanoparticle. (d) Reaction coordinates for
stretching and bending in velocity correlation calculation use the

→
v projections along the bonds.

The relative size and weight of the nucleotides as compared with nucleobases reduce
rotational motion inside the pore [46–49] that is further controlled by translocation velocity.
For the given graphene-nucleotide setup, evaluation of the vibrational spectral maps of the
DNA nucleotides, cytosine, thymine, adenine, and guanine, has been initially carried out in
reactive coordinates by accumulating spectra of individual atom of bonds obtained by auto-
correlation functions of Equation (1). The resulting spectral tables (Tables S1–S8, Figure S1)
of each base and nucleotide are included in Supplementary Materials. It was confirmed
that the nucleotides–graphene pore interaction does not generate recognizable changes in
the spectral map of graphene pore atoms in our system. However, the conformation of
the molecules responds to the interaction flexibly, exhibiting spectral changes. The center
of mass (c.o.m.) of nucleotides was adjusted relative to the center of the pore along the
y-axis to maximize force at the pore edge. The orientation of the cyclic planes of each type
of nucleotide was selected to have the same tilt angle for comparison of spectra for various
nucleotide interactions. An initial position of the nucleotides was chosen to be outside
the interaction region in the z-direction with the tilt of the nucleobase plane taken to be
30 degrees relative to z-x-plane. The single-layer graphene was thermally equilibrated at
room temperature prior to sampling. The present simulation was performed in the absence
of hydration in the system and hydrophobicity of graphene; therefore, the electrostatic
interactions term is not included. For correlation evaluation of nucleotide spectra, the
interaction time with graphene was taken at the interaction interval of the passing time
through the pore. The high-resolution spectral calculations were carried out at the step size
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of Δt = 0.05 fs and τ = 32,768 steps of correlation delay for the shown states of nucleotides;
in the present calculations, cytosine was used to test the system. To attribute obtained
frequencies to a particular type of vibrations, such as stretching, bending, or torsion, the
autocorrelation function of Equation (1) was calculated over the reaction coordinates that
were taken by the projection of velocities on the bond vector, and the respective angle
between these vectors as can be seen in Figure 2d. The single frequency obtained in such co-
ordinates can be pinpointed as corresponding to the atom of the vibrating molecule, as well
as to the type of vibrational mode that can be pinpointed as corresponding to the particular
bond or angle. The ring-breathing modes can be identified by the same frequency present
in the spectra of all bonds forming the ring. However, low-level noise from the nearest
bonds to the bond studied was also present due to the correlation’s calculation method.
Therefore, only relatively high intensity spectral modes were considered for evaluation.

The stability of the obtained frequencies relative to the trajectory randomization has
also been tested for cytosine molecules. The 10% to 15% randomization in the initial
position and velocity distributions of the cytosine nucleotide at five different calculations
have shown a preliminary absence of the changes in spectra above a few percent for
stretching of the X-Y (X, Y = C, N, O) bonds. Our calculation system does not include
solution molecules yet.

To create a calculation model that would be close to an experimental set up in a SERS
type of measurement, we decided to introduce a metal nanoparticle in the nucleotide–
graphene system of Figure 1c. The Au20 nanoparticle was pyramid-shaped and optimized
in ab initio DFT GGA (density functional theory with generalized gradient approximation)
calculations with the b3pw91 basis set. The size and shape of the NP was taken to be
a stable configuration [50]. The obtained configuration was further relaxed by the MD
calculation with the EAM potential [51] and free boundary conditions during 3000 steps
with Δt = 0.1 fs at T = 300 K to obtain stable nanoparticle samples that can be used sepa-
rately or on the top of the graphene sheet. The potential parameters for LJ interaction with
nucleotide and graphene were defined using the Lorentz–Berthelot mixing rule and based
on the LJ parameters ε (Au−Au) = 0.039 kcal/mol, σ (Au−Au) = 2.9 Å [52]. The mixing
was done using Van der Waals parameters of the MM2/MM3 force field potential for nu-
cleotides. For the interaction with graphene, mixing used the sp3 C atom parameters from
the force field potential, the same values that were applied for the nucleotide–graphene
Van der Waals parameters.

The study of the vibrational spectra of the nucleotides in the dynamic interaction with
metallic nanoparticles (NP) [53,54] located close to the graphene nanopore can combine
translocation localization and nucleotide interaction enhancement or modification due to
(1) the graphene LJ interaction and (2) the Au LJ interaction. For the initial interaction of the
Au20 nanoparticle with cytosine nucleotide, the Au20 NP was localized close to the cytosine
initial position as it is shown in Figure 3. As the first step, both NP and cytosine had zero
c.o.m. velocity. Initial orientation and distance of NP relative to the nucleotide was initially
controlled to estimate vibrational spectra of both interacting parts of the system.

   
C(2)–C(3) C(2)–N(5) C(3)–H(10) C(1)–O(12) 

Figure 3. Bonds in cytosine nucleotide (cytidine) for which vibrational spectra are shown below. Numbers of atoms are in
internal numbering order.
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3. Results

The influence of the interaction in the nucleotide-metal nanoparticle system is numer-
ically modelled in the MD system. The validation of the model was performed twofold:
first, to obtain a spectral resolution sufficient to register changes due to the LJ interaction,
and secondly, to evaluate the corresponding variations in the vibrational spectra of the
nucleotide-nanoparticle system.

3.1. Resolution of Nucleotide Spectra

First, we evaluated the variations in the nucleotide–graphene system at transloca-
tion. Spectral variations which were examined due to interaction force in the nucleobase–
graphene nanopore system pointed to the influence of the conformation on the nucleotide
spectral maps [55,56]. The transient vibrational frequencies of all passing nucleotides were
calculated at the same initial incident angle and shift distance from pore edge. To separate
decay in the calculated data from the proper spectrum, we have extracte decay components
out of calculated spectral data. The calculation of the transient autocorrelation function in-
cludes relatively short interaction time during which the correlation data are accumulated.
As a result of the transience of the correlation signal, the exponential function of time decay
is converted by the Fourier transfer into a decaying spectral map. In order to separate
decay components from the spectra itself, we propose the two-parametric exponential
fitting, as follows:

xexp f it = a × exp(bx1),
xamp f it = xamp − xexp f it

(2)

The introduced exponential function was fitted by parameters a, b either to the
function’s low-frequency region (head) or high-frequency (tail) region. The exponential
decay component xexp f it was then subtracted from the calculated xamp spectra. The low-
frequency fitting produced better-resolved spectra above 5 THz compared with the high-
frequency fitting. All calculated spectra of nucleotides that are discussed were obtained in
the low-frequency fitting. The initial spectral resolution Δ f of Fourier transform that was
tested was 40 cm−1.

In contrast with quantum density functional theory (DFT) calculations of IR and
Raman spectra, transient MD calculations are sensitive to the duration of correlation time
and relative interaction of the structures studied. Therefore, obtained spectra should
be compared with the other available calculations and experimental data. The spectral
maps of nucleotides that we calculated were highly sensitive to interactions in the system.
Since all nucleotide spectral maps were calculated in identical conditions of nanopore
translocation, the obtained transient frequencies could be used as reference values to
distinguish nucleotides from each other. Comparison with results of 2D-IR experiments and
DFT calculations [57] shows a 50–80 cm−1 discrepancy between corresponding stretching
C-C and C-N frequencies calculated in the MD model at 40 cm−1 resolution. The SERS data
on the breathing mode [35] of nucleotides with the full width at half maximum of the peak
wavenumber being 13 and 20 cm−1 show the presence of the mode in the 660–800 cm−1

interval for nucleotides. Our single bond spectra in Appendix A exhibit the presence of
the bending type of mode in the above interval, different for each nucleotide; however,
our resolution in the case is limited by 40 cm−1. For guanine, we obtained a bending peak
at 655 cm−1 as compared to the measured [35] peak at 661 cm−1; thymine exhibited the
calculated 860 cm−1 peak vs. the measured 795 cm−1. All measurements were held in the
aqueous solution with nucleotides in proximity to the gold nanoslits or nanoparticles for
enhancement of the signal. To improve our model, the resolution was improved and the
metal nanoparticle was introduced.

The employed spectral resolution in our MD calculations has been sufficient/enough
to register structural dependence of the molecular spectral map on a bond-to-bond ba-
sis. However, the 2000 cm−1 upper limit excludes the C-H and N-H bonds from the
calculated frequency region. With the increased resolution of IR and SERS/TERS SM
spectroscopy [35,58] and ab initio MD (AIMD) calculations of the chemical bonding ef-
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fect in SERS [59,60], the information on vibrational mode variations due to interaction
with environment, which could be hydration changes or a Van der Waals interaction with
graphene pore, should be available in MD calculations as well. The approximation of the
MM2/MM3 potential used for nucleotides cannot allow the estimation of dipole moment
and polarizability changes with the environment that are calculated in DFT and AIMD
spectra. However, transient dynamics sample a sufficient number of states that consti-
tute several periods of vibrations. The coupled anharmonic bonding is also present in
the MD potentials which are used. Therefore, a partial reproduction of the changes of
dipole moments and polarizabilities with interaction has a cumulative presence in veloc-
ity correlation data calculated in MD. To extend the spectral range up to 4000 cm−1, we
considered the sampling resolution in real space over the interaction potential U(r(Δt))
by decreasing Δt, and in reciprocal space by extending the number of time steps [61]. The
testing of the proposed spectral resolution was carried out for the hydroxymethylcytosine
(HMC) nucleotide that has H-X bonding sites to X=C and O atoms in hydroxymethyl group
(marked in Figure 4).

Figure 4. The spectra of a single bond marked as C(10)-C(3) in internal atom numbering of the hydroxymethylcytosine
(HMC) nucleotide. The C(10) atom belongs to the hydroxymethyl group and exhibits high frequencies of the C-H bond. The
spectra are collected outside of graphene pore interaction (vz = 0) at a different propagation time step (2.0 ÷ 0.5 × 10−16 s)
and total simulation time (in step number) in two frequency domains: 0–2000 cm−1 at the left and 2000–4000cm−1 at the
right. The base part of the HMC nucleotide with the marked bond adjacent to H-X (C, O) is shown in the center.

As shown in Figure 4, the time step of 0.05 fs and 32,768 steps has given the resolution
of vibrational modes at Δf = 20 cm−1 and up to 4000 cm−1. The Δf = 20 cm−1 spectral
resolution is comparable to the 15 cm−1 half-width of the Lorentzian function that is
used to broaden Raman spectral lines in the DFT calculation [54]. To further confirm our
resolution of the Raman spectra of nucleotides, HMC was calculated at the DFT level with
the 20 Å size of the supercell for the methylated nucleotide using the Quantum Espresso
package [62]. Some of the H-X stretching modes in the hydroxymethylcytosine are shown
in Figure 5. The C(10)-C(3) and C(10)-O(16) bonds of hydroxymethyl group are scanned for
highest intensity vibration frequencies, which are compared with the Raman frequencies
obtained in the DFT calculations. Correspondence, where it was obtained between the
MD and DFT frequency modes, is within 10 cm−1. Not all MD vibrational modes with
high amplitudes correspond to the DFT normal modes. Some of the modes that have
high intensity in the MD calculation (2524 and 2605 cm−1) can be Raman inactive in the
DFT calculation but exhibit IR activity. This relation should be further clarified. The
MD calculations with 20 cm−1 spectral resolution have been carried out in equilibrium
conditions without interaction with graphene.

As compared to the typical sampling timescale of the SERS and TERS techniques
being a few microseconds, the typical time scale of the plasmon excitation of the metal
enhancer system relates to the scale of 100 fs, and the coupling between the electronic and
vibrational degrees of freedom is on the time scale of 0.1–0.5 ps. Therefore, interaction and
conformation-dependent single molecule measurements and calculations should concen-
trate on the time scale of few vibrational periods that we presently cover with a 1.64 ps
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time interval. Experimentally, nanophotonic probing of the acoustic phonon propagation
has been achieved now at the ps timescale [63]. Only the highest peaks in the spectrum
are considered as modes in our case. In spectral calculations, the increase in the spectral
range resolution simultaneously causes a noise connected to the time step reduction as
a consequence of Fourier transfer. The source of the noise is twofold at short time step:
(1) the velocity projection on the bond vectors starts to resolve traces of vibrations related
to nearest bonds connected by the atom and (2) the FFT procedure in spectra calculations
can produce low intensity side lobes of the signal peaks that are not smoothed out with
window functions in order not to lose spectral information on essential modes.

Figure 5. Spectral frequencies of the C(10)-C(3) and C(10)-O(16) bonds of hydroxymethylcytosine (HMC) (see Figure 3)
calculated by MD outside of graphene pore (vz = 0) for the 2000–4000 cm−1 frequency region. Comparison to the density
functional theory (DFT) calculations of Raman frequencies.

3.2. Interaction between Metal Clusters and Nucleotides

In order to confirm the effect of the LJ interaction on the vibration spectra of in the
nucleotide–Au20 nanoparticle system, the Au20 NP was placed into an already-tested
graphene-nucleotide system close to initial nucleotide position as shown in Figure 6a.
Cytosine nucleotides’ vibrational spectra have been estimated for base bonds circled in
Figure 3 in red. To exclude the interaction with the graphene sheet at the initial stage, the
distance from the graphene was out of range of the LJ interaction. The initial orientation of
the NP relative to the cytosine nucleotide at the 4 Å distance between the tip of NP and
the atoms of the nucleotide was selected to keep the LJ interaction at a relatively weak
level. Figure 7 compares vibrational spectra of the bonds C(2)–C(3), C(2)–N(5), C(3)–H(10),
and C(1)–O(12) in the absence and presence of Au20 NP. Explicit changes in modes due to
interaction are shown with vertical arrows ↓ in each case.

 
 

 

(a) (b) (c) 

Figure 6. (a) System of Au20 nanoparticle and cytosine nucleotide vs. graphene sheet in initial Au20 NP orientation
where interaction is localized primarily within the tip atom of the Au20 pyramid; (b) rotated NP with the upper plane
of the pyramid parallel to the graphene (x,y) plane and interaction with the edge atoms of the Au20 pyramid enhanced;
(c) interaction direction of nucleotide with NP changes during nucleotide conformation and alignment at the vibration time.
Calculations were first carried out with the initial vcom = 0 in x,y,z directions for cytosine and NP.
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(a) C(2)–C(3) (b) C(2)–N(5) 

 
(c) C(3)–H(10) (d) C(1)–O(12) 

Figure 7. Vibrational spectra of the cytosine (CYT) bonds (a) C(2)–C(3), (b) C(2)–N(5), (c) C(3)–H(10), and (d) C(1)–O(12) in
the absence and presence of interaction with the Au20 NP. Changes in spectra such as mode shifts and large amplitude
changes are marked by vertical arrows.

In the C(2)–C(3) case, there were changes in bending and twisting at the 500–1000 cm−1

frequency range. On the 1300–2000 cm−1 interval, the stretch mode is blue shifted due to
interaction with NP, so it is attributed to the breathing mode of the nucleotide base. In
the C(2)–N(5) bond, the changes in modes related to bending and twisting can be also
seen: the amplitude of the breathing mode was very weak, and the C-N stretching mode
had no shift but only an increase in amplitude. The C(3)–H(10) bond had changes in C-H
bending and stretching modes at the 1000–2000 cm−1 interval. For the C(1)–O(12) bond, the
largest changes were in breathing and the stretching modes at the 1300–2000 cm−1 range.
Interaction with the nanoparticle modified transient vibrational frequencies of cytosine at
the ps interval in our MD simulation.

For the Au20 NP, the vibrational spectra were also estimated for individual atoms in
Cartesian coordinates. Figure 8 exhibits the spectra of the tip atoms in the pyramid in the
absence of interaction in x, y, and z coordinates with the basic 188 cm−1 cluster mode for
all tip atoms that can be a mode characterising the whole Au20 nanoparticle. Comparing
results in Figure 8, it can be seen that the closer to the nucleotide, the stronger the influence.
In addition, it can be seen that there is an even greater effect between atoms 4190 and 4196.
Obtained spectra relate to a single orientation of the NP vs. nucleotide. A change in NP
orientation would lead to variation in LJ interaction strength and subsequent changes in
vibration spectrum.
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atom 4193 atom 4196 

 

atom 4200 atom 4190 

Figure 8. Vibrational spectra of the tip atoms of Au20 nanoparticle numbered 4190, 4193, 4196, and
4200 in x, y, and z coordinates without interaction with the cytosine.

The Au NP was then rotated as seen in Figure 6b,c. The upper plane of the pyramid
was moved to be in the (x,y) plane and z-axis rotation placed the four atoms of the edge of
the pyramid into LJ interaction proximity to the nucleotide. Figure 6c shows the animation
snapshot after rotation, and Figure 9 shows the spectral change in 4196 atom’s modes after
rotation. The vibrational spectra of the interaction with the cytosine single atom (4196) of
Au20 nanoparticle tip contrast with the spectra of the rotated NP with edge interaction
(Figure 9a,b). The basic 188 cm−1 frequency of the NP remains intact after rotation. A
strong amplitude enhancement is seen for frequencies 76 and 81 cm−1 in y and z-direction
due to the change in the LJ interaction. The interaction with the nucleotide initiates a slight
movement of the NP, which can be reflected in the appearance of the low-frequency modes.
For relatively large spherically shaped Au nanoparticles, a typical Raman band over the
range of 300–900 cm−1 was observed experimentally. For the pyramid-shaped Au20 NP, we
obtained lower basic frequency that remains stable at different strength of Van der Waals
interactions with the nucleotide.

The sensor’s design often suggests a fixed attachment of the enhancer nanoparticle and
transport of the molecules in the measurement process. To measure transient vibrational
spectra of the nucleotides, a scope of molecule’s passing velocity vz has been tested in MD
simulations. For the given spectral resolution, a cytosine’s c.o.m. velocity in the range
vz = 0.25 m/s = 25 Å/ps has been selected by interaction time being approximately half
of the nucleotide’s total propagation time. Passing of the nucleotide limits interaction
duration with the NP and leads to changes in vibrational bands. To reveal the connection
of the transient time with the changes in the spectrum, we compared spectra of the bond
C(2)-C(3) from both end atoms for cytosine alone, a cytosine at 4 Å distance without
transient velocity (vz = 0), and with vz = 0.025 m/s as shown in Figure 10. The C(2) atom
of the ring is bound to the amino group NH2 and C(3) atom of the ring has a C-H bond.
The spectra reflect the presence of the different set of bands for each atom in the bond
and attachment to the amino group influences transient regime in Figure 10a not only
by changes in band amplitude and frequency shifts, but by a velocity of DOS decay that
becomes slower. The C(2) atom in Figure 10b exhibits smaller changes in the basic C-C ring
vibration frequencies corresponding to ~1550 and 1690 cm−1 in present calculations (seen
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in Figure 7a,c) in stationary and transient regimes. The velocity has been added to the c.o.m.
motion of nucleotide at all durations of propagation. Such a simple model reproduces, in
general, the motion of partially charged molecules in a uniform electric field. The present
result connects the transient velocity of a molecule, size of NP, and interaction time with the
molecule’s vibrational spectra. The ring remains relatively stable in the transient regime
while the amino group attached to the ring structure responds to the transient interaction.

 
(a) (b) 

Figure 9. Vibrational spectra of the interacting tip atom (4196) of Au20 nanoparticle in x, y, and z coordinates at initial (a)
and rotated (b) orientation relative to cytosine localization.

 
  

(a) C(2)–C(3) (b) C(3)–C(2) 

Figure 10. Vibrational spectra of the cytosine bonds (a) C(2)–C(3) and (b) C(3)–C(2), in the absence and presence of
interaction with the Au20 NP. Transient velocity of the nucleotide was vz = 0.025 m/s.

4. Discussion

As seen in existing experimental studies of single-molecule SERS of DNA and pro-
teins [64,65], researchers have gradually developed methods to characterize a single biolog-
ical molecule with Raman spectra at the time scale of interaction with the environment and
other molecules and structures. The simulation methods can create spectral libraries for
vibrations of molecular species vs. different types of interaction to specify the interaction’s
type and strength.

We connect the importance of the proposed theoretical calculations with the devel-
opment of machine learning in various fields of biomolecular modeling and simulation.
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AI algorithms are employed in protein structure prediction based on the data in the form
of trajectories that can be used to train machine learning algorithms [66] or applied to the
analysis of the SERS/TERS spectra measurements of the presence of drug-in-solution [67].
All such algorithms need data to learn from. Another aspect is that machine learning
methods generally require extra preprocessing or knowledge of key features in data of
measured structures to handle large-scale data. The proposed simulation approach can be
the method to produce a sufficient amount of data to train machine learning algorithms, not
only on structural differences in spectra of measured molecules, but also on conformational
and interaction changes.

The data on the changes in spectra relative to the interactions in the measured system
will provide knowledge of key features in spectra as a part of data sets. Such data in
combination with machine learning can reduce spectra accumulation and averages over
a few seconds’ acquisition time applied currently, and open the way to a single pulse
measurement of vibrational spectra. In the present study, the possibility of the simulation
of Raman spectra as depending on the transient interactions between the parts of a SERS
system is investigated. A simple system that contains the molecule itself, an Au nanoparti-
cle as Raman enhancer and graphene sheet with nanopore that can control the localization
of the measured molecule relative to enhancer if it is attached to graphene, is selected. The
position-controlled agglomeration of nanoparticles can be a key to the successful collection
of SERS spectra [39] of proteins and DNA as shown in the experiment. We suppose that
when the positioning of nanoparticles can be controlled, and detailed knowledge about
spectral changes due to interaction with the nanoparticles and substrate such as graphene
with nanopore can be used for the training of machine learning algorithms, fast transient
single-molecule SERS measurements can be realized.

The question of extension of the achieved accuracy and simulation’ sensitivity of
building block molecules to the 3D structures of biomacromolecules such as nucleic acids
and proteins are also important for applications. In the case of DNA molecules, a slow
translocation of the single or double strand through the nanopore has a timescale around a
microsecond in the experiment. The duration time of the nucleotide presence in the vicinity
of the graphene nanopore with attached Au NPs should be far below the conventional time
resolution of current SERS and TERS techniques that accumulate pulse spectra. However,
the single pulse measurement will get a spectrum of the nucleotide located in the vicinity
and currently enhanced by agglomerated Au NPs at the translocation time. Each such
single pulse spectrum is relatively weak and has a fingerprint of the interaction with
the enhancer NP, therefore, preliminary knowledge of the spectral changes relative to
interaction could help to isolate the signal in the spectrum from the noise level.

5. Conclusions

With the development of machine learning in biomolecular modeling and characteri-
zation, knowledge of interaction-dependent features in spectral data of SERS-measured
molecules and structures leads to dynamic single-molecule SERS fingerprints. We have
shown that the dynamic vibrational motion analysis of a single molecule can investigate
the Van der Waals interaction.

The findings presented in the current research prove the MD simulation’s applicability
for transient vibrational spectra of biomolecular building blocks such as nucleotides or
amino acids. We have shown that the obtained vibrational spectra are sensitive enough
to reflect even weak Van der Waals interactions in the few component systems studied,
such as nucleotide–Au-NP–graphene. The transient regime of nucleotide passing by NP
and through the graphene was shown to be spectrally sensitive. This is confirmed by
changes in the bands of amino and methyl groups attached to the rings dependent on
interaction strength and length. The transient vibrational spectra record enables discrimi-
nating different interaction events with the spectral fingerprints of molecules and NP that
also exhibit spectral modification. We consider expanding the scope of the method for
protein fragments and conformations. The use of interaction-dependent MD and ab initio
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MD simulations of transient spectra can make the measurement of SERS of unattached
molecules attainable in a small number of pulses.
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S5: Frequencies of cytosine base bonds, highest intensities. Table S6: Frequencies of thymine base
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Appendix A

For several selected bonds, the stretching spectra of four nucleotides are shown below
in Figure A1 for the low resolution calculations.

Each bond between atoms i and j includes the projection of the vectors vi and vj
on the bond’s rij vector. Investigated spectra for each bond are evaluated from velocity
autocorrelations for i and j atoms and are shown in black and red in the figures. Since each
atom participates in several bonds’ vibrations, calculated spectra contain low amplitude
bands of adjacent bonds. The valid frequency range is 100–2000 cm−1. The calculations of
spectra were done for approximately 16 ps, with the time step equal to 0.2 fs, at 40 cm−1

resolution. The Tables of calculated vibrational bands for the four types of nucleotides and
their bases are collected in Supplementary Materials.
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Figure A1. Stretching spectra of adenine, guanine, thymine C(1)–C(2)–C(3) bonds for atoms in hexagonal ring of the base,
C(13)–N(7) stretching frequencies of cytosine in the base-to-2′-deoxyribose bond, see numbering in the inserted scheme of
each base. Red and black colors mark the i-j bond from the i and j side. Atoms at the side of the bond are written after the
bond: X-Y X.
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Abstract: Major advances in cancer control can be greatly aided by early diagnosis and effective
treatment in its pre-invasive state. Lung cancer (small cell and non-small cell) is a leading cause of
cancer-related deaths among both men and women around the world. A lot of research attention
has been directed toward diagnosing and treating lung cancer. A common method of lung cancer
treatment is based on COX-2 (cyclooxygenase-2) inhibitors. This is because COX-2 is commonly
overexpressed in lung cancer and also the abundance of its enzymatic product prostaglandin E2
(PGE2). Instead of using traditional COX-2 inhibitors to treat lung cancer, here, we introduce a new
anti-cancer strategy recently developed for lung cancer treatment. It adopts more abundant omega-
6 (ω-6) fatty acids such as dihomo-γ-linolenic acid (DGLA) in the daily diet and the commonly
high levels of COX-2 expressed in lung cancer to promote the formation of 8-hydroxyoctanoic
acid (8-HOA) through a new delta-5-desaturase (D5Di) inhibitor. The D5Di does not only limit
the metabolic product, PGE2, but also promote the COX-2 catalyzed DGLA peroxidation to form
8-HOA, a novel anti-cancer free radical byproduct. Therefore, the measurement of the PGE2 and
8-HOA levels in cancer cells can be an effective method to treat lung cancer by providing in-time
guidance. In this paper, we mainly report on a novel sensor, which is based on a newly developed
functionalized nanomaterial, 2-dimensional nanosheets, or Ti3C2 MXene. The preliminary results
have proven to sensitively, selectively, precisely, and effectively detect PGE2 and 8-HOA in A549
lung cancer cells. The capability of the sensor to detect trace level 8-HOA in A549 has been verified
in comparison with the traditional gas chromatography–mass spectrometry (GC–MS) method. The
sensing principle could be due to the unique structure and material property of Ti3C2 MXene: a
multilayered structure and extremely large surface area, metallic conductivity, and ease and versatility
in surface modification. All these make the Ti3C2 MXene-based sensor selectively adsorb 8-HOA
molecules through effective charge transfer and lead to a measurable change in the conductivity of
the material with a high signal-to-noise ratio and excellent sensitivity.

Keywords: 2D Ti3C2 MXene; PGE2; 8-HOA; lung cancer

1. Introduction

The most common cancers occur in the lungs, breasts, pancreas, colon, skin, and
stomach [1]. Lung cancer is the second most common cancer in men and women and the
leading cause of cancer deaths in the United States. The two major types of lung cancer are
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small cell lung cancer (SCLC, ~15%) [2] and non-small cell lung cancer (NSCLC, ~85%) [3].
The survival rate of both types of lung cancer is very low [4]. According to the American
Cancer Society, lung cancer and asbestos-related lung cancer [5] alone were responsible for
142,670 estimated deaths in 2019, making it the number one killer and three times deadlier
than breast cancer [6]. This is because most patients (~75%) are diagnosed at a late stage
of the disease (stage III or IV) [7]. To increase the survival rate, major advances in lung
cancer control or prevention can be facilitated by early detection and effective anti-cancer
therapy. In recent years, a variety of therapeutic and adjuvant methods and nutritional
approaches have been developed for lung cancer treatment such as chemotherapy, targeted
therapy [8,9], cyclooxygenase (COX)-2 inhibition [10], and omega-3 fatty acid dietary
manipulation [11,12].

In addition to these methods, many physical “visualization/detection” methods [13]
are available for tumor detection and cancer diagnosis [14]. Some of them are positron
emission tomography (PET), magnetic resonance imaging (MRI), computerized tomogra-
phy (CT), ultrasonography, endoscopy, and the gas chromatography method. However,
these methods have some major issues for applications in cancer diagnosis. For example,
MRI is very expensive and time-consuming. Sometimes it cannot even distinguish between
malignant and benign cancer [15]. In the case of PET, radioactive material is used which
is combined with glucose and injected into the patient. This process might cause a health
concern for diabetic patients [16]. High-dose radiation involved in CT scanning can even
increase the risk of cancer [17]. Ultrasound, however, cannot provide accurate diagno-
sis and frequently has difficulty determining whether a mass is malignant or not [18].
Endoscopy is relatively safer but still has complications such as perforation, infection,
bleeding, and pancreatitis [19]. The fundamental limitation of gas chromatography is that
the substance must be volatile. It means that a finite portion of the substance needs to
be distributed into the gaseous state [20], which could make it problematic to use gas
chromatography–mass spectroscopy (GC–MS) in cancer detection because its sampling
procedure is very complicated and the results are difficult to interpret. In addition, the
GC–MS technique is very expensive and must be operated by very skilled personnel [21].
Therefore, an effective and accurate technique to diagnose cancer and assist in effective
treatment is urgently needed.

In particular, studies have confirmed that cyclooxygenase (COX), typically the in-
ducible form of COX-2, is commonly overexpressed in lung cancer and the abundance
of its enzymatic product prostaglandin E2 (PGE2) plays an important role in influencing
cancer development. Since PGE2 is a deleterious metabolite formed from COX-2-catalyzed
peroxidation of an upstream omega-6 (ω-6) fatty acid called arachidonic acid (AA), PGE2
promotes tumor growth and metastasis [22]. Subsequently, it can be treated as an in-
dicator of local COX activity to regulate or control lung cancer. Many efforts in lung
cancer therapy have been focused on the development of COX-2 inhibitors because they
can be used to suppress prostaglandinE2 (PGE2) formation from COX-2-catalyzed ω-6
arachidonic acid peroxidation [23]. However, most COX-2 inhibitors can severely injure
the gastrointestinal tract, increase the risk of cardiovascular disease, and provide limited
clinical responses [22,23]. To seek a safer and more efficient method to treat cancers, a new
anti-cancer strategy [24], as shown in Figure 1, has been recently developed. This is a very
different approach than the classic COX-2 inhibitors [24–26]. In detail, this is a strategy that
adopts more abundant ω-6s such as dihomo-γ-linolenic acid (DGLA) in the daily diet and
the commonly high level of COX expressed in most cancers to promote the formation of
8-hydroxyoctanoic acid (8-HOA) using a newly developed inhibitor, delta-5-desaturase
inhibitor (D5Di). This is because the D5D is an enzyme that converts an upstream DGLA
in a diet to AA. The high expression of COX-2 will promote the conversion of AA to PGE2,
while the D5Di will (1) knock down the conversion of DGLA to AA and limit the generation
of metabolic product, PGE2; and (2) promote the COX-2-catalyzed DGLA peroxidation
to form 8-HOA, a novel anti-cancer free radical by-product. This strategy has proven
to produce more effective and safer therapeutic outcomes in cancer treatment and has
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been validated in colon and pancreatic cancers [27]. Therefore, detection of the PGE2 and
8-HOA in lung cancer should be an effective method to evaluate the efficiency of the cancer
treatment. Furthermore, the relative ratio of PGE2 and 8-HOA concentrations can become
a useful adjuvant method to help diagnose cancers at an early stage. Therefore, it is very
critical to develop a sensing technique or device that can track/monitor the PGE2 and
8-HOA concentrations in cancer and provide in-time guidance and feedback for cancer
treatment and prevention. However, due to the extremely low concentrations of PGE2
and 8-HOA in cancer cells ~ ng/mL or μM, the detection of these components is quite
challenging. Traditional methods of measuring low concentrations of compounds, such as
PGE2 and 8-HOA, are using gas chromatography–mass spectrometry (GC–MS) or liquid
chromatography–mass spectrometry (LC–MS). These techniques, as described above, are
accurate and sensitive but heavy (not portable), expensive (needing skilled personnel
to operate), and time-consuming (complicated sample processing) and cannot provide
in-time feedback.

 
Figure 1. New anti-cancer strategy: target but do not inhibit cyclooxygenase-2 (COX-2) in cancer.

Recent advances in nanotechnology have made it possible to synthesize functionalized
nanomaterials for applications in electronics, sensing, biomedicines for disease diagnosis
and control, drug delivery, and the food industry [28–31]. Due to the increased surface
areas and the feasibility of controllable size and surface properties, nanomaterials such
as nanofibers, nanowires, and nanoparticles provide great opportunities for the develop-
ment of advanced sensing systems and portable device/instrumentation with improved
sensitivity and selectivity [32–38]. In particular, the use of structure-directing synthetic
approaches in nanomaterials allows the tailoring of the nanomaterial crystalline phase,
surface states, morphology, and facets for specific sensing application. Recently, with the
development of two-dimensional (2D) nanomaterials such as graphene, these types of
materials have gained tremendous attention because of their astonishing electrical and
optical properties featured with an “all-surface” nature [39–43]. This all-surface nature
can offer great opportunities to tune material properties through surface treatment for
targetable detection.

In 2011 [44], the discovery of MXenes introduced a new family into the two-dimensional
(2D) materials and further proves to be promising in the flexible and broad application
due to its controllable preparation methods and fascinating properties. In essence, MXenes
consist of transition metals (including Ti, V, Nb, Mo, etc.) and carbon or nitrogen, sharing
a general formula of Mn+1Xn (n = 1–3). As a new star of 2D materials, MXenes have the
metallic conductivity and hydrophilic nature due to their uncommon surface terminations.
Moreover, the unique accordion-like morphology (Figure 2), excellent conductivity, and
rich but tailorable surface functional groups endow MXenes with attractive electronic,
mechanical, physical, and chemical properties [45] for applications in energy storage [46],
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environmental science [47], and sensors [48]. The numerous applications of MXene as
sensors in various fields are summarized in the paper [49]. In our conference paper [50], we
reported that the as-synthesized Ti3C2 MXene-based nanosensor has effectively detected
8-HOA in cancer cells without and with using a D5D inhibitor. In that paper, we described
more details about how the new sensor based on the two-dimensional nanomaterial Ti3C2
MXene [51] can facilitate the lung diagnosis and treatment efficiently by using the new
D5D inhibitor and 8-HOA therapy on lung cancer. The preliminary data indicate that this
new sensor device can sensitively detect PGE2 and 8-HOA levels in healthy and cancerous
lung cells (BEAS2B and A549 respectively) with similar accuracy to GC–MS but much
faster and in an in-time manner to guide the cancer treatment.

Figure 2. Newly synthesized 2D multilayered Ti3C2 MXene nanosheets (a) Scanning electron micro-
scope (SEM) image; (b) pristine and surface-terminated Ti3C2 MXene with different functional groups.

2. Materials and Methods

2.1. Sensing Material Synthesis, Sensing Tests, and Cell Lines Preparation
2.1.1. Ti3C2 Nanomaterial-Based Sensor Preparation

The sensor that we used is based on a new 2D nanomaterial, Ti3C2 MXene. This nano-
material was prepared using a method developed in our group and named the “hot etching
method” [52]. In detail, the synthesis of Ti3C2 MXene followed the steps: (1) Preparing
the Ti3AlC2 MAX phase. It was obtained through ball milling TiC, Ti, and Al powders in
the molar ratio 2:1:1.2 respectively, for 5 h. Under argon flow, the resulting powder was
then pressed into a pellet and sintered at 1350 ◦C for 4 h. The collected pellet after being
milled back into powder was sieved through a 160-mesh sieve; (2) etching Al from the
MAX phase to form the MXene phase. The as-prepared MAX powder was collected at
an elevated temperature for etching through the “hot-etch method”. Hydrofluoric (HF)
acid in 25 mL Teflon line autoclave at a temperature of 150 ◦C was used in a Thermolyne
furnace for 5 h to etch 0.5 g of the MAX phase. To remove Al from the MAX phase, 5%wt
of HF was used. Materials after being sonicated for one hour using a sonicating bath
were collected through centrifuge; all the materials were dried overnight in a drying oven
at 65 ◦C; (3) synthesizing MXene powders for the sensing film. Finally, the synthesized
nanomaterial was drop-casted on the gold electrode-patterned glass substrate to form a
thin film. The thin film is made by first making a paste for the application of the MXene
powder to the substrate. This paste is made using 0.1 g of MXene material in 0.3 mL of
ethanol which is then dispersed via mixing on a stir-plate. This paste is then blade-coated
onto the sensor substrate at a thickness of 0.05 mm. The morphology of the synthesized 2D
multilayered nanomaterial is shown in Figure 2a as the scanning electron microscope (SEM)
image, which clearly exhibits multilayered nanosheets and accordion-like morphology.
Figure 2b reveals the as-synthesized Ti3C2 material’s special surface terminations, which
can lead to the unique surface and material properties of Ti3C2.
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2.1.2. Ti3C2 MXene Based Sensor Device Fabrication

In order to monitor the promoting 8-HOA formation and the variation of PGE2 in
cancer cells during the new anti-cancer treatment, the sensor device, as shown in Figure 3,
is fabricated followed by the steps: (1) Ti3C2 MXene sensing film fabrication: the Au
electron contact patterned using photolithography and deposited on the glass wafer as the
substrate, and then direct drop-casting the as-synthesized Ti3C2 suspension solution onto
the patterned substrate to form the sensor slide; (2) the resistance change caused by the
exposure of 8-HOA/PGE2 on the sensing film is measured through a Keithley resistance
meter and data collected via computer.

Figure 3. Sketch of Ti3C2 MXene-based sensing system.

2.1.3. Cancer Cell Lines and Materials

A549 (ATCC®CCL-185™), NCI-H1299 (ATCC® CRL-5803), and BEAS-2B (ATCC®CRL-
9609™) were purchased from American Type Culture Collection (ATCC, VA, USA). Imin-
odibenzyl (CAS Number: 494-19-9) and 8-hydroxyoctanoic acid (8-HOA) were obtained
from Sigma-Aldrich (St. Louis, MO, USA). PGE2 and DGLA (for in vitro study) and DGLA
ethyl ester (for in vivo study) were acquired from Cayman Chemical (Ann Arbor, MI, USA).

2.1.4. Preparation of Cell Samples

About 3 × 105 A549 or BEAS-2B cells were trypsinized and seeded into each well of
the 6-well plates. Then, the cells were randomly assigned into different groups for the
administration of DGLA (100 μM), iminodibenzyl (10 μM), or their combination accordingly.
After 48 h, the cell culture medium was collected. Cells were washed with phosphate buffer
solution (PBS) and collected by centrifugation after trypsinization. A 1 mL cell culture
medium with collected cells was homogenized and ready for testing. Three different
groups of control samples were prepared using the same preparation procedures, including
(a) blank group in 1 mL cell homogenate without any treatment; (b) 8-HOA group in 1 mL
cell homogenate containing 0.6 ug/mL exogenous 8-HOA; (c) PGE2 group in 1 mL cell
homogenate containing 6 ug/mL exogenous PGE2.

2.1.5. Xenografted Lung Tumor Model on Nude Mice

Six-week-old nude mice were purchased from The Jackson Laboratory. The mice were
housed in a pathogen-free IVC System with water and food ad libitum. All the animal
experiments in this study were approved by the Institutional Animal Care and Use Com-
mittees at North Dakota State University. About 2 × 106 A549 or H1299 cells were injected
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into the hind flank of the nude mouse to induce tumors as we previously described [26].
The mice were randomly assigned to the following treatments: Control (treated with the
same volume of the vehicle), DGLA (5 mg/mouse, oral gavage, every day), iminodibenzyl
(15 mg/kg, intraperitoneal injection, daily), and DGLA+ iminodibenzyl. The treatment
started at two weeks of injection of A549 cells in nude mice. All the administrations lasted
for four weeks. At the end of the treatment, mice were sacrificed, and tumors were isolated.
Tumor tissues were crushed and homogenized by using a mortar in liquid nitrogen. The
blood was centrifuged for 10 min at 2000 rpm for separating serum. The supernatant of
tumor tissues and serum was collected for analysis.

2.2. Methodology

To verify the roles of 8-HOA and PGE2 in cancer development and treatment, the
experiments have been designed to do testing in healthy lung cells and A549 lung cancer
cells. The 8-HOA and PGE2 concentrations were carefully calculated before applying them
onto the sensing films with certain accuracy and consistency. The sensor performance was
further verified in comparison with the measurement using traditional GC–MS.

2.2.1. Normal Cells

For application to test the effect of 8-HOA and PGE2 in normal lung cells, 106 BEAS2B
non-tumorigenic epithelial cell lines were collected. 8-HOA, PGE2, and BSA (Bovine Serum
Albumin) were applied to the samples right before measuring the resistance change. Once
the samples were applied onto the Ti3C2 MXene-based sensors, resistances were measured
immediately and repeated at regular time intervals. The experiment is listed in Table 1 and
the resistance change of the MXene slides for each of the samples is measured and shown
in Figure 4. The resistance increases dramatically when BEAS2B is added with PGE2 but
BEAS2B alone and BEAS2B with 8-HOA do not show obvious change of resistance.

Table 1. Table showing the composition of each sample for BEAS2B.

Sample Cell 8-HOA PGE2 BSA

1 106 BEAS2B none none None
2 106 BEAS2B 0.6 ug/mL none None
3 106 BEAS2B none 6 ug/mL None
4 None none none 1 mg/mL

Ω

 
Figure 4. Resistance change measured using Ti3C2 MXene-based sensors for BEAS2B cells.

2.2.2. A549/H1299 Lung Cancer Cells

A549 and H1299 both are lung cancer epithelial cell lines. To study the effect of
8-HOA, both H1299 and A549 cell lines have been studied on lung cancer cell apoptosis,
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proliferation, and survival as shown in Figure 5. H1299 cells were treated with 1 μM 8-HOA
for 48 h and afterward were subjected to flow cytometry to observe the apoptosis in the
staining of Annexin V-FITC/PI. Wound-healing assay of H1299 lung cancer (non-small
cell lung carcinoma cell line) treated with 8-HOA was observed and recorded having the
relative area of the wound to 0 h respectively normalized to 1. Finally, the Colony formation
assay of H1299 lung cancer cells treated with 8-HOA was observed. Survival fraction of
different treatment groups to control were respectively normalized to 1.

 

Figure 5. Effect of 8-hydroxyoctanoic acid (8-HOA) on lung cancer cell apoptosis, proliferation, and survival. (A) Cell
apoptosis was determined by flow cytometry. (B) Wound-healing assay of H1299 lung cancer cells. (C) Colony formation
assay of H1299 lung cancer. * p < 0.05 vs. Control group. Data represent mean ± SEM, unpaired t-test.

Figure 6 shows the effect of D5D inhibitor on lung cancer apoptosis. Cell apoptosis
was determined by flow cytometry on H1299 lung cancer cells in staining of Annexin
V-FITC/PI. H1299 cells were treated with DGLA (100 μM) and D5D inhibitor (10 μM) for
48 h before flow cytometry analysis. Immunofluorescence images of cleaved poly (ADP-
ribose) polymerase (PARP) in lung tumor tissues after 4 weeks of treatment with DGLA
(5 mg/mouse) and D5D inhibitor (15 mg/kg) were collected. The expression of cleaved
PARP was stained in violet, and cell nuclei were counter-stained with 4′,6-diamidino-2-
phenylindole (DAPI).

The experimental results showed a similar response to 8-HOA in A549 and H1299 cell
lines. In sensing tests, A549 cells were collected after being cultured. The complete design
of the experiments to verify the relative concentration of generated 8-HOA and PGE2 with
and without using the new cancer treatment via the detection of Ti3C2 Mxene-based sensor
are listed in Table 2. Similar to the BEAS-2B cell lines, 8-HOA and PGE2 samples were
applied to the A549 cell lines just before conducting the experiment. The sensing tests of
these samples are shown in Figure 7. The resistances of A549 cancer cells, A549 cells treated
by DGLA, and PGE2 are much higher than the cancer cells treated by adding 8-HOA,
applying D5Di, or using the new anti-cancer treatment DGLA + D5Di.
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Figure 6. Effect of delta-5-desaturase (D5D) inhibitor on lung cancer apoptosis. (A) Cell apoptosis determined by flow
cytometry. (B) Immunofluorescence images of cleaved poly (ADP-ribose) polymerase (PARP) in lung tumor tissues.
* p < 0.05 vs. Control group. Data represent mean ± SEM, unpaired t-test.

Table 2. The composition of each sample for A549 cells treated by 8-hydroxyoctanoic acid (8-HOA), Prostaglandin E2
(PGE2), dihomo-γ-linolenic acid (DGLA), delta-5-desaturase inhibitor (D5Di), and DGLA + D5Di.

Sample Cell DGLA D5Di 8-HOA PGE2 Estimated 8-HOA/PGE2 Level

1 106 A549 none none none none Low 8-HOA; low PGE2
2 106 A549 none none 0.6 μg/mL none High 8-HOA; low PGE2
3 106 A549 none none none 6 μg/mL Low 8-HOA; high PGE2
4 106 A549 100 μM none none none Low 8-HOA; high PGE2
5 106 A549 none 10 μM none none Low 8-HOA; low PGE2
6 106 A549 100 μM 10 μM none none High 8-HOA; low PGE2
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Figure 7. Resistance change measured using Ti3C2 MXene-based sensors for A549 cancer cells with
and without using the new anti-cancer treatment.

3. Results and Discussion

3.1. Observation from the Non-Tumorigenic Sample Graph

In a healthy subject, both the concentration of PGE2 and 8-HOA should be low. The
sensing test is conducted on the normal lung cell, BEAS2B, without extra treatment and
BEAS2B by treating with extra PGE2 or 8-HOA. A significant resistance increase is observed
in BEAS2B by adding 10 μM PGE2, while the untreated normal cells and cells treated by
8-HOA do not show obvious resistance change. This result indicates a unique role of
PGE2 in healthy cells through the change of the electrical property of sensing material.
Considering the elevated concentration of PGE2 can indicate a cancer development, such
a sensitive response to PGE2 using Ti3C2 MXene-based sensor can be potentially used to
diagnose cancer even at a very early stage.

3.2. Observation from the CARCINOGENIC Samples

As we have discussed in this paper previously, D5D inhibitor (D5Di) is used for
preventing the conversion of DGLA to AA and ultimately limiting the formation of PGE2.
According to the main mechanism of the new anti-cancer strategy, D5Di along with DGLA
can effectively limit the formation of PGE2 but promote the formation of 8-HOA. The
sensing test using the newly developed Ti3C2 MXene-based sensor, as shown in Figure
6, exhibits an interesting trend of resistance change. Similar to showing high resistance
for A549, A549 with adding 10 uM PGE2, and A549 treated by DGLA both show high
resistance in the sensing test. The results indicate a higher concentration of PGE2 generated
in A549 cells while the high resistance in the sample only treated by DGLA confirms that
omega-6 (DGLA) are pro-inflammatory and promote the formation of PGE2. However,
the new anti-cancer treatment using DGLA and D5Di to treat A549 cells shows a similar
low resistance level to that of A549 cells with 8-HOA. This result indicates promising
information: the Ti3C2 MXene-based sensor can be used to monitor or validate the anti-
cancer effect of the new strategy: DGLA + D5Di, which should be an effective anti-cancer
effect because of the generation of 8-HOA.

3.3. Correlation between the Sensing Test Results and GC–MS Results

To verify the Ti3C2-based sensor for PGE2 and 8-HOA detection, both sensor and
GC–MS have been used to detect very low concentrations of 8-HOA and PGE2 in A495
lung cancer cells. The Ti3C2 Mxene sensors can provide the information of concentration
of 8-HOA via the value of resistance while GC–MS can quantitatively provide the exact
concentration of 8-HOA. As shown in Figure 8, an obvious correlation is obtained between
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the GC–MS measurement and resistances that the Ti3C2 MXene-based sensor measured.
This correlation further confirmed the capability of the Ti3C2 MXene-based sensor to detect
trace concentrations of 8-HOA. It can be a convenient, fast, and low-cost tool to help the
anti-cancer strategy in lung cancer treatment.

 

Figure 8. Correlation between different concentration of 8-HOA detected by gas chromatography–
mass spectroscopy (GC–MS) and resistance measured by Ti3C2 MXene sensor using the same
sampling conditions.

4. Conclusions and Discussion

A new sensor based on 2D nanosheets, Ti3C2 MXene, has been designed and used
for the sensing response to 8-HOA and PGE2 in lung cancer cells. The preliminary results
indicate an important conclusion: this new Ti3C2-based sensor can provide a convenient
and simple method for anti-cancer treatment guidance. In addition, the high sensitivity of
this new sensor opens a potential application for early-stage cancer detection via monitoring
variation of PGE2 and 8-HOA in cells. Instead of using heavy, expensive, and time-
consuming GC–MS to assist the anti-cancer treatment, the Ti3C2 MXene-based sensor can
provide a fast, simple, low-cost, highly efficient, and much less invasive assistant tool to
detect and cure cancer.
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Abstract: Circulating tumour DNA (ctDNA) is widely used in liquid biopsies due to having a
presence in the blood that is typically in proportion to the stage of the cancer and because it may
present a quick and practical method of capturing tumour heterogeneity. This paper outlines a
simple electrochemical technique adapted towards point-of-care cancer detection and treatment
monitoring from biofluids using a label-free detection strategy. The mutations used for analysis were
the KRAS G12D and G13D mutations, which are both important in the initiation, progression and
drug resistance of many human cancers, leading to a high mortality rate. A low-cost DNA sensor was
developed to specifically investigate these common circulating tumour markers. Initially, we report
on some developments made in carbon surface pre-treatment and the electrochemical detection
scheme which ensure the most sensitive measurement technique is employed. Following pre-
treatment of the sensor to ensure homogeneity, DNA probes developed specifically for detection of the
KRAS G12D and G13D mutations were immobilized onto low-cost screen printed carbon electrodes
using diazonium chemistry and 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride/N-
hydroxysuccinimide coupling. Prior to electrochemical detection, the sensor was functionalised
with target DNA amplified by standard and specialist PCR methodologies (6.3% increase). Assay
development steps and DNA detection experiments were performed using standard voltammetry
techniques. Sensitivity (as low as 0.58 ng/μL) and specificity (>300%) was achieved by detecting
mutant KRAS G13D PCR amplicons against a background of wild-type KRAS DNA from the
representative cancer sample and our findings give rise to the basis of a simple and very low-cost
system for measuring ctDNA biomarkers in patient samples. The current time to receive results from
the system was 3.5 h with appreciable scope for optimisation, thus far comparing favourably to the
UK National Health Service biopsy service where patients can wait for weeks for biopsy results.

Keywords: electrochemical; DNA biosensors; KRAS; liquid biopsy; cancer point-of-care diagnos-
tic tests

1. Introduction

In recent years, analytical electrochemistry has emerged as a powerful tool for the
rapid in-vitro analysis of biological analytes for the early detection of certain diseases, such
as cancer [1]. Cancer is a genetic disease by nature, caused by mutations in certain genes
thereby resulting in cellular malfunction [2]. Imaging tests can sometimes be inconclusive
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and broadly do not provide information on the stage or type of cancer, so further biopsy
is needed [3]. Serious medical risks and related metastasis may ensue from gathering
multiple biopsies from different regions of a primary tumour [4].

The period at which a tumour shows clinical symptoms usually corresponds with
the later stages of progression (e.g., Phases III and IV), when the cancer is metastatic
or unresectable, causing surgery and therapy to be less effective. In addition, surgical
biopsy procedures are not possible or recommended for some patients; therefore, liquid
biopsies that are able to detect the presence of tumour DNA hold promise as a non-
invasive alternative.

Most body fluids, including blood, contain tumour biomarkers and short fragments
of cell-free DNA (cfDNA) that can be detectable as shown in Figure 1A below. In cancer
patients, a fraction of cfDNA called circulating tumour DNA (ctDNA) can be found, which
emerges from tumours and may feature the same mutations and genetic modifications as
those present in the primary tumour [5]. While circulating tumour cells (CTCs) that have
been shed into the vasculature of a primary tumour are also transported around the body
in circulation, they are present at quantities of around 10 cells/mL of blood, suggesting that
only very low concentrations are present in clinical samples. In contrast to ctDNA, CTCs
are rare in peripheral blood and are difficult to separate from other cells, increasing the
credibility for the use of ctDNA in liquid biopsy applications. The mechanism of ctDNA
release from tumour cells is poorly understood [6], however it is thought to be released in
small quantities following apoptosis or necrosis. ctDNA typically comprises 0.01–1% of the
circulating free DNA in blood [7] and it is important to note that this can be shed as both
double stranded and single stranded DNA [8]. At present, ctDNA can be detected in blood
and other body fluids like lymph, urine and stool [9]. Due to the small fraction of ctDNA
concealed by large background levels of wild-type cell-free DNA, sensitive amplification
reactions such as polymerase chain reaction (PCR) will need to be implemented to achieve
detection and discrimination above wild type signals. A point of care (PoC) measurement
of circulating tumour DNA (ctDNA) may offer a non-invasive strategy for evaluating
response to treatment, monitoring disease recurrence, capturing tumour heterogeneity and
gaining insights into a tumour’s mutational profile [9,10].

Single nucleotide variations (SNV) in the Kirsten rat sarcoma viral oncogene homolog,
commonly abbreviated ‘KRAS’ are present across many human tumour types with KRAS
G12D and G13D being specific variants observed. KRAS is a member of the RAS family of
proteins which are a part of at least six signalling pathways in a healthy human cell and is
the most commonly mutated protein across many human tumour types [11]. KRAS muta-
tions take place in approximately 90% of pancreatic cancers [12], 30% of lung cancers [13],
60% of thyroid cancers and 43% of colorectal cancers [14]. KRAS activated mutations
drive cancer initiation, progression and drug resistance, directly leading to nearly a million
deaths per year. SNVs have been used as biomarkers for predicting disease risk [15,16],
and its combination with liquid biopsies will create innovations in biomarker detection
that will enhance clinical outcomes for patients at all cancer stages [17].

From a PoC viewpoint, Electrochemical DNA biosensors represent an exciting ap-
proach in the detection of clinically important biomarkers due to their rapidity and sim-
plicity [18–20]. Electrochemical biosensors are used to directly convert a biological binding
event to an electronic signal [21]. A range of electrode materials and electrochemical
measurement approaches have been employed for sensitive measurements [8,22–24]. The
possibilities of electrochemical biosensors, once matured as a technology to provide effi-
cient clinical workflows, is vast. In electrochemical DNA biosensing, a change in signal is
obtained when recognition and hybridisation of two opposing strands of DNA occur as a
result of their base-pair complementarity. A double stranded DNA sequence with tumour-
specific mutations can indicate the diagnosis of a specific cancer [24]. As the concentration
of ctDNA is directly proportional to the tumour grade, attaining high sensitivity for the
DNA sensor is key for the early detection of disease, developing tailored therapies and
monitoring therapy efficiency.

108



Biosensors 2021, 11, 42

Given the continued need for the miniaturization of advanced electronics, the area of
screen printing techniques has been adapted for electronic circuit fabrication. Screen printed
electrodes (SPEs) are evolving as they are easy to use and can be produced on a large scale.
SPEs are also very practical as they are disposable and low cost when manufactured in large
volumes. SPEs are usually composed of working electrodes made of conductive inks like
carbon, platinum, gold or silver. Although, carbon with organic solvents, binding pastes
and some additives that provide functional characteristics are contained in conductive
inks found in Screen Printed Carbon electrodes (SPCEs), they can be modified in order for
their electrochemical properties to be improved [24]. Carbon electrodes are also chemically
inert, specifically at negative potential ranges in all media, making them particularly
suitable electrode sensors for electroanalytical chemistry, providing an advantage over
metal electrodes [25]. SPCEs are simple, sensitive, cost-effective (~£2 each) and disposable,
making them preferable for rapid electrochemical analyses and suitable as electrodes for
characterizing the processes implemented herein, specifically for the detection of ctDNA.

The SPCE sensor shown in this study was developed by characterising the surface of
the electrode chip to determine the treatments and buffers with optimal sensitivity. In order
to make the surface of the SPCE as homogenous as possible, it is important that they are pre-
treated. These pre-treatments remove any binder residues left on the carbon surface after
the curing process [26–29], with well-established electrochemical oxidative pre-treatments
not only showing removal of binder residues left on the surface of SPCE after curing but
also improvement of carbon surface sensitivity [30]. In this study, two common buffers
are compared for pre-treatment: NaOH and NaCl. Up until now, few studies have been
done on electrochemically pre-treating and characterising the surface of activated screen
printed carbon electrodes [28–30]. We make the choice of a characterisation redox buffer
after observing the effect of surface chemistry in relation to electron transfer rates using
an inner-sphere redox mediator (Ferri-ferrocyanide) and an outer-sphere redox mediator
(ruthenium hexaminechloride). Further voltammetric characterisation is performed to
reveal DNA hybridisation effects and thus mutation detection in both potassium ferri-
ferrocyanide (1 mM Fe(CN)6

3−/4− in 0.1× PBS) and ruthenium hexaminechloride (1 mM
Ru(NH3)6Cl3 in 0.1× PBS) solutions.

This work presents a KRAS G12D and G13D DNA oligonucleotide probe modified
sensor array that can accurately detect mutant KRAS amplicons and therefore forms the
basis of a system for the accurate detection of ctDNA in patient samples and monitoring
of response during treatment. This was achieved by amplifying mutant DNA isolated
from a human cancer cell line recovered from clinical samples, using electrochemical tech-
niques and SPCEs to detect a clinically relevant mutation, comparing the signal change
from DNA hybridisation experiments involving amplified KRAS mutant samples and
amplified wild-type KRAS samples, varying concentration of amplified products to deter-
mine concentration effects and establishing a limit of detection for the DNA amplification
reaction. Cyclic Voltammetry (CV), Square Wave Voltammetry (SWV) and Differential
Pulse Voltammetry (DPV) are routinely used electrochemical measurement techniques
that supply information on electron transfer reaction kinetics of any combined chemical
reaction [31]. In these techniques, a potential waveform is applied to the working electrode
(WE). The peak current obtained is directly influenced by hybridisation between target
and immobilised probe DNA strands [32]. In this study, DPV, SWV and CV were used
depending on whether electrodes needed to be cleaned, electrografted, or characterised
during sensor measurement. Considering the choice of steps and ease of use of the assay
being developed, the system can be very easily automated and integrated into a final device
capable of fast and seamless clinical measurements. The presented work builds on a recent
publication [1] showing the possible detection of KRAS G12D mutations, by developing un-
derstanding or surface pre-treatment steps (essential to realising a reproducible analytical
technique) and by introducing the detection of the KRAS G13D mutation which expands
the assay towards a multi-marker assay and permits the analysis of more tumour types.
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Figure 1. (A) Schematic showing circulating tumour DNA (ctDNA) retrieval and analysis [33–35] (B) Image of a screen-
printed electrode array employing eight working electrodes with a common Ag reference and carbon counter electrodes
along with a schematic showing modification steps and DNA functionalisation.

2. Materials and Methods

2.1. Reagents

Supermix for probes, Droplet digital PCR (ddPCR) assays, DG8TM cartridges and
Droplet Generation Oil were obtained from Bio-Rad Laboratories Ltd., Hertfordshire, UK.
Deionized water, sodium chloride, sodium hydroxide, phosphate-buffered saline (PBS),
sodium nitrate, 4-aminobenzoic acid, hydrochloric acid, ethanolamine, 2-(N-morpholino)
ethanesulfonic acid (MES), 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride
(EDC), N-hydroxysuccinimide (NHS), hexammineruthenium (III) chloride, potassium
ferricyanide, potassium chloride and potassium ferrocyanide were all purchased from
Sigma–Aldrich, (Dorset, UK). Two hundred and fifty units of HotStarTaq Plus and dNTP
Mix, PCR Grade (200 μL), were purchased from Qiagen, (Manchester, UK). Phusion Direct
PCR kit was purchased from thermo fisher scientific (Renfrew, UK).

2.2. Sensor Development and Set-Up

A multiplex system comprising screen-printed multi-carbon electrodes (DRP 8W110),
a potentiostat, a multiplexer and a connector were set up for electrochemical measurements.
The chip containing eight carbon working electrodes with diameters of 2.95 mm each, a
carbon counter and silver reference electrode as shown in Figure 1B above were obtained
from DropSens (Oviedo, Spain) with chip dimensions of 50 × 27 × 1 mm (L × W × D).
The screen-printed fabrication process was specified by the manufacturers.

2.3. Electrode Preparation and Surface Functionalisation

All electrochemical measurements were recorded using PS-Trace software. DNA
hybridisation experiments were performed using a covalently attached layer of single-
stranded DNA probes. The surface functionalisation protocol is illustrated in Figure 1B. To
prepare the surface of the carbon electrodes for DNA probe attachment, it was necessary to
first use a surface pre-treatment method by applying 1.4 V for 1 min in 0.5 M acetate buffer
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solution (ABS) containing 20 mM NaCl 8 (pH 4.8) via CV. An alternative pre-treatment
technique explored for optimisation comparison required soaking the SPCEs in 3 M NaOH
for 1 h as an initial step and anodizing at 1.2 V using a scan rate of 0.5 V/s via CV. Next,
2 mM NaNO2 solution with 2 mM 4-aminobenzoic acid was prepared in 0.5 M HCl and
stirred for approximately 5 min at room temperature to produce a diazonium compound.
The activated diazonium solution was then scanned using CV from +0.4 to −0.6 V at
a scan rate of 100 mV/s followed by a wash with deionised (DI) water. The resulting
4-carboxyphenyl (AP) film was activated on the electrode’s surface with 100 mM EDC
and 20 mM NHS in 100 mM MES buffer (pH 5.0) for 60 min to form an ester that allowed
for efficient conjugation to the amine-modified ssDNA probe. A 1 mM ruthenium and 1
mM potassium ferri-ferrocynide buffer were compared to analyse electron transfer rates.
Ferricyanide buffer (5 mM) was used to characterise the sensor surface for DNA detection.
All the reported steps and measurements were carried out at room temperature, unless
otherwise stated.

2.4. Genomic DNA Sample Preparation, DNA Probe Design, and Sample Amplification

Copies of the KRAS pG12D and pG13D mutant and wild-type DNA were ampli-
fied from genomic DNA (gDNA) isolated from SK-UT-1 cells (pG12D) and HCT116 cells
(pG13D). Levels of both mutant and wild-type DNA were determined using ddPCR
assays in combination with a QX200TM Droplet DigitalTM PCR system (Bio-Rad Lab-
oratories Ltd., Hertfordshire, UK) following the manufacturer’s instructions. Briefly,
5–10 ng of gDNA isolated from SK-UT-1 cells was combined with ddPCR Supermix for
probes (No dUTP) and fluorescein amidite (FAM)-labelled KRAS p.G12D (KRAS p.G12D
c.35G>A, Human (dHsaMDV2510596)) or KRAS p.G13D (KRAS p.G13D c.35G>A, Hu-
man (dHsaMDV2510598)) primers/probe and hexachloro-fluorescein 9 (HEX)-labelled
KRAS WT primers/probes (KRAS WT for p.G12D c.35G>A and KRAS WT for p.G13D
c.38G>A) in the presence of HaeIII restriction enzyme and in a volume of 20 μL. Reaction
samples were loaded onto a DG8TM cartridge with 70 μL of droplet generation oil for
Probes according to the Droplet Generator Instruction Manual (Bio-Rad Laboratories Ltd.,
Hertfordshire, UK). The PCR cycling conditions for the generated droplets were as follows:
initial enzyme activation at 95 ◦C for 10 min, followed by 40 cycles of denaturation at
94 ◦C for 30 s, and annealing/extension at 55 ◦C for 1 min, after which it ended with
a final enzyme deactivation at 98 ◦C for 10 min. Data acquisition after thermal cycling
was performed using the QX200 Droplet Reader and the QuantaSoft Software (Bio-Rad
Laboratories Ltd., Hertfordshire, UK).

The PCR primers and probes designed in this study were based on the published
sequence of KRAS pG12D and pG13D under accession number NC_000012.12 [36]. Amine-
modified synthetic oligonucleotides (KRAS G12D and KRAS G13D) were designed for
use as probes, as shown in Table 1 below, with a concentration of 200 μM obtained from
Sigma–Aldrich, UK, and stored at −80 ◦C prior to aliquoting for use as probes. A wild-
type probe (without the single base mutation) was also designed for use as a negative
control. The DNA probe stocks were diluted to a concentration of 2 μM in 0.1× PBS prior to
immobilisation. Primer-BLAST software was used to design the PCR primers used in this
study. The forward primers and reverse primers had an estimated GC content of 40–55%,
an estimated product length of 88 with low self-complementarity.

Further amplification of extracted wild-type, KRAS G12D and G13D-mutated DNA
samples was carried out using the Phusion Direct PCR kit following the protocol and
reaction set-up guide outlined by Thermo Scientific, UK. Phusion Blood II DNA polymerase
(1 μL), 2× PCR Buffer (25 μL), 50 mM EDTA (2.5 μL), 50 mM MgCl2 solution (1.5 μL) and
100% DMSO (2.5 μL) were all included in the reaction mix and dispensed into appropriate
PCR tubes. 2.5 μL of Template DNA containing 18.4 ng/μL double stranded DNA, 5 μL
forward and reverse primers and 10 μL ultrapure water were added to the master PCR
tube containing the reaction mix, and the thermal cycler was programmed to start with an
initial heat-activation step at 98 ◦C for 300 s. Temperature specifications for denaturing,

111



Biosensors 2021, 11, 42

annealing and extending were set at 90 s for 94 ◦C, 65 ◦C and 72 ◦C, respectively. A final
extension for 60 s at 72 ◦C was set, and the PCR conditions were set for 37 cycles. The PCR
amplification of wild-type and KRAS G13D samples was performed using the miniPCR
thermal cycler [37], and amplicon yields of 117 ng/μL were confirmed using the Qubit
4 fluorometer and dsDNA broad range quantification assay [38].

Table 1. List of DNA sequences employed in this study.

KRAS G13D Probe and Primer Sequences

23 Bases Wild-Type Hybridisation Probe TGGAGCTGGTGGCGTAGGCAAGA
23 Bases Mutant Hybridisation Probe TGGAGCTGGTGACGTAGGCAAGA

Forward Primer (Wild-Type) TGTGGTAGTTGGAGCTGGTG
Forward Primer (Mutant) TGTGGTAGTTGGAGCTGATG

PCR Probe (Mutant) TCTTGCCTACGCCACCAGCTCCA
Reverse Primer TTGTGGACGAATATGATCCAACA

KRAS G12D Probe and Primer Sequences

23 bases Wild-type Hybridisation Probe AGTTGGAGCTGGTGGCGTAGGCA
23 bases Mutant Hybridisation Probe AGTTGGAGCTGATGGCGTAGGCA

Forward Primer (Wild-type) TGTGGTAGTTGGAGCTGGTG
Forward Primer (Mutant) TGTGGTAGTTGGAGCTGATG

Reverse Primer TTGTGGACGAATATGATCCAACA

3. Results and Discussion

3.1. Assay Workflow and Development

The use of an SPCE with multiple working electrodes allows each electrode to be
individually modified and rapidly carry out simultaneous measurements of peak currents.
Electrografting using in situ generated diazonium cations is important for modifying the
surface of the SPCE by allowing the formation of covalent bonds between the carbon
surface and organic films [39–41]. The EDC molecule is an established zero-length cross-
linking agent that has been employed in coupling carboxyl groups to primary amines in
various applications [41]. One of the main benefits of EDC coupling is its water solubility
that allows direct bioconjugation without prior organic solvent dissolution. To improve the
stability of the active ester, NHS was introduced to modify the amine-reactive chemical
substance by converting it to an active NHS ester, thus maximising the efficiency of the
EDC-mediated coupling reactions. The reproducibility of this hybridisation sensor was
explored by simultaneously analysing all eight WEs from the multi-electrode chip after
pre-treatment and electrochemical signal changes of similar amplitude, direction and
magnitude were observed. Figure 2A below shows the effect of each modification step on
DPV peak current using ferri-ferrocyanide. The low peak current observed after diazonium
reduction can be attributed to the thickness of the film resulting from the covalent bonds
created on the surface of the electrode. In Figure 2B, this effect is reversed and a higher peak
current with two peaks are noted, suggesting a high sensitivity to the organic films. From
the ferri-ferrocyanide characterisation, the NHS-EDC peak reflects both coupling initiation
and activation on the surface of the electrode which results in an enhanced oxidation due to
a neutrally charged NHS ester, leading to a negative potential shift and an increase in peak
current. DNA is negatively charged and thus resulted in a decrease in peak current when
immobilised on the sensor surface. There is also an electrostatic repulsion between negative
ferri-ferrocyanide ions and the negative phosphate group in the DNA structure. The double
peaks from the ruthenium hexaminechloride characterisation make it more difficult to
identify the correct peak current. In this case, we attribute the right hand peak to the
ruthenium hexamine chloride redox reaction from free solution and the smaller smeared
out left hand peak to the ruthenium redox reactions taking place at higher potentials
because the redox reporter is trapped in organic layers and electrostatically associating
with the DNA strands on the probe modified electrode surface. The multiplexed analysis
we used greatly reduced the analysis time because of the high throughput of samples and
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minimised reagent consumption. After introducing the probe solution to the surface of
the modified electrodes, the remaining active groups on the electrode were blocked using
ethanolamine to produce a consistent sensing layer in order to facilitate DNA specificity
and stability in terms of the DNA binding response. Blocking the free surface on the
electrode resulted in an increase in peak current in ferri-ferrocyanide characterisation. A
single but decreased current peak is shown in Figure 2B after blocking and this can be
attributed to the sensitivity of ruthenium hexaminechloride to the consistent layer on the
outer surface of the electrode. The findings from these modification characterisations are
in line with previous studies [42–45] and noting the observations on SPCEs, our optimal
characterisation buffer for these studies is ferri-ferrocyanide.

 

Figure 2. Examines the effect of two different redox agents on the DPV peak current after each functionalisation step
on SPCE sensor response characterised using (A) 1 mM ferri-ferrocyanide buffer in 0.1× PBS and (B) 1 mM ruthenium
hexaminechloride in 0.1× PBS.

A growing demand for reliable detection devices motivates much biosensor devel-
opment [44], so it is therefore necessary to improve assay reproducibility and one crucial
aspect of this is surface pre-treatment. A high level of consistency in the peak current,
potential and width was observed after repeated cycling of each bare electrode, however
optimisation work was carried out to ensure that our assay was as sensitive as possible.
In Figure 3, it was noted that although the bare SPCE exhibited an admirable sensitivity
with the highest peak current of those presented (Figure 3A), after all surface modification
steps and DNA hybridisation was carried out, the SPCE pre-treated using acetate buffer
containing NaCl showed the most suitable response. As previous studies have shown
an increase in surface roughness after pre-treating screen printed electrodes [29,30], we
can infer that the improved electrochemical performance after DNA hybridisation on pre-
treated electrodes resulted from the ability of the target DNA strands to bind readily to the
surface of the probe modified electrode. A high percentage signal change directly implies
that a significant reduction in peak current upon target hybridisation has occurred. For a
ferri-ferrocyanide characterisation buffer, this can be attributed to the repulsion between
negative charges of target DNA, probe DNA and negative ferri-ferrocyanide ions. A wider
peak separation (ΔEp) than that predicted by the Nernst equation is also observed in SPCEs
characterised by ferri-ferrocyanide (due to surface effects). Both redox buffers exhibited
acceptable reversibility on pre-modified SPCEs. From Figure 3B, the changes in buffer
characterisation observed on the DNA modified SPCEs confirms ruthenium hexaminechlo-
ride is an outer-sphere electron transfer mediator that is only affected by changes in the
electroactive area, while the redox couple ferri-ferrocyanide is useful for determining the ex-
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istence of functional groups due to its inner sphere sensitivity. The ferri-ferrocyanide buffer
gave the most consistent signal change upon DNA hybridisation on the modified SPCEs,
particularly when pre-treated with NaCl, therefore giving us a system which could be
taken through to a full assay development stage. Upon hybridisation, NaOH pre-treatment
indicated a lower sensitivity and a higher variation of sensor surface, thus raising doubts
on the suitability of NaOH treatment for SPCEs in DNA hybridisation work.

Figure 3. CV measurements showing the effect of an inner sphere and outer sphere redox mediator on electron transfer for
different SPCE surfaces on (A) non-modified surface and (B) modified and DNA functionalised surfaces.

3.2. DNA Sensor Hybridisation Specificity

After observing consistent behaviour of modified electrodes on the same chip, the
next step was to test the assay’s response to incubation in a representative KRAS sample
using the designed probes. We explored the ability of the probe-modified electrodes to dis-
criminate between G13D mutant and wild-type KRAS sequences in representative samples.
To investigate specificity levels and gain an initial impression of assay sensitivity, a series
of electrodes were functionalised with KRAS G13D mutant and wild-type probe sequences.
The results of these experiments are summarised in Figure 4A, which shows the percentage
change in the CV peak current following target hybridisation. For macroscale electrodes
functionalised with biological molecules, such as DNA or antibodies, the expectation is
that differential pulse voltametric peak currents will reduce upon target hybridisation. It
has been observed that these effects can be reversed when micro- or nanoscale electrodes
are employed [20,46], but for this study, the electrodes used were comfortably on the macro
scale (diameter = 2.95 mm). For nanomolar (>10 nM) and micromolar concentrations, an in-
crease in the peak current following hybridisation was consistently observed (and has also
been observed in other data from our lab involving SPCEs) [1] for carbon electrodes which
is likely explained by the high surface density of hybridised DNA amplicons changing the
interfacial properties of the electrode and, therefore, altering the electrochemical response.
The underlying physical mechanism of this effect is actively under investigation. Figure 4A
shows that when mutant and wild-type oligonucleotide probe sequences functionalised
SPCEs were incubated in a representative sample containing the G13D mutation, there
was hybridisation in both cases; the signal change was greater for the wild-type probe
because of the high background of wild-type DNA and the comparatively low fraction
of mutated KRAS G13D present in the representative sample. Similar behaviour was
observed for KRAS G12D probe functionalised electrodes for a representative sample for
that particular mutation, showing the wild-type KRAS DNA hybridised strongly to the
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nucleic acid modified carbon surfaces. As a result of these findings and the inability to
electrochemically discriminate between positive and negative samples owing to the strong
influence of background DNA in the sample, DNA amplification strategies were developed
and tested in order to ensure the production of unequivocal detection of ctDNA mutations.

 

Figure 4. (A) CV percentage signal change in response to mutant and wild-type probes hybridized with genomic KRAS
G13D ssDNA. (B,C) DPV signal changes in response to incubated KRAS G12D ssDNA hybridised with mutant and
wild-type (WT) oligonucleotides, respectively.

3.3. KRAS G13D Amplification and Negative Control

In order to selectively amplify the mutant target from a pool of mutant and wild-type
sequences in a sample, primers used for the PCR amplification were tailored by varying
the single nucleotide responsible for the mutation in the primer sequence. Adopting this
approach allowed us to effectively enrich the number of mutated DNA sequences in the
sample without amplifying the wild-type in order to produce a signal change above the
background signal generated by the KRAS wild-type DNA non-specifically associating with
the oligonucleotide probe sequences for KRAS G13D. In selecting the approach reported
here, ctDNA detection could potentially be coupled to a DNA amplification reaction,
because it allows the possibility of developing a multiplexed panel of DNA sequences on a
single chip, meaning that commonly mutated genes could all be identified in parallel (e.g.,
KRAS, TP53, BRCA1/2, IDH-1). This concept of developing biomarker “panels” is thought
to be one of the key advantages of this approach [47]. From Figure 5A, when the wild-
type probe-sequence modified electrodes were hybridised with KRAS G13D amplicons,
alterations in the peak current were not observed, indicating no significant hybridisation.
The mutant amplicons when incubated with mutant probe modified electrodes gave rise to
a very significant signal change (~350%), indicating hybridisation with ultra-concentrated
DNA samples (nano–micromolar concentration ranges) because of the strong positive
signal change. An opposite response is noted in Figure 5B where wild-type amplicons
resulting from DNA amplification using wild type primers are hybridised using wild-type
probe modified electrodes. In this case, the wild-type hybridisation exhibited a significant
signal change while mutant probe modified electrodes showed no significant hybridisation,
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representing an additional control. These findings were thoroughly satisfying, i.e., that the
surface-tethered KRAS G13D mutant probe sequence could, in fact, discriminate between
the mutant and wild-type samples based on the presence or absence of PCR amplicons for
KRAS G13D with high sensitivity. This in fact represented a type of double specificity for
the PCR-based assay, because the primer design had already been shown to specifically
amplify the mutated sequence so coupling in the specificity of the electrochemical probe
sequence meant that the assay would be able to successfully discriminate mutant amplicons
from the sample. Having established the specificity of the assay and the nature of the
electrochemical change, the next step involved verifying the sensitivity of the assay and
dose–response effects for the KRAS G13D mutant PCR product.

 

Figure 5. Successful amplification of (A) KRAS G13D mutants further confirmed by a large percentage signal change ratio
between mutant probe and G13D mutant amplicons (B) KRAS wild-type further confirmed by a large percentage signal
ratio between wild-type probe and wild-type DNA.

3.4. Concentration Dose Response

After establishing PCR primer specificity, ssDNA probe specificity and electrochemical
signal changes in the correct direction and magnitude, it was important to investigate dose–
response effects. In these experiments, non-amplified and amplified samples were diluted
and a dose-response curve was constructed (see Figure 6A,B). We expected a reduction in
the peak current when specific DNA hybridisation had taken place, and this was found to be
the case for lower concentrations of DNA (pico-to-low nanomolar concentrations). For the
unamplified sample (Figure 6A), the lowest concentration (0.85 ng/μL) demonstrated the
lowest reduction in oxidative peak current post-hybridisation with signal change increasing
as sample concentration increased. The problem here, however, was the specificity of
the probe–target interaction (as shown earlier) and the relatively small signal change
brought about by incubation with unamplified samples. The signal changes were negative,
due to the fact that these were relatively low concentrations of DNA, leading to limited
hybridisation. On the other hand, the amplified sample produced a dose–response curve
with higher signal changes which were positive in direction due to the specific enrichment
of the mutant sequence concentration with smaller standard deviations because of the
hybridisation of strands with high complementarity (the unamplified samples contained
fewer point mutations) and, in effect, the full fraction of cfDNA from the sample.

Achieving good sensitivity is very important as the concentration of circulating free
DNA released by tumour cells is usually in proportion to the stage of cancer [48]. We
were able to detect as low as 4.4 mutated copies per ng of DNA against a genomic DNA
background also containing the wild type at levels of 565 copies/ng of DNA. We saw assay
signal increases of as much as 300% as shown in Figure 5 with these quantities of mutated
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and wild type DNA. The specificity and sensitivity results are not complete and cannot be
fully stated but the data presented and discussed here show that we can get appreciable
changes in the electrochemical signal from relatively low copy numbers of the mutated gene
compared to the highly abundant wild type gene also present in the sample. Further work
will involve fully defining the assay sensitivity and specificity. As circulating nucleic acids
are present in blood at ng/mL levels, which based on the fragment length is analogous
to a picomolar concentration, a minimum of femtomolar sensitivity will be beneficial for
detection of tumour-specific sequences [17]. Many published biosensor studies realised
such sensitivity levels through the use of exotic electrode modifications, typically involving
the fabrication of electrodes modified with graphene, nanoparticles, carbon nanotubes,
etc. In our case, we opted to keep the electrode substrate low cost, easy to produce and
coupled to a PCR reaction to achieve the desired sensitivity and specificity. Whilst our
approach leads to a trade-off in terms of time to result, it establishes specific amplification
and sensitive and specific hybridisation signals, giving confidence in the result whilst
achieving an overall time to result which is a significant improvement over the current
clinical practice. The ctDNA concentration response shown in Figure 6 shows a clear
dose–response effect which predicts that an increase in ctDNA, per unit concentration, will
result in a larger electrochemical signal response in the positive direction (i.e., increasing
DPV peak current). Since levels of ctDNA are strongly correlated with tumour stage and
response to therapy [49], there is a clear potential for this system to be applied in measuring
how a patient’s cancer treatment is progressing.

 
Figure 6. ctDNA response at different concentrations in a dilution series (A) DPV Peak currents percentage change for
genomic KRAS G13D representative clinical sample at different concentrations (B) DPV Peak currents percentage change
for KRAS G13D amplicons at different concentrations.

The findings of this study on ctDNA amplification are in agreement with several
previous studies that were also able to successfully detect ctDNA KRAS mutations in
patient samples using the ddPCR technique [50,51]. Electrochemical detection will quickly
and accurately screen for cancer so treatment can be initiated as quickly as possible.
Compared to other low-cost mutation detection technique like StripAssay, our sensor
device is more reproducible, sensitive, and easier to manufacture and operate, especially
from a clinical point of view. In addition, this study shows that electrochemical sensors can
be directly coupled to a PCR reaction that uses standard primers and reagents and does not
require optimisation, meaning that amplification reactions for other ctDNA markers can be
developed off-chip and transferred directly into the assay to produce a ctDNA panel.

The current time to result for cancer detection in a clinical setting is two–three days
(including sample transportation) for a non-complicated biopsy analysis and 7–10 days for
a complicated biopsy analysis [52]. In the UK, the National Health Service mutation typing
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following biopsy can take up to nine weeks [52]. In summary, the DNA isolation from blood,
clean up and PCR amplification took around 150 min. The ctDNA target incubation took
approximately 60 min, while the CV and DPV pre- and post-hybridisation measurements
for each electrode took less than 10 min. This gives a sum total of 3.5 h. However, through
optimisation and device integration, we believe there is considerable room for optimisation
in terms of time to result. The current analysis time of 3.5 h is a big stride towards PoC
provision for ctDNA profiling in a healthcare setting. Further optimisation can be made
using isothermal amplification which can cut down the number of thermal cycles and, in
turn, decrease the overall amplification time from 1 h to 30 min [53]. As our previously
published work shows that we were able to detect KRAS amplicons in plasma to mimic a
‘clinical sample’ [54], near future work will explore the detection of non-specified clinical
samples containing different KRAS mutations and mutations in other genes involved in
cancer, e.g., P53 and BRCA1. Analysing multiple mutations simultaneously in a given
sample without prior knowledge of the alterations using multiplex techniques and direct
detection of ctDNA from cancer patient samples will support the future direction of PoC
clinical testing.

4. Conclusions

We were able to successfully produce a simple DNA sensor requiring no labelling pro-
cesses or external indicators using a multi-carbon electrode. An electrochemical detection
scheme involving a DNA hybridisation technique and screen-printed carbon electrodes
were developed and shown through a series of comparative measurements to be sensi-
tive and specific for the KRAS G12D and G13D mutations. The DNA modified sensors
demonstrated superior performance to electrochemical pre-treatment with acetate buffer
containing NaCl and characterisation using ferri-ferrocyanide buffer. Improved sensor
sensitivity was achieved by designing a PCR reaction capable of amplifying either mutant
KRAS G13D or wild-type KRAS through primer choice from representative patient samples.
Cyclic voltammetry and Square Wave measurements were very sensitive for charactering
the surface of the modified SPCEs and Differential Pulse voltammetry measurements pro-
vided the desired response and indicated detection was possible from samples containing
as few as 0.58 ng/μL concentrations of amplicons. In addition, the response was found to
be consistent with previously observed results, i.e., large signal decreases being evident
upon amplification of the mutant allele, offering the promise of quantitation of mutant
sequences from clinical samples. Both non-complementary DNA probes and wild-type
DNA amplification reaction was successfully used as control. These results increase the
prospect of simple, rapid and cost-effective measurement of nucleic acid tumour markers
from blood and other body fluids. The current time to result of the electrochemical sensor
was 3.5 h, providing notable scope for optimisation. It is essential to note that the sensor
being developed can be potentially used for both early detection of cancer and monitoring
the response to cancer treatment.
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Abstract: Paper substrates are promising for development of cost-effective and efficient point-of-care
biosensors, essential for public healthcare and environmental diagnostics in emergency situations.
Most paper-based biosensors rely on the natural capillarity of paper to perform qualitative or semi-
quantitative colorimetric detections. To achieve quantification and better sensitivity, technologies
combining paper-based substrates and electrical detection are being developed. In this work, we
demonstrate the potential of electrical measurements by means of a simple, parallel-plate electrode
setup towards the detection of whole-cell bacteria captured in nitrocellulose (NC) membranes.
Unlike current electrical sensors, which are mostly integrated, this plug and play system has reusable
electrodes and enables simple and fast bacterial detection through impedance measurements. The
characterized NC membrane was subjected to (i) a biofunctionalization, (ii) different saline solutions
modelling real water samples, and (iii) bacterial suspensions of different concentrations. Bacterial
detection was achieved in low conductivity buffers through both resistive and capacitive changes in
the sensed medium. To capture Bacillus thuringiensis, the model microorganism used in this work, the
endolysin cell-wall binding domain (CBD) of Deep-Blue, a bacteriophage targeting this bacterium,
was integrated into the membranes as a recognition bio-interface. This experimental proof-of-concept
illustrates the electrical detection of 107 colony-forming units (CFU) mL−1 bacteria in low-salinity
buffers within 5 min, using a very simple setup. This offers perspectives for affordable pathogen
sensors that can easily be reconfigured for different bacteria. Water quality testing is a particularly
interesting application since it requires frequent testing, especially in emergency situations.

Keywords: paper-based sensors; nitrocellulose; impedance measurements; dielectric properties;
parallel-plate electrodes; interdigital electrodes; endolysins; Bacillus thuringiensis

1. Introduction

Access to safe and sufficient water is a prerequisite for to the development of human
communities and the enhancement of economic activities [1]. Identification, control and
prevention of ground and surface water pollution require both frequent water quality
testing and diligent water management. The detection of pathogenic bacteria such as
Escherichia coli—used as an indicator for fecal water contamination—usually deploys
techniques that include colony count, DNA analysis after polymerase chain reaction (PCR)
or enzyme-linked immunosorbent assay (ELISA) [2,3]. Despite the favorable performance
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(detection limits of 1 CFU mL−1) of these techniques, their high cost, their requirement
of well-equipped laboratory facilities, and the time constraint (at least several hours per
test) have prompted the development of portable, simple and low-cost tools suitable for a
rapid (less than 1 h) and precise detection methods of pathogens. Furthermore, the sanitary
pandemic caused by the infectious severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2) highlighted the field of action of point-of-care (PoC) devices because it can meet the
need of mass screening, in particular to screen the virus in water environments. Wastewater-
based epidemiology (WBE) is a promising approach to predict the potential spread of the
infection by testing for infectious agents in wastewater, and has been approved as an
effective way to obtain information on diseases and pathogens [4,5].

Microfluidic paper analytical devices (μPADs), on the one hand, are the dominant
PoC biosensors for the rapid detection of pathogens in both healthcare and environmental
monitoring, especially in situations with scarce resources [6,7]. Given the accessibility
of this technology, it is appropriate for either water scientists or citizen groups, without
requiring specific training [8]. Paper is a valuable platform for biodetection as it presents
several assets. First, it has beneficial spontaneous microfluidic properties through capillarity.
Second, it facilitates the attachment of bioreceptors which are often proteins such as
antibodies, that contribute to specificity towards pathogens. Third, it is low-priced and
it allows for straightforward manufacturing and disposability. These benefits are already
used in lateral flow assays (LFA) such as pregnancy test strips, in which analytes of interest
are passively drained through a nitrocellulose (NC) membrane, a paper derivative, towards
the detection zone where they are immobilized by specific bioreceptors. Current paper-
based sensors mostly require the use of labels (such as gold nanoparticles, which have an
intense red color), conjugated with antibodies to achieve specific optical detection of the
immobilized analytes [9]. However, they have two main disadvantages that inhibit their
use in the field of water potability, which has demanding limits of detection for pathogens
and pollutants. Optical LFA have a reduced sensitivity since only the top 10 μm depth of
the paper contributes to the colorimetric signal due to the opaqueness of the membrane [10].
Additionally, the measurement result is mostly qualitative or semi-quantitative.

Electrical biosensors, on the other hand, rely on the monitoring of changes in mate-
rial electrical properties when bacteria bind in close proximity from the surface of, e.g.,
interdigital electrodes (IDE) designed on a solid substrate [11,12]. The signal response,
often proportional to the number of bacteria, is used as an electrical fingerprint of the
sample to provide fast, precise and quantified information about the bacteria presence in
water. However, the particular mechanisms of electron transfer between electrodes and
specific bacterial cells, as well as within the cells, are still under fundamental studies in
bioelectrochemistry [13]. Furthermore, the production and usage of electrical biosensors
face significant obstacles. Grafting a biorecognition layer, e.g., bacteriophages (phages)
or antibodies, on the surface of conventional surface-based electrical biosensors faces
problems such as reproducibility, uniformity and stability over time [14]. The functional-
ization protocol needs to be adapted to every surface material and grafting molecule. In
addition, the capture percentage of bacteria by the biorecognition layer is relatively low
since only bacteria in close vicinity to the surface bind to the specific receptors. Many of
the target pathogens thus flow over the electrode without binding, decreasing the sensor
sensitivity. Finally, conventional surface-based electrical biosensors utilize gold electrodes
functionalized with bioreceptors/antibodies using classical thiol chemistry [15,16]. How-
ever, insufficient chemical stability of thiolates is one of the most serious problems for their
applications in ambient and aqueous environments [17].

Despite the aforementioned drawbacks of both individual sensing technologies, stud-
ies have shown that the integration of highly sensitive electronic detection methods with
LFA is an attractive approach to circumvent these and capitalize on the advantages of
paper substrates and electrical biosensors [18]. Given the favorable electrostatic properties
of nitrocellulose, bioreceptors are readily immobilized through the whole pore volume of
the paper membrane, thus drastically increasing the number of interactions with targeted
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pathogens. Unlike surface-based methods, electrical measurements taking advantage of
paper porosity thus allow to quantify the number of bioreceptor-bacteria conjugates in the
whole tested sample volume. However, the development of such sensors remains very
challenging for three main reasons.

First, one of the key factors affecting the analytical performance of μPADs is the
bioreceptor used to capture the bacteria in the test zone. Antibodies, commonly used as a
biointerface in μPADs, are rather expensive. As a result, there is a growing interest in devel-
oping proteins as alternative receptors for LFA. Particularly promising are bacteriophages,
viruses that specifically infect bacteria and produce lytic enzymes called endolysins that
show strong affinity and high specificity towards target bacteria [19,20].

Second, due to significantly different properties of paper-based and more conven-
tional substrates for electronic circuits, innovative design methods are needed. Alternative
manufacturing techniques, e.g., printing sensors such as IDE, are being explored as inte-
grated sensing devices [21–23]. However, integrating electronics on paper substrates is
difficult to implement because of the inhomogeneous nature of the paper, resulting in low
electrode resolutions (~hundreds of μm) and high electrical resistances [24] with respect
to the classical design of microelectrodes suitable for bacteria sensing (a few μm finger
gaps) [25].

Third, prior works that attempted to accommodate electrical bacteria detection on
common μPADs were mostly based on direct charge transfer measurements [26,27]. How-
ever, these require cumbersome redox probes. Furthermore, electrical measurements are
influenced by the ionic strength of the analyzed solution. Direct current measurements are
particularly affected by this ionic background noise, since they only measure the solution
resistance, inversely proportional to the number of ions. When dealing with aqueous sam-
ples presenting varying electrical conductivities, therefore, it is challenging to calibrate the
sensor and to differentiate the electrical response of target compounds from the electrical
background signal.

In this paper we address the aforementioned challenges by emphasizing three contri-
butions towards paper-based electrical biosensing for simple, rapid and affordable bacteria
detection in water.

First, we capitalize on the natural capillarity of the NC membrane to wick bacterial
suspensions to the testing zone, where the membrane is functionalized with the recently
characterized cell-wall binding domain (CBD) derived from the PlyB221 endolysin encoded
by phage Deep-Blue targeting Bacillus thuringiensis [28], used as model microorganism in
this work. This ensures high binding and immobilizing capacity towards this specific bac-
teria.

Second, we demonstrate the relevance of the simple parallel-plate setup presented
in [29]. This common material dielectric measurement system can be judiciously used as
sensor to perform electrical measurements on NC membranes inserted in between the
electrodes. This plug-and-play setup eliminates the unpractical need to integrate electronics
components directly onto the paper matrix.

Third, impedance sensing is proposed to monitor the porous NC membrane permit-
tivity changes caused by various electrolyte solutions. Since no electron transfer occurs
at the electrode surface, changes in electrical properties are mainly observed through
volumic impedance properties. By measuring the later with an AC signal, both resistive
and capacitive properties are estimated at high frequencies, which enables the label-free
and non-intrusive detection of bacteria immobilized by specific bioreceptors. Indeed, their
presence in the membrane affects both the global conductivity and permittivity [25,30].

The remainder of this paper is organized as follows. We began by validating the CBD
biointerface, both electrically and optically. In order to characterize the system behavior
and ionic noise for aqueous solutions with different ionic strengths, we then analyzed the
sensor response and resolution to saline solutions at different salt concentrations, used as
models of real aqueous samples. An equivalent electrical model of the sensing system was
developed to quantify the impact of ionic concentration on the total measured impedance.

125



Biosensors 2021, 11, 57

Then, the sensing principle was validated in the presence of bacterial cells. A proof of
concept of the simple and rapid (<5 min) parallel-plate biosensor was demonstrated by
detecting B. thuringiensis cells in low-conductive buffers. Finally, the bacterial detection
results with the plug-and-play parallel-plate setup were compared with a planar fringing
field electrodes system, composed of IDE directly applied on a single side of the NC
membrane. The sensing principles of both parallel-plate and IDE devices were modeled
and analyzed using small-signal electrical equivalent circuits, highlighting the contribution
of ions in both bacterial detection mechanism. Their potentials, advantages and limitations
are also discussed.

2. Materials and Methods

2.1. Materials

Nitrocellulose membranes on a polyester backing (UniSart Lateral Flow CN95 Backed,
20 μm nominal pore size) were purchased from Sartorius (Göttingen, Germany). Phosphate-
buffered saline (PBS) and sodium chloride solution (NaCl, 1 M) were purchased from
Sigma-Aldrich (St. Louis, MO, USA). Deionized (DI) water was produced in our facilities
(conductivity σ = 6.6 × 10−6 S/m).

2.2. Biological Procedures
2.2.1. Bacterial Strains and Growth Conditions

B. thuringiensis GBJ002 expressing the cyan fluorescent protein (CFP) was used as proof-of-
concept for this study. Bacteria were plated on lysogeny broth (LB)-agar plate containing
kanamycin (50 μg/mL) and acid nalidixic (25 μg/mL) and grown overnight (O/N) at
30 ◦C. Next, an individual colony was used to inoculate 5 mL of LB supplemented with
antibiotics and the suspension was incubated O/N at 30 ◦C with agitation (120 rpm). Then,
the culture was washed twice with an appropriate buffer (water or diluted PBS) to remove
residual LB (centrifugation at 10,000× g for 5 min at room temperature (RT)). The pellet
was finally re-suspended in the appropriate buffer yielding a bacterial suspension of ca.
108 CFU mL−1.

2.2.2. Phage Endolysins Expression and Purification

A detailed description of the expression and purification of the CBD of PlyB221
endolysin, encoded by phage Deep-Blue can be found in [28]. The CBD was fused to a
green fluorescent protein (GFP) for fluorescence assays. The protein concentration was
adjusted to 1 mg/mL.

2.2.3. Preparation and Characterization of the Cell-Wall Binding Domain (CBD)
Biointerface for Specific Bacteria Capture

A protocol for optimal biofunctionalization of the NC membranes with endolysin
CBD based on simple physisorption was developed (Figure 1). Membranes were prepared
by individually depositing and shaking 50 μL of 1 mg/mL solution of purified CBD on the
NC. Membranes were then dried in an oven for 60 min at 37 ◦C followed by desiccation
for 30 min at RT to fix the proteins to the membrane. Following desiccation, membranes
were washed twice during 2 min with deionized (DI) water to remove proteins in excess.
Membranes were wiped, dried, and finally stored in a desiccation chamber at RT. Effective
binding of specific bacteria to the biointerface was assessed by depositing a droplet of
B. thuringiensis suspension on the biofunctionalized membranes followed by a washing
step (Figure 1). Confocal laser scanning microscopy (Zeiss LSM 710) experiments were
performed to observe bacteria immobilization in the membrane depth.
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Figure 1. Protocol of the nitrocellulose (NC) membrane biofunctionalization with endolysin cell-wall
binding domain (CBD) and validation of the biointerface through capture of B. thuringiensis cells.
(1) The deposition of the phage endolysin CBD in the NC membrane is followed by drying, washing
and desiccator steps. (2) The bacteria are then deposited on the membrane and specifically captured
by the CBD.

2.3. Parallel-Plate Setup
2.3.1. Impedance Sensing

Figure 2A shows a schematic of the experimental system for the simple parallel-plate
measurements. The nitrocellulose membranes were held between the two parallel-plates
of the dielectric test fixture (16451B, Agilent, Santa Clara, CA, USA), connected to an
impedance analyzer (LCR 4284A, Agilent, Santa Clara, CA, USA). The impedance spec-
troscopy measurements were carried out with the LCR, remotely controlled by a computer
through the Labview software (Labview National Instrument, Austin, TX, USA) to per-
form an automatic sweep from 1 kHz to 1 MHz, at voltage amplitude of 200 mV. Before
impedance measurement, an open-circuit calibration was performed. The impedance data
were extracted in a magnitude-phase data-structure. The ZVIEW software (Scribner Asso-
ciates Inc., Southern Pines, NC, USA) is used to fit the electrical equivalent model of the
parallel-plate sensing system, as presented in Figure 2A, and extract the model parameter
values from the measurements.

The material real and imaginary dielectric constant are derived for a given membrane
thickness by measuring its capacitance and dissipation factor. An electrical model is used
to differentiate the actual dielectric properties of the NC from those of the polyester backing
(Figure 2A).

2.3.2. Sensor Modelling

An analytical model of the NC membranes soaked with biological solutions and
inserted in between the two parallel-plate electrodes is established to provide a physical
understanding of the system. In the presence of an electrolyte, the equivalent electrical
model considers a double layer capacitance (Cdl). The equivalent circuit also considers
the NC membrane, modelled through the parallel association of its capacitive (CNC) and
conductive (RNC) properties, as well as the polyester backing, modelled using its capacitive
properties only (CBacking), since its dielectric losses are considered to be negligible in the
studied frequency range. The value of the polymer backing capacitance (~100 pF) is
determined experimentally through measurement of its permittivity by means of dielectric
measurements (see Section 2.3.1). CNC and RNC, representing the electrical properties of the
NC membranes saturated with saline solutions or bacterial suspensions, strongly depend
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on the ionic concentration in the solution. The double layer capacitance, representing the
interfacial properties is given by [19]:

Cdl =
ε0εr,sol√
ε0εr,sol kBT

2 q2 Navcions103

Ae (1)

with Cdl the double layer capacitance, kB the Boltzmann constant, cions molar ionic concen-
tration of the solution in which the double layer occurs, εr,sol the relative permittivity of this
solution and Ae the surface of the parallel-plate electrode. The values for Cdl at different
ionic concentrations were simulated using COMSOL Multiphysics v.5.4 (COMSOL AB,
Stockholm, Sweden) based on Equation (1), and lie in the 10–100 μF range. Regarding the
values of the other parameters, their influence can therefore be neglected at the considered
frequencies between 1 kHz and 1 MHz.

The equivalent model has three cut-off frequencies:

f1 =
Cdl + CBacking

2π·RNC·
[
CdlCBacking + CNC

(
Cdl + CBacking

)] (2)

f2 =
Cdl + CBacking

2π·CdlCBacking
(3)

f3 =
1

2π·RNCCNC
(4)

2.4. Interdigital Electrodes (IDE) Setup
2.4.1. Interdigital Electrode Design and Fabrication on Nitrocellulose (NC) Membranes

The deposition of IDE on nitrocellulose substrate was conducted using a physical va-
por deposition (PVD) e-gun evaporation technique. Gold IDE were deposited by applying
patterned nickel masks on top of the nitrocellulose membrane. This deposition technique is
more cumbersome than screen-printing and inkjet printing techniques, which are usually
used for deposition of electrodes on paper [31]. However, these have the disadvantage of
not allowing precise electrode deposition on chemically untreated nitrocellulose. Hence,
PVD is chosen because it allows for precise deposition without inducing variability through
additional treatment. The IDE finger width and interdigit gap are 200 μm, which enables
the detection of dielectric properties over the whole NC membrane depth (~140 μm) [32].

2.4.2. IDE Impedance Sensing

Figure 2B shows a schematic of the experimental system for IDE measurements. The
IDE were connected through toothless crocodile clips to an impedance analyzer (LCR
4284A, Agilent, Santa Clara, CA, USA) through BNC connectors. The impedance spec-
troscopy measurements were carried out with the LCR, remotely controlled by a computer
through the Labview software (Labview National Instrument, Austin, TX, USA) to perform
an automatic sweep from 1 kHz to 1 MHz, at voltage amplitude of 20 mV. Before impedance
measurement, an open-circuit calibration was performed without any electrical contacts
between the crocodile clips. The impedance data were extracted in a magnitude-phase
data-structure.

2.4.3. IDE Sensor Modelling

The equivalent circuit of the IDE in Figure 2B incorporates the surficial phenomenon
of double layer capacitance through Cdl and the volumic phenomena through Cair, Rair, CNC,
and RNC, corresponding to the upper air layer and lower nitrocellulose layer, respectively.
Given the width of IDE fingers, the backing is not taken into account (Section 2.4.1). The
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double layer capacitance for IDE electrodes in contact with a given solution is extended
from (1) to:

Cdl =
ε0εr,sol√
ε0εr,sol kBT

2 q2 Navcions103

Ae(N − 1) (5)

with Ae the surface per electrode finger and N the number of fingers. The equivalent
resistance and capacitance of the nitrocellulose and air volume are given by

RNC = Kcellσ
−1
NC Rair = Kcellσ

−1
air

CNC = K−1
cellε0εr,NC Cair = K−1

cellε0εr,air
(6)

with Kcell the cell constant, εr and σ the relative permittivity and conductivity of the sensed
nitrocellulose and air volumes, respectively. The cell constant is determined experimentally
and incorporates the geometric properties of the IDE [33]. Hence, it does not vary with
frequency nor with the electrical properties of the material.

 

Figure 2. Experimental setups and corresponding electrical models investigated towards bacteria detection in this work.
(A) Parallel-plate probes are a common material dielectric measurement system. The bacterial sample is deposited on the
NC membrane and conducted to the test zone by capillarity. A simple electrical model is proposed to consider the dielectric
effect of the polyester backing supporting the NC and the electrical double layer that arises from charge redistribution at
the interface between the electrolyte and the probe. (B) Interdigital electrodes are generally used as sensors to monitor
impedance changes at the proximity of the metallic fingers, here deposited on NC membrane. The bacterial samples are
deposited on top of the interdigital electrode (IDE)-NC sensor. The model does not include the polyester backing as its
impact on the impedance seen by the IDE is negligible due to its depth.

2.5. Sensing of Saline Solutions as Models for Real Water Samples

Prior to electrical measurements, sodium chloride solutions of various concentrations
(cNaCl), 10−5, 10−4, 5 × 10−4, 10−3, 5 × 10−3, 10−2, 10−1 mol/L (M), were prepared by
dilutions of a 1 M NaCl solution in DI water, in order to model the electrical properties
of different types of real water sample and biological buffer (Table 1). Regarding the
impedance measurements considered in this study, the parameters of interest to be mod-
elled are the mean ionic strength of the liquid (through adjustment of cNaCl), and hence its
dielectric properties (electrical conductivity and permittivity).

Then, 50 μL of the diluted sodium chloride solutions were then deposited on NC
membranes, placed in between the parallel-plate electrodes, and reference dielectric or
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impedance measurements were performed within 5 min. The parallel-plates were wiped
between each measurement to remove remaining water and salt on the electrodes.

Table 1. Modelling of the electrical properties at 20 ◦C of real aqueous samples and biological buffers
using saline solutions at different concentrations. Mean concentrations and, therefore, dielectric
properties are considered as the physico-chemical content of the water samples can vary from place
to place [34,35].

Modelled Solutions cNaCl [M] εr,sol [/] σsol [S/m]

PBS:1000 1.6 × 10−4 ~80 1.8 × 10−3

Drinking/surface water ~10−3 ~80 10−1–10−2

PBS/highly saline water 1–5 × 10−1 ~70 1–5

2.6. Bacteria Detection in Physiological Buffers

Before depositing bacterial suspensions, 50 μL of PBS buffer diluted 1000× (PBS:1000)
in DI water was deposited on a previously biofunctionalized membrane, and reference
dielectric or impedance measurements were performed within 5 min with parallel-plates
or IDE, respectively. PBS:1000 was chosen as biological buffer because the largest detection
sensitivities were shown to be achieved with low-salt buffer solutions [25], and such low-
salt buffers have electrical properties similar to real water samples. Five min is a time limit
before which it is assumed that the wet impedance has not changed by more than 5% due to
drying. Then, suspensions of 108, 107 and 106 CFU mL−1 of stationary-state B. thuringiensis
resuspended in PBS 1:1000 were deposited (50 μL) on top of the membrane sample with
a micropipette (Figure 2A,B) and spread within the membrane due to capillarity, and
impedance or dielectric measurements were performed. In order to observe the global
sensitivity of the setup, including both sensitivities of the impedance modulus and phase
to bacteria presence, the sensitivities (S) in the explored frequency range were computed
as the amplitude of the differences in complex impedance measured with and without
bacterial cells, in percent:

S =

∣∣∣∣ZBact − ZPBS
ZPBS

∣∣∣∣ (7)

3. Results

3.1. Characterization of the CBD-Biofonctionalized Nitrocellulose Membrane
3.1.1. Optical Characterization of the CBD Biointerface

In this section, we validate the biofunctionalization of the NC membrane with a
CBD-biointerface aimed at capturing B. thuringiensis whole cells for subsequent electrical
detection. The binding of CBD to bacterial cells was evaluated in a cell wall decoration assay
as described by [28], relying on the homogeneous adsorption of GFP-CBD to B. thuringiensis
cells observed by fluorescence microscopy. This confirms their potential as specific immo-
bilization probes for LFA biosensor schemes. In [36], we observed that deposited specific
proteins (antibodies) were completely and uniformly distributed throughout the thickness
of the NC membrane, promising the capture of bacterial cells throughout the volume and
thus enabling electrical detection over the whole volume. In this paper we demonstrate
that, by applying the developed protocol, GFP-CBD has been successfully deposited over
the whole NC volume (Figure 3). Confocal microscopy images captured after deposition
of the bacterial suspension and subsequent washings of the membrane also demonstrates
strong affinity and robust capture of B. thuringiensis by the CBD within the NC, confirming
the potential of the CBD as an immobilized probe in paper detection schemes. Furthermore,
the porous structure of the nitrocellulose membrane is highlighted by the biofunctional-
ization of the substrate with fluorescent bioreceptors which experimentally confirms the
mean pore size of the membrane (around 20 μm). The size of B. thuringiensis cells, about
0.5–1.0 μm × 2–5 μm [37], and their tendency to form aggregates [38], justifies this pore
diameter since clogging and retention to the membrane should be avoided.
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Figure 3. Confocal fluorescence microscopy image of immobilized B. thuringiensis cells (blue) in the
pores of a CBD-biofunctionalized nitrocellulose membrane (turquoise). The white arrows indicate
the presence of captured bacteria on the surface of the membrane pores.

3.1.2. Electrical Characterization of Dry and Biofunctionalized Nitrocellulose Membranes

In order to characterize the impact of the biofunctionalization on the membrane elec-
trical properties, we performed dielectric measurements with the parallel-plate electrodes
on raw and CBD-biofunctionalized NC membranes, under dry conditions. The permittivity
of a raw nitrocellulose membrane drops from 1.55 to 1.45 between 1 kHz and 1 MHz
(Figure 4). The biofunctionalization causes a permittivity reduction of approximatively
1–3%.

Figure 4. Relative permittivity of raw and CBD-biofunctionalized nitrocellulose membranes over
1 kHz–1 MHz. The biofunctionalization process causes a small decrease in the permittivity. Total
number of samples: 7. Shaded area surrounding the measurement curves: standard error (σ).

The shaded area around the measurement curves in Figure 4 express the standard
errors bars over the frequency range of interest, and indicate that results show variability
to a certain extent, which can be explained by two parameters. First, the NC membranes
present a foam-like structure (Figure 3) resulting in structural anisotropy and surface in-
homogeneity, which renders absolute measures of the permittivity difficult as the solver
algorithm assumes that the material under test is homogenous [39]. Second, the biofunc-
tionalization protocol can substantially modify the permittivity of the NC sheets by altering
its pore surface properties. Indeed, under conditions of low humidity reached after the
desiccator step in the protocol, nitrocellulose membranes accumulate a significant static
charge [9], affecting the dielectric measurements.
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3.2. Impact of the Electrolyte Conductivity on the Parallel-Plate Sensor Response

Table 2 summarizes the observed changes in the equivalent circuit elements of
Figure 2A for different NaCl concentrations. Between 1 kHz and 1 MHz, we observe
that the impedance measurements are particularly sensitive to the electrical conductivity
(σsol) of the electrolyte, as it directly influences RNC. Thus, to understand the response of
the parallel-plate sensing system and discriminate the bacteria electrical contribution, it
is of utmost importance to characterize the effect of the background ionic noise resulting
from remaining dissolved salt in the solution. Not monitoring or controlling the ionic con-
centration of the electrolyte where bacteria are suspended could lead to misinterpretation
of the electrical results, as the supposed detection of elements could be caused by changes
in the background ionic strength.

The concentrations of the saline solutions were chosen to represent background ionic
noise for different water sources of interest (Table 1). Impedance measurements were first
carried out to investigate the impedance modulus and phase dependence upon the salt
concentration between 1 kHz and 1 MHz. Figure 5A,B show that the sensor discriminates
the different saline concentrations through shifts of both impedance magnitude and phase.
A global decrease of the impedance magnitude is observed with increasing NaCl concen-
tration, since increased salt concentration increases the conductivity σsol. This magnitude
decrease is higher between 10 kHz and 1 MHz, where the impedance phase is mostly
resistive: this is where the highly varying RNC has the most effect on the total complex
impedance. Even if these peaks tend towards resistive impedance angles, they stay lower
than −45◦ given that no direct conduction path exists between the two parallel electrodes
due to the isolating backing (Figure 2A). At both sides of these peaks, the phase decrease
indicates a transition from a mixed to an exclusively capacitive behavior, led by the volume
capacity CNC at higher frequencies. We observe a frequency shift of the peak, shifting
towards higher frequencies when the salt concentration increases. This can be explained by
Equations (2) and (4): f1 and f3 correspond to the middle of the upwards and downwards
flank of the peak. These cut-off frequencies increase when the salt concentration increases,
given the variation of RNC and CNC in Table 2.

The working frequencies of the sensor towards detection of saline solutions corre-
sponding to ionic noise of interest (Table 1) lies in the range 10–200 kHz. The limit of
detection of the system (LOD) lies between 10−5 M and 10−4 M since the sensing device
was not able to differentiate significantly (<3σ) impedance modulus and phases. This
LOD corresponds to very low salinity electrolytes, less conductive than most of the buffers
considered in biological detection schemes, which is beyond the scope of interest for the
sensor-applications.

In order to quantify the impact of changes in salt concentration on the global system
impedance, we extracted the values of RNC and CNC for the different salt concentrations
based on the simple electrical equivalent model of the parallel-plate setup (see Table S1
for the data). The system is sensitive to both resistive and capacitive effects, even though,
comparatively, the increasing ionic strength of the solution is more sensed through RNC
than CNC (Table 2). In addition, the quantitative evaluation of RNC and CNC also supports
the LOD of 10−4 M, as the difference in impedance, resistance and capacitance with the
10−5 M solution is less than 3 times the standard deviation (σ).

Dielectric measurements were carried out to corroborate the impedance measure-
ments. Relative permittivity of NC membranes soaked with 10−4 M and 10−3 M NaCl
solutions, modeling respectively highly diluted PBS (PBS:1000) and slightly saline solu-
tions, was extracted over the frequency range of interest (Figure 5C). The permittivity
of the saturated membrane with backing shows an increase of the system permittivity
with the salt concentration. This is reflected by an increasing value of CNC extracted from
the impedance measurements (Table 2), even if the proportions are different since this
system permittivity considers also the double layer and backing permittivity while CNC
only incorporates the volume of the nitrocellulose.
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Figure 5. (A) Impedance measurements of the nitrocellulose (NC) membrane with isolating backing
as seen by the parallel-plate setup. The NC membrane is saturated with saline solutions of different
molar concentrations, modelling the dielectric properties of real water samples. A significant decrease
in the impedance modulus results from an increase of the ionic strength, expressed as a drop in the
membrane resistance RNC. (B) The impedance phase evolution over 10 kHz–1 MHz highlights the
contribution of both RNC and CNC to the impedance of the system. As the resistive peak in the phase
shifts with the ionic strength, the system is, therefore, sensitive to saline electrolyte through both RNC

and CNC changes. (C) Dielectric relative permittivity of the system as seen by the parallel-plate setup,
with different diluted salt solutions in the nitrocellulose membrane. Number of samples: 12 from two
independent experiments. Shaded area surrounding the measurements curves: standard deviation
(σ). σ smaller than the measurement line thickness if not visible on the graph.

Table 2. Monitoring of the nitrocellulose membrane resistance RNC and capacitance CNC, respectively
showing consecutive relative decreases and increments with the concentration of the NaCl solutions
used to model different types of water samples through their conductivities. The parallel-plate setup
is more sensitive to RNC, but is still responsive to capacitance changes of the membrane.

10−4 M 5 × 10−4 M 10−3 M 5 × 10−3 M 10−2 M 10−1 M

ΔRNC 1.9 × 104 Ω −15% −35% −47% −57% −90%
ΔCNC 8.34 pF +5% +17% +15% +35% +22%
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3.3. Detection of B. thuringiensis Cells with the Parallel-Plate Setup

After the characterization of the sensor response to ionic background noise in aqueous
solutions, impedance measurements of B. thuringiensis resuspended in the low-salt buffer
PBS:1000 was investigated to extend the electrical model assessed in Section 2.3 to the
detection of label-free, whole bacterial cells. As the impedance measurements are extremely
sensitive to the electrical conductivity σsol of the electrolyte, it is almost impossible without
labels to directly predict the bacterial concentration from a single measure since two
samples with identical bacterial loads but different conductivities would result in different
signals. Effective discrimination of the electrical footprint of the bacterial cells from the ionic
background noise thus requires comparing the sensor signal to an appropriate control value.

Therefore, we performed differential measurements, comparing the signal obtained
with samples of 108, 107 and 106 CFU mL−1 of B. thuringiensis to blank PBS:1000 measure-
ments (Figure 6A). Significant differences with and without bacterial cells were observed
between 10 kHz and 1 MHz for both impedance modulus and phase, where the mem-
branes soaked with bacterial solutions show a lower value of impedance modulus than
the blank reference PBS:1000 buffer. The measurements for bacterial cells and PBS:1000
follow the same typical decrease of impedance modulus than observed for low salinity
solutions (Figure 5A). The phase peak of the membrane filled with 108 CFU mL−1 bacterial
suspension (Figure 6B) is also subjected to a shift towards higher frequencies. The bacteria
and PBS:1000 impedance modulus and phase curves show good fitting with the impedance
modulus and phase of the NaCl solutions. In particular, PBS:1000 impedance curves lie in
between the impedance curves of 2 × 10−4 M and 5 × 10−4 M NaCl solutions, while the
impedance of the solution containing the 108 CFU mL−1 bacterial suspension lies between
the 5 × 10−4 M and 10−3 M curves. Regarding the PBS:1000 buffer, the approximate
correspondence of its dielectric properties to the range of 2–5 × 10−4 M NaCl solution
is confirmed as the salt concentration used to model this buffer is precisely 1.6 × 10−4 M
(Table 1). To deepen the comparison between the bacterial and saline solutions, we have
extracted the membrane resistance RNC and capacitance CNC of the electrical model under
the PBS:1000 and 108 CFU mL−1 bacteria conditions (see Table S2 for the data). RNC and
CNC extracted for the PBS:1000 condition diverges of around 5% from the 5 × 10−4 M
NaCl condition, against about 10% between the solution containing 108 CFU mL−1 bacteria
and the 10−3 M NaCl model solution. For their part, the 107 and 106 CFU mL−1 bacterial
suspensions show a significant drop in impedance modulus (Figure 6A, insert) relative to
the PBS:1000 buffer. However, unlike the 108 CFU mL−1 suspensions, the shift in the phase
peak is not significant for the 107 and 106 CFU mL−1 bacteria solutions (Figure 6B) and.
therefore, cannot be used to assess the bacteria presence in the membrane. In addition, the
impedance modulus and phases of 107 and 106 CFU mL−1 suspensions are overlapping
over the whole spectrum. This suggests an intrinsic limit of detection of the parallel plate
towards bacteria detection of about 107 CFU mL−1.

Dielectric measurements were carried out to substantiate the bacterial detection results
through impedance measurements (Figure 6C). Here again, the relative shift between
PBS:1000 with and without bacteria follows a similar tendency to the model saline solutions.
This tends to confirm the similarities in dielectric property variations between solutions
with and without bacteria, and the differences in salt concentration. It is thus consistent to
pose the hypothesis that bacteria are sensed through increase in ion concentration.
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Figure 6. (A) Impedance measurements performed on a nitrocellulose (NC) membrane as seen by
the parallel-plate setup. The NC membrane is saturated with phosphate-buffered saline (PBS):1000
(reference buffer) or with PBS:1000 containing 108, 107 and 106 CFU mL−1 B. thuringiensis cells.
The global impedance is experimentally shown to decrease, and the phase is subjected to a shift
in presence of bacterial cells in the buffer, showing high similarities with the response of slightly
saline solutions. (B) The impedance phase evolution over 10 kHz–1 MHz, presenting a phase peak,
indicates an interplay of RNC and CNC in the impedance of the system when subjected to bacteria.
(C) Dielectric permittivity of the system as seen by the parallel-plate setup, when subjected to low-salt
buffer with and without bacterial cells. Number of samples: 12 from two independent experiments.
Shaded area surrounding the measurements curves: standard deviation (σ).

3.4. Comparison with Another System: B. thuringiensis Detection with the IDE Setup

In order to assess the detection results obtained with the plug-and-play parallel-plate
system where the electrodes are deported, we considered to deposit metallic IDE directly
on top of the nitrocellulose membrane to reach an integrated sensing device.

3.4.1. Gold IDE Deposited on Nitrocellulose Membranes

Au-IDE were successfully deposited on top of the NC membranes, showing good
adherence with the support (Figure 7). The Au-deposited thin-film follows the porous
microstructure of the membrane, and shows good conductivity.
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Figure 7. Optical microscopy images of Au-IDE (200 μm of interdigit gap) deposited on a nitrocellu-
lose membrane. The inset is a zoom in image (magnification 20×) of the electrode showing the Au
deposition on the membrane surface as well as in the first microns of the membrane thickness due to
NC porosity.

3.4.2. Detection of B. thuringiensis with the IDE Setup

Interdigital electrodes, which are among the most commonly used periodic electrode
structures for fringing field detection [32], were used for impedance measurements in order
to substantiate the parallel-plate measurement results. An important advantage of this
electrode design is that only a single-side access to the test material is required.

Figure 8A shows a lower impedance modulus due to bacterial presence, with a
resistive angle. This expresses the fact that bacterial solutions are sensed through a decrease
in the solution resistance resulting from an increase in conductivity. Given the single-side
access to the material, the conductive phenomena of the nitrocellulose soaked with PBS:1000
are not shielded by the isolating backing layer, resulting in highly resistive impedance
phase over the 1kHz–1 MHz range.

The sensitivity towards 108 CFU mL−1 B. thuringiensis cells was evaluated over the
whole spectrum, and presents a plateau of >18% at 10 kHz–0.3 MHz, resulting essentially
from the almost stable difference of the impedance modulus in this frequency range. Due
to the very resistive nature of the phase over this range, the modulus remains quasi-
independent of the frequency.

3.4.3. Sensitivities towards B. thuringiensis Cells

The sensitivities towards 108 CFU mL−1 B. thuringiensis cells in low salinity buffers
were evaluated over the whole spectrum for both parallel-plate and IDE setups. The
spectral sensitivities of the systems were computed from the complex impedance of the
blank PBS:1000 buffer and the bacterial suspension (Figure 9).

Regarding the parallel-plate (Figure 9A), a maximal sensitivity of about 21% is ob-
served around 30 kHz for the parallel-plate setup. The sensitivity computed from the
complex impedance is superior to the modulus sensitivity (around 17% at 40 kHz) as it
includes both contribution from the impedance modulus change and phase shift around
this frequency (depending on the interplay between RNC and CNC). In this system, the sensi-
tivity does not remain constant over the spectrum as CNC has a non-negligible contribution
to the detection.

Contrary to the parallel-plate, the sensitivity of the IDE setup presents a plateau of
>18% at 10 kHz–0.3 MHz (Figure 9B), resulting essentially from the almost stable difference
of the impedance modulus in this frequency range. Due to the very resistive nature of the
phase over this range, the modulus remains quasi-independent of the frequency.
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Figure 8. (A) Impedance measurements performed on nitrocellulose (NC) membrane as seen by
the IDE, with and without bacterial cells in PBS:1000 buffers. The impedance modulus presents
a constant impedance shift representing a decrease in the solution resistance. (B) Since a direct
conduction path exists between their electrodes, the impedance seen by the IDE has a character that is
rather resistive as expressed by the highly resistive phase over a large spectrum. Number of samples:
12 from two independent experiments. Shaded area surrounding the measurements curves: standard
deviation (σ).

 

Figure 9. Spectral sensitivities of the (A) parallel-plate and (B) IDE setup towards 108 CFU mL−1

B. thuringiensis cells in low salinity buffers. The sensitivity includes both contribution from the
modulus and the phase shift. The IDE sensitivity expresses their high response towards resistance
changes through a plateau between 10 kHz and 0.3 MHz, while the parallel-plate sensitivity presents
a peak because of the interplay between RNC and CNC in the sensing mechanism.
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4. Discussion

The main objective of this work was to accommodate electrical sensing on paper
substrates towards simple, rapid, quantitative bacteria detection in aqueous solutions.

To this end, we first developed a biointerface by functionalizing the NC membrane
with endolysin cell-wall binding domain (CBD) aimed at capturing bacterial cells through
the whole membrane pore surface. The efficiency of CBD specific binding to B. thuringien-
sis was demonstrated in [28]. In this paper, we validated their potential as immobilized
bioreceptors on porous NC membranes, taking advantage of their highly selective bind-
ing capacity to capture B. thuringiensis bacterial cells present in low-salinity buffers. As
the activity of the endolysins was shown to decrease at salt concentrations higher than
200 mM [22], it is necessary to assess the binding capacity of the CBD biointerface towards
bacteria under different NaCl concentrations. This assessment is required to determine the
range of aqueous solutions that can be considered for bacteria detection without loss of the
sensor specificity. Also, the specificity of the detection systems towards B. thuringiensis is
usually assessed with the absence of electrical signals in the absence of bioreceptors or in
the presence of only non-target pathogens. Therefore, the detection specificity remains to
be studied, and will be the topic of future works. When considering specificity of the detec-
tion, it will be of upmost importance to use a complete lateral flow assay with controlled
flow as support to perform the electrical detection and a related robust detection protocol
integrating the necessary washing steps.

Second, we took advantage of the NC support to develop an innovative volume-
based electrical detection setup by applying the membrane between the electrodes of a
parallel-plate prober for dielectric measurements. This setup forms a simple plug-and-
play sensing device which is responsive to the electrical properties of the NC membrane.
A nitrocellulose membrane functionalized with a specific biointerface is indeed an adequate
substrate to support the volume-based electrical detection of bacterial suspensions. Such
a detection scheme is attractive as the whole sample volume contributes to the sensing,
increasing the contribution from targeted bacteria with respect to surface-based methods.
The parallel-plate detection scheme based on impedance spectroscopy proposed in this
work was much more straightforward both in fabrication and handling than most of
the paper-based electrical biosensors encountered in the literature. They often rely on
direct current monitoring requiring to apply more complex electrode systems to the paper
(usually three electrodes, for reference, working and counter electrode) and involving
electrochemical reactions which are relatively complex to interpret in ionic medium [40,41].
These paper-based sensors usually rely either on the application of conducting pastes
showing high electrode and contact resistance (generally requiring custom, hand-made
electrical connections) [41,42], or more complex and expansive fabrication processes from
the microelectronics industry.

Third, we quantified the presence of 107 to 108 CFU mL−1 B. thuringiensis in diluted
physiological buffer (PBS diluted 1000×). An important feature is the rapidity of the
sensing mechanism: the whole detection protocol lasts less than 5 min. Using a simple
electrical model including the electrical properties of the NC membrane and the capacitive
contribution of the polyester backing, the interplay of both capacitive and resistive proper-
ties of the electrolyte are observed. The detection mechanism, based on ion concentration,
was determined by the parallel-plate characterization of NC membrane filled with different
saline solutions, and helped us understanding the sensor differential response for various
electrolyte solutions. Similarities can be drawn in the complex impedance difference be-
tween the saline solutions and for biological buffer with and without bacterial cells. In
particular, close correspondence is observed between electrical properties of PBS:1000 and
~2 × 10−4 M NaCl solution, while signals from the 108 CFU mL−1 bacterial suspensions
are representative of those of the ~10−4 M condition. These results, supported by dielectric
measurements, suggest that the electrical model proposed for the sensing of NC mem-
branes soaked with ionic solutions can be extended to bacterial solutions. Furthermore,
it also endorses the concept of bacteria detection through its surroundings ions, which
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has already been discussed in [25]: the differences in sensor response are attributed to
the slight difference in ionic content, i.e., electrical conductivity, between sterile PBS:1000
and bacterial resuspension in PBS:1000. Indeed, centrifugation steps lead bacterial cells to
release ions due to osmotic pressure and damaged cell walls [43].

Both for saline solutions and bacterial suspensions, an interesting phase shift occurs in
the phase peaks between 10 and 1000 kHz, driven by changes in f3 due to both CNC and RNC
variations. Although the resistive character of the sensor is predominant (changes in RNC
affect the total module more than CNC), the possibility to monitor NC membrane property
changes through variation of CNC renders this setup versatile in use and potentially more
robust against ionic noise, strongly affecting RNC. To assess the relative advantage of the
parallel-plate setup over traditional paper-based sensors, we also applied gold microelec-
trodes (IDE) to the NC membrane using a standard microfabrication process. The IDE
sensor is only reactive towards RNC, and shows a high sensitivity to bacteria over a larger
frequency range than the parallel-plate. Indeed, the electrode disposition does not prevent
a direct conduction path between the two electrodes.

Despite its dependence on bacterial concentration, two reasons make the detection of
bacteria through higher ionic content unsuitable for bacterial sensing. First, the resulting
signal is strongly affected by experimental procedures such as manipulation, contamination
and experimental conditions, all affecting the baseline sample conductivity. Second, such
a sensing principle is useless for real applications dealing with detection in highly saline
solutions, whose high electrical conductivity is hardly impacted by bacterial ion release.
Thus, the detection of bacteria through ionic contribution has the main disadvantage that it
lacks robustness in a complex environment with various living organisms that are potential
ion-sources, resulting in a low signal-to-noise ratio (SNR). The specificity and sensitivity of
the electrical detection can be improved by nanoparticles (NP) to specifically label whole
bacterial cells. In [44–46], E. coli O157:H7 were detected through amplified conductance and
permittivity changes by means of the conjugation of specific graphene or gold NPs to the
bacteria. In other works, the highly intensive response of Si-NPs and Au-NPs conjugated
to bioanalytes at radio frequencies (RF) was used to amplify the dielectric contrast of
bioanalytes in solutions [47,48] or to act as microantenna in NC membranes [49].

The ability of the parallel-plate setup to monitor changes of both conductive and
dielectric properties in the NC membrane makes it possible to select the type of NP
(conductive or dielectric) that increases the SNR the most. Conjugating diverse types of
NP with bacterial cells offers promising perspectives for highly specific electrical bacterial
detection on lateral flow assays, and will be the focus of upcoming works.

5. Conclusions

In this paper, an innovative method for the electrical characterization of cellulose-
based membranes was proposed towards the development of low-cost, quantitative paper-
based biosensors. It consists in the use of a simple parallel-plate setup as sensor to perform
impedance measurements on the membrane inserted within the electrodes. The sens-
ing principle was studied and validated by detecting saline solutions of different molar
concentrations spread within nitrocellulose membranes. We then demonstrated the proof-
of-concept of the detection of bacteria: impedance-based detection of 108 CFU mL−1 of
B. thuringiensis cells was presented without labeling nor signal enhancement strategies.
The bacteria were detected through an overall increase in ions in the membrane caused by
their presence. Impedance measurements were also performed with interdigital electrodes
integrated on the membrane and confirmed the parallel-plates results. Finally, newly
discovered endolysin CBD were introduced as specific bioreceptors and deposited inside
the nitrocellulose membrane, enabling successful bacterial cell capture over the whole
membrane volume.

In conclusion, by combining the benefits of a cellulose-based membrane, novel protein
bioreceptors and precise impedance measurements with a reusable plug-and-play setup,
we obtained promising results towards the development of an affordable and sensitive

139



Biosensors 2021, 11, 57

biosensor with a speed of response under 5 min. To overcome the limitations presented
by our system and reach the very low limit of detection required for example for drinking
water assessment, it is necessary to integrate signal enhancement strategies. Future research
works will explore the use of nanoparticles as labels to increase the analytical performances
of the device. The development of such a versatile tool creates novel opportunities in
situations that require rapid and frequent pathogen detection, such as the detection of
E. coli in drinking water. Sensing applications could be extended to the detection of
various pathogens and viruses as well, through appropriate and direct modification of the
biointerface. This may prove particularly useful in emergency situations in light of the
recent coronavirus disease 2019 (COVID-19) pandemic.
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Abstract: The article presents a model of a near-field sensor for non-invasive glucose monitoring. The
sensor has a specific design and forms a rather extended near-field. Due to this, the high penetration
of electromagnetic waves into highly absorbing media (biologic media) is achieved. It represents a
combined slot antenna based on a flexible RO3003 substrate. Moreover, it is small and rather flat
(25 mm in diameter, 0.76 mm thick). These circumstances are the distinguishing features of this
sensor in comparison with microwave sensors of other designs. The article presents the results of
numerical modeling and experimental verification of a near-field sensor. Furthermore, a phantom of
human biological media (human hand) was created for experimentation. In the case of numerical
modeling, the sensor is located close to the hand model. In a full-scale experiment, it is located close
to the phantom of the human hand for the maximum interaction of the near-field with biological
materials. As a result of a series of measurements for this sensor, the reflection coefficient is measured,
and the dependences of the reflected signal on the frequency are plotted. According to the results
of the experiments carried out, there is a clear difference in glucose concentrations. At the same
time, the accuracy of determining the difference in glucose concentrations is high. The values of the
amplitude of the reflected signal with a change in concentration differ by 0.5–0.8 dB. This sensor can
be used for developing a non-invasive blood glucose measurement procedure.

Keywords: sensor; combined slot antenna; diabetes; dielectric permeability; electromagnetic fields;
glucose concentration; near-field sensor; non-invasive measurements; microwave sounding

1. Introduction

The number of people with diabetes is growing every year. Back in 2002, Jones
M. and Harrison J. M. described in their article [1] that the World Health Organization
(WHO) expects an increase in the number of people with diabetes to 300 million by 2025.
According to a survey conducted by the International Diabetes Federation (IDF) already
in 2013, three-hundred eighty-two million patients worldwide had diabetes. Seven years
later, in 2020, the number of people living with diabetes was 463 million. Diabetes mellitus
is a serious disease that can lead to many complications. There are several types of the
disease. The main types are type 1 and type 2 diabetes. They are the most prevalent. In
both of these cases, a person with diabetes needs to control blood sugar levels to avoid
the complications of the disease. Self-testing devices require small blood sampling using
different needles, which cause pain and discomfort to the user of the device. Today,
a large number of methods and devices are being developed for determining glucose
levels using non-invasive and continuous methods. This approach will allow people with
diabetes to avoid the discomfort of measuring blood sugar and monitor it throughout
the day. The most well-known non-invasive methods for measuring blood glucose are
Raman spectroscopy, impedance spectroscopy, near-infrared spectroscopy, photoacoustic
spectroscopy, and others.

Raman spectroscopy [2,3] is based on the measurement of scattered light. The dis-
advantages of this method are the instability of the intensity and wavelength of laser
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beams during probing, a long time for obtaining data, as well as errors associated with
chemical substances in the tissues. Impedance spectroscopy is based on the measurement
of resistance when the radiation frequency changes. To measure the glucose level, several
sensors located in the area of the veins in human hands are needed [4]. Near-infrared
spectroscopy is based on the transmission of near-infrared radiation through a vascular
region of the body (finger, earlobe, etc.). In this case, the glucose concentration is calculated
on the basis of the received spectral information [5,6]. All measurements in near-infrared
spectroscopy are based on the transmission of light through or into the sample and the
measurement of the intensity (transmitted or reflected) of the beam. Spectrometers for
measurements in near-infrared spectroscopy have a suitable light source (such as a highly
stable quartz tungsten lamp), a monochromator or interferometer, and a detector. Conven-
tional monochromators are acousto-optic tunable filters, diffraction gratings, or prisms.
Mid-infrared spectroscopy is based on the absorption of light by glucose molecules [7–9].
This method uses a beam of light to travel through a crystal in contact with the skin. Thus,
the electromagnetic field generated by the reflected light reaches the dermis (the layer of
skin that contains the most glucose). The disadvantage of this method is the dependence of
the obtained data on the water content in the dermis. Therefore, the reliability of the results
largely depends on the degree of hydration. There is a technology based on ultrasonic
sensing: photoacoustic spectroscopy [10,11]. This method is based on the acoustic response
of a liquid using laser light. This method is similar to mid-infrared spectroscopy. There are
also other less known methods for determining the level of glucose in the blood [12,13].

With the existing variety of physical methods used for the non-contact determination
of blood glucose concentration, the problem of creating non-invasive glucometers has
not yet been solved. At the same time, conventional invasive glucometers have been
actively improving over the past twenty years: chemical analysis has been replaced by
electrochemistry; the devices are equipped with internal memory and other conveniences;
their use has become easier, but still painful. It should be noted that invasive analysis is a
direct method; in this case, a sample (blood drop) containing glucose is directly examined.
While analyses of non-invasive glucometers are indirect methods, they are based on data
obtained, as a rule, by spectral means. In some cases (IR spectroscopy), an attempt is made
to quantitatively analyze blood glucose without removing a sample from the body; in
others (for example, electrical and thermal characteristics), the study of factors associated
with glucose levels is carried out in a very complex and ambiguous way. In any situation,
the influence of surface tissue structures, the individual characteristics of the skin and the
composition of the intercellular fluid, the functional complexity of blood components, and
many difficult parameters of the external and internal environment are very great. The
glucose percentage is a continuously changing parameter.

At the same time, in recent years, many laboratories and companies have been devel-
oping non-invasive glucometers, and some of the ready-made solutions have even received
certification. In 2014, French researchers Chretiennot T., Dubuc D., and Grenier K.proposed
a resonant microwave biosensor, which, according to the authors, achieved the accuracy
of chemical glucometry methods. They published the paper [14]. However, this method
cannot be rightfully considered non-invasive: it still requires the extraction of physiological
fluids for analysis. A glucometer in the form of a patch (sugarBEAT) was created by the
British company Nemaura Medical and certified in Europe. The sugarBEAT patch is only
1mm thick. It measures the glucose level in the tissue fluid of the upper layer of the skin
(in sweat) and transmits the measurement results every 5 min via a digital interface. It is
worth noting that sugarBEAT does not relieve the traditional finger puncture procedure,
but it only needs to be done once to calibrate the meter before attaching it. The term of
its operation can be up to two years. The American company M10, together with Seoul
National University, created a prototype of a wearable device. It can not only measure the
level of glucose in the blood, but also administer the required dose of insulin. The small
patch contains sensors for glucose, temperature, humidity, and pH (sweat particles are
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used for measuring), as well as microneedles for injecting the drug and a heater (with its
help, the needles are activated).

The SugarSenz Velcro glucometer of the American company Glucovation is attached
to the stomach and constantly measures the glucose level with the possibility of digital
data transmission. However, it also pierces the skin, not like conventional glucometers,
but to the subcutaneous layer, in which the glucose level can also be measured. Google X
lab worked on the creation of contact lenses, which, using a special sensor, could measure
glucose levels not in blood, but in tears. However, glucose in the extracellular fluid is
different from blood glucose. On average, the physicochemical reaction between glucose
and the electrode surface takes three to 20 min. During this time, glucose passes from the
blood into the intercellular fluid, and only then, the received signal undergoes algorithmic
processing. Therefore, such devices are suitable for detecting trends in sugar levels, but are
not suitable for the instant and accurate analysis required in real conditions. GlucoTrack
DF-F is a non-invasive blood glucose meter of the Israeli company Integrity Applications
(received a certificate from the European Commission). It uses three ways to measure
blood sugar: ultrasonic, electromagnetic, and thermal. All of these measurements are taken
using a miniature clip-on transducer that clings to the ear. With three measurements, the
meter can give a more accurate reading. The disadvantages are the need for regular device
calibration and the lack of accuracy.

Scientists at the Swiss Institute in Lausanne (EPFL) have created a miniature implant
that can measure various parameters of a person’s blood, such as glucose or cholesterol
levels. The sensor is installed under the skin, and above it, a small unit with a battery and a
wireless transmitter is attached to the skin. C8 MediSensors (a non-invasive blood glucose
meter of the American company C8 MediSensors (European certificate)) is based on the
optical principle and does not require a blood sample. The meter sensor is attached to the
skin in the abdomen and transmits measurements digitally. The measurement uses Raman
spectroscopy technology.

GlucoWatch is a glucometric watch developed by Cygnus Inc (Petoskey, MI, USA).
The sensing element is a sensor in contact with the skin. Using a weak electrical current,
the sensors pull glucose out of the skin cells. The glucose entered into the sensor is
measured and converted into blood glucose, and the result is displayed on the screen
and, together with the date and time of the analysis, is recorded in the device’s memory.
Measurements are taken every 10 min for 13 h. The tests revealed the following: (1) the
device is inconvenient in operation (the manual is a book of 112 pages) and expensive to
maintain; its use requires a complex individual calibration; it is not suitable for some types
of skin; the analysis area on the hand must change every time; (2) the data obtained with
its help are less accurate than measurements on a conventional glucometer; in some cases,
the error can reach 25–30%; (3) the change in the level of glucose in the cell fluid occurs
with a delay in relation to the change in blood glucose, and as a result, GlucoWatch lags
behind the true state of affairs by ten or more minutes.

Omelon V-2 is a technology developed in Russia. The principle of its action is based
on the fact that muscle and vascular tone are dependent on glucose levels. The device
measures the pulse wave, vascular tone, and blood pressure several times, based on
which it calculates the sugar level. The high percentage of coincidences of the calculated
indicators with laboratory data allowed this blood glucose monitor to be launched into
mass production. However, the device has dimensions of 155 × 100 × 45 cm, which
does not allow carrying it in a pocket, and the correctness of the readings depends on the
observance of the rules for measuring pressure: the correspondence of the cuff to the girth
of the arm, the patient’s calmness, and the absence of movement during the operation of
the device.

The Israeli firm Integrity Applications solved the problem of painless, fast, and ac-
curate blood sugar measurement by combining ultrasonic, thermal, and electromagnetic
technologies in the GlucoTrack DF-F glucometer model. The GlucoTrack Model DF-F is
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intended for use by adults (over 18 years of age) with type 2 diabetes. The GlucoTrack
Model DF-F is an expensive monitoring device and cannot be used for diagnostics.

The Symphony tCGM System, developed by Echo Therapeutics (Franklin, MA, USA),
measures sugar levels transdermally. However, for the correct installation of the sensor
and its accurate operation, it is necessary to pre-treat the skin with a special device, the
Prelude SkinPrep System; it performs a superficial peeling of the skin area on which
the study will be carried out by improving the electrical conductivity of the skin. After
preparation, a sensor is attached to the skin area, and after a while, the device displays data,
including indicators of glycemia and the percentage of body fat. This information can also
be transferred to a smartphone. The accuracy of the device reaches 95%, which is slightly
lower than that of standard invasive glucometers. This technology is under development.

Japanese startup Quantum Operation unveiled at CES 2021 a smartwatch-style device
that is supposedly capable of accurately measuring blood glucose without puncturing the
skin. The principle of action is based on spectroscopy (Raman spectroscopy). Judging by
the information from the sources, the watch does not constantly monitor the glucose level,
but does it after activating the corresponding function, and one must wait for about 20 s for
the result. This is less effective than real-time monitoring, which is provided, for example,
by the well-known partially invasive FreeStyle Libre device.

The large number of technologies presented to date for non-invasive glucometers
shows the extreme popularity of the research area (only a few of them are noted above).
However, despite the variety of methods being developed, a device that meets all the
necessary requirements such as complete non-invasiveness, the accuracy of readings
within the permissible error (laboratory tests are taken as basic ones, and it is believed that
the readings of the glucometer should not differ from them by more than 10–15%), ease
of use, lack of consumables, price, etc., has not yet been created. Thus, the development
of a non-invasive method for the determination of glucose remains an urgent task today.
This article is devoted to the development of a sensor based on near-field microscopy. The
near-field method provides deep penetration of electromagnetic waves even in a highly
absorbing environment, which, in particular, is human biological tissue.

The work is organized as follows. At the beginning of the work, a model of the
sample of the biological medium in the form of a human hand is calculated, and the
dependences of the real part of the dielectric permittivity of various concentrations of
glucose in physiological saline on the frequency are plotted based on the experiment.
This is done to bring numerical simulations closer to real conditions. Next, a numerical
simulation of the sensor is carried out, based on which a real model of the sensor is created.
Furthermore, a flat-layered phantom of a human hand is created for the experiments. Then,
the analysis and results of numerical and field experiments of the proposed sensor design
are presented.

2. Materials and Methods

2.1. Hand Model

To develop a new sensor for non-invasive diagnostics of glucose levels, it is nec-
essary to take into account several factors that can influence the measured value of the
reflected electromagnetic signal. It should also be borne in mind that the concentration of
glucose in different tissues of a human is distributed differently; the thickness of tissue
layers of different people is different; and these are previously unknown values for non-
invasive measurements. When developing non-invasive methods for measuring glucose
by electromagnetic methods, first of all, it is necessary to consider the effect of skin layers.

This is important because skin, like blood, has a high dielectric permittivity. Therefore,
the electromagnetic wave attenuates in it more strongly than in other layers. Each layer
of the skin has its dielectric characteristics, which may differ from human to human
due to differences in the morphology and thickness of skin layers, the concentration of
tissue/blood components (such as glucose), cutaneous blood perfusion, etc.
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The skin has a great influence on glucose measurement; it can vary in the range of
2–10 mm when looking at the whole human body. The skin has a multilayer structure and
includes stratum corneum; its thickness ranges from 15 to 150 microns in various parts of
the body; the epidermis, the upper outer layer of human skin, which includes about 15–35%
interstitial fluid, without blood vessels; the dermis, the skin itself, is a connective tissue
and contains arterioles, venules, capillaries, and about 40% interstitial fluid. Furthermore,
the dermis includes subcutaneous fatty tissue and loose fibrous connective tissue. The
distribution and thickness of the skin depend on heredity, sex hormones, and human living
conditions. On average, the thicknesses vary in the following ranges: the epidermis thick-
ness is 0.068–0.146 mm; the stratum corneum of the epidermis is 0.021–0.049 mm; dermis
is 1.89–3.04 mm; the subcutaneous fat is 0.03–1.41 mm. The next layer is subcutaneous
fat, which has a wide range of thicknesses. The thickness of the fat layer on the forearm is
the smallest compared to other parts of the body. Before considering muscle fibers, it is
required to consider the saphenous veins passing through the human forearm.

To measure glucose with a standard glucometer, blood is drawn from the subcutaneous
capillary vessels. In a medical examination, blood is drawn from a vein. The fundamental
difference between these two methods is measurement accuracy. It should be understood
that in medicine, the level of glucose (glycated hemoglobin) is determined in practice by
venous blood. The content of these substances in venous and arterial blood is somewhat
different. For a more accurate calculation of the concentration of glucose, the venous blood
was considered in our study. A vein has a multi-layered structure. Depending on the type
of vessels, they have different thicknesses, densities, and permeabilities. Large vessels
additionally contain small blood and lymphatic capillaries.

Due to different pressures during the entire period of a person’s life, the blood supply
(blood volume in the measurement area) changes; along with this, the diameter of the
vessels also changes. People with symptoms of tachycardia (increased heart rate) have
smaller vessels because a rapid heartbeat decreases the efficiency of the heart since the
ventricles do not have time to fill with blood. As a result, blood pressure decreases, and
blood flow to organs decreases; hence, the area for the microwave signal response is smaller.

Another factor that can affect the dielectric properties of blood is blood hematocrit.
Blood hematocrit refers to the percentage of red blood cells in the blood. Differences in the
size, morphology, and distribution of red blood cells in human blood lead to changes in its
dielectric properties, regardless of glucose concentration, and thereby affect the accuracy
of glucose determination using measurement methods based on dielectric properties.
Normally, this indicator is 40–48% for men and 36–42% for women. At low frequencies
(about 3 MHz), the spread in the dielectric permittivity is quite high in the region of 30%
with a change in hematocrit of 5% [15]. This scatter is associated with a rapid change in
blood dielectric permittivity from frequency, which is clearly shown in Figure 1. With
increasing frequency, this effect disappears due to the linear behavior of the dependence of
the real part of the dielectric permittivity. In this case, the change will vary by 0.01–0.02%.

Figure 1. Dependence of the real part of the dielectric permittivity on frequency.
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Based on the results of the literature review and the analysis of the studied infor-
mation, the summary Table 1 was formed. It shows the thicknesses of all materials used
for modeling.

Table 1. Thickness of the materials used in modeling.

Name of Materials Thickness, mm

Stratum corneum of the epidermis 0.02
Epidermis 0.04

Dermis 1.83
Subcutaneous adipose tissue 1

Hand vein 4
Hand vein wall 0.5

Fat 6

The values for the thicknesses of the muscles and bones of the human forearm are
not given in the table, since when the near-field penetrates these tissues, a strong signal
attenuation occurs, and the response from them will be at the noise level. Therefore, these
layers in the calculation of the thicknesses of the materials used in the simulation can be
neglected. Based on the given data, we created the model of a biological medium sample
in the form of a human hand (Figure 2).

The model has a flat-layered structure. All previously described materials were
modeled, and a 13 mm thick muscle layer was added. We used a flat structure because
the used antenna substrate is flexible. In the future, when creating a real prototype of the
sensor, this will make it possible to attach it directly to the area of human skin.

Figure 2. Model of the sample of the biological medium in the form of a human hand.

In the hand blood model, we used the data of the dielectric permittivity of saline with
the following glucose concentrations: 0, 1, 3, 4, 5, 7, 9, and 10 mmol/L (Figure 3).

The data were analyzed using a PNA-L Network Analyzer (N5230C) and Dielectric
Probe Kit-85070E Slim Form from Agilent Technologies. In subsequent simulations for
blood with varying glucose concentrations, we used data obtained experimentally for
physical solutions (saline) with different dextrose concentrations. Thus, it was possible to
bring numerical modeling closer to real conditions.
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Figure 3. Dependence of the real part of the dielectric permittivity of solutions on frequency.

2.2. Sensor Design

The development of the near-field sensor was based on a combined slot antenna.
The brown color in Figure 4 indicates the ideal conductor and green the flexible dielectric
RO3003 with relative permittivity ε = 3. The shape of the sensor resembles a coin in the
center of which there is a metalized circle with a slot in it. Then, using two rectangular
metalized sections, the circle is connected to a conductive frame (Figure 4a). The backside
of the sensor is a dielectric layer with a microstrip line close to a central circle and a small
cut in the dielectric up to the conductive frame for connecting to the supply element
(Figure 4b). The probing near-field is formed on the side with a slot (Figure 4a). Due to the
presence of several radiating elements (slit and frame), the formation of the reactive parts
of a specific interference energy flow takes place. These features can increase the sensor’s
sensitivity for near-field diagnostics of biological media and objects.

(a) (b)

Figure 4. Near-field sensor model. Front (a) and back (b) views.

The VSWRof the sensor is also considered in terms of coherence with a sample of a
biological medium in the form of a model of a human hand (Figure 5). The graph shows
two sections of the curve with the highest matching of the sensor and the sample under
study: the first at a frequency of 1 GHz (VSWR = 1.4) and the second in the range of
2.1–5 GHz (VSWR = 1.4). Note that almost the entire VSWR graph is below Level 3.
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Figure 5. VSWRsensor coherence with the sample of the biological medium.

In the numerical simulation of the experiment to determine the concentration of
glucose, the sensor was closely applied to a sample of a biological medium in the form of a
human hand. The measurements were carried out in the frequency range of 0.5–5 GHz.
We used this range to cover the entire frequency range in which the VSWR of the sensor is
less than Level 3.

3. Experiments

3.1. Creation of a Sensor and a Phantom of Human Biological Tissues

The sensor production was based on a calculated model. We used the same materials
as in the simulation: a Rogers3003 substrate was use;, the sensor was made with dimensions
of 25 mm in diameter; and a 50 Ohm port was soldered to it. A photograph of the sensor is
shown in Figure 6.

Figure 6. Photo of a near-field sensor.

The production of the biological phantom was based on graphite, polyurethane,
and acetone [16]. Such a structure is strong enough for creating thin materials such as
stratum corneum, epidermis, and the capillary layer. The listed layers are the thinnest. The
calculated data on the components for the phantom layers are presented in Table 2.
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Table 2. Calculated data for creating biological tissues.

Name of Materials Polyuret. HP40 % Two-Comp. Polyuret.% Graphite, % Acetone, mL/100 g

Muscle 30 30 32 6.8
Fat 40 40 20 0.00

Capillaries 30 30 33.8 6.2
Dermis 30 30 32.3 7.7

Epidermis 32 32 30 6.0
Stratum corneum
of the epidermis 32 32 29.4 6.6

The phantoms were made in the following way. Polyurethane HP40 and two-component
polyurethane for forms were used in equal proportions. They were mixed according to the
manufacturer’s instructions. Immediately thereafter, powder graphite and acetone were
slowly added and mixed with the polyurethane base. The curing process took 12–16 h,
but it was important to add the powders when the mixture was most flexible. The higher
the mass percentage of the powder, the higher the dielectric properties of the sample were.
However, the resulting mixture became lumpy when a large percentage of graphite was
added. A small amount of acetone was added to ensure uniform mixing of each sample, as
well as to create samples with a higher relative permittivity. The values of acetone affected
the dielectric properties of the phantoms, so its amount was precisely adjusted to achieve
the required values of the real part of the dielectric permittivity. The obtained flat materials
were measured using a setup for measuring electrophysical parameters [17], as shown in
Figure 7.

Figure 7. Installation for measuring the electrophysical parameters of the material [17].

Based on the measurement results, graphs of the real parts of the dielectric permittivity
versus frequency were built for each of the materials (Figures 8 and 9). As can be seen
from the graphs, the values of the real part of the dielectric permittivity are similar to the
materials presented in the simulation.
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Figure 8. The real part of the dielectric permittivity of the model materials and the created phantoms.

Figure 9. The real part of the dielectric permittivity of the model materials and the created phantoms.

It can be observed that in Figure 8, the values for both the calculated and created
materials match with high accuracy. A difference is seen for the capillary layer in the range
from 4 to 5 GHz, but this range did not have much influence on the sensor measurements.
The range we chose was 1–3 GHz. In this range, the difference in the values of the real
part of the dielectric permittivity was minimal. The greatest difference in the values of
the real part of the dielectric permittivity was observed in the muscles, stratum corneum,
and epidermis.

The difference in the values of the real part of the dielectric permittivity averaged
1–2 rel.units. An abnormal case is presented by epidermal values. This deviation was in the
frequency range we were measuring. Since the thickness of the epidermis does not exceed
0.1 mm, this value can be neglected because the reflected signal will undergo minimal
changes. The graphs of stratum corneum and epidermis overlap because their values of
the real part of the dielectric permittivity are similar in structure.

The used data made it possible to create a phantom of human biological tissues. The
created area belongs to the forearm of the hand, because in this place lies a large in diameter
vein. Each of the layers was made separately in different thickness molds. Subsequently,
layers were cut into identical pieces of 150 × 150 mm in size (Figure 10). The size was
selected based on the size of the antennas for measuring blood glucose concentration. The
layers were layered sequentially. Due to the presence of acetone and graphite, each of the
layers tightly adhered and glued to the other.
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Figure 10. Manufactured graphite based phantom and the measuring setup for determining the level
of glucose concentration in saline solution.

The measuring setup (Figure 10) was based on PNA-L Network Analyzer (N5230C)
from Agilent Technologies. A silicone tube with an inner diameter of 5 mm was used as a
venous vessel. A syringe was used to place saline of the required concentration of glucose
inside the tube, and when the liquid was squeezed out, it passed through the tube, thereby
simulating the flow of blood through the veins of a human. Such an approach allowed us
to change the glucose concentration without physically affecting the antenna (transferring
the antenna from one phantom to another), thereby making more accurate measurements.

4. Results and Discussion

4.1. Simulation Results

The used sensor was located close to the hand model for the maximum interaction of
the near-field with biological materials. The dependences of the reflected signal on the fre-
quency are plotted (Figure 11a) as a result of a series of measurements for this sensor model.
You may notice that the graphs are poorly distinguishable. This is due to small changes
in the dielectric permittivity. When zooming into a small area at 1 GHz, it can be seen
that the most distinguishable reflected signal is observed for the hand model at 0 mmol/L
blood glucose. The rest of the values differ only by a thousandth. Thus, the values for the
concentration of 1 and 3 mmol/L are −16.672 and −16.671 dB, respectively (Figure 11b).
In this graph, it is not possible to visually determine the various concentrations.

(a) (b)

Figure 11. Frequency dependence of the reflected signal for a hand model with different glucose concentrations. Frequency range
0.5–5 GHz (a) and 0.5–1.5 GHz (b).
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The subtraction of zero concentration was carried out, according to the result of which
the graphs presented in Figure 12 were obtained. Differences are visible at the amplitude
peaks of 1 GHz and the range of 1.5–1.8 GHz. Considering these graphs in more detail, we
see a clear difference in concentrations at the frequencies presented above. To build a table
with amplitude values, we used the maximum at 1.07 GHz.

Figure 12. Parameter S11 for a model of a hand minus blood with a concentration of 0 mmol/L.

Table 3 shows the numerical simulation data for a near-field sensor at a frequency of
1.07 GHz. This demonstrates its advantage in the accuracy of determining the concentration
difference from the mean values. The difference of 1 mmol/L is 0.1 dB.

Table 3. The results of modeling the amplitude of the reflected signal by the proposed new sensor for
different glucose concentrations.

Glucose Concentration, mmol/L Frequency, GHz Amplitude, dB

1 1.07 −53.85
3 1.07 −53.97
4 1.07 −54.05
5 1.07 −54.16
7 1.07 −54.22
9 1.07 −54.39

10 1.07 −54.49

As a result of theoretical studies and numerical modeling, the design of a new com-
bined sensor based on a resonant antenna and a near-field effect was proposed to determine
the concentration of glucose in a biological medium in the form of a human hand.

4.2. Experimental Results

The simulation results showed that the developed sensor is able to distinguish between
different levels of blood glucose concentration. The sensor was tightly attached to the test
sample, and the simulation showed the best result at a frequency close to 1 GHz.

An experimental study showed that the maximum difference in amplitudes is in the
frequency range 1.45–1.55 GHz (Figure 13). This bias is due to the inaccuracy of the sensor
manufacturing compared to simulation (1.07 GHz). Considering this range, it can be seen
that the amplitudes at different concentrations vary.
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Figure 13. Dependence of the reflected signal on frequency for a near-field sensor in the frequency
range 0–5 GHz.

A detailed examination (Figure 14) showed that the reflected signals are lined up in
the correct sequence, but the difference between the values of 7 and 9 mmol/L is extremely
small. This result is associated with the non-linear behavior of the dielectric permittivity in
the frequency range of 1–2 GHz (Figure 3).

Figure 14. Dependence of the reflected signal on frequency for a near-field sensor in the frequency
range 1.3–1.57 GHz.

The rest of the concentrations are arranged in order, which indicates the correctness
of this approach to the study of the concentration of glucose in the blood. Table 4 shows
the average values of the amplitude of the reflected signal from the sensor for different
glucose concentrations at a frequency of 1.53 GHz. Based on the results of the 10 conducted
experiments, a confidence interval was constructed with errors for each individual glucose
concentration value.

Table 4. The results of measuring the amplitude of the reflected signal by the proposed new sensor
for different glucose concentrations.

Glucose Concentration, mmol/L Frequency, GHz Amplitude, dB

1 1.53 −29.179 ± 0.07
3 1.53 −28.676 ± 0.09
4 1.53 −28.434 ± 0.06
5 1.53 −27.979 ± 0.11
7 1.53 −27.814 ± 0.15
9 1.53 −27.743 ± 0.05

10 1.53 −24.239 ± 0.18
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As can be seen from the table, the values of the amplitude of the reflected signal with
a change in concentration differ by 0.15–0.4 dB; on average, the amplitude is 0.27 dB. The
obtained sensitivity exceeded the simulation results (0.1 dB).

Based on the obtained results, the dependence of the reflected signal (reflection coeffi-
cient S11) on various glucose concentrations in saline solution is plotted (Figure 15). The
crosses mark the data obtained experimentally at a frequency of 1.53 GHz. A regression
line is drawn along these experimental data, and an error interval was built for them
taking into account the data presented in Table 4. It can be seen that at the minimum
glucose concentration, the obtained values are aligned according to the regression curve.
Furthermore, the concentration of 10 mmol/L matches the regression curve. In the case
of concentrations of 7 and 9 mmol/L, the values differ from the expected ones, so the
maximum difference is seen at a sugar level of 9 mmol/L. This deviation is associated with
the non-linear behavior of the dielectric constant value at low frequencies (Figure 3).

Figure 15. The dependence of the reflected signal on the concentration of glucose in saline at a
frequency of 1.53 GHz.

Below is a comparison of the data obtained using the developed sensor with other
developments (Table 5). To compare the results of this study with others, we selected
the results where both the reflected signal and the transmitted signal were used as the
measured parameters.

Table 5. Comparison of the developed sensor with other modern sensors for determining glucose levels.

Reference
Concentration,

mg/mL
Frequency, GHz

Sensitivity Parameter
dB per mg/mL

S

[18] 0.78–50 1.4–1.9 S11 0.18
[19] 0–300 2–2.5 S11 0.003
[20] 0–3 60–80 S12 0.23
[21] 0.7–1.2 50–70 S12 0.8–1
[22] 40–200 2.5–6 S12 0.01

This work 0–1.81 1.45–1.55 S11 1.7–3.4

In [18], a microstrip glucose sensor measured the reflected signal and the input
impedance. The authors managed to achieve a sensitivity of 0.18 dB/(mg/dL) at a fre-
quency of 1.4–1.9 GHz. In [19], a method based on the change in the reflection coefficient be-
tween the dielectric waveguide resonator and the measured liquid was used. The proposed
sensor allows detecting changes of 0.5 mg/mL at a sensor sensitivity of 0.003 dB/(mg/mL).
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Among the presented sensors from Table 5, the most sensitive is the sensor of [21]. It is
based on the measurements of the transmitted signal with resonant frequencies in the range
of 50–70 GHz. This method is based on the shift of the resonant frequency. The sensitivity
of the sensor was 0.8–1 dB/(mg/mL) in an experimental study and 7.7 dB/(mg/mL) in
simulation. Comparing the obtained data with the literature data, we can talk about the
high sensitivity of the presented sensor in comparison with others. The proposed near-field
sensor for non-invasive glucose monitoring surpassed all sensors in Table 5 at its sensitivity,
which was 1.7–3.4 dB/(mg/mL).

5. Conclusions

In this work, a sensor based on a combined slot antenna is demonstrated. This sensor
has an extended near-field with a high penetration depth of the electromagnetic field. A
study of the biological structure of the human hand in the elbow bend is carried out, and
subsequently, a simplified numerical model is created. We also measure the reflected signal
from the hand model with a shallow vein. The sensor gives a high echo response with a
small change in the glucose level in saline. The obtained data indicate the possibility of
determining the concentration of glucose in the blood with great accuracy. The average
scatter of the reflected signal data for a change of 1 mmol/L is 0.1–0.15 dB, which is high for
such a small change in glucose. The phantom created on the basis of polyurethane, graphite,
and acetone shows a high similarity of the dielectric permeability with the mathematical
calculations of biological media. The experimental data obtained using the manufactured
sensor show a larger spread of the reflected signal with a small change in glucose level.

Much work is planned to verify the data obtained. In addition, it is necessary to
improve the installation. It should be portable and mobile. That is, we will need to at least
replace the bulky Agilent vector network analyzer with a compact version of the device. It
will be necessary to develop the hardware and software of the device, which would allow
for the collection and processing of data in real time. It will be necessary to conduct a series
of preliminary measurements on volunteers to collect statistics indicating the presence of a
correlation between glucose levels and the response to probing signals. We plan to conduct
research on volunteers using the commercially available semi-non-invasive FreeStyle Libre
blood glucose meter and at the same time using the developed sensor. Further work will
be aimed at eliminating inaccuracies in the calculation and conducting experiments on
humans with a comparison of the data obtained with the data of venous blood (laboratory
analysis in a clinic). This approach will allow comparing the data on the level of sugar in
venous blood and interstitial fluid and more accurately adjusting the developed sensor.
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Abstract: The present work reports the development of a biologically inspired analytical system
known as Electronic Eye (EE), capable of qualitatively discriminating different tequila categories.
The reported system is a low-cost and portable instrumentation based on a Raspberry Pi single-board
computer and an 8 Megapixel CMOS image sensor, which allow the collection of images of Silver,
Aged, and Extra-aged tequila samples. Image processing is performed mimicking the trichromatic
theory of color vision using an analysis of Red, Green, and Blue components (RGB) for each image’s
pixel. Consequently, RGB absorbances of images were evaluated and preprocessed, employing
Principal Component Analysis (PCA) to visualize data clustering. The resulting PCA scores were
modeled with a Linear Discriminant Analysis (LDA) that accomplished the qualitative classification
of tequilas. A Leave-One-Out Cross-Validation (LOOCV) procedure was performed to evaluate
classifiers’ performance. The proposed system allowed the identification of real tequila samples
achieving an overall classification rate of 90.02%, average sensitivity, and specificity of 0.90 and
0.96, respectively, while Cohen’s kappa coefficient was 0.87. In this case, the EE has demonstrated a
favorable capability to correctly discriminated and classified the different tequila samples according
to their categories.

Keywords: biologically inspired; electronic eye; optical methods; RGB analysis; tequila

1. Introduction

Tequila is the traditional Mexican spirit made with agave tequilana weber (blue variety),
which is grown in five states of Mexico, namely: Guanajuato, Michoacán, Nayarit, Tamauli-
pas, and Jalisco. Those geographical regions are established in the Protected Designation
of Origin (PDO) [1], which guarantees both the manufacturing procedures and the quality
necessary to comply with the strict export specifications from the United States [2] and the
European Union [3].

Three main categories of tequila are recognized. The first category is Silver tequila.
It is obtained directly from the distillation process without additives; it has a transparent
appearance, not necessarily colorless proper to an unaged tequila. The second category is
called Aged tequila, which means that the tequila has been aged at least two months using
oak casks. This process produces a mellowed product with rich color and flavor. Finally,
the third category is known as Extra-aged. This tequila is considered more sophisticated
because it has been aged for at least one year in wood or oak recipients with V ≤ 600 L,
which has enhanced its flavor with predominant woody notes in its color and aroma [1].

These spirits, whose world consumption ranks fourth after whiskey, vodka, and rum,
have a significant presence in more than 120 countries, representing sales of more than
200 million liters per year [4]. Hence, quality control is increasingly important to know,
characterize, and monitor its aging process, alcoholic content, and volatile composition
that define each kind of tequila’s flavor, color, and characteristic aroma.

Nowadays, several tests are carried out in the laboratory to analyze tequila, most of
them performing conventional analytical methods such as UV–Vis spectrophotometry [5],
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Raman spectroscopy [6], Gas Chromatography-Mass Spectrometry (GC-MS) [7], High-
Performance Liquid Chromatography (HPLC) [8], Surface Plasmon Resonance (SPR) [9],
and electrochemical analysis [10]. Nonetheless, despite their reliability and accuracy, they
have several flaws related to long protocols demanding an analysis period from hours to
days to carry out the tests, expensive equipment, and the need for technically qualified
personnel, without forgetting that their use is confined to special installations with no
online quality control possibilities.

Hence, there is an urgent need for fast, inexpensive, portable, and effective alterna-
tives that achieve reliable, non-destructive analytical measurements. Today, biologically
inspired analytical systems are beginning to play an important role in the food indus-
try [11,12]. These technologies, sometimes defined as artificial senses, have the perspective
of evaluating complex composition samples by emulating the human senses to deter-
mine their relevant characteristics. Essentially, the electronic eye has been designed to
mimic human eyesight to analyze color and some other attributes related to the sample’s
appearance [13,14]. This task can be performed using computer vision, colorimetric, or
spectrophotometric methods [15–17].

Usually, an electronic eye is built of technology capable of converting optical images
into digital images, subsequently analyzed to identify particularities that allow the charac-
terization of what is being observed, avoiding the subjective interpretation of a person [18].
In this sense, image sensors based on a Charge Coupled Device (CCD) or a Complementary
Metal Oxide Semiconductor (CMOS) technology are commonly used. Both types of sensors
are essentially made up of metal oxide semiconductors (MOS) distributed in a matrix form,
and that each independently constitutes a pixel [19]. Once the images are collected, they are
subjected to an image processing phase to improve their quality and extract characteristics
requiring specific computational algorithms for their interpretation [20].

Electronic eyes have been proven to have an advantage in foodstuff analysis; their ap-
plications cover different food industry areas such as quality control, freshness assessment,
shelf-life determination, process monitoring, and authenticity assessment [14]. Although
the use of electronic eyes in the analysis of some liquids have widely described during the
last two decades, these works were focused on samples such as orange juice [21], coffee [22],
virgin olive oils [23], milk [24] and some semi-liquids like honey [25], and yogurt [26]. Only
a few studies reported the analysis of alcoholic beverages mainly related to wine [27,28],
beer, and vodka [29]. Comparatively, the tequila study still continues using conventional
techniques instead of an electronic eye. Most tequila analyses have been focused on the
determination of quality characteristics [30], sensory properties related to the distillation
process [31], evaluation of volatile compounds [32], the relevance of the aging process [33],
authenticity [34,35], and adulterations [36].

This work aims to establish the foundations for using an electronic eye in the qualita-
tive identification of different kinds of tequila. The developed analytical system comprises
an acquisition image platform that captures and digitalized images directly from tequila,
coupled with a biomimetic processing stage based on the trichromatic theory of color vi-
sion [37]. In this context, RGB absorbances of images were evaluated and subsequently dis-
criminated against using a Principal Component Analysis (PCA) and Linear Discriminant
Analysis (LDA), with was possible to correctly classify the three main tequila categories
coming from the Jalisco state region.

The paper is divided into five sections as follows: Section 1 introduction and state of
art, Section 2 describes the materials and methods, including details of tequilas set under
study, the electronic eye hardware design, experimental setup, image analysis, and data
modeling of the proposed biomimetic vision system; Section 3 reports the experimental
results obtained from the proposed RGB component analysis, followed by Section 4 where
it discusses and compares the key results achieved with our work compared to those
reported with conventional analytical techniques. Finally, Section 5 contains the conclusion
together with some directions for future work.
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2. Materials and Methods

2.1. Tequilas under Study

A total of 25 samples of different brands were acquired at the local supermarket, all of
them with POD, made with 100% agave and certified by Consejo Regulador del Tequila
(CRT, for its acronym in Spanish) to ensure their authenticity. These samples were chosen
according to the main described categories and considering that they were made in the
state of Jalisco. In this way, the formed set includes 8 Silver, 12 Aged, and 5 Extra-aged
tequilas. Table 1 summarizes detailed information about the tequila samples used.

Table 1. Tequila samples under study grouped by category.

Type Brand Tag Alcoholic Strength (vol %)

Silver Hornitos S1 38
Orendain S2 38

Don Nacho S3 38
Corralejo S4 38

Dos Coronas S5 38
Sombrero Negro S6 35

Antigua Cruz S7 40
Herradura S8 46

Aged Hornitos A1 38
Jimador A2 35
Jarana A3 35

Don Nacho A4 38
Cabrito A5 38

Antigua Cruz A6 40
Don Julio A7 40

Dos coronas A8 38
Sombrero Negro A9 38

Reserva del Señor A10 35
Cazadores A11 38

Jose Cuervo A12 38

Extra-aged Corralejo EA1 38
Don Nacho EA2 38

Antigua Cruz EA3 40
Cazadores EA4 38
Hornitos EA5 35

2.2. Electronic Eye System

A single-board computer Raspberry Pi (Model 3B+, Pencoed, Wales, UK) with a
Raspbian operating system was chosen as a core for developing the Electronic Eye (EE)
prototype. The light source was a white Light-Emitting Diode (LED) 2xLED (Flash Module
Huawei LYA-L09, Shenzhen, Guangdong, China), and a camera module (Raspberry Pi
Camera V2, Pencoed, Wales, UK) with an 8 Megapixels image sensor (Sony IMX219,
Minato, Tokyo, Japan) to perform the image acquisition. It also has a 7-inch Liquid Crystal
Display (LCD) (Hilitand hfpq73zx89, Shenzhen, Guangdong, China) that allows interaction
with the equipment through a Graphical User Interface (GUI) created in MATLAB®2020a
(MathWorks, Natick, MA, USA). The complete system is managed via Python IDLE 2.7
software, using specific routines programmed by the authors. Figure 1 shows a schematic
diagram of the developed EE.

Different EE electronics parts are placed in an enclosure designed in SolidWorks 2019
and printed with a Da Vinci 3D 1.1 printer (Xyzprinting, New Taipei City, Taiwan) to
operate as a PC peripheric. The design allows the light source location, camera module,
and a disposable plastic UV-cuvette (BRAND, Wertheim, Germany) within a dark chamber.
The cuvettes’ filling volume has a range of 1.5 to 3.0 mL, with external dimensions of
4.5 mm × 23 mm that fits into an internal holder of the chamber, allowing it to be located at
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a fixed distance of 30 mm from the focal plane of the image sensor of the camera. The white
LED was positioned in a centered zenith plane to improve accuracy and image acquisition
(this position is widely used for samples with flat surfaces) [16]. In this way, white light can
propagate from the source, passes from the chamber through the sample held in a cuvette,
and reaches the image sensor avoiding possible external interference. At this point, it is
possible to acquire the sample’s corresponding digital image. The set of images captured
by the EE system were saved automatically in a USB (Universal Serial Bus) device and
processed offline employing the GUI designed for this purpose.

 

Figure 1. Schematic diagram of the developed Electronic Eye showing different electronic parts assembled and communica-
tion interface used.

2.3. Experimental Procedure

After opening each tequila bottle, the spirit was immediately taken. A sample volume
of 1 mL of spirit was used directly without pretreatment to fill different UV-cuvettes free of
dust and dirt to obtain trustworthy images. Additionally, a cuvette containing the same
volume of deionized water was used as a blank solution. All experiments were carried
out at room temperature (25 ◦C). The first measured sample with the EE corresponded to
the blank solution to establish a system’s reference signal. Subsequently, the UV-cuvettes
containing different samples of tequila were measured one by one. The captured digitized
images were recorded and stored using the programmed control software. During the
entire experimental stage, it was ensured that the chamber remains closed during the image
capture process to avoid the entry of external light and obtain good quality images.

Meanwhile, the white light source stayed on, waiting for the camera module to acquire
the image and send it to the Raspberry Pi computer. Each sample was analyzed in triplicate,
performing 10 repetitions each time to observe the repeatability and reproducibility of
measures. The time to complete the measurement process by the EE system is 10 s.

2.4. Image Analysis

Digital images were obtained after placing a UV-cuvette with tequila sample in the lab-
made EE system described above. In all cases, the camera settings used in our experiments
were fixed (exposure time of 1/16 s, an aperture of f/2, and ISO 100). From the images
captured by the EE of each tequila sample and the three categories involved, separate files
were saved as a jpeg format on the Raspberry Pi memory; the average size per image is
2.7 MB (8 Megapixels resolution, 2592 × 1944 pixels). Although using compressed jpeg
image format implies a loss of information regarding the raw format, some works have
reported that the RGB obtained from them contained comparable information to those
in large raw files [38,39]. Likewise, jpeg files retained the residing color information and
allowed ease of handling due to the smaller file size, mainly when some multivariate
calibration techniques were used to interpret them [39,40]. In our case, using the jpeg
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format also allowed efficient use of hardware resources (in terms of data storage and
computational power requirements), as well as, this image format is closest to the images
obtained by the human visual system since they are transformed using color-matching
functions [41].

For the image analysis process, it is necessary to perform a preprocessing task that
consists of selecting and clipping a region of interest (ROI). The ROI was chosen considering
the viewing window of the UV-cuvette. This cropped area of the image and its relative
position concerning the sample support is always constant. In this way, the complete
set of images were cropped and saved as a separate file with a new dimension size of
1244 × 231 pixels.

Taking into account that digital images are a numeric representation of a two-dimensional
collection of data, a digital image contains a fixed number of rows and columns of pixels
where each pixel is specified for the red, blue, and green coordinates of a pixel array. This
conceptualization of the image is related to the trichromatic theory of color vision based on
the work of Maxwell, Young, and Helmholtz [37]. This theory states that there are three
types of photoreceptors in the human eye, approximately sensitive to the red, green, and
blue region of the spectrum, which are related to the three types of cone cells, generally
referred to as L, M, and S (long, medium, and short wavelength sensitivity). These cells are
responsible for the perception of colors; analogously, in the RGB color model, the image
can be represented by the color’s intensity, which indicates how much red, green, and
blue is present in the image [42]. Hence, each component varies from zero to 255 [43]. If
all the components are zero, the result is black color. In the opposite case, the result is a
white color.

In the same way, considering that the obtained images are true-color images, it is
possible to represent them as 3D matrices associated with RGB components. Making it pos-
sible to observe its tonal distribution through a histogram and evaluate its corresponding
absorbance [44]. The critical steps followed for the EE acquisition and elaboration of RGB
images’ regions are illustrated in Figure 2.

 

Figure 2. A generalized block diagram of acquisition and identification of image processing performed by the Electronic Eye.

The corresponding absorbances associated with the RGB components for the available
image set were evaluated using the Lambert–Beer law. This law expresses the proportional
relationship between the absorbance and the concentration of certain compounds present
in the sample under analysis. The equation representing this law is a crucial element in
evaluating the absorbance of a sample [45].

Aλ = −log
(

I1

I0

)
= εbC (1)

where Aλ is the absorbance defined via the incident intensity I0 (incident light over the
sample) and transmitted intensity I1 (transmitted light that comes out of the sample), λ is
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the wavelength of the source light, C is the concentration of the absorbent sample expressed
in moles * L−1, b is the optical path (thickness of the cell), and ε is the molar absorptivity
coefficient.

Similarly, it is possible to establish that (1) expresses the proportional relationship
between the absorbance and the concentration of certain compounds present in the sample
under analysis. Consequently, it was part of the implemented algorithms.

Experimentally, when light continues its path from the sample, passes through the
camera lens, and reaches the image sensor, some light intensity is lost. This effect is
because once a beam of light passes through the UV-cuvette made of transparent material
containing the sample, its intensity varies due to the phenomena of absorbance, reflection,
and transmission [46]. Therefore, it is possible to compare the light intensity transmitted
by a standard (in our case, obtained by a blank solution) and the interest sample’s light
intensity. This procedure allows to obtain an experimental absorbance, as shown below
in (2):

Aλexperimental = log

(
Isolvent

Ianalyte solution

)
(2)

where the experimental absorbance Aλexperimental is evaluated by Isolvent related to the blank
solution (in this work it was used deionized water) considered a standard sample, and
Ianalyte solution corresponding to each tequila sample to be analyzed.

2.5. Data Processing and Modelling

Data image processing and modeling were done using the specific routines written
in MATLAB®2020a by the authors, based on already preprogrammed standard functions
using Statistics and Machine Learning Toolbox (v11.7). Before carrying out any data
processing and modeling task, it was decided to obtain information on the brightness
and tonality characteristics of the acquired images to corroborate the equipment’s optical
adjustment. For this purpose, histograms of each RGB component were obtained for each
available image. Subsequently, the experimental RGB absorbances were calculated (as
described in Section 2.4). These calculated values were used as input for two different
analysis methods: Principal Component Analysis (PCA) and Linear Discriminant Analysis
(LDA). Considering that LDA is a supervised classification method, classification accuracy
was evaluated using a Leave-One-Out Cross-Validation (LOOCV) procedure. This iterative
method starts using as a training set all the available observations except one, which is
excluded for use as validation.

As is known, PCA is an analysis method that depends on an orthogonal linear trans-
formation, which allows summarizing almost all variance contained in a dataset on a
fewer number of directions (PCs) with newer coordinates (scores) [47]. In most cases,
PCA analysis allows showing clustering data according to their similarities, so it is pos-
sible to build a preliminary recognition model that shows the different classes involved
according to the measurements made. Nevertheless, to perform a proper classification
task, it is necessary to use a supervised learning approach. In this regard, LDA is one of
the most used classification procedures with proved successful in many applications [48].
The idea behind LDA is to find a linear transformation that best discriminates among
classes. This method operates maximizing between-class variability relative to within-class
variability. In this manner, the classification is performed in the transformed space based
on some metrics such as Euclidean distance. However, one of the most typical methods to
implement is computing a scattering matrix, which must be non-singular. Nonetheless,
this criterion cannot be applied when the matrix is singular. A situation that frequently
occurs in applications using image databases for pattern recognition, where the number
of measurements of each sample exceeds the number of samples in each class. To tackle
this problem, it is possible to implement a two-stage approach based on PCA plus LDA.
Considering that both methods project the data into a smaller subspace, PCA focused on
finding the PCs that maximize the variance in the data set (without considering the class
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labels), while LDA finds the components that maximize between-class separation. Detailed
information about this improved LDA method can be found in [49,50].

3. Results

3.1. RGB Image Processing

The experimental phase with the EE allowed capturing a total of 750 tequila images
(10 photos for each sample of the 25 tequilas in triplicate). The selected ROI is automatically
defined and fixed for all analyzed sample images from these data, as was described in
Section 2.4. Figure 3 shows four representative samples and their corresponding captured
images for one tequila sample per class plus the blank solution. The black dotted lines
within the UV-cuvette image denote ROI selected image area. The histogram visualization
shows the presence of reddish, greenish, and blueish pixels in association with the corre-
sponding RGB components of the images. It is possible to show that both the distribution
of these color components and their intensity is clearly different for each tequila type.
Similarly, it can be assumed that the information captured in the images using fixed camera
parameters (exposure time, aperture, and ISO) and under the same lighting conditions is
representative to build a classifier model to identify different categories of tequila.

 

Figure 3. Representative images of (A) Blank solution, (B) Silver tequila, (C) Aged tequila, and (D)
Extra-aged tequila samples. The image captured by the Electronic Eye (EE), region of interest (ROI)
and Red, Green, and Blue (RGB) intensity histogram is noted from left to right.
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As a reference, color has been one of the important factors in food quality measure-
ment [39]. For this purpose, it is possible to use the RGB model because it is one of the
best for detecting color variations of digital images. In this way, the acquired images
were organized as a matrix of dimension 30 × 75, where the rows correspond to the total
number of repetitions (3 tests with 10 repetitions for each test), and the columns represent
the 25 tequila samples analyzed by triplicate. The intensities of RGB components are
summarized in Table 2. It also integrated each RGB component’s absorbance and samples’
total absorbance, obtained through Equation (2).

Table 2. Electronic Eye RGB component’s intensities and absorbances values for tequila samples. Furthermore, total
absorbance values are reported.

Average Components of RGB Pixel Absorbance by Component
Absorbanceλ

Tag R G B R G B

Blank 255 251 ± 4.0970 253 ± 3.4674 0 0.0026 ± 0.0040 0.0012 ± 0.0027 0.0016 ± 0.0038

S1 215 ± 0.6915 215 ± 1.1861 215 ± 1.0148 0.0729 ± 0.0014 0.0720 ± 0.0024 0.0729 ± 0.0021 0.0726 ± 0.0020
S2 216 ± 1.1059 216 ± 0.8137 216 ± 0.9248 0.0706 ± 0.0023 0.0696 ± 0.0017 0.0708 ± 0.0019 0.0703 ± 0.0019
S3 217 ± 1.7991 216 ± 1.7340 216 ± 1.6046 0.0685 ± 0.0036 0.0696 ± 0.0035 0.0711 ± 0.0033 0.0697 ± 0.0035
S4 225 ± 3.0820 227 ± 3.5519 227 ± 2.8720 0.0529 ± 0.0061 0.0487 ± 0.0070 0.0496 ± 0.0056 0.0504 ± 0.0062
S5 216 ± 1.1427 216 ± 1.1427 216 ± 1.1427 0.0705 ± 0.0023 0.0705 ± 0.0023 0.0705 ± 0.0023 0.0705 ± 0.0023
S6 215 ± 1.0417 215 ± 2.4542 215 ± 1.3113 0.0727 ± 0.0021 0.0717 ± 0.0050 0.0723 ± 0.0027 0.0722 ± 0.0033
S7 223 ± 1.4794 224 ± 2.2733 225 ± 2.8816 0.0556 ± 0.0029 0.0545 ± 0.0045 0.0530 ± 0.0056 0.0544 ± 0.0044
S8 223 ± 3.1220 224 ± 1.8144 224 ± 1.8144 0.0559 ± 0.0062 0.0543 ± 0.0035 0.0543 ± 0.0035 0.0549 ± 0.0044

A1 196 ± 1.3730 199 ± 1.2972 199 ± 1.3730 0.1118 ± 0.0031 0.1055 ± 0.0029 0.1053 ± 0.0030 0.1076 ± 0.0030
A2 211 ± 1.7682 213 ± 1.4794 208 ± 0.8193 0.0812 ± 0.0037 0.0755 ± 0.0031 0.0870 ± 0.0017 0.0813 ± 0.0028
A3 209 ± 0.6215 212 ± 0.7849 209 ± 3.6928 0.0855 ± 0.0013 0.0784 ± 0.0016 0.0850 ± 0.0076 0.0830 ± 0.0036
A4 219 ± 1.2243 222 ± 1.0417 211 ± 1.7207 0.0635 ± 0.0025 0.0576 ± 0.0021 0.0811 ± 0.0036 0.0674 ± 0.0027
A5 204 ± 0.7303 207 ± 0.4498 206 ± 0.6433 0.0955 ± 0.0016 0.0887 ± 0.0010 0.0910 ± 0.0014 0.0917 ± 0.0013
A6 207 ± 0.6915 210 ± 0.6288 206 ± 0.7849 0.0887 ± 0.0015 0.0817 ± 0.0013 0.0908 ± 0.0017 0.0871 ± 0.0015
A7 229 ± 0.6288 234 ± 0.5252 231 ± 0.6065 0.0459 ± 0.0012 0.0356 ± 0.0010 0.0406 ± 0.0012 0.0407 ± 0.0011
A8 212 ± 1.0807 217 ± 0.9965 204 ± 0.8023 0.0784 ± 0.0023 0.0680 ± 0.0020 0.0945 ± 0.0017 0.0803 ± 0.0020
A9 200 ± 1.8889 204 ± 1.2794 197 ± 2.4011 0.1048 ± 0.0042 0.0955 ± 0.0028 0.1113 ± 0.0054 0.1039 ± 0.0041

A10 223 ± 0.8996 224 ± 0.8996 211 ± 3.1397 0.0574 ± 0.0018 0.0537 ± 0.0018 0.0811 ± 0.0067 0.0641 ± 0.0033
A11 214 ± 1.3493 220 ± 0.8137 218 ± 1.3322 0.0748 ± 0.0028 0.0616 ± 0.0016 0.0654 ± 0.0027 0.0673 ± 0.0024
A12 217 ± 0.6288 222 ± 1.2576 213 ± 0.8841 0.0681 ± 0.0013 0.0590 ± 0.0025 0.0771 ± 0.0018 0.0681 ± 0.0019

EA1 207 ± 0.7611 207 ± 1.2015 180 ± 0.4983 0.0884 ± 0.0016 0.0887 ± 0.0026 0.1486 ± 0.0012 0.1086 ± 0.0018
EA2 206 ± 0.7240 210 ± 0.8193 191 ± 0.8683 0.0918 ± 0.0016 0.0836 ± 0.0017 0.1236 ± 0.0020 0.0997 ± 0.0018
EA3 221 ± 0.9248 224 ± 0.7303 208 ± 0.8469 0.0600 ± 0.0019 0.0537 ± 0.0014 0.0872 ± 0.0018 0.0670 ± 0.0086
EA4 215 ± 1.0283 220 ± 0.5509 209 ± 0.8137 0.0731 ± 0.0021 0.0628 ± 0.0011 0.0855 ± 0.0017 0.0738 ± 0.0016
EA5 211 ± 1.2576 206 ± 1.1059 169 ± 0.9685 0.0807 ± 0.0026 0.0912 ± 0.0024 0.1780 ± 0.0025 0.1166±0.0025

It is possible to establish a relationship between the absorbance and the sample’s
content of each image provided by the Electronic Eye. According to the RGB model, an
image’s absorbance was calculated about each color component’s average. As shown
in Table 2, the average and standard deviation of each color intensity component were
obtained together with their related absorbance from different tequila samples’ images.

The Silver tequila sample’s absorbance is 0.0644 ± 0.0034, while for Aged and Extra-
aged tequila samples, the average absorbance is 0.0785 ± 0.0024 and 0.0931 ± 0.0019,
respectively. The variability presented in the samples can be attributed to the characteristics
of each brand’s product, as well as to their particular aging process. Thus, the lowest
absorbance values in Silver tequila are associated with its colorless and pure tone.

Depending on the tequila aging process, the tone can be yellowish for Aged tequilas
or amber for Extra-aged tequilas. In this manner, while the intensity in the tequila tone
increases, the absorbance values also increase.

Related to the RGB components’ intensity, Silver tequila samples showed a prevalence
of the three components. However, the Aged tequila samples predominate the red and blue
components, whereas the blue component is more present and has the greatest intensity
in the Extra-aged tequila samples. These differences have been associated with shades
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present in samples, despite being the same type of tequila, and these differences depend
on the brand.

It is possible to observe that the similarity among obtained measurements for each
tequila sample within the same class is minimal since the deviations are in the order of
0.0001–0.0005, demonstrating repeatability in the operativity of the designed EE.

To visualize the behavior of the RGB absorbances of the different tequila samples,
radar plots were constructed. Figure 4 shows the RGB average absorbance of the complete
set of tequilas grouped in each of the three categories under study. Here it is possible to
observe some characteristic fingerprints for each type of tequila related to their optical
properties. This evident pattern for each tequila class (i.e., Silver, Aged, and Extra-aged) will
help interpret this information by the planned classifier models. The idea behind a pattern
recognition process is to recognize the regularities present in data by a computational
model that uses machine learning algorithms.

Figure 4. Radar plots for analyzed tequila samples with their respective absorbance values. (A) Silver, (B) Aged, and (C)
Extra-aged.

3.2. EE Preliminary Recognition Model

Before modeling, RGB average absorbances were normalized to an interval of 0 to 1 to
reduce illumination effects and for data treatment convenience. Afterward, a PCA analysis
was done to build a preliminary recognition model, expecting to observe some sample
clustering caused by the own absorbances and tequila class-related. The PCA plot with
the three significant PCs is shown in Figure 5. Here the accumulated explained variance
was ca. 99.96% with characteristic clusters that partially discriminate the different tequila
kinds. That is, most of the Silver tequilas seem to be grouped in the upper right region of
the plot, while the Aged tequilas are concentrated in the center, and the Extra-aged ones
appear grouped in the left region. However, apart from the marked dispersion of these last
two categories of tequilas, there is a clear overlap between some of their samples.

Although the aging mechanisms have been widely studied for different alcoholic
beverages such as wine and spirits [51,52], there is still no scientific report that addresses
it for tequila. Thus, considering that one of the physicochemical characteristics that are
impacted during this process is the color, it is then possible to assume that the absorbances
obtained with the electronic eye are also related to the aging of the analyzed tequila samples.

In this sense, the clustering regions observed in the PCA make sense when identifying
that samples were grouped within the proper class. On the other hand, each cluster has
a relationship with a different aging period. As a result, the dispersion present in the
Aged and Extra-aged tequila cluster is clearly related to the aging times that each producer
stipulates for their product. On the contrary, in the Silver tequilas cluster, the dispersion is
minimal because these tequila samples do not have an aging process.
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Figure 5. PCA score plot of the three first components obtained after analysis of tequila samples. As can be seen, some
clustering is obtained according to different tequila classes.

Thus, it is highly probable that there are tequilas with different aging times within the
set of tequila samples analyzed despite belonging to the same category. This may be because
each tequila producer must comply with Mexican regulations to respect the minimum
aging time. However, they can also establish longer aging periods without violating
the standard’s provisions to offer a product with better organoleptic characteristics than
their competitions.

For this reason, to confirm these initial identifications seen by PCA, the next step was
the use of LDA as a supervised pattern recognition method.

3.3. Tequila Categories Discrimination

Transformed data obtained by PCA were used as input information to perform LDA.
Since this is a supervised method, classification success was evaluated using LOOCV. In
this scheme, each sample is classified by means of the analysis function derived from the
remaining samples (all cases except the case itself). This process was repeated as many
times as the number of samples in the data set (i.e., 25 times), leaving out one different
sample each time, considering it as a validation sample. With this approach, all samples
are used once for validation. As can be observed in Figure 6, clear discrimination between
the three categories of tequila was achieved. The clusters in the figure evidence that tequila
samples are grouped according to their associated aged process. Although Silver tequilas
are clearly grouped on the left region of the plot, the Aged and Extra-aged tequilas have
class centroids located in the middle and right regions.
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Figure 6. LDA score plot of the obtained functions after analysis of tequila samples, according to
their category. Dotted lines represent classification clusters. In addition, the centroid of each class is
plotted (x).

The average classification results obtained from the 25 LDA models built are reported
in Table 3. Predictably from the LDA plot, the tequila samples managed to be correctly clas-
sified as Silver and Aged, reaching high classification rates (100% and 91.67%, respectively).
In contrast, the Extra-aged class did not exceed 78.40% correct classification. The overall
classification rate for the three classes was 90.02%. In order to evaluate the efficiency of
the modeling, accuracy, precision, sensitivity, and specificity values were also calculated.
It is possible to notice that sensitivity averaged for the three classes considered was 0.90,
whereas specificity was 0.96.

Table 3. Average classification results of EE for the discrimination of different tequila samples
according to expected categories employing PCA-LDA.

Tequila
Category

Classification
Rate (%)

Accuracy Precision Sensitivity Specificity

Silver 100.00 1.00 1.00 1.00 1.00
Aged 91.67 0.92 0.91 0.92 0.92

Extra-aged 78.40 0.92 0.80 0.78 0.95

Average 90.02 0.94 0.90 0.90 0.96

Many studies have established that the overall classification rate is not the best crite-
rion for measuring classifier performance where there is an imbalance in the number of
samples per class [53]. In this direction, to corroborate that the results obtained from the
LDA modeling are significant, it is necessary to use another criterion that reflects with more
certainty the performance of the classifier in contexts of this imbalance. A well-known
alternative measure to the accuracy is Cohen’s kappa coefficient [54]. The fundamental idea
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for its calculation involves analyzing the differences between the reference data and the
incoming data determined by the main diagonal of the confusion matrix, see definition (3).

κ =
N ∑n

i=1 mi,i − ∑n
i=1(GiCi)

N2 − ∑n
i=1(GiCi)

(3)

where i is the class number, N is the total number of classified values compared to truth
values, mi,i is the number of values belonging to the truth class i that have also been
classified as class i (i.e., values found along the main diagonal of the confusion matrix), Ci
is the total number of predicted values belonging to class i, and Gi is the total number of
truth values belonging to class i.

Thus, kappa is an indicator that acquires values between 0 and 1, the first representing
the absolute lack of agreement and the second, total agreement. According to their scheme,
a value <0 indicates no agreement, 0–0.20 as slight, 0.21–0.40 as fair, 0.41–0.60 as moderate,
0.61–0.80 as substantial, and 0.81–1 as almost perfect agreement.

In this regard, kappa values were calculated for each of the 25 LDA models built
considering the LOOCV process, obtaining an overall mean kappa coefficient of 0.87,
which is defined as “perfect agreement”. This finding indicates that this high agreement is
related to reliable data. In other words, the RGB absorbances used to identify the tequila
samples are representative enough to be modeled. Likewise, although the tequila classes
are imbalanced, the LDA models do not privilege the Aged tequila class with the greatest
number of samples over the Extra-aged tequila class with the least number of samples.

Additionally, from the obtained results, it is possible to confirm that even using a
LOOCV does not produce an over-optimistic approach in the LDA classifiers performance.

4. Discussion

The results presented in Section 3 have provided some insight into the developed
electronic eye’s capabilities to authenticate the three categories of tequila: Silver (S), Aged
(A), and Extra-aged (EA). First, from the preliminary recognition model using PCA, it
is important to highlight the close relationship between tequilas’ aging time and their
clustering from the RGB absorbance analysis. This same aging effect in tequilas has been
observed using more complex analytical methods such as HPLC [8]. This method is
responsible for identifying and quantifying low molecular weight phenolic compounds
acquired by tequila during the oak barrels’ maturing process. Once characterized, they are
related to the mentioned age classifications using analysis of variance (ANOVA) combined
with discriminant analysis.

Other works instead deal the authentication of tequila recurring to methods of analysis
as GC-MS [34], and UV-Vis [35] coupling some chemometric methods commonly based on
LDA, Partial Least Squares Discriminant Analysis (PLS-DA), Multilayer Perceptron Artifi-
cial Neuronal Networks (MLP-ANN), and Support Vector Machines (SVM) to name a few.
However, although these contributions differ from our study in factors such as the nature
of analytical data obtained and the number of tequila samples analyzed, they represent
the most recent state-of-the-art in identifying certified tequilas’ three main categories of
interest. Added to this, they report performance parameters like sensitivity and specificity
of the classifier models they used, which allows direct comparisons with our results. In this
way, Table 4 summarizes these parameters’ comparison, including the analytical methods,
classification models, and kinds of tequila reported by each research group.
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Table 4. Comparison of the current study with representative publications dealing with tequila
identification (S = Silver, A = Aged and EA = Extra-aged tequilas).

Reference
Analytical

Method
Classification

Model
Tequila

Category
Sensitivity Specificity

Ceballos-
Magaña et al.

[34]
GC-MS

LDA
S 0.66 0.75
A 0.33 0.92

EA 0.66 0.73

MLP-ANN
S 1.00 1.00
A 0.83 1.00

EA 1.00 0.93

Pérez-
Caballero
et al. [35]

UV-Vis

PLS-DA
S 0.81 0.89
A 0.71 0.88

EA 1.00 0.93

SVM
S 1.00 1.00
A 1.00 0.99

EA 0.96 1.00

This work
Electronic

Eye PCA-LDA
S 1.00 1.00
A 0.92 0.92

EA 0.78 0.95

In this way, it is clear that the model adopted in our study using PCA-LDA achieved
superior performance in the individualized identification of classes (sensitivity for S = 1.00,
A = 0.92, EA = 0.78 and specificity for S = 1.00, A = 0.92, EA = 0.95) than the LDA model
(sensitivity for S = 0.66, A = 0.33, EA = 0.66 and specificity for S = 0.75, A = 0.92, EA = 0.73)
reported by Ceballos-Magaña et al. [34], and the PLS-DA (sensitivity for S = 0.81, A = 0.71,
EA = 1.00 and specificity for S = 0.89, A = 0.88, EA = 0.93) described by Pérez-Caballero
et al. [35]. These results are remarkable because, in our study, a linear model was enough
to identify tequilas from their RBG absorbances. In contrast, the authors mentioned above
needed the use of models with non-linear strategies (e.g., MLP-ANN and SVM) that
demand a high computational cost when performing their optimization process to tackle
the classification problem properly.

On the other hand, if we compare the results obtained from the non-linear modeling of
the PCA-LDA model described in the present work, the overall performance is competitive
for the Silver and Aged tequila classes and limited for the Extra-aged class. Finally, the
differentiation between non-aged tequilas and those with different maturity levels is closely
related to the task of identifying mixed, fake, and adulterated tequilas. Taking into account
that adulterations in tequila are also associated with practices such as dilution, the addition
of alcohol or some prohibited substances, forbidden aging methods, or blending with lower
quality tequila batches, these adulterations are closely related to changes in the UV-vis
absorbance and, therefore, in samples’ color [36,39]. Further work will attempt to include
these kinds of samples applying the reported image processing procedure in order to find
color variations (from RGB absorbances) to identify counterfeit tequilas.

5. Conclusions

An electronic eye based on lab-made instrumentation coupled with an image process-
ing stage was developed to build a biologically inspired system capable of distinguishing
between different tequila kinds, namely Silver, Aged, and Extra-aged. The system’s re-
peatability was demonstrated by statistical analysis of the captured images using RGB
information. Preliminary analysis employing PCA was relevant to observe data behavior
and tequila class clustering mainly related to the aging process. LDA classifiers were built
to recognize tequilas through the evaluated RGB absorbances using a LOOCV scheme to
identify samples correctly.

Successful discrimination between tequilas was achieved by LDA, obtaining an overall
classification rate of 90.02% for the three involved tequila classes mainly associated with
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their aging process. In the same way, the obtained sensitivity averaged was 0.90, whereas
specificity was 0.96. Considering that the analyzed tequila samples are grouped in imbal-
anced classes, the kappa coefficient was calculated to corroborate that the performance
measures were not over-optimistic. In this way, the kappa coefficient mean value was 0.87,
which implies that models interpret reliable data without privileging any tequila class
after adjustment.

These results show that the developed image analysis strategy based on obtained RGB
information of compressed jpeg images, together with the PCA-LDA modeling stage, did
not hamper the identification of tequilas by retaining enough color information of analyzed
samples. Another notable point is that the method presented here agrees with the results
reported by some previous studies that employ conventional analytical techniques such
as UV-Vis and GC-MS combined with non-linear classification methods. In this sense, the
developed electronic eye constitutes a reliable and easy-to-use tool that allows a quick
and non-destructive analysis of tequilas to authenticate them according to the three main
categories. Lastly, further research may be conducted to identifying fake or mixed tequilas
applying the currently reported methodology based on color analysis.
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Abstract: A surface plasmon resonance (SPR) platform, based on a D-shaped plastic optical fiber
(POF), combined with a biomimetic receptor, i.e., a molecularly imprinted polymer (MIP), is pro-
posed to detect furfural (2-furaldheide, 2-FAL) in fermented beverages like wine. MIPs have been
demonstrated to be a very convenient biomimetic receptor in the proposed sensing device, being
easy and rapid to develop, suitable for on-site determinations at low concentrations, and cheap.
Moreover, the MIP film thickness can be changed to modulate the sensing parameters. The possibility
of performing single drop measurements is a further favorable aspect for practical applications. For
example, the use of an SPR-MIP sensor for the analysis of 2-FAL in a real life matrix such as wine is
proposed, obtaining a low detection limit of 0.004 mg L−1. The determination of 2-FAL in fermented
beverages is becoming a crucial task, mainly for the effects of the furanic compounds on the flavor of
food and their toxic and carcinogenic effect on human beings.

Keywords: molecularly imprinted polymer (MIP); surface plasmon resonance (SPR); plastic optical
fiber (POF); 2-furaldheide (2-FAL); beverages; optical chemical sensors

1. Introduction

The need for low-cost and easy-to-use sensing systems for the rapid screening of food
contaminants is constantly increasing. Traditional monitoring techniques are typically
based on laboratory analyses of representative field-collected samples; this necessitates
considerable time, effort, and expense and the sample composition may change before
analysis. Alternatively, portable monitoring systems relying on sensing methods appear
well suited to complement standard analytical methods and, also, can be permanently
installed at the monitoring sites and can transmit the data remotely. Bio and chemo
receptor-based sensors in optical fibers have been shown to be well suited in numerous
applications [1–5]. In particular, the optical fiber sensing platforms based on surface
plasmon resonance (SPR) [6–12] allow marker-free detection and have promising merits of
low cost, high sensitivity, and small size. In general, the optical fiber for sensing application
is either a glass or a plastic one. The prism-based Kretschmann and Otto configurations are
the most commonly used in sensing to excite the SPR phenomenon. More recently, systems
incorporating plastic optical fibers (POFs) have been introduced [12]. This upgrading
makes it possible to reduce the SPR sensors’ cost and dimensions by integrating the sensing
platform with small optoelectronic devices (sources and detectors).

For low-cost sensing systems, POFs are especially advantageous due to their excellent
flexibility, easy manipulation, great numerical aperture, large diameter, and the fact that
plastic can withstand smaller bend radii than glass [12].

Biosensors 2021, 11, 72. https://doi.org/10.3390/bios11030072 https://www.mdpi.com/journal/biosensors
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The SPR-POF platform developed by our research group is particularly convenient for
sensing purposes when it is combined with receptors, as molecularly imprinted polymers
(MIP) [13]. It is based on the SPR phenomenon taking place at a multilayer structure realized
starting from a planar surface of exposed core POF, embedded in a resin block (D-shaped
POF platform). The receptor layer is deposited on the gold-photoresist multilayer [13]. The
flat shape of the sensing part is particularly suitable for measurements in a drop, for which
no expensive and bulky flow-through cell is required.

The D-shaped POF sensing platform, developed by our research group, has been
exploited in several application fields, employing different kinds of receptors, as aptamers,
antibodies, metal ligands, and MIPs [13–20]. The MIPs are a class of artificial receptors
whose concept dates back to the early 1930s [21–23]. Peculiar is the process of MIP prepara-
tion, which is based on a template-assisted synthesis [24]. The target molecule is dissolved
in a liquid phase together with functional monomers able to coordinate around it both by
covalent or non-covalent bonds. Next, the complex is polymerized in the presence of a
cross-linking agent. Upon template removal, cavities are left on the polymeric material;
they are complementary to the template in shape, size, and position of recognition sites.
MIPs often possess recognition properties analogous to natural receptors but have the
stability, ease of preparation, micromachining, integrability, and low cost of production,
typical of synthetic materials [24–26].

MIPs are synthetic solids containing sites functionally and dimensionally complemen-
tary to the target molecular structure, similar to the receptor sites in bioreceptors. Moreover,
it is important to emphasize that MIPs can be produced as layers in tight contact with the
transducing surfaces [13,14]. It must be recognized that in this form, MIPs are different
from the usual bioreceptors, for example, antibodies or aptamers, since their thickness can
be higher than that of the bioreceptors’ layers, usually constituted by only one or a few
molecular layers. This aspect can be very important to reduce the so-called “bulk effect”. In
particular, the MIP’s thickness can be modified in function of the real matrices in which the
analyte is present; for instance, to exploit SPR-POF platforms to detect specific substances
in power transformer oils, very thick MIP layers have been used [14].

MIPs have been found to have many interesting applications for selective separations
and as biomimetic receptors in sensing devices, mainly for detection outside the laboratory,
because of their robustness characteristics in different conditions (acidity, ionic strength,
etc.), low cost, and fast development. In the D-shaped SPR-POF platform proposed by
us, an MIP layer can be easily deposited by a drop coating and spinning procedure, as
previously described in several cases [13,14,19,27].

In this work, the application of an SPR-POF platform with MIP as a specific receptor
for the selective detection of 2-furaldheide (2-FAL) in aqueous solutions for food safety
surveillance is presented. The 2-FAL detection in aqueous solutions or beverages, for
instance, wine, is becoming a crucial task not only for its relevance in affecting the fla-
vor and aroma [28], but also for its suspected toxic and carcinogenic effects on human
beings [29–31]. Moreover, furanic compounds have been proposed to assess the aging of
food and beverages due, for example, to inappropriate storing conditions [31–34].

An MIP for 2-FAL has been recently tested for sensing by electrochemical transduction
by our group [35], taking advantage of the redox properties of 2-FAL. Here, the same MIP
previously investigated is proposed with optical SPR transduction to improve the detection
limits while maintaining similar characteristics of low cost and fast development of the
biomimetic receptor. The portability of the apparatus is assured by the use of the POFs with
a low dimension apparatus. In this study, the effect of the thickness of the MIP layer on the
sensor response is investigated, particularly to modulate the SPR resonance wavelength
according to the characteristics of the sample, mainly its refractive index (RI).
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2. Materials and Methods

2.1. Chemicals and Instrumentation

Divynilbenzene (DVB, CAS N. 1321-74-0), methacrylic acid (MAA, CAS N. 79-41-4),
2-furaldehyde (2-FAL, CAS N. 98-01-1), and 2,2′-azobisisobutyronitrile (AIBN, CAS N.
78-67-1), were obtained from Sigma-Aldrich. MAA and DVB were purified with molecular
sieves (Sigma-Aldrich cod. 208604, St. Louis, MO, USA) before use to remove stabilizers.
All other chemicals were of analytical reagent grade. Pure water was obtained by a Milli-Q
system (Merck Millipore, Billerica, MA, USA). Stock solutions of 2-FAL were prepared by
weighing the liquid and dissolving it in pure water.

The wine-mimicking solution had the following composition: fructose 25 g/L, glucose
25 g/L, tartaric acid 5 g/L, glycerol 1.25 g/L, ethanol 180 mL/L (18% v/v). (pH = 3.3,
n = 1.3455 RIU).

The white wine sample (WW) was a white wine in tetra pack purchased in a local
supermarket.

The measurement apparatus consisted of a halogen lamp (HL–2000–LL, Ocean Optics)
and a spectrometer connected to a PC (USB2000+UV–VIS spectrometer, Ocean Optics).
The white light source presented an emission range from 360 nm to 1700 nm, whereas the
spectrometer had a detection range from 350 nm to 1023 nm. The transmission spectra
and data values were displayed online on the computer screen and saved by Spectra Suite
software (Ocean Optics, Dunedin, FL, USA) [36]. An outline of the experimental setup
based on spectral interrogation is reported in Figure 1a.

2.2. Preparation of the Specific MIP Layer

The prepolymeric mixture was composed of the reagents at molar ratio 1 (2-FAL):4
(MAA):40 (DVB) according to the method previously described [14]. The cross-linker
divinylbenzene (DVB) was also used as the solvent in which the functional monomer
(methacrylic acid, MAA) and the template, 2-FAL, were dissolved. The mixture was
uniformly dispersed by sonication and de-aerated with nitrogen for 10 min. Then, the
radical initiator AIBN (23 mg/mL of prepolymeric mixture) was added to the mixture.

The MIP layer was prepared directly over the flat part of the platform, dropping a
small volume (about 50 μL) of the prepolymeric mixture on the platform maintained in
a flat position with the help of the resin support. The prepolymeric mixture expanded
spontaneously to cover the erased surface of the POF and the surface of the holder. The
whole structure was spun at a given spin rate, typically at 1000 rpm for 2 min, and then
placed in an oven for 16 h at 80 ◦C for the thermal polymerization in air [13,14,19]. Finally,
the template and oligomeric polymer fragments were removed by repeated washings with
96% ethanol.

Figure 1. Cont.
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Figure 1. Optical-chemical sensor system: (a) outline of the experimental setup; (b) surface plasmon
resonance- plastic optical fiber (SPR-POF) platform covered by a thin molecularly imprinted polymer
(MIP) layer; (c) SPR-POF platform covered by a thick MIP layer. The grey block represents the resin
support (1 cm × 1 cm × 1 cm) in which the POF is embedded.

2.3. Preparation of the Fiber Optic Platform

The optical platform was based on a multimode POF with a characteristic D-shaped
sensing region, obtained by erasing the cladding and partially the core of the POF, held in
a specially designed resin support, which produced a flat surface (see Figure 1) [13,14,36].
One half of the fiber was erased and the exposed POF core was 1 cm long. A multilayer
structure was built up over the exposed core with a buffer layer (a photoresist of high
refractive index with respect to the core, 1.5 μm thick), a thin metal film (gold, 60 nm thick)
and, finally, an MIP layer as a specific chemical receptor for 2-FAL detection. Figure 1b,c
show two typical sensing regions obtained by two MIP layers with different thickness.

In particular, the buffer layer (Microposit photoresist, MicroChemCorp., Westborough,
MA, USA) was deposited on the exposed core, taking advantage of the flat shape by
dropping and spinning at 6000 rpm. The so obtained layer was 1.5 μm thick and the
gold layer was deposited over it by sputtering (SCD 500, Leica Microsystems, Wetzlar,
Germany), forming a nanofilm 60 nm thick.

Figure 1b,c show a schematic view of SPR-POF probes, covered by MIP layers of
different thicknesses, in which the penetration of the plasmonic wave in the liquid above,
in the case of thin and thick MIP layers, is schematically displayed. The layers with different
thickness could be obtained by spinning the prepolymeric mixture at different rates, or by
depositing multiple layers of MIP.

2.4. Measurement in a Drop

The flat surface of the described optical platform makes it possible to perform the
measurement in a drop simply deposited over the flat surface. The platform was fixed in a
mini holder, which was purposely designed to keep the sensing surface, embedded in the
resin block, in a flat position. A sample drop (50 μL) was deposited over the flat part of the
sensor, allowed to expand over the sensing surface and the support, and equilibrated for
5 min. During this time, the drop over the surface maintained its shape due to the MIP
surface’s hydrophobicity, mainly constituted by DVB.

The concentration of 2-FAL in the sample only influenced the refractive index (RI) of
the polymer in contact with the gold layer since the concentration of 2-FAL in the sample
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was too low to affect the solution’s RI. Any RI variation related to the matrix, the so-called
“bulk effect”, had to be avoided or corrected.

As schematically shown in Figure 1b,c, this aspect is particularly relevant when very
thin MIP layers are considered, i.e., thinner than the plasmonic wave penetration in the
dielectric. In that case, the Δλ must always be measured in solution with the same RI. If the
sample and the standard solutions have the same RI, the spectra can be recorded directly
in the drop of the liquid sample positioned over the sensing layer, but when RI is different,
the solvent exchange method proposed for SPR measurements in serum (n = 1.348 RIU at
600 nm [37]) in flowing conditions [38] must be applied.

In the static condition required by the determination in a drop here considered, a small
volume of sample (40 μL) was dropped over the flat part of the sensor and equilibrated
for 10 min as in the direct measurement method, but without recording the spectrum and
measuring Δλ. The sample solution was eliminated by suction, and the platform was
washed with 40 μL of water. After the washing step, 40 μL of water was deposited over
the MIP to record all the spectra with the same bulk liquid overlying the receptor layer. In
this way, only the RI change induced by the binding of the analyte was detected, without
any possible perturbation induced by the bulk refractive index of the examined sample.
The transmission spectra in water were normalized to the spectrum obtained with the
corresponding sensor (SPR-MIP) in air (reference spectrum).

As a matter of fact, in the reference spectrum acquired on SPR-MIP with a thin MIP
layer, no plasmon resonance was excited in the operative refractive index range of the
platform here described [36].

2.5. Standardization Curves

The standardization curves were obtained by plotting the variation of the resonance
wavelength in the normalized transmission spectra (Δλ) vs. the concentration of 2-FAL.
Δλ was calculated respect to the resonance wavelength of a blank solution, i.e., a solution
with the same composition of the sample but not containing the analyte of interest.

With the limited number of receptor sites in this kind of sensor, the response was
linear only in very small concentration ranges. Therefore, the standardization curves
were modeled by an equation deriving from the Langmuir adsorption isotherm [14,19,20],
assuming that the signal is directly proportional to the amount of the template in the
sensing layer (Δλ = k g cAint):

Δλ =
k g cintKaff[A]

1 + Kaff[A]
=

ΔλmaxKaff[A]

1 + Kaff[A]
(1)

[A] is the concentration of the analyte in the sample solution. Kaff (in mg−1 L) is
the affinity constant of the adsorption equilibrium, cint is the concentration of the specific
sites of the MIP (in mg g−1), g is the polymer mass (in grams). Δλmax = k·g·cint is the
maximum Δλ at high concentration of the analyte (i.e., when the analyte saturates all the
specific sites).

Equation (1) can be applied as a standardization curve if the analyte concentration at
the equilibrium in the sample, [A], is equal to the total one (cA), i.e., when the concentration
of the analyte adsorbed is negligible.

The parameters of Equation (1) were obtained by Solver, the Microsoft Excel
add-in program.

Once the parameters are known, the concentration of the analyte can be evaluated in
the whole detection range from the measured Δλ:

[A] = cA =
Δλ

Kaff · (k · g · cint − Δλ)
(2)
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3. Results

3.1. Response of the SPR-Bare Platforms to the Refraction Index Variation

The response of the SPR platforms, not derivatized with MIP (SPR-bare), here con-
sidered, has been checked as previously proposed [36]. In particular, the resonance wave-
lengths of the platform in liquid media of different RI, measured by an Abbe refractometer,
were registered. As an example, the spectra of water–glycerol solutions with different RI
are reported in Figure 2a. The response curve Δλ (referring to pure water) against RI is
shown in Figure 2b.

 
(a) (b) 

Figure 2. (a) Transmission spectra of the MIP-bare platform in water–glycerol solutions with different refractive index (RI).
(b) Variation of the resonance wavelength with the RI of the overlying liquid.

The sensitivity (δΔλ/δRI) is significantly different from zero in the whole RI range,
and it increases at increasing RI (Figure 2b). Nevertheless, for short RI ranges, the curve
can be assumed to be linear. At increasing RI, the peak is shifted to higher wavelength
values and becomes larger and flatter, making the acquisition of the minimum less accurate
and precise. For this reason, the best RI of the dielectric layer in contact with the resonant
surface must be a compromise between the highest sensitivity and precision.

3.2. MIP Layer Analysis

The SEM image reported in Figure 3 shows the gold surface modified with MIP
polymerized in situ, where the presence of polymer aggregates of small particles can be
seen. This SEM image is relative to a sensing platform in which the MIP layer has been
obtained by spinning the prepolymeric mixture at high velocity (about 1000 rpm). It shows
that at the micro level, the MIP film does not entirely cover the gold surface, so in some
way it reproduces the surface derivatized with a bioreceptor, i.e. a large biomolecule.

Figure 4 reports the comparison between the SPR spectrum in water of a bare platform
(SPR-bare) with that of the same platform modified with multiple layers of MIP (SPR-MIP).
The MIP made the RI of the region overlying gold higher than pure water, as proven by the
resonance wavelength shift towards higher values (red shift). The SPR spectra in Figure 4
are relative to a set of sensors prepared by depositing successively one, two, or three layers
of MIP on equal platforms, as reported in Table 1. Water (n = 1.332 RIU) was the liquid
over the platform. The example in Figure 4 shows that the resonance wavelength shift (Δλ)
with respect to that of pure water depends on the amount of MIP deposited. The resonance
wavelengths are reported in Table 1.
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Figure 3. SEM images of different points at the surface of the sensing part.

Figure 4. Transmission spectra of C1 (SPR-MIP) platform, with one, two, or three MIP layers, in
water, normalized on the spectrum of the corresponding platforms in air.

Table 1. Resonance wavelength of sensors with multiple MIP layers. Formation of each MIP layer: 40 μL of prepolymeric mixture
spun at 300 rpm. Normalization on the corresponding platform in air.

Type of Sensor N. of MIP Layers λris in Water [nm] Δλ (SPR-MIP in Water Minus SPR-Bare in Water) [nm]

C1 (SPR-bare) 0 597.7 0
C1-1 (SPR-MIP) 1 663.2 65.5
C1-2 (SPR-MIP) 2 672.4 74.7
C1-3 (SPR-MIP) 3 718.3 120.6
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By increasing the number of MIP layers, the resonance wavelength increases, and a
shift to higher wavelengths (red shift) is observed (from 663.0 nm to 718.3 nm). Even with
three layers deposited (C1-3), the resonance wavelength (718.3) is lower than the maximum
wavelength useful for measurement.

In order to verify if the sensor with three layers of MIP is still sensitive to the RI
of the overlying liquid, the SPR transmission spectra in water–glycerol solutions with
different refractive indices, positioned like a drop over the MIP (bulk solution), are reported
in Figure 5.

Figure 5. Comparison of the spectra of an SPR-MIP sensor (C1-3) in water–glycerol solutions with
different refractive indices and the spectrum of an SPR-bare platform in water.

The resonance in water of the SPR-MIP platform is at 715 nm (see Figure 4), with a
shift of 115 nm compared to the resonance of SPR-bare in water, indicating that the amount
of MIP layer is relatively large. However, a shift to higher wavelengths is observed when
liquids with RI higher than water substitute water. This behavior demonstrates that the
MIP layer is not so thick as to completely include the plasmonic wave, as schematically
illustrated in Figure 1b,c.

3.3. Sensor Response in Water and in Wine-Mimicking Solution

Water is a well-suited solvent for measurements with the platforms here described
since its RI matches the operative range for the proposed SPR sensors [36]. The spectra
can be recorded directly in the sample, since 2-FAL standards in water are easily prepared.
When the 2-FAL concentration increases, the SPR wavelength is shifted to higher values,
as seen in Figure 6a. As an example, a standardization curve of 2-FAL in water is shown
in Figure 6b, and is obtained by reporting the wavelength variation Δλ vs. 2-FAL con-
centration. The experimental data are well fitted by Equation (1), as expected when the
sorption takes place according to the Langmuir model. A plateau corresponding to Δλmax
is obtained for concentrations higher than 1 mg·L−1 due to the receptor’s sites satura-
tion. The parameters, evaluated by a non-linear regression method, are Kaff, 9.4 L·mg−1

(9.0 105 M−1) and Δλmax = 3.3 (0.447) nm. The sensitivity at low concentration (i.e., in the
linear part of the curve) is 31.6 nm·mg−1·L. The saturation was reached at about 1 mg·L−1.

The response of the sensor to 2-FAL concentration in wine-mimicking solution is
reported in Figure 6c,d. In this case, the spectra were recorded in water, after equilibration
with the sample and washing, according to the method of the solvent exchange.
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(a) (b) 

  

(c) (d) 

Figure 6. (a) SPR spectra of the SPR-MIP sensor at different 2-furaldheide (2-FAL) concentrations in water; (b) SPR
wavelength shift vs. concentration of 2-FAL in a water solution and the calculated continuous curve; (c) SPR spectra of the
SPR-MIP sensor at different 2-FAL concentrations in wine-mimicking solution; (d) SPR wavelength shift vs. concentration
of 2-FAL in wine-mimicking solution and the calculated continuous curve. Vertical bars in (b,d) correspond to the standard
deviations (error bars).

The dose–response curve (Δλ vs. 2-FAL concentration) in wine-mimicking solu-
tion followed the Langmuir model (see Equation (1)) and the parameters obtained are:
Kaff = 75.6 L·mg−1 and Δλmax = 3.3 (0.247) nm. The sensitivity at low concentration is
254.9 nm·mg−1·L, and the limit of detection (LOD) is 0.004 mg·L−1. The saturation was
reached at about 0.6 mg·L−1.

The affinity constant is about 8 times higher in wine-mimicking solution than in pure
water; consequently, the LOD is lower than in water.

3.4. Determination of 2-FAL in a White Wine Sample

The sample considered was a white wine in a tetra pack container (WW) purchased
in a local supermarket, in which a concentration of 2-FAL of 0.1 ppm was found by an
HPLC method. The SPR spectra were obtained as reported in the experimental part, using
water as the liquid in which the spectra were finally recorded (bulk liquid). This method
had to be applied since the exact RI of the white wine is unknown. Figure 7 shows the
transmission spectra recorded in water of the considered WW sample, and with some
standard additions of 2-FAL.
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Figure 7. SPR spectra obtained by the SPR-MIP sensor in wine sample.

The variation of λris from the blank (water) to the WW (2.8 nm) is due to the adsorp-
tion of 2-FAL on the MIP during the incubation with the sample. There is only a very
slight variation of λris in response to the standard additions of 2-FAL to the sample. This
behavior indicates that the imprinted sites are almost saturated by the 2-FAL originally
present in the WW considered. In fact, the concentration calculated from Equation (1),
using the parameters evaluated in wine-mimicking solution, is 0.107 mg L−1, near to the
approximate saturation concentration, in acceptable agreement with the value found by the
HPLC method (0.1 mg L−1).

4. Discussion

In the SPR-POF sensing apparatus here considered, the operative RI ranges were from
about 1.33 to 1.41 (see Figure 2). In aqueous matrices with low RI, an RI in this range is
obtained when a thin MIP layer is deposited on the gold surface so that the plasmonic
wave partially penetrates in the overlying aqueous medium, as shown in Figure 1b. The
preparation of the MIP layer reported in the experimental part allowed this goal to be
achieved, i.e., having an RI of the layer (MIP plus water solution) in the suitable range.
The resonance wavelength shift of the sensor with MIP in water, with respect to that of the
bare platform in water, was around 50–150 nm. Similar shifts were previously observed
in sensors with MIP’s receptor. For example, a value as high as 150 nm in sensors for
TNT [13] and nicotine [19], and about 80 nm in a 2-FAL sensor [27] were obtained. Lower
Δλ was observed in the case of a monolayer of molecular receptor as in the case of an
aptamer [17] or a metal ligand [16,19], confirming that the shift is higher when a higher
amount of receptor is present at the resonant surface. As shown in the present investigation
(Figure 2), the resonance wavelength should not exceed about 800 nm, so that an MIP layer
that is not too thick must be used.

On the other hand, this makes the sensor sensitive to the RI of the overlying liquid,
which thus must be carefully controlled.

For this reason, when measuring a real life sample, for example wine, using the
sensing method proposed, any RI variation due to the matrix composition must be avoided.
This aspect is relevant when thin MIP layers are considered, i.e., thinner than the plasmonic
wave penetration in the dielectric. In that case, the Δλ must always be measured in
solution with the same RI. The matrix effects are avoided by equilibrating the sample with
the sensor and then changing the sample with a solvent with a proper RI (for example,
an aqueous buffer), for recording the spectrum and measuring Δλ. In the present work,
to demonstrate the method’s effectiveness, pure water was selected as the liquid for
registering the spectrum for the analysis of 2-FAL in a white wine sample. An alternative
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approach could be applied, using a much thicker MIP layer; however, in this case, the RI
of the dielectric over gold could not be suitable for the measurements since the resonance
wavelength could be outside the operative range.

5. Conclusions

The proposed platform, based on D-shaped POF and an MIP as the receptor layer, has
been demonstrated to be particularly suited for measurements in aqueous matrices since
the RI of the layer in contact with the resonant surface (gold) matches the measurable RI
range. On the other hand, this strongly depends on the MIP layer’s thickness, at least for
the MIP here considered.

It has been found that the “wine” matrix has a large effect on the SPR signal since
the response of the sensor to 2-FAL is different in water and wine-mimicking solution.
The affinity constant is one order of magnitude higher in wine than in water, and con-
sequently, a lower LOD is obtained, reaching interesting values for the determination of
2-FAL in wine.

The method developed for the determination of 2-FAL in wine could have a high
practical interest; on the one hand, for the possible toxic and carcinogenic effects of furanic
aldehydes, particularly 2-FAL, on human beings and, on the other hand, for their impact
on the aroma of food. Interestingly, the sensor here developed could be easily adapted to
the analysis of other furanic compounds.
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Abstract: The determination of local temperature at the nanoscale is a key point to govern physical,
chemical and biological processes, strongly influenced by temperature. Since a wide range of applica-
tions, from nanomedicine to nano- or micro-electronics, requires a precise determination of the local
temperature, significant efforts have to be devoted to nanothermometry. The identification of efficient
materials and the implementation of detection techniques are still a hot topic in nanothermometry.
Many strategies have been already investigated and applied to real cases, but there is an urgent need
to develop new protocols allowing for accurate and sensitive temperature determination. The focus
of this work is the investigation of efficient optical thermometers, with potential applications in the
biological field. Among the different optical techniques, Raman spectroscopy is currently emerging
as a very interesting tool. Its main advantages rely on the possibility of carrying out non-destructive
and non-contact measurements with high spatial resolution, reaching even the nanoscale. Temper-
ature variations can be determined by following the changes in intensity, frequency position and
width of one or more bands. Concerning the materials, Titanium dioxide has been chosen as Raman
active material because of its intense cross-section and its biocompatibility, as already demonstrated
in literature. Raman measurements have been performed on commercial anatase powder, with a
crystallite dimension of hundreds of nm, using 488.0, 514.5, 568.2 and 647.1 nm excitation lines
of the CW Ar+/Kr+ ion laser. The laser beam was focalized through a microscope on the sample,
kept at defined temperature using a temperature controller, and the temperature was varied in
the range of 283–323 K. The Stokes and anti-Stokes scattered light was analyzed through a triple
monochromator and detected by a liquid nitrogen-cooled CCD camera. Raw data have been analyzed
with Matlab, and Raman spectrum parameters—such as area, intensity, frequency position and width
of the peak—have been calculated using a Lorentz fitting curve. Results obtained, calculating the
anti-Stokes/Stokes area ratio, demonstrate that the Raman modes of anatase, in particular the Eg one
at 143 cm−1, are excellent candidates for the local temperature detection in the visible range.

Keywords: temperature sensor; Raman spectroscopy; anti-Stokes/Stokes spectra; titanium dioxide

1. Introduction

The determination of temperature with good accuracy and with nano/micro-spatial
resolution (nanothermometry) has been matter of intense research efforts since it opens
up new perspectives in different research fields like biomedicine, photonics and nanoelec-
tronics [1–4]. For example, Okabe et al. [5] reported on the investigation of cell functions
by mapping the intracellular temperature, Quintanilla et al. [6] engineered a probe for
monitoring temperature during photothermal therapy, Santos et al. [7] worked on the early
diagnosis of tumors, exploiting the different thermal dynamics of healthy and diseased
tissues and Mi et al. mapped the temperature on a micro sized magneto-resistive device [8].
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In optical nanothermometry, luminescence is currently the most widely employed
detection technique. However, also Raman spectroscopy is emerging as a valuable tool
for temperature measurements. Despite being an intrinsically weaker phenomenon than
fluorescence (requiring longer integration times), advantages of Raman include the wide
range of temperatures detectable, the ease of sample preparation and the ample availability
of materials possessing a Raman spectrum [9–13]. Moreover, it is characterized by a great
spatial resolution, in the order of the diffraction limit of the probe laser [14].

The Raman effect is the inelastic scattering of light and well-defined characteristics of
the Raman spectrum, such as intensity, position in frequency and width of peak signals, are
related to temperature. It follows that temperature can be measured from Raman spectra
by determining the degree of the shift position of a defined peak at different temperatures,
or by evaluating the broadening of its linewidth or by measuring the peak intensity ratio
of the anti-Stokes signal to the Stokes signal [15].

A good Raman thermometer material should possess these properties: (a) a large
Raman scattering cross-section (to reach high signal-to-noise ratios); (b) high-intensity
Raman peaks at low Raman shifts (the upper limit, in frequency shift, depends on the
working temperature and in general near room temperature it is about 600 cm−1 [13]),
indeed the lower the Raman shift, the more sensitive is the peak intensity to temperature;
(c) well-defined and distinguishable Raman peaks and (d) low absorbance at the excitation
wavelength (to avoid heating mechanisms).

Temperature cannot be measured directly, signals, like frequency position or intensity
of the anti-Stokes and Stokes Raman peaks, can be used as indication (Q), which is linked
to temperature through a mathematical equation (the so called measurement model). Great
care should also be devoted to the determination of the uncertainty of the obtained values,
indicating the dispersion of values within which the true temperature value is expected to
lie. The measured temperature will be accurate if it is very close to the true value, and if
measured temperatures, acquired by replicate measurements on the same object, are close to
each other. In addition, sensitivity and thermal resolution are two fundamental parameters
to evaluate thermometry. Sensitivity (S) is defined as the derivative of the indication with
respect to the temperature, S = |∂Q/∂T| [9,16], while the thermal resolution is the smallest
change in a temperature able to cause a perceptible change in the indication Q, calculated
as the ratio of uncertainty (the standard deviation, σ) and sensitivity ΔTmin = σ/S [16].

When Raman thermometers are considered, it is also important to investigate the
effect of the laser power on the local temperature, in order to avoid the heating of the
sample due to the laser itself. For this purpose, it is interesting to examine the behavior of
the system as a function of the laser intensity (when very high laser power intensities are
achieved to obtain high intensity signals [17]). In general, the Raman signal depends on the
third or the fourth power of the excitation frequency [18], so that it is expected to increase
with decreasing excitation wavelength. That is the reason that many Raman measurements
are conducted using shorter excitation wavelength; nonetheless, other factors have to
be considered when choosing the proper laser frequency. Actually, it affects the depth
of focus and the focal volume of the laser beam (the longer the wavelength the deeper
light penetrates the sample), the spatial resolution and notably the photoluminescence
background, which can be present also with transparent materials. Moreover, the presence
of electronic transitions close to the excitation frequency has to be considered, as it causes
an enormous enhancement of Raman signals [19], which is desirable to increase sensitivity,
but may induce a local heating of the sample. When temperature is measured through the
anti-Stokes/Stokes ratio, all these aspects have to be considered when choosing the material
and/or the excitation wavelength, because a wavelength dependence of the Raman cross-
section can determine an asymmetry between Stokes and anti-Stokes processes, resulting
in anomalous anti-Stokes/Stokes ratios.

Studies on temperature with Raman measurements can be found in literature for
silicon [14,20], gallium arsenide [21], gallium nitride [22] and graphene [23]. Titanium
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dioxide (TiO2) has also been tested in few works as a Raman thermometer for titanium
dioxide microparticles [24,25] and for thin films of titania used in solar cells [26].

Titanium dioxide’s general features of chemical stability and nontoxicity make it a
very interesting compound for various different applications, including photocatalysis [27],
optical coatings, optoelectronic devices [28] and biomedicine [29]. It is a wide band
gap insulator (3.0 eV [30–32]) and exists in nature in three different crystal structures:
anatase, rutile and brookite. In particular, the anatase phase is exploited in photocatalysis,
photochemical solar cells, optoelectronic devices and chemical sensors [33,34]. Titanium
dioxide seems to fit perfectly all the requirements for a good thermometer material and
has been chosen as Raman active thermometric material in our research.

The aim of this study is to obtain a protocol for temperature determination, with a
high spatial resolution, of the order of the micro-nanometer dimension, exploiting Raman
spectroscopy on anatase powder. As multiple signals are present in the Raman spectrum of
Titanium dioxide, the choice of the actual Raman mode to be used has been performed on
the base of its sensitivity to temperature. The ratio between Stokes and anti-Stokes signals
of the same Raman mode has been investigated as a function of temperature (T), excitation
wavelength (λexc) and input power. The control of the temperature is obtained by using
a temperature controller, which is assumed also as reference for the determination of the
absolute temperature. The performances of the temperature sensor are examined in the
wavelength range 488.0–647.1 nm, to individuate the best excitation wavelength in terms of
reaching the highest sensitivity, and in the temperature range 283–323 K, which is important
for biological applications. The work will demonstrate that a different calibration constant
is necessary for different wavelengths and Raman modes. The calibration constants,
determined with this work, have been tested on a titanium dioxide based Test Sample,
obtaining results with high sensitivity and low uncertainty and open the way to the use, in
the future, of titanium dioxide-based new biosensors.

2. Materials and Methods

Raman measurements have been performed using a micro-Raman setup in a back-
scattering geometry; the principal elements of the setup are showed in Figure 1.

 
 

(a) (b) 

Figure 1. Experimental micro-Raman setup (a) and Linkam THMS600/720 temperature-controlled stage with zoom on the
sample inserted, showing the laser spot (b).

The system is equipped with a CW Ti:Sapphire Laser, tunable in the range 675–1000 nm
(MKS Instruments, Spectra Physics, 3900S, Santa Clara, CA, USA) and pumped by a CW
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Optically Pumped Semiconductor Laser (Coherent, Verdi G7, Santa Clara, CA, USA), and
an Ar+/Kr+ gas laser (Coherent, Innova 70, Santa Clara, CA, USA) providing the lines at
488.0, 514.5, 530.8, 568.2 and 647.1 nm. The laser beam is coupled to a microscope (Olympus
BX 40, Tokyo, Japan) and focused on the sample by 100×, 50× or 20× objectives (Olympus
SLMPL, Tokyo, Japan). The Raman scattering is collected into the slit of a three-stages
subtractive spectrograph (Jobin Yvon S3000, Horiba, Kyoto, Japan) by means of a set of
achromatic lenses. The spectrograph is made up of a double monochromator (Jobin Yvon,
DHR 320, Horiba, Kyoto, Japan), working as a tunable filter rejecting elastic scattering, and
a spectrograph (Jobin Yvon, HR 640, Horiba, Kyoto, Japan). The Raman signal is detected
by a liquid nitrogen-cooled CCD (Jobin Yvon, Symphony 1024 × 256 pixels front illumi-
nated). When an entrance slit of 50 μm is used, a precision of 0.6 cm−1 in the determination
of the peak position is obtained, with this experimental set-up.

A temperature-controlled stage (Linkam, THMS600/720, Tadworth, UK) is used to
change and control the temperature of the sample, by means of a liquid nitrogen reservoir
and heating resistances, giving a control of 0.1 K on the temperature inside the sample
chamber. The sample is inserted into the temperature controller stage, and uniformly heated
or cooled to reach the desired temperature, with a rate of 5 K/min and a thermalization
time of at least 30 min. Before starting the experiment, a procedure of purging air from the
stage chamber with nitrogen is performed; by this way the air in the chamber is eliminated
and an inert static nitrogen atmosphere is realized, allowing fast temperature variations.
Once the thermalization process is done, consecutive Stokes and anti-Stokes measurements
are conducted to measure the local temperature of the sample. The wavelength incident
on the sample is properly chosen in order to avoid sample heating (by using photons less
energetic than the band gap of sample). Raman spectra have been collected in the visible
range, by exciting at 488.0, 514.5, 568.2 and 647.1 nm, at different temperatures, ranging
from 283 to 323 K. Measurements are repeated, at each wavelength and temperature,
to obtain a consistent set of data (from 5 to 10 measurements at each temperature), by
collecting the Raman signal in different positions of the sample.

Measurements of the anti-Stokes/Stokes ratio have been collected also at different laser
powers, in the range 0.1–20 mW, to individuate the region where the signal is independent
from the power, and the local temperature is not influenced by the presence of a laser beam.
An input power of few mW has been used for temperature measurements.

All Raman spectra have been collected using a 20× objective (Olympus) with numer-
ical aperture (N.A.) of 0.4 and a working distance of 12 mm, under these conditions the
spot of the laser on the sample is expected to be approximately 1.5 μm (nearly equal for all
the lines of the Ar+/Kr+ laser).

The sample is titanium dioxide, a commercial anatase powder (Sigma Aldrich, Merck
KGaA, St. Louis, MO, USA), with a crystallite dimensions of ~200 nm; it possesses a band
gap of 3.4 eV [32]. Titanium dioxide has been used as pristine powder inserted in the
temperature stage and as powder pressed on KBr pellet sample (herein called Test Sample),
with a final thickness of few hundreds μm.

3. Results

3.1. TiO2 Raman Spectra at 488.0 nm

The Stokes Raman spectrum of anatase powder, recorded at room temperature, using
a laser at 488.0 nm with an input power of 1.72 mW, is reported in Figure 2. The spectrum
clearly shows an intense peak centered at 143 cm−1 and four peaks, at 197, 397, 515 and
640 cm−1, with lower intensity.
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Figure 2. Stokes Raman spectrum of titanium dioxide anatase excited at 488.0 nm, with input power
of 1.72 mW, with the indication of the Raman mode symmetry.

Anatase crystals are characterized by 15 optical modes at the Γ point of the Brillouin
zone, described with the following irreducible representation of the normal vibrational
modes [28,35]:

1A1g + 1A2u + 2B1g + 1B2u + 3Eg + 2Eu

Among these, only six modes, A1g, 2B1g and 3Eg are the Raman-active ones (reported
in Figure 2 and in Table 1); the Raman spectrum shows only five peaks since the B1g and
A1g modes, at 512 and 518 cm−1 respectively, are not distinguishable at the experimental
conditions, due to their intrinsic amplitude [28,36].

Table 1. Experimental and literature [28] TiO2 anatase Raman-active modes, excited at 514.5 nm.

Symmetry
Experimental

[cm−1]
Literature

[cm−1]

Eg 143.0 143
Eg 197.8 198
B1g 394.8 395
B1g 516.1 512
A1g 516.1 518
Eg 638.4 639

The experimental frequencies, reported in the central column of Table 1, corrected by
using the cyclohexane frequencies as calibration frequency, are comparable to data reported
in literature [28].

The Stokes (positive Raman shift) and anti-Stokes (negative Raman shift) Raman
spectra are reported in Figure 3, where it is possible to observe also the zooms of the low
intensity peaks. By observing Stokes and anti-Stokes data, it turned out that the best peak
for temperature monitoring is the Eg mode at 143 cm−1. It is well defined, very intense
even at low laser powers and highly sensitive to temperature, as will be demonstrated later,
thanks to its low Raman shift.

3.2. Raman Spectra of TiO2 as A Function of Temperature, Excitation Wavelength and
Input Power

Stokes and anti-Stokes Raman spectra of anatase have been collected in the tempera-
ture range of 283–323 K, by exciting at 488.0, 514.5, 568.2 and 647.1 nm, using an input power
of 1.47, 1.20, 2.20 and 5.86 mW, respectively. The Raman spectra collected at room tempera-
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ture, at different excitation wavelengths, are reported in Figure 4a, while the 143 cm−1 Eg
mode, excited at 514.5 nm, at different temperatures, is illustrated in Figure 4b.

Figure 3. Stokes (positive Raman shift) and anti-Stokes (negative Raman shift) Raman spectrum of TiO2 anatase recorded at
488.0 nm, with input power of 1.6 mW. In the right panel the zooms of the three less intense peaks are displayed, Stokes in
the upper part, anti-Stokes in the lower one.

 

(a) (b) 

Figure 4. (a) Experimental anti-Stokes and Stokes spectra of TiO2 collected at room temperature and different excitation
wavelengths (488.0 nm blue line, 514.5 nm green line, 568.2 nm yellow line and 647.1 nm red line); (b) Stokes and anti-
Stokes spectra of the 143 cm−1 Eg mode, collected at 488.0 nm as function of temperature (from 283 to 323 K, with 5 K
increment step).

All Raman spectra have been analyzed with Matlab, using a Lorentz fitting, to obtain
the Raman spectrum parameters, such as frequency position, width, intensity and area of
the peak (see Appendix A).

An example of the data, obtained from the analysis of the Raman spectra centered on
the 143 cm−1 peak, by exciting at 514.5 nm at different temperatures, is reported in Table 2,
where data from the Stokes spectra are reported together with the area of the anti-Stokes
peaks, which allows to calculate the anti-Stokes/Stokes ratio, a parameter important for
the determination of the local temperature. The errors of the peak positions and widths are
experimental errors, directly derived from the characteristics of the experimental set-up;
the errors on the area have been derived from the fitting (see the example in Appendix A);
for the anti-Stokes/Stokes ratio data, the error propagation has been considered [12].
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Table 2. Frequency position and width of the Stokes peak at 143 cm−1, Stokes and anti-Stokes areas
and anti-Stokes/Stokes ratios for the temperature range 283–323 K, explored during the calibration
procedure at 514.5 nm.

T [K]
Peak Center

[cm−1]
Peak Width

[cm−1]
Stokes Area 105 Anti-Stokes Area 105

Anti-
Stokes/Stokes

Ratio

283 142.4 ± 0.6 10.7 ± 0.6 8.45 ± 0.32 4.11 ± 0.08 0.487 ± 0.021
288 142.3 ± 0.6 11.1 ± 0.6 9.29 ± 0.37 4.55 ± 0.09 0.490 ± 0.022
293 142.4 ± 0.6 11.4 ± 0.6 10.68 ± 0.44 5.30 ± 0.11 0.497 ± 0.023
298 143.0 ± 0.6 10.7 ± 0.6 7.00 ± 0.23 3.54 ± 0.06 0.505 ± 0.019
303 143.4 ± 0.6 10.8 ± 0.6 8.68 ± 0.29 4.41 ± 0.08 0.508 ± 0.019
308 143.5 ± 0.6 11.0 ± 0.6 9.16 ± 0.30 4.71 ± 0.08 0.515 ± 0.019
313 143.8 ± 0.6 11.0 ± 0.6 9.63 ± 0.32 5.04 ± 0.09 0.523 ± 0.020
318 144.3 ± 0.6 10.9 ± 0.6 8.99 ± 0.28 4.75 ± 0.08 0.530 ± 0.019
323 144.9 ± 0.6 10.8 ± 0.6 7.63 ± 0.23 4.15 ± 0.07 0.543 ± 0.019

Corresponding to the increasing in temperature, both the peak frequency position and
the anti-Stokes/Stokes ratio clearly show an increment, from 142.5 to 145 cm−1 and 0.48
and 0.54, respectively, while the peak width varies in between 10.7 and 11.4 cm−1.

In order to test whether the Raman spectra, and the corresponding parameters, are
perturbed by the laser irradiation, it is also necessary to investigate the effect of increasing
incident laser power by keeping constant all other variables, like excitation wavelength.
The laser power was changed in a range between 0.1 and 18 mW (depending on the laser
wavelength); the experimental results (peak position, peak width (FWHM, i.e., full width
half maximum), peak area and anti-Stokes/ Stokes ratio), for the 143 cm−1 Eg mode, at
514.5 nm, are shown in Figure 5.

Figure 5. Peak position, peak width, anti-Stokes/ Stokes ratio and peak area for the 143 cm−1

Eg mode of anatase as function of the laser power incident on the sample; λexc = 514.5 nm. The
dashed lines are only for eyes guidance. All data are reported against the laser Power (mW) in a
logarithmic scale.

It is evident that parameters are not increasing with the laser power only in the small
range, 0–2 mW, while at higher input power they increase with the increase of the laser
power. In order to assume that the temperature of the sample is not influenced by the
presence of the laser irradiating the sample, it is necessary to keep the laser power at values
lower than 2 mW.
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3.3. Test Sample Measurement

A validation of the method can be done by evaluating anti-Stokes and Stokes intensi-
ties in various positions of the Test Sample, thus verifying if the parameters measured all
over the sample are uniform or not, and comparable with the results previously obtained.
The calculated anti-Stokes/Stokes ratios are reported in Table 3.

Table 3. Repeated measurements of the anti-Stokes/Stokes ratio at room temperature collected
at 488.0, 514.5, 568.2 and 647.1 nm using a laser power of 1–2 mW depending on the excitation
wavelength used. In the final row, mean values of the anti-Stokes/Stokes ratios and the standard
deviations are reported.

Anti-Stokes/Stokes Experimental Ratio

Measurements @ 488.0 nm @ 514.5 nm @ 568.2 nm @ 647.1 nm

1 0.490 ± 0.010 0.5026 ± 0.007 0.477 ± 0.006 0.609 ± 0.008
2 0.486 ± 0.009 0.5012 ± 0.007 0.471 ± 0.006 0.602 ± 0.008
3 0.487 ± 0.010 0.5028 ± 0.007 0.477 ± 0.006 0.610 ± 0.008
4 0.483 ± 0.009 0.5030 ± 0.008 0.474 ± 0.006 0.609 ± 0.007
5 0.489 ± 0.009 0.5058 ± 0.007 0.478 ± 0.006 0.607 ± 0.007
6 0.485 ± 0.009 0.5034 ± 0.007 0.471 ± 0.006 0.597 ± 0.008
7 0.488 ± 0.009 0.5017 ± 0.007 0.476 ± 0.006 0.609 ± 0.008
8 0.486 ± 0.009 0.5034 ± 0.007 0.474 ± 0.006 0.605 ± 0.007
9 0.488 ± 0.009 0.5006 ± 0.007 0.477 ± 0.006 0.608 ± 0.007

10 0.486 ± 0.009 0.5040 ± 0.007 0.474 ± 0.006 0.606 ± 0.007

Mean ± σ 0.487 ± 0.002 0.503 ± 0.001 0.475 ± 0.002 0.606 ± 0.004

4. Discussion

Raman spectroscopy allows for temperature measurements with two methods: (a) Since
the anti-Stokes and Stokes Raman intensities are proportional to the populations of their
respective initial vibrational states, described by the Boltzmann distribution, the T of the
sample can be estimated from the ratio of the Stokes and anti-Stokes intensities [37–39];
(b) the frequency position, the intensity or the shape of a (Stokes) Raman band may change
as a function of temperature: The increase in temperature is expected to loosen chemical
bonds (and hence to decrease the frequency of the mode), and/or induce more significant
structural changes in the material under investigation [40–42]. Within this work, the local
temperature has been investigated considering Stokes and anti-Stokes Raman spectra.

The anti-Stokes/Stokes ratio allows to determine the local temperature T of the sample,
through the relation:

ρ =
IaS
IS

= C· (ν0 + νm)
3

(ν0 − νm)
3 exp

(
− hνm

kBT

)
(1)

where νm is the frequency of the vibrational mode m considered, ν0 the laser frequency,
h the Planck’s constant, kB the Boltzmann constant and C is the calibration constant. A
frequency dependence to the third power of the anti-Stokes/Stokes ratio is needed as the
detection system is based on photon counting (CCD), whereas if the detection is energy-
based, a fourth power dependence is more appropriate [40]. The calibration constant is
related to the experimental setup, in particular to parameters such as the polarization of
the incident laser and the CCD and grating efficiency. The determination of the calibration
constant, at each working excitation wavelength, is a key point to the determination of the
local temperature.

4.1. Determination of the Calibration Constant

Raw Raman spectra were analyzed to obtain the parameters, such as area, intensity,
frequency position and width of the peak. In particular, the anti-Stokes area of the Eg mode
was divided by that of the Stokes signal to obtain the experimental anti-Stokes/Stokes ratio,
ρ (reported as example in Table 2—Section 3.2 for the 514.5 nm excitation wavelength).
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With the Raman scattering cross-section being nearly constant over the wavelength
range explored, normalized intensities still differ depending on the CCD and grating
efficiency (instrumental response function), which is particular of the instrumentation
set-up used.

Equation (1) was fitted to the experimental values, collected at different temperatures
and defined excitation wavelength, leaving C as a free parameter.

Figure 6 reports the anti-Stokes/Stokes ratio obtained from the calculated area of the
anatase Raman modes, at 143, 397, 515 and 640 cm−1, in the temperature range 283–323 K,
excited at 514.5 nm, and the curve resulting from the fitting with Equation (1) (the dashed
lines). The corresponding calibration constants are calculated to be 0.9605, 0.9411, 0.9461
and 0.9491, respectively.

Figure 6. Experimental anti-Stokes/Stokes ratios in the range 283–323 K for the Raman modes of
anatase, at 143 cm−1 (circles), 397 cm−1 (down-pointing triangles), 515 cm−1 (squares) and 640 cm−1

(up-pointing triangles) collected at λexc = 514.5 nm.

The anti-Stokes/Stokes experimental ratios of the 143 cm−1 Raman mode, measured at
different excitation wavelengths as a function of the temperature imposed by the thermostat
are reported in Table 4 and depicted in Figure 7, together with the curve obtained from
the fitting and the corresponding calculated calibration constants, reported in Table 5. The
curve is well fitted to experimental data, as the R2 parameters range from a minimum of
0.84, at 647 nm, to a maximum of 0.95, at 514.5 nm.

Table 4. Anti-Stokes/Stokes experimental ratios at different excitation wavelengths, as function of
the temperature imposed by the thermostat.

Anti-Stokes/Stokes Experimental Ratio vs. Temperature

T [K] @ 488.0 nm @ 514.5 nm @ 568.2 nm @ 647.1 nm

283 0.468 ± 0.023 0.487 ± 0.021 0.461 ± 0.007 0.582 ± 0.012
288 0.469 ± 0.023 0.490 ± 0.022 0.471 ± 0.008 0.591 ± 0.014
293 0.477 ± 0.023 0.497 ± 0.023 0.471 ± 0.008 0.603 ± 0.014
298 0.481 ± 0.022 0.505 ± 0.019 0.468 ± 0.009 0.605 ± 0.013
303 0.486 ± 0.021 0.508 ± 0.019 0.473 ± 0.009 0.602 ± 0.015
308 0.498 ± 0.020 0.515 ± 0.019 0.486 ± 0.009 0.616 ± 0.015
313 0.506 ± 0.018 0.523 ± 0.020 0.494 ± 0.008 0.614 ± 0.015
318 0.516 ± 0.016 0.530 ± 0.019 0.501 ± 0.008 0.633 ± 0.015
323 0.522 ± 0.016 0.543 ± 0.019 0.504 ± 0.008 0.624 ± 0.015
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Figure 7. Experimental anti-Stokes/Stokes ratios of the 143 cm−1 Eg mode of anatase as a function
of the temperature, and corresponding calibration curves; data are collected by exciting at different
wavelengths: 488.0 (blue squares and dashed line), 514.5 (green diamonds and dashed line), 568.2
(yellow triangles and dashed line) and 647.1 nm (red circles and dashed line).

Table 5. Calibration constants for the 143 cm−1 Raman mode at four different wavelengths.

Excitation Wavelength [nm] Calibration Constant R2

488.0 0.931 ± 0.009 0.91
514.5 0.961 ± 0.006 0.95
568.2 0.904 ± 0.007 0.90
647.1 1.135 ± 0.009 0.84

As we can see qualitatively in Figures 6 and 7 and quantitatively in Tables 4 and 5,
the calibration constant C is different depending on the excitation wavelength and the
frequency of the Raman mode, due to the difference in response of the optical components
of the experimental set-up to the wavelength. For this reason, it is necessary to individuate
a calibration constant for a defined Raman mode, at a specific excitation wavelength.

4.2. Comparison between the Four Raman Modes of Titanium Dioxide

In order to individuate the best Raman mode, to obtain the more efficient signal in
the determination of the local temperature, it is necessary to compare the behavior of the
four TiO2 Raman modes as a function of the temperature variation. Figure 8a shows, for
example, the theoretical anti-Stokes/Stokes ratios of the Titania modes, calculated with
excitation wavelength at 514.5 nm, in the temperature range of interest, 283–323 K. The
143 cm−1 Eg anti-Stokes/Stokes ratio shows the highest value, in comparison with the
other Raman modes, it presents values in the range 0.50–0.55, while the 397 cm−1 mode,
the 515 cm−1 and the 640 cm−1 modes present values in the ranges 0.15–0.19, 0.08–0.12
and 0.05–0.07, respectively. The total variations of the ratio, in the whole T range (Δρ),
decreases from 0.0476, with the 143 cm−1 mode, to 0.0233, with the 640 cm−1 mode. At the
excitation wavelengths of 488.0, 568.2 and 647.1 nm the behavior and the values obtained
are comparable to that obtained at 514.5 nm.
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(a) (b) 

Figure 8. (a) Theoretical behavior and (b) sensitivity of the anti-Stokes/Stokes ratio of the four anatase modes, at 143, 397,
515, and 640 cm−1, calculated with λexc = 514.5 nm, in the range 283–323 K.

To evaluate the efficiency in temperature detection, one of the most used figures of
merit of thermometry is the sensitivity, calculated, for Raman measurements, through the
following Equation [9,16]:

S =

∣∣∣∣ ∂ρ

∂T

∣∣∣∣ =
∣∣∣∣∣− (ν0 + νm)

3

(ν0 − νm)
3

hνm

kT2 exp
(
− hνm

kT

)∣∣∣∣∣ (2)

where ρ is the anti-Stokes over Stokes ratio.
The derivative with respect to the temperature, has been evaluated at 514.5 nm, for

all the Raman modes of anatase. The results, plotted in Figure 8b, show an increasing
in sensitivity corresponding to the decreasing in frequency of the Raman modes and
a decrease of the sensitivity of all Raman mode as temperature increases, also already
observed in literature [43]. This can be attributed to the fact that at high temperature the
differences between the population of the ground state and the first vibrational excited
state are smaller than at room temperature.

In particular, it is possible to evaluate the sensitivity, at 300 K close to the room
temperature, and to compare the obtained values for different wavelengths and different
Raman modes of titanium dioxide. The outcome, shown in Table 6, is that the sensitivity at
constant excitation wavelength decreases with increasing frequency of the Raman mode
and for a given Raman mode it increases with increasing excitation wavelength. Corre-
sponding to the 143 cm−1 Eg mode a thermal resolution in the range 1.2 (@ 514.5 nm) to
3.4 K (@ 647.1 nm) have been calculated. All these experimental data are comparable with
those already reported in literature [9].

Table 6. Sensitivity at 300 K of the anti-Stokes/Stokes ratio to temperature, calculated for the 143,
397, 515 and 640 cm−1 modes of anatase.

Sensitivity at 300 K [10−3 K−1]

Excitation
Wavelength [nm]

Raman Mode

143 cm−1 397 cm−1 515 cm−1 640 cm−1

488.0 1.20 1.06 0.81 0.57
514.5 1.20 1.07 0.81 0.57
568.2 1.22 1.08 0.83 0.59
647.1 1.23 1.10 0.85 0.60

The behavior of the theoretical ratio can be compared to the experimental anti-
Stokes/Stokes ratios for the four Raman modes, reported in Figure 6. It is evident that
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there is a good agreement, confirming the 143 cm−1 Raman mode, the lowest in Raman
frequency, the more sensitive to Temperature variation. Moreover, the sensitivity calculated
starting from the experimental data overlaps well the theoretical ones.

4.3. Validation of the Method and Temperature Determination: Test Sample

By using the calibration constants, it is possible to determine the local temperature. In
Figure 9a, the temperature derived from repeated measurements, performed on a different
region of the test sample, of the anti-Stokes/Stokes ratio for the 143 cm−1 mode of anatase
at 514.5 nm, at 297 K, is reported; the figure also shows the mean temperature calculated
for these measurements and the standard deviation. In this context, the standard deviation
of temperatures, rather than the errors derived from each measurement, is reported, as it
is preferable when repeated measures are conducted; moreover, the two values have the
same order of magnitude (few kelvins). Detailed values are reported in Table 7, and it turns
out that the data show an excellent overlap between the expected and measured data, with
a deviation as low as 3 K, maximum. Moreover, the results obtained by changing the input
power, reported in Figure 9b, confirm that the local sample temperature is not affected by
the laser power, when an incident power of few mW is used, while at higher input powers
the laser is heating the sample, at all the used wavelengths.

 
(a) (b) 

Figure 9. (a) Temperature determined from the anti-Stokes/Stokes values of the 143 cm−1 Eg mode at λexc = 514.5 nm
of the Test Sample, with the mean value (solid line) and the standard deviation (dashed lines); (b) difference between the
temperature derived from the anti-Stokes/Stokes ratio (corrected with the proper calibration constant) for the 143 cm−1 Eg

mode of anatase as function of the laser power incident on the sample at 488.0 (blue squares), 514.5 (green diamonds), 568.2
(yellow triangles) and 647.1 nm (red circles). The dashed line represents the room temperature.

Table 7. Results of repeated measurements at four different excitation wavelengths conducted at
room temperature.

Excitation
Wavelength

[nm]

Laser
Power [mW]

Room
Temperature

[K]

Averaged Raman
Temperature

[K]

Root Mean
Square Deviation

[K]

488.0 1.72 297.0 298 2
514.5 1.52 297.0 297 1
568.2 1.35 296.0 296 2
647.1 1.09 298.0 299 3

These results confirm the validation of the method thus verifying that the temperature
measured all over the sample is uniform.

It is possible to conclude that the Raman modes of anatase, in particular the Eg one at
143 cm−1, are excellent candidate for the local temperature detection in the visible range.
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However, the need remains to investigate the behavior at longer wavelengths, towards the
near IR, where the biological window is located.

The performances obtained with this TiO2 based Raman thermometer are compati-
ble with data reported in literature [9,44]; the lower thermal resolution, with respect to
fluorescent thermometer, is compensated with the wider wavelength working range.

5. Conclusions

Temperature is an important parameter influencing physical, chemical and biological
processes: For this reason, the investigation of new materials, with enhanced performances,
together with the definition of the more performing experimental protocol is a hot topic in
the nanothermometry field. The experimental work reported in this article will contribute to
the development of a new Raman based biocompatible nanothermometer, by investigating
the optical performances of titanium dioxide, as anatase, with Raman technique.

The spectroscopic characterization of titanium dioxide has been carried out in the
visible range, at 488.0, 514.5, 568.2 and 647.1 nm, and the Raman-active modes have been
investigated to find the more performing one, as temperature sensor. Both Stokes and
anti-Stokes spectra were collected at different temperature, input power and wavelengths,
to investigate the temperature range, the temperature resolution, the eventual self-heating
(due to the input laser power) of the sample and to identify the working range of the nan-
othermometer. A key point for the identification of the local temperature is the calibration
of the experimental set-up, which allows defining the best experimental protocol. The
calibration procedure has been conducted by controlling the sample temperature with a
temperature-controlled stage and exploring the Raman signals in the temperature range of
283–323 K (with 5 K increment), as it is of interest for biological applications. The obtained
values of the anti-Stokes/Stokes ratio allow the determination of the calibration constant,
specified for all anatase Raman modes at each excitation wavelength. The calibration
constant permits to determine the sample local temperature and to identify the power
range where the local temperature is not affected by the laser power. Working with an
incident laser power higher than 2 mW the sample experiences self-heating, while at lower
power samples do not experience any self-heating. The validation of the proposed pro-
tocol has been finally achieved with the analysis of the Raman spectra of the Test Sample.
Repeated anti-Stokes and Stokes measurements, have been performed on various positions
of the sample at room temperature (~297 K), with an incident laser power of 1.5 mW.
An excellent agreement between the temperature derived from the anti-Stokes/Stokes
ratios and the expected temperature was found, with a standard deviation of repeated
temperature measurements calculated to be in between 1 and 3 K, for the most intense peak,
located at 143 cm−1, which has been demonstrated to be the most sensitive to temperature.
This titanium dioxide mode seems to be an excellent candidate for the local temperature
detection in the visible range from 488.0 to 647.1 nm, reaching the highest sensitivity in the
red region.
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Appendix A.

The fitting procedures performed are reported in the following, by outlining the
expression used and showing an example of result and the corresponding error.
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Appendix A.1. Fitting of Raman Signals

The Raman spectra have been analyzed with Matlab, using a Lorentz fitting, to obtain
the Raman spectrum parameters, such as frequency peak position, width, intensity and area
of the peak. The fitting of a spectrum, collected under excitation at 514.5 nm, is reported
in Figure A1, and the corresponding parameters obtained from the fitting are reported in
Table A1. The goodness of the Lorentz fitting is evaluated with the R2 parameter, known as
the coefficient of determination in statistics, it is calculated from the sum of squared errors.
It indicates the proportionate amount of variation in the response variable explained by
the independent variables in the model. The larger it is, the more variability is explained
by the model.

Table A1. Fitting model, parameters and goodness of the fit of TiO2 Raman spectrum at 514.5 nm.

Fitting Model y=y0+ 2A
π · w

4(x−x0)2 + w2

Parameters Parameter Value
Confidence Interval

(95%)

Offset y0 2.946 × 10−6 (−55.56, 55.56)
Area A 3.506 × 105 (3.464 × 105, 3.549 × 105)

Width w 8.186 (8.062, 8.31)
Peak position x0 143.2 (143.2, 143.3)

Goodness of Fit

R2 0.99

Figure A1. Experimental data collected at λexc = 514.5 nm (open circles) fitted with a Lorentzian
curve (red line).

Appendix A.2. Fitting of Experimental Anti-Stokes/Stokes Ratios as Function of Temperature

The calibration coefficients have been obtained by fitting anti-Stokes over Stokes ratio
data, at each excitation wavelength, using the equation:

ρ = C· (v0 + v)3

(v0 − v)3 exp
(
− hv

kT

)

We substitute v0 = 5.83·1014 s−1 as λexc = 514.5 nm , v = 4.29·1012 s−1 (frequency
of the 143.0 cm−1 Raman mode), and the values of the Planck and Boltzmann constants.
Temperatures are those imposed by the temperature-controlled stage. C is left as a free
parameter. The value, obtained with data reported in Figure A2, C = 0.961 ± 0.006 is the
calibration constant for the 143 cm−1 Raman mode and λexc = 514.5 nm). The value of
the R2 for this fitting is 0.95.
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Figure A2. Experimental anti-Stokes/Stokes ratios (green diamonds) of the 143 cm−1 Eg mode of
anatase as a function of the temperature, and corresponding calibration curves (dashed line); data
are collected by exciting at 514.5 nm.

Appendix A.3. Theoretical Anti-Stokes/Stokes Ratio Behavior as Function of Temperature

The determination of the local temperature using the strength of a Raman band at the
Stokes and anti-Stokes position is based on the Boltzmann distribution of the ground and
first excited state populations. At room temperature a significant difference between the
Stokes and anti-Stokes signal strengths are expected, since the population of the ground
state will be higher than that of the excited one, for an oscillator with energy proportional
to 140 cm−1, as can be observed from Figure 2. It is also evident that the higher the energy
of the vibrational mode is, the lower the population of the excited state and therefore
the weaker the signal strength of the anti-Stokes Raman band will be. At increasing
temperature, the population of the excited state increases, thus increasing the intensity of
the anti-Stokes band and decreasing the intensity of the corresponding Stokes band. The
dependence of this variations is strictly related to the population distribution, related to
the Boltzmann distribution, which consider an exponential dependence with temperature.

Figure A3 reports the behavior of the Stokes over anti-Stokes area ratio of the Anatase
Raman modes as a function of the temperature, only on a large temperature range
the exponential behavior is evident, while by considering the small range the behav-
ior seems to be linear, but it is necessary to consider an exponential dependence due to the
underlined process.

 
(a) (b) 

Figure A3. Theoretical anti-Stokes/Stokes ratio evaluated at λexc = 514.5 nm, for all the four Raman modes of titanium
dioxide, in a temperature range 0–2200 K (a) and in the range of interest (b).

Theoretical models predict a direct dependence of the Stokes and anti-Stokes Raman
intensity on the temperature, but experimental data show a direct correlation with temper-
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ature of the anti-Stokes/Stokes ratio. This fact, already observed in literature [10,45–48],
can be ascribed also to small variations of experimental parameters, like the intensity of
the laser, the effective focal volume, linked to the position of the focus on the sample, to the
inhomogeneity of the sample, which can lead to a number of different active molecules in
the focal volume. All these experimental parameters will influence the absolute intensity
of the Raman bands. By performing the ratio between anti-Stokes and Stokes bands a sort
of internal normalization is obtained.
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Abstract: The determination of protease activity is very important for disease diagnosis, drug
development, and quality and safety assurance for dairy products. Therefore, the development of
low-cost and sensitive methods for assessing protease activity is crucial. We report two approaches
for monitoring protease activity: in a volume and at surface, via colorimetric and acoustic wave-
based biosensors operated in the thickness-shear mode (TSM), respectively. The TSM sensor was
based on a β-casein substrate immobilized on a piezoelectric quartz crystal transducer. After an
enzymatic reaction with trypsin, it cleaved the surface-bound β-casein, which increased the resonant
frequency of the crystal. The limit of detection (LOD) was 0.48 ± 0.08 nM. A label-free colorimetric
assay for trypsin detection has also been performed using β-casein and 6-mercaptohexanol (MCH)
functionalized gold nanoparticles (AuNPs/MCH-β-casein). Due to the trypsin cleavage of β-casein,
the gold nanoparticles lost shelter, and MCH increased the attractive force between the modified
AuNPs. Consequently, AuNPs aggregated, and the red shift of the absorption spectra was observed.
Spectrophotometric assay enabled an LOD of 0.42 ± 0.03 nM. The Michaelis–Menten constant, KM,
for reverse enzyme reaction has also been estimated by both methods. This value for the colorimetric
assay (0.56 ± 0.10 nM) is lower in comparison with those for the TSM sensor (0.92 ± 0.44 nM). This
is likely due to the better access of the trypsin to the β-casein substrate at the surface of AuNPs in
comparison with those at the TSM transducer.

Keywords: trypsin; β-casein; AuNPs; acoustic wave biosensor; colorimetric assay

1. Introduction

Peptidases, more frequently referred to as proteases, are a group of enzymes that
irreversibly hydrolyze a peptide bond in an amino acid sequence through the nucleophilic
attack and subsequent hydrolysis of a tetrahedral intermediate. They play critical roles
in biological and physiological processes such as blood clotting, digestion, and a variety
of cellular activities [1,2]. Proteases are highly involved in the dairy industry as well,
where their activity is directly linked to the shelf life of dairy products [3]. Owing to their
specificity, protease activity-based biosensors are used in various diseases diagnostics [4–6].
For example, pancreatic diseases such as cystic fibrosis, acute pancreatitis, or the acute
phase of chronic pancreatitis are associated with the increased trypsin level of 2.1–71.42 nM
in the serum of patients [7,8]. In the healthy physiological condition, the concentration
of trypsin varies in magnitude. Additionally, levels of trypsin differ between serum and
intestinal levels. For serum levels for fasting individuals, the concentration of trypsin was
measured from 4 to 20 nM [9,10]. The intestinal level of trypsin depends on the location in
the intestine and ranges from 4 to 30 μM, which is much higher than in serum [11].

Moreover, the inhibitors of these proteases are successfully employed as therapeutic
agents [2,12,13].
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Trypsin is an extremely important serine protease of the chymotrypsin family. It
is produced in the pancreas and it plays crucial roles in the small intestine. Trypsin
catalyzes the hydrolysis of consumed proteins and activates protease proenzymes as part
of the digestive system. It is highly specific toward the cleavage of peptide bonds at the
carboxyl side of lysine or arginine. Trypsin is often used as a model protease because it is
inexpensive and readily available [14–16]. Standard assays for the detection of proteases
such as trypsin usually utilize fluorogenic and chromogenic substrates. Those assays are
useful, practical, and highly sensitive. However, spectroscopic assays are incapable of
measuring protease activity in highly colored and turbid samples such as cells, tissue
lysates, or milk. Therefore, the development of a new label-free method for detecting
protease activity without interruption from impurity inclusions is needed [1,15,17].

The thickness-shear mode (TSM) acoustic wave biosensor may present an attractive
platform for the development of cost-effective and highly sensitive techniques for trypsin
detection. The use of TSM devices is a well-known method for the detection of mass
changes due to depositions or chemical/biochemical reactions on its surface. It is also an
established method for detecting changes in the viscoelastic properties of the contacting
material. Therefore, the TSM biosensor is a sensitive tool for the study of molecular
interactions on surfaces [18]. Moreover, the coupling of a flow injection analysis (FIA)
system to a TSM sensor device permits the monitoring of kinetic processes that take place
at the surface of the sensor [19]. The TSM device applies a high-frequency AC voltage
across an AT-cut quartz crystal on which, due to the piezoelectric effect, an acoustic shear
wave is generated and propagated through the sensing layer perpendicular to the surface
of the crystal [20]. It has a low noise level and higher Q-factor in clinical liquids such
as tissue fluids and serum. Compared to other common biosensing technologies, TSM
electroacoustic resonators have the combined advantages of high sensitivity and low cost,
label-free detection of analyte, and simple operation without the requirement of bulky
detection systems [21]. Moreover, in contrast with traditional quartz crystal microbalance
(QCM) techniques, the analysis of complex impedance spectra allows for the receipt of
information about changes in the properties of layers even with the adsorption of relatively
small molecules that do not contribute to the mass but only to the viscoelastic properties
of the layer [22]. The multi-harmonic QCM method has previously been applied for the
detection of plasmin and trypsin at the surface of β-casein layers [23]. This method allows
the detection of these proteases at the sub-nM level. However, the possible contribution of
viscoelastic effects has not been analyzed.

In addition to the acoustic methods also the colorimetric assay based on gold nanopar-
ticles (AuNPs) for protease detection is of increased interest. AuNPs have attracted tremen-
dous interest because of their optical and electronic properties, which are tunable by
changing the size, shape, surface chemistry, or aggregation state. Colloidal AuNPs have a
distinctive red color, which arises from the tiny dimensions of the AuNPs. The changes
in the UV–vis spectra of the resultant colloids are measured to investigate the size effect
of AuNPs on the surface plasmon resonance (SPR). Interestingly, the red color of citrate-
stabilized AuNPs turns to blue when they are aggregated [24]. This approach has been
widely applied to various methods for colorimetric detection of analytes via the aggregation
of AuNPs [25], including those of trypsin detection [26].

In this work, we designed an analytical method based on the TSM biosensor for the
real-time and label-free detection of trypsin. Using TSM frequency responses, we studied
the assembly and stability of self-assembled β-casein layers on a quartz crystal electrode
and measured the dynamics of TSM response and changes in motional resistance during
casein cleaving by the protease.

Additionally, we compared the sensitivity of the TSM method with another label-free
assay of the protease activity by employing AuNPs coated by β-casein and 6-mercaptoh-
exanol (MCH). Unlike the surface-sensitive TSM biosensor, the suggested approach was
volume-sensitive, thus allowing us to monitor tryptic activity in the reaction mixture. We
used an approach developed by Chuang et al. [26]. However, instead of gelatin, β-casein
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was used as a substrate for trypsin. β-casein adsorbed on AuNPs kept the modified
nanoparticles stably suspended in solution.

Considering the results obtained, we believe that the proposed approaches constitute
rapid, cost-efficient, sensitive and useful tools for protease analysis. This paper is an
extension of a conference paper published in the 1st International Electronic Conference on
Biosensors [27].

2. Materials and Methods

2.1. Reagents

Ultrapure water obtained by reverse osmosis (Thermo Scientific, Waltham, MA,
USA, ρ = 18.2 MΩ cm) was used for the preparation of all aqueous solutions. As a
medium, 10 mM, pH 7.4 phosphate-buffered saline (PBS) was used (10 mM Na2HPO4,
2 mM KH2PO4, 2.7 mM KCl and 137 mM NaCl), prepared from tablets (Sigma-Aldrich,
Darmstadt, Germany, Cat. No. P4417). In the experiments, trypsin from bovine pan-
creas (≥90%, ≥7500 BAEE units/mg solid, Sigma-Aldrich, Darmstadt, Germany, Cat. No.
T9201) served as a model protease. The concentration of stock bovine β-casein (≥98%,
Sigma-Aldrich, Darmstadt, Germany, Cat. No. C6905) solutions, prepared in PBS, was
0.5 mg/mL. 11-Mercaptoundecanoic acid (MUA, Sigma-Aldrich, Cat. No. 450561), N-
(3-dimethylaminopropyl)-N′-ethylcarbodiimide (EDC, ≥98%, Sigma-Aldrich, Cat. No.
E6383), and N–Hydroxysuccinimide (NHS, Sigma-Aldrich, Darmstadt, Germany, Cat. No.
130672) were employed for β-casein immobilization. The chemicals needed to prepare the
gold nanoparticles, such as auric acid (HAuCl4), sodium citrate, and 6-mercapto-1-hexanol
(MCH), were purchased from Sigma-Aldrich (Darmstadt, Germany). All experiments were
carried out at 20 ◦C.

2.2. Cleaning and Modification of Gold Electrode-Coated Quartz Crystals

Symmetric gold electrode-coated quartz discs (Total Frequency Control, Storrington,
UK, working area, 0.2 cm2) with a fundamental frequency of 8 MHz were cleaned in a basic
Piranha solution (29% NH3, 30% H2O and H2O2 with volumetric 1:5:1 ratio, respectively)
for 25 min. After this treatment, the crystals were washed three times with deionized water
and stored in ethanol. After drying in a flow of nitrogen, the TSM crystals were immersed
in 2 mM MUA and were incubated for 16 h to form a self-assembled monolayer. After this
step, the crystals were rinsed several times with deionized water and dried under nitrogen,
followed by incubation for 20 min in a 20 mM EDC and 50 mM NHS mixture in order to
activate the carboxylic groups of MUA for the further immobilization of bovine β-casein on
the gold electrode of the quartz sensor. The scheme of modification of the TSM transducer
as well as the cleavage of β-casein by trypsin is shown in Figure 1.

Figure 1. The scheme for modification of the gold layer on a TSM transducer and the cleavage of
β-casein by trypsin.
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2.3. TSM Measurements

AT-cut 8.0 MHz gold electrode-coated quartz crystals, modified on one side by MUA
with activated carboxylic groups by NHS/EDC as described above, were incorporated into
a home-built flow-through thickness shearing mode (TSM) acoustic wave device sensor
system. The setup and general configuration of the flow-through system is described in
reference [19]. One side of the crystal was exposed to liquid, the other one was exposed to
air. The liquid was introduced using a syringe pump (Genie Plus, Torrington, CT, USA).
Runs were performed with the crystals in the vertical position and at ambient temperature
(approximately 20 ◦C). The modified crystal was secured in the holder using two O-rings.
The gold electrodes were kept in contact with the gold leads in the holder. Resonance
frequency, f, and motional resistance, Rm, were determined based on the Butterworth–van
Dyke (BVD) model of a quartz crystal resonator [19]. The resonant frequency represents the
energy storage and reflects the mass changes of the oscillating layer, while Rm is related to
the dissipation of energy and provides evidence of changes in the shearing viscosity of the
layer [22]. The measuring procedure was as follows. Each slide was flushed through with
PBS at a flow rate of 50 μL/min until a stable baseline was achieved (45 min), using the
flow-through injection system. This step was necessary to remove any weakly adsorbed
molecules at the surface of the TSM transducer. Next, the pump was momentarily stopped.
The β-casein solution (0.5 mg/mL in PBS) was slowly introduced to the sample, while
the PBS was exchanged out in order to minimize pressure effects to the system. β-casein
was introduced at a rate of 50 μL/min for approximately 45 min. Once again, the pump
was momentarily stopped, and the sample input tube was slowly placed back into the
PBS solution. The PBS was re-introduced at a rate of 50 μL/min to remove any loosely
bound casein until a stable baseline was achieved. Changes of the resonant frequency
and motional resistance were recorded. For proteolysis measurements, solutions with
various concentrations of trypsin in PBS (0.1, 0.5, 1, 5, 10, and 20 nM) were flowed over
TSM crystals with an immobilized β-casein layer at a flow rate of 50 μL/min. Trypsin and
β-casein solutions were freshly prepared before each experiment.

2.4. Synthesis and Modification of AuNPs

AuNPs were prepared using a modified citrate method described in reference [28].
Briefly, 100 mL of HAuCl4 (0.01%) was heated to boiling under vigorous stirring, which
was followed by the addition of 5 mL of sodium tris-citrate solution (1%). The solution was
left boiling while stirring until it turned a deep red. Then, we let the AuNPs solution cool
down and stored it in the dark. In order to modify the gold nanoparticles with casein, we
added 2 mL of 0.1 mg/mL β-casein to 18 mL of the AuNPs solution. After 2 h of incubation
at room temperature without stirring, the gold nanoparticles were further incubated with
200 μL of 1 mM MCH overnight for approximately 18 h. The scheme of modification of
AuNPs is showed in Figure 2.

2.5. Sprectrophotometric Assay

For the colorimetric assay, we prepared 0.95 mL of AuNPs. Trypsin was dissolved in
deionized water, and 0.05 mL of trypsin from the stock solution was added to each cuvette.
The concentration of trypsin in cuvettes was 0.1, 0.5, 1, 5, and 10 nM at 1 mL total volume
of solution. We also used a reference cuvette where only 0.05 mL of protease-free water
was added to the AuNPs solution. We measured the spectra of the AuNPs before trypsin
addition (0 min), just after trypsin addition (approximately 1 s), and then every 15 min up
to 60 min. The measurement was repeated 3 times. We multiplied the value of absorbance
at time t = 0 by the dilution factor to correct the changes in absorbance intensity caused by
the initial protease addition. Absorbance was measured by UV-1700 spectrophotometer
at a temperature of around 20 ◦C and in the wavelength range of 220–800 nm (Shimadzu,
Kyoto, Japan).
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Figure 2. The scheme for modification of gold nanoparticles (AuNPs) by β-casein and by 6-mercapto-
1-hexanol (MCH) as well as the cleavage of β-casein by trypsin. Before enzymatic digestion, func-
tionalized AuNPs were stable due to steric stabilization. After the AuNPs were subjected to protease
cleavage, the casein was removed from the surface of AuNPs/MCH/β-casein. This caused the
destabilization of the NPs, followed by their aggregation.

2.6. Analysis of Casein Adsorption and Hydrolysis Processes

The surface concentration (ΓQCM, ng/cm2) of the adsorbed β-casein layer on the TSM
transducer was determined by a modified Sauerbrey Equation (1) as follows:

ΓQCM =
−A

√
μρΔ f

2 f 2
0

, (1)

where A is the area of the electrode, ρ = 2.648 g/cm3 is the density of quartz, μ = 2.947
× 1011 g/cms2 is the shear modulus of AT-cut crystal, and f 0 is fundamental resonant
frequency [29]. The Sauerbrey equation is strongly valid for thin rigid films at the surface
of quartz crystal in vacuum. However, in a liquid, the viscoelastic contribution can affect
the frequency changes. Through analysis of the motional resistance, Rm, it is possible to
estimate whether the mass or viscosity is dominant in frequency changes. It has been
shown that the slope of |Δf/ΔRm| can be used for quantitative estimation whether the
changes in frequency can be attributed to mass or to viscosity effects. For ideal rigid films,
the ΔRm values are practically zero. This means that |Δf/ΔRm| parameters higher than a
certain critical value can be assigned to the mass effect [30]. According to the calculations
made in ref. [30] for the AT cut quartz crystal with fundamental frequency f 0 = 8 MHz,
|Δf/ΔRm| = 10.37 Hz/Ω.

The frequency changes following the addition of the trypsin were normalized to the
changes of the resonant frequency caused by adsorption of the β-casein at the surface of
TSM crystal. This allowed consideration of a possible variation in the properties of the
β-casein layers that were subsequently cleaved by trypsin. The normalized frequency
changes were expressed as ΔfN = (ΔfTRY/Δfcasein) × 100(%), where ΔfTRY are changes in
frequency following the addition of trypsin at certain concentration of the protease and
Δfcasein are changes in frequency caused by the formation of a β-casein layer.

An inverse Michaelis–Menten (MM) model [31] was used to describe the dependence
of the normalized frequency changes vs. concentration of trypsin at fixed concentration of
the β-casein at the surface of TSM transducer:

Δ fN = (Δ fN)max
CTRY

KM + CTRY
(2)

where (ΔfN)max is the maximal change of the frequency that corresponds to the maximum
rate of enzyme reaction achieved by the system happening at saturating enzyme concentra-
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tion, CTRY is the concentration of trypsin, KM is the reverse Michalis–Menten constant that
is equal to the trypsin concentration that achieves half of maximum rate. The hydrolysis of
β-casein in a volume was modeled with an inverse MM Equation (3) as well

A0 − A15

A0
100 = vmax

CTRY
KM + CTRY

, (3)

where A0 is the absorbance of AuNPs before exposure to trypsin, A15 is the absorbance
after 15 min of exposure to trypsin, and vmax = [100 × (A0 − A15)/A0]max represents the
maximum rate achieved by the system.

2.7. Data Analysis

Origin version 7.5 software (Microcal Software Inc., Northampton, MA, USA) was
used for curve-fitting and data analysis. Data were obtained from a minimum of 3 inde-
pendent experiments.

3. Results and Discussion

3.1. Development of Acoustic Biosensor for the Detection of Trypsin Activity at Surfaces

For the detection of trypsin activity at surfaces, it is crucial to optimize the methods of
preparation of the protein layers that serve as a substrate for the protease of interest. The
preparation of the protein layers on the surface of the transducers is a common application
of acoustic biosensors. For instance, the preparation of casein layers is attractive for future
applications in the pharmaceutical and food industries [32].

In this study, we have monitored the activity of trypsin at various concentrations
(from 0.1 to 20 nM) in the hydrolysis of a β-casein layer immobilized onto a gold surface by
a carboxylate terminated self-assembled monolayer (SAM) of MUA using a TSM technique.
MUA strongly binds to gold through thiol groups in a high level of molecular dimension
order, forming a stable SAM [33]. The formation of the SAM itself enables the coupling of
activated carboxylic groups with free amino groups in the β-casein, which is an effective
method for immobilizing proteins on a gold surface [34–36].

Figure 3 illustrates typical kinetic changes of the frequency, Δf, and motional resistance,
ΔRm, obtained during the TSM experiment. The TSM crystal covered by the MUA layer
activated by EDC/NHS established in a flow cell has been first washed by PBS. As soon
as the stable baseline was established, the β-casein dissolved in PBS in a concentration of
0.5 mg/mL has been added. The sharp drop of the resonant frequency and an increase
of the motional resistance were observed, indicating the adsorption of the β-casein to
the quartz crystal/liquid interface. The washing of the surface by PBS resulted in only a
slight increase of the frequency, which is evidence of removal of weakly adsorbed β-casein
molecules from the surface. Thus, the frequency did not recover to the original value
obtained when the crystals were exposed to the buffer. This suggests that there were
two modes of casein binding to the MUA surface, a tightly bound layer and a weakly
bound layer, and that only loosely bound casein layers were removed during the PBS
washing [37]. Since the increase in resonant frequency after PBS washing was so small, we
can speculate that β-casein adsorbed on the MUA formed a stable immobilized layer, which
makes this result attractive for its potential applications in biosensors for the detection of
protease activity.

The resulting frequency shift after the adsorption of the β-casein to the surfaces of
the crystal was around −199.43 Hz. Furthermore, the buffer was changed to a 20 nM
trypsin solution. The frequency increased asymptotically to reach a stable value, indicating
that the proteolysis process occurred. Washing of the surface by PBS did not result in
significant changes of frequency and motional resistance, which is evidence that the cleaved
peptide residues were removed from the surface in a flow mode during the application
of trypsin. The kinetics of the changes of the resonant frequency and motional resistance
were recorded for different trypsin concentrations, each one with a new quartz crystal and
a newly adsorbed β-casein layer.
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Figure 3. Typical kinetics of the changes of resonant frequency, Δf, and motional resistance, ΔRm,
of the thickness-shear mode (TSM) transducer for various modifications. The additions of β-casein,
trypsin, and washing of the surface by phosphate-buffered saline (PBS) are shown by arrows.

Earlier works indicated that the Sauerbrey Equation (1) can be applied to obtain a
rough estimate for the surface concentration of the adsorbed β-casein layer [23,38,39],
which is valid only for the specific case of a crystal being loaded with rigid, well-adhered
layers in air with a minor contribution to the surface viscosity [19,40,41]. As we mentioned
in Section 2.6, the contribution of viscosity into the frequency changes can be estimated
from the ratio |Δf/ΔRm|. At the highest concentration of trypsin (20 nM) studied and at
the steady-state conditions (Figure 1), |Δf/ΔRm| = 199.43 Hz/7.4 Ω = 26.95 Hz/Ω. This
value is much higher than the threshold value (10.37 Hz/Ω). This means that the changes
of frequency are related mainly to the changes of the mass.

Therefore, with an awareness of the limitations stated above, Equation (1) can be
used to estimate the amount of proteins on the surface (ΓQCM, ng/cm2) [38]. The average
value of the frequency shift after the adsorption of the β-casein to hydrophilic surfaces was
−165.26 ± 47.7 Hz. Using this value, as well as A = 0.2 cm2 for the area of the electrode of an
AT-cut quartz crystal (f0 = 8 MHz fundamental resonant frequency), a surface concentration
of 228.1 ± 65.8 ng/cm2 was obtained for β-casein.

This is in good agreement with earlier experimental works based on ellipsometry that
reported 200–300 ng/cm2 for a full-coverage monolayer of β-casein [42–44]. Furthermore,
QCM studies by Tatarko et al. estimated a mass density of 350 ng/cm2 for the immobilized
β-casein monolayer [23]. These results support the interpretation that the surface concen-
tration of β-casein obtained by TSM measurements corresponds to monolayer formation.

Based on the kinetic curves obtained for the concentration range of trypsin 0.1–20 nM,
we prepared a plot of the frequency and motional resistance changes as a function of
trypsin concentration (Figure 4). It can be seen that the frequency changes increase with
increasing the trypsin concentration and started to saturate at CTRY > 10 nM. In contrast
with frequency, Rm decreased with increasing the concentration of the protease, which is
evidence of dominant mass changes.
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Figure 4. Plots of changes of frequency, Δf, and motional resistance, ΔRm, vs. trypsin concentra-
tion (CTRY). Statistically, a value for the standard deviation was obtained from three independent
experiments at each trypsin concentration.

For practical purposes, for the detection of trypsin in food or in other biological
samples such as blood or blood plasma, it is convenient to analyze the effect of trypsin
on the cleavage of β-casein by changes of resonant frequency of the quartz crystal under
steady-state conditions. In order to minimize the effect of variation of the properties of
β-casein layers at the monolayer of 11-mercaptoundecanoic acid (MUA) on the resonant
frequency, we plotted the normalized frequency changes: ΔfN = (ΔfTRY/Δfcasein) × 100%
vs. concentration of trypsin, CTRY (ΔfTRY is the frequency change corresponded to the
cleavage of β-casein layer after incubation with a certain concentration of trypsin and
Δfcasein is the frequency changes corresponded to the adsorption of β-casein at the MUA
layer before trypsin addition). This dependence shown on Figure 5 can be fitted by the
Langmuir isotherm (see Section 2.6 and Equation (2)).

The fitting of calibration plots yielded (ΔfN)max = 70.36 ± 4.60 and KM =0.92 ± 0.44 nM.
The limit of detection (LOD) has been determined from the linear part of the dependence
presented in Figure 5 using the 3.3(SD)/S rule (SD is standard deviation at the lowest
concentration of trypsin, S is the slop of the linear dependence) as LOD = 0.48 ± 0.08 nM.
Thus, in the presence of 20 nM trypsin, almost 70% of the casein layer is removed due to
protease cleavage. This value is close to the maximum cleavage obtained by fitting the
Langmuir isotherm. It can be assumed that due to the restricted access of the trypsin to the
casein layer at the surface of the TSM transducer, around 30% of the casein remained at the
surface after protease cleavage.

β-casein interacts with the immobilized MUA layer preferably with N-terminus.
This part of the protein contains most of the charge [45]. It also contains numerous free
amino groups that amino-reactive MUA can bind. β-casein is composed of 209 amino
acids starting with arginine at the N-end (Arg1) [46]. The immediate binding of Arg1 to
MUA is possible. Following the addition of trypsin, the cleavage of available peptide
bonds toward the C-terminus of lysine and partially arginine occurs. These cleavage sites
for trypsin are mostly identical to that of the plasmin [47]. The only unique cleavage
site for trypsin is located between Arg202-Gly203, near the C-terminus [48]. The most
common hydrolysis takes place at Lys28-Lys29, Lys105-His106, and Lys107-Glu108 with the
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subsequent cleavage at Lys97-Ala98, Lys99-Glu100, and Lys113-Tyr114 [49]. The cleavage
of these peptide bonds should cause release of the β-casein fragments (or so called γ-casein
fragments) that corresponds to up to 88% of the β-casein molecular weight. This ratio can
be affected by the β-casein assembly on the MUA layer and thus the availability of such
bonds to the trypsin. Considering that approximately 70% of casein fragments are released
from the sensing, we can speculate that the closest site for its cleavage by trypsin at the
MUA layer is probably after Lys48. According to the ExPASy Peptide Cutter tool [50], the
cleavage of β-casein by trypsin at Lys48 is highly probable.

Δ

Figure 5. Plot of the normalized changes of the resonant frequency ΔfN vs. trypsin concentrations,
CTRY. Standard deviation values are obtained from three independent experiments. The red line is
the fit according to the Langmuir isotherm (Equation (2)) with accuracy R2 = 0.99.

In the paper by Chen et al. [51], the detection of trypsin activity based on the electro-
chemical method has been reported. They applied a gold working electrode modified with
a short peptide substrate conjugated with graphene oxide (GO) and the thionine redox
label. The incubation of the sensor with trypsin for 2 h resulted in cleavage of the peptide
substrate, removal of the redox probe, and a decrease of the current amplitude. Although
the authors reported a lower detection limit, down to 0.05 nM, and a high selectivity to
trypsin, this method has some drawbacks. First, the biosensor was based on the peptide
substrate labeled by the graphene oxide (GO)–thionine conjugate, which is not available
commercially. The peptide–GO–thionine conjugates are more expensive in comparison
with the β-casein used in our work. Therefore, this limits the practical application of such
an electrochemical sensor. Moreover, unlike the label-free approach presented in our work,
the method by Chen et al. cannot monitor the trypsin activity in real time, because this
activity was detected only after 2 h of incubation of the trypsin with the peptide-modified
electrode. It should be also mentioned that commercially available enzyme-linked im-
munosorbent assay (ELISA) kits for trypsin possess also high selectivity and sensitivity
similar to the work of Chen et al. (down to 0.012 nM) [52]. However, those kits require ex-
pensive antibodies, and detection is carried out in several steps. Furthermore, ELISA does
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not allow monitoring of the kinetics of the trypsin activity. The acoustic sensor developed
by us is sufficiently sensitive (LOD of 0.48 ± 0.08 nM) to detect such dangerous diseases as
cystic fibrosis, acute pancreatitis, or the acute phase of chronic pancreatitis that are char-
acterized by raised concentration of trypsin in blood in the range of 2.1–71.4 nM [7,8]. In
contrast with ELISA, the TSM biosensor is label-free, straightforward, and facile regarding
the evaluation of the response. In addition, the TSM method can be used in samples that
are not transparent.

3.2. Sprectophtometric Assay of Protease Activity

In colorimetric sensor applications, AuNPs are most widely used due to their high
stability, facile synthesis, excellent biocompatibility, and strong surface plasmon resonance
effect. This effect can be utilized to produce visual color changes in a process termed the
colorimetric method [53,54]. Here, we report the results of a simple colorimetric assay
based on the optical properties of functionalized AuNPs (Figure 2). The purpose of this
study was a comparison of the sensitivity of surface-based (TSM) and volume-sensitive
methods of trypsin activity detection. We used a slightly modified version of the method
reported by Chuang et al. [26]. However, instead of gelatin, β-casein has been used as a
substrate for trypsin digestion. Briefly, for the protease assay, AuNPs were first modified
by β-casein and subsequently with MCH. The molecules of MCH are chemisorbed to the
AuNPs through a thiol group (-SH) substitution and the hydroxyl group (-OH) exposed
on the AuNPs surface enhances the attraction force between AuNPs. Additionally, MCH
molecules on the AuNPs act as blockers, while covering the surface area of the AuNPs
that are not conjugated with casein and blocking adsorption of the protease on the surface
of the AuNPs [26]. The addition of MCH to the AuNPs–β-casein solution led to a color
change from wine-red to violet. When trypsin digests the casein at AuNPs/MCH–casein,
NPs aggregated due to the removal of the protective layer of casein and the color change
from violet to blue occurred within minutes; then, the solution became colorless.

The absorption spectra of AuNPs in the absence of β-casein (black curve), presence
of β-casein (red curve), presence of β-casein and MCH (blue curve), and AuNPs with
chemisorbed MCH (magenta curve) are shown in Figure 6. The absorption peak of pure
AuNPs is centered at 520 nm as expected. This indicates that the gold colloids are not
aggregated but well dispersed as individual particles [55]. After the modification of AuNPs
with β-casein, the position of the maximum absorption of AuNPs shifted from 520 to
525 nm, which indicates the formation of bioconjugates [55]. The shift is identical with
those reported in [26] for AuNPs modified by gelatin. The red shift in the position of the
plasmon absorption band is produced by a perturbation in the dielectric constant around
the nanoparticles due to the chemisorption of β-casein molecules [56]. No significant
broadening of the spectrum was observed after the β-casein adsorption process, which
indicates that the separation distance between AuNPs is higher than their radii, and that
AuNPs do not experience aggregation into larger nanoparticles upon the adsorption of
β-casein [55]. Further modification with MCH resulted in a significant red shift around
60 nm accompanied by the broadening of the spectrum. This broadening is indicative of
an aggregation of nanoparticles This is due to the replacement of the β-casein protective
layer with MCH, which in turn makes the nanoparticles closer to each other [57,58]. The
modification of AuNPs with MCH resulted in a significant red shift, indicating strong
aggregation of the nanoparticles.

Additionally, a less expressed maximum at 280 nm is observed after the modification
of AuNPs by β-casein. This is due to the absorption of β-casein’s amino acids at this
wavelength. The amplitude of this peak decreases after the chemisorption of MCH, which
is probably due to the removal of weakly adsorbed casein molecules from the surface of
AuNPs. Furthermore, we carried out a quantitative analysis of trypsin activity via the
UV-vis spectroscopy method. For this purpose, trypsin was added to the AuNPs solution.
We recorded the changes of absorbance spectra of the AuNPs suspension during the trypsin
cleavage at 0 min, 0.01 min, 15 min, 30 min, 45 min, and 60 min. Figure 7 illustrates the
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changes in spectra over time in a 10 nM concentration of trypsin. A substantial red shift
(up to 640 nm) of the spectra and a decrease in absorbance with time was observed at this
concentration of trypsin, due to trypsin-induced aggregation caused by the cleavage of the
AuNPs’ protective shell as well as the MCH induced increase of attractive force between
the AuNPs. Moreover, the absorbance spectra showed a decrease in the absorption spectra
at 280 nm when the AuNPs/MCH–casein was digested by trypsin. It can also be seen
that the absorbance decreased with time. The absorbance also started to decrease after
maximum shifting. Our results are in good agreement with those previously reported by
Chuang et al., whose work served as our inspiration to design a colorimetric assay based
on an AuNPs/MCH-protein platform. Chuang et al. demonstrated that protein modified
AuNPs aggregation after treatment with protease can be successfully monitored via the
red shift of absorption spectra [26].

Figure 6. UV-vis absorption spectra of gold nanoparticles (AuNPs): bare (black), modified by β-
casein (red), and subsequently modified by 6-mercapto-1-hexanol (MCH) (blue) as well as AuNPs
modified by MCH (magenta).

Figure 7. UV-vis absorption spectra of β-casein and MCH-conjugated AuNPs treated with 10 nM
trypsin at different time points. Note that at time 0 and 0.01 min, the spectra are almost identical.
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Trypsin at concentrations ranging from 0.1 to 10 nM was used in the study to estimate
the detection limit of the optical AuNPs assay. In order to construct the calibration curve,
we have plotted the changes in relative values of absorbance measured at around 640 nm
after 15 min of trypsin exposure against the trypsin concentration (Figure 8a). As in
the case of the analysis of trypsin activity via the TSM method, we were able to use an
inverse Michaelis–Menten (MM) model expressed by Equation (3) to analyze the obtained
calibration curve for trypsin activity in volume.

 

Figure 8. Calibration plots of colorimetric assay. (a) Changes in relative values of absorbance after β-casein and MCH
functionalized gold nanoparticles (AuNPs/MCH-β-casein) exposure to trypsin (A0—exposure time 0 min, A15—exposure
time 15 min.) vs. concentration of trypsin (CTRY). Symbols are experimental data, and the red line is the best fit of Equation
(3). (b) Linear part of the calibration curve for calculation of the limit of detection (LOD). Values are means ± SD (n = 3).
Red line is the linear regression fit.

The fitting of calibration plots with the MM model yielded vmax = 14.98 ± 0.81% and
KM = 0.56 ± 0.10 nM. As was already mentioned, in the inverse MM model, the roles of
the enzyme and substrate are swapped, and the concentration of the enzyme is changed
while the substrate is presented in excess.

To calculate the LOD, we used only part of the calibration curve from 0 to 5 nM, where
the dependence was almost linear. The obtained LOD was 0.42 ± 0.03 nM, according to
the rule 3.3 (SD)/S, where SD is the standard deviation of the sample with the lowest
concentration and S is slope calculated from the fit of the linear part of the calibration
curve [59]. The results are shown in Figure 8b.

It is interesting to compare the properties of the AuNPs assay and the TSM method
used to detect trypsin activity (Table 1). On one hand, both methods successfully detected
protease activity at the sub-nM level, within a similar time range in a real-time mode.
However, it should be noted that a major drawback of the AuNPs assay is that the method
is of limited application in a turbid medium. On the other hand, unlike the TSM method,
detection using the AuNPs assay can be carried out in only one step, as the signal detec-
tion simply involves the direct measurement of the absorbance values at A640. It is also
interesting to compare the reverse Michaelis–Menten constants for both methods. As can
be seen in Table 1, a lower KM value has been obtained for the AuNPs-based colorimetric
assay. This can be attributed to trypsin’s better access to the β-casein substrate. Certainly,
the β-casein layer is formed at MUA monolayers by covalent binding of the casein hy-
drophilic amino groups. Thus, the cleavage sites are closer to the quartz crystal surface
with limited access to the trypsin. In addition, due to covalent binding of casein molecules
at the self-assembled MUA, the casein layer is compactly packed, which creates additional
restriction of access of trypsin to the cleavage sites. A similar conclusion was also obtained
for chymotrypsin detection [57]. In contrast, at AuNPs, the casein is physically adsorbed at
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the gold surface. This means that casein molecules are randomly oriented, which make the
access of trypsin to the casein cleavage sites more advantageous.

Table 1. Comparison of TSM biosensor and AuNPs platform (colorimetric biosensor) used for
detection of trypsin.

Parameters TSM Biosensor AuNPs Assay

Detection time 30 min 30 min
KM 0.92 ± 0.44 nM 0.56 ± 0.10 nM

Detection limit 0.48 ± 0.08 nM 0.42 ± 0.03 nM
Signal detection Acoustic wave at surface UV-vis absorbance in a volume

We should also mention that in contrast with the colorimetric method, the acoustic
TSM technique is sensitive to air bubbles presented in the sample and to the pressure
changes caused by handling of the flow cell. Air bubbles are more prone to growth at the
hydrophilic interface, which likely altered to a hydrophobic case upon the adsorption of
the casein layer. Therefore, special care can be taken in avoiding this effect, for example by
degassing the sample before starting the experiments.

Finally, we briefly discuss the most often used techniques employed for trypsin de-
tection. The advantages and disadvantages of these techniques as well as their LOD are
summarized in Table 2. Nowadays, researchers’ efforts are focused on the development
of simple and rapid biosensors for the sensitive determination of trypsin because tradi-
tional methods such as enzyme-linked immunosorbent assay (ELISA), gelatin-based film
technique, and high-performance liquid-chromatography (HPLC) are time-consuming
and require specialized instruments and trained personnel [60]. Moreover, those meth-
ods do not allow for the monitoring of the kinetics of protease activity. Recently, many
efforts have been reported regarding trypsin determination. Several biosensors based
on fluorescent, electrochemical, and colorimetric methods have been developed to detect
trypsin [15,26,60,61]. Fluorescence-based homogeneous assays are the most popular ones
for trypsin activity monitoring due to their simple processes, high sensitivity, and conve-
nient operation. These methods usually need peptide-based molecular probes containing
fluorochrome and quencher pairs to monitor specific proteases by fluorescence resonance
energy transfer. Nevertheless, these labeled fluorogenic substrates are expensive and are
difficult to synthesize [62]. Colorimetry is another method reported for the detection
and screening of trypsin [63]. It is the simplest, less expensive, and most widely used
method. It can be directly observed with the naked eye or accurately quantified via UV-vis
spectrophotometer. Unfortunately, the colorimetric method is limited to only optically
transparent liquids. Electrochemical methods are rather sensitive. However, they require
the conjugation of a specific peptide substrate by redox probes, longer incubation time with
protease, and cannot be used for measuring the kinetics of enzyme reaction [51]. Acoustic
methods are among the most effective and promising approaches for the detection of
trypsin activity. Their advantage lies in high sensitivity, which reaches levels comparable to
state-of-the-art techniques such as ELISA. Since most of the biochemical samples are acous-
tically transparent, measurements can be performed in a wider range of solutions without
the need for a chemical probe, as well as in opaque and high-concentration samples that
are difficult to measure with optical methods. Most recently, we successfully demonstrated
the feasibility of a volume-sensitive acoustic method for the detection of proteolytic activity
of trypsin [64]. However, it is worth noting a possible limitation of the proposed acoustic
methods: namely, the influence of air bubbles and temperature stability. This limitation
must be addressed in future research.
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Table 2. Comparison of the most used analytical methods for trypsin determination.

Method Advantages Disadvantages LOD, nM References

ELISA High selectivity and sensitivity
Requires expensive antibodies,
the kinetics of trypsin activity

cannot be measured
0.012 [42]

Fluorescent assay High sensitivity, operates in
real-time mode

Fluorogenic substrates are
expensive and difficult to

be synthesized.
3.8–29 [15,61]

Colorimetric assay
Simple, inexpensive, and

sensitive, enables real-time
detection of trypsin activity

Limited to only optically
transparent liquids

0.19
0.42 ± 0.03

[63]
This work

Electrochemical sensor High sensitivityy
Necessity to use peptide

substrate conjugated with
graphene oxide and thionine

0.05 [51]

Acoustic TSM sensor

High sensitivity, capable of
real-time monitoring of
kinetics of the trypsin

mediated cleavage

Measurements are sensitive to
air bubbles presented in

the sample

0.2
0.48 ± 0.08

[23]
This work

High-resolution
ultrasonic spectroscopy

High sensitivity, capable of
real-time monitoring of
kinetics of the trypsin

mediated cleavage

Measurements are sensitive to
air bubbles presented in

the sample
~1.0 [64]

4. Conclusions

We have shown that β-casein forms a stable monolayer via an 11-mercaptoundecanoic
acid (MUA) cross-linker at the gold surface of a piezoelectric transducer. The TSM sensor
based on a β-casein layer enabled a detection limit of 0.48 ± 0.08 nM for trypsin. The
cleavage of β-casein resulted in an increase of resonant frequency and a decrease of
motional resistance. Furthermore, we compared the results obtained by the TSM method
with a colorimetric assay for quantifying trypsin activity in a volume. This assay was based
on AuNPs modified by β-casein and MCH and on the phenomena of surface plasmon
resonance (SPR) and yielded a detection limit of 0.42 ± 0.03 nM, which is comparable
with the LOD obtained from TSM experiments. We also analyzed the Michaelis–Menten
constants, KM, for reverse enzymatic reaction and showed that the KM value for the
colorimetric assay (0.56 ± 0.10 nM) is lower in comparison with that obtained in the case
of the TSM method (0.92 ± 0.44 nM). This has been explained by better access of trypsin
to the β-casein in a volume. The TSM method is useful for the study of the kinetics of
the protease’s activity, which is not possible via conventional ELISA or HPLC methods.
The obtained results can be considered as a first step toward the application of a TSM
sensor and colorimetric assays based on β-casein for the label-free detection of trypsin
activity. For practical application in medical diagnostics, both acoustic and optical methods
need additional validation in complex biological fluids such as blood or blood plasma.
In addition, the sensitivity of the TSM method can be improved by the application of
hydrophobic substrates for casein immobilization. We anticipate in this case that the
detection limit can be improved at least five times. The improved sensitivity of detection is
important for working with diluted bilogical samples in order to minimize the matrix effect.
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Abstract: Carbendazim is a systemic benzimidazole-type fungicide with broad-spectrum activity
against fungi that undermine food products safety and quality. Despite its effectiveness, carben-
dazim constitutes a major environmental pollutant, being hazardous to both humans and animals.
Therefore, fast and reliable determination of carbendazim levels in water, soil, and food samples is
of high importance for both food industry and public health. Herein, an optical biosensor based on
white light reflectance spectroscopy (WLRS) for fast and sensitive determination of carbendazim
in fruit juices is presented. The transducer is a Si/SiO2 chip functionalized with a benzimidazole
conjugate, and determination is based on a competitive immunoassay format. Thus, for the assay, a
mixture of an in-house developed rabbit polyclonal anti-carbendazim antibody with the standards or
samples is pumped over the chip, followed by biotinylated secondary antibody and streptavidin.
The WLRS platform allows for real-time monitoring of biomolecular interactions carried out onto
the Si/SiO2 chip by transforming the shift in the reflected interference spectrum caused by the
immunoreaction to effective biomolecular adlayer thickness. The sensor is able to detect 20 ng/mL
of carbendazim in fruit juices with high accuracy and precision (intra- and inter-assay CVs ≤ 6.9%
and ≤9.4%, respectively) in less than 30 min, applying a simple sample treatment that alleviates any
“matrix-effect” on the assay results and a 60 min preincubation step for improving assay sensitivity.
Excellent analytical characteristics and short analysis time along with its small size render the pro-
posed WLRS immunosensor ideal for future on-the-spot determination of carbendazim in food and
environmental samples.

Keywords: white light reflectance spectroscopy; real-time immunosensor; ELISA; pesticides; carben-
dazim; fruit juices

1. Introduction

Fungal contamination causes significant damages to the crops for human consumption
every year, resulting in poor yield, deficient food quality, and huge economic loss. To cir-
cumvent these problems, the use of fungicides has been intensified over the last decades [1].
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Carbendazim (methyl 1H-benzimidazol-2-ylcarbamate) is a synthetic, systemic, broad-
spectrum, benzimidazole-type fungicide used worldwide as pre- and post-harvest treat-
ment to control fungi that compromise the quality of various food commodities such as
vegetables, fruits, cereals, and seeds [2,3]. Despite the unquestionable benefits regarding
crop yield, carbendazim is a major pollutant, which induces acute and chronic effects
on humans and livestock. In this context, carbendazim has been documented to induce
infertility, embryotoxicity, teratogenicity, hepatocellular dysfunction, endocrine-disrupting
effects, disruption of hematological functions, and mutagenicity [2]. Additionally, the
World Health Organization has classified carbendazim as a possible human carcinogen [4].
Due to its aforementioned severe toxicities and its persistence in food and the environment,
carbendazim has been officially banned in most of the European Union countries, USA,
and Australia. However, its production and use in various formulations are still permitted
in some countries, such as UK, Portugal, India, China, and Brazil [5], raising a growing
concern for its adverse effects on the health of both humans and animals. To protect
consumers from food products contaminated with carbendazim, regulatory authorities
have established maximum residue limits (MRLs) for this pesticide in several matrices
(fresh fruits and vegetables, oil seeds, cereals, spices, etc.). For example, the carbendazim
MRL in fruit juices is 200 ppb and the MRL sum of benzimidazole pesticides has been set
at 500 ppb by European Union [6,7]. The presence of carbendazim in fruit juice products
has raised many concerns due to their worldwide popularity and the fact that children are
their primary consumers [8].

The protection of the public health from pesticide residues in food requires, in addition
to relevant legislation, accurate analytical methodologies. Determination of carbendazim
is routinely performed by instrumental analytical techniques, mainly high-performance
liquid chromatography coupled to mass spectroscopy or ultraviolet spectroscopy [9,10].
Alternatively, immunochemical techniques have been developed and used, offering low-
cost and short-time analyses, simple assay protocols, and minimum sample pretreatment,
and high-throughput sample analysis capacity. In this context, classic enzyme-linked
immunosorbent assays (ELISA) [11] and immunochromatographic strips [12] have been
reported in the literature, while immunosensors have lately attracted much attention due
to their simplicity, rapidity, portability, and potential for the point-of-need application [13].

In this work, a real-time immunosensor based on white light reflectance spectroscopy
(WLRS) is employed for the accurate, fast, and sensitive determination of carbendazim in
fruit juice samples with the potential for use at the point-of-need. The transducer is a Si
chip with a 1-μm thick SiO2 layer on top and it is transformed to a versatile biosensing
element through immobilization of a suitable recognition molecule. The optical set-up
includes a white light source, a reflection probe consisting of a bundle of seven optical
fibers; six at the periphery of the probe and one at the center, and a spectrometer. The
six fibers at the periphery of the reflection probe guide the light from the source to the
chip surface, while the seventh central fiber collects the light reflected by the chip and
guides it to the spectrometer. As the light strikes the chip surface vertically, it is reflected
by the silicon surface and by the transparent materials adlayers (silicon dioxide and
biomolecular layer) of different refractive index. This way interference takes place at each
wavelength resulting in an interference spectrum that is collected by the central fiber of
the reflection probe. The increase of the biomolecular adlayer thickness due to binding
reactions taking place onto the chip surface causes a shift of the interference spectrum.
The software receives the interference spectrum from the embedded spectrometer and
the effective biomolecular adlayer thickness (that is the signal of the WLRS sensor) is
determined implementing the Levenberg–Marquart algorithm [14]. As this conversion
is done by the software in real-time, the evolution of the effective biomolecular adlayer
thickness in the course of the binding reactions occurring on a biochip surface could be
monitored in real-time (Scheme 1). Thus, the WLRS biosensing platform allows for the
label-free, real-time monitoring of biomolecular interactions carried out onto the Si/SiO2
chip with a detectable effective adlayer thickness <0.1 nm. A presentation of WLRS set-up
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and operation principle is presented in Scheme 1. The WLRS sensing principle has been
successfully applied to the quantitative determination of both high and low molecular
weight analytes into a plethora of matrices, after proper biofunctionalization of the sensing
surface [14–16].

Scheme 1. WLRS set-up and operation principle: (a) a schematic of the incident light beam (blue dotted line) reflection
at the layers of different refractive index of a WLRS chip (red lines); (b) typical reflectance spectrum (black line) and its
fitting by the sensor software (red line); (c) a depiction of the real-time signal monitoring resulting by the recorded spectrum
processing by dedicated software.

For carbendazim determination, a competitive immunoassay involving the delivery
of a mixture of standards or fruit juice samples with a carbendazim-specific antibody to
a benzimidazole conjugate-modified chip was conducted, as it is schematically depicted
in Figure 1a. The primary immunoreaction, i.e., the competitive reaction between the
immobilized onto the chip benzimidazole moieties and carbendazim in the standards
or samples for the limited binding sites of the carbendazim-specific antibody [17], was
followed by two signal enhancement steps. The first step included reaction with a biotiny-
lated secondary antibody and the second one with streptavidin so as to further increase the
thickness of the adlayer formed. The implementation of these two reactions aimed at the
increase of the effective biomolecule adlayer thickness, i.e., the sensor signal, thus increas-
ing the detection sensitivity. The benzimidazole conjugate [17] used for chip coating is also
schematically presented in Figure 1b. Initially, a lysine-core peptidyl moiety was prepared
using a fluorenylmethoxycarbonyl (Fmoc) solid phase peptide synthesis strategy previously
described by us [18] with slight modifications. This moiety was then functionalized with 3-
maleimidopropionic acid [19]. A benzimidazole derivative, 2-mercaptobenzimidazole, was
then coupled to the 3-maleimidopropionic acid-functionalized peptidyl moiety through
its thiol functional group. Notably, 2-mercaptobenzimidazole was used here because it is
structurally similar to, but less toxic than, carbendazim. All assay parameters were opti-
mized to achieve the highest possible detection sensitivity and the shortest assay duration.
A simple sample preparation procedure was also developed to demonstrate the analysis of
several commercially available fruit juice samples without any detectable “matrix-effect”.
The accuracy of measurements with the proposed methodology was evaluated through re-
covery experiments using carbendazim-spiked samples prepared in commercially available
fruit juices. Finally, the potential of regeneration and re-use of the biofunctionalized sensor
chips was investigated, as a means to reduce the total cost of analysis. The novelty of the
present work is mainly based on the combined use of an in-house prepared antibody for
carbendazim recognition [17] and a benzimidazole derivative as a coating conjugate [17–19]
in the WLRS immunoassay for carbendazim in different fruit juices.
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Figure 1. Schematic representation of (a) assay procedure for the detection of carbendazim with the WLRS sensor and (b)
benzimidazole conjugate structure.

2. Materials and Methods

2.1. Reagents and Materials

The rabbit polyclonal antibody for carbendazim (primary antibody) and the benzimida-
zole conjugate used for surface functionalization were in-house developed, as previously de-
scribed [17]. Biotinylated goat anti-rabbit IgG (secondary antibody), streptavidin, streptavidin-
horseradish peroxidase conjugate (streptavidin-HRP), 3,3′,5,5′-tetramethylbenzidine (TMB),
carbendazim pestanal®, highly pure ethanol, acetone, isopropanol, and (3-aminopropyl) tri-
ethoxysilane (APTES) were from Sigma-Aldrich (St. Louis, MO, USA). Bovine serum albumin
(BSA) was purchased from Acros Organics (Geel, Belgium). Polytetrafluoroethylene (PTFE)
syringe filters of 0.45 μm pore size were the product of Membrane Solutions (Auburn,
WA, USA). All other chemicals were purchased from Merck (Darmstadt, Germany). High-
binding 96-well polystyrene microtiter plates (Code No. 3590) were purchased from
Corning-Costar (Corning, NY, USA). Four-inch Si wafers (< 100 >) were purchased from
Si-Mat Germany (Kaufering, Germany). These wafers were sequentially sonicated in ace-
tone and isopropanol before a 1000-nm thick SiO2 layer was thermally oxidized on them
at 1100 ◦C using the clean room facility at the Institute of Nanoscience and Nanotechnol-
ogy of NCSR “Demokritos”. Then, the wafers were diced to chips with dimensions of
5 mm × 15 mm.

2.2. Preparation of Carbendazim Standard Solutions and Fruit Juice Samples

A 5 mg/mL carbendazim stock solution in absolute ethanol was prepared and stored
at −20 ◦C. Standard solutions ranging from 20 ng/mL to 20 μg/mL prepared in 10 mM
phosphate buffer, pH 7.4, containing 0.9% (w/v) NaCl, and 0.4% (w/v) BSA (assay buffer),
were kept at −20 ◦C for up to 2 months. Fruit juices used in this study were purchased
from local markets. In particular the following juices have been purchased: Amita orange
and orange–lemon–carrot juice, and nine fruits Amita Motion juice from Coca-Cola 3E SA
(Maroussi, Greece); orange, orange–apple–carrot, and nine fruits juice from Olympos Greek
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Dairies SA (Larissa, Greece); Eviva orange (short and long self-life) and lemon juice from
Lidl Hellas (Sindos, Greece); Marata orange juice from Sklavenitis SA (Peristeri, Greece).
All juices were separately filtered through a 0.45 μm-PTFE filter and the pH of the filtrate
was adjusted to 7.4 ± 0.2 with 1 M NaOH solution.

2.3. Carbendazim-ELISA Assay

An indirect competitive ELISA was set up to conduct carbendazim detection. In brief,
ELISA wells were incubated overnight in 100 μL of a 1 μg/mL benzimidazole conjugate in
0.05 M carbonate buffer, pH 9.2 (coating buffer). The plates were then washed three times
with 10 mM phosphate buffered saline (PBS), pH 7.4, containing 0.05% (v/v) Tween-20
(PBS-T) using an ELISA plate washer (DIA Source), and incubated with 10 mM PBS, pH
7.4, containing 2% (w/v) BSA (200 μL/well), at room temperature for 1 h to block any
remaining binding sites. After three washes with PBS-T, to each well were added 100
μL of 1:1 (v/v) mixtures of carbendazim standards (0.02–20 μg/mL in assay buffer) or
samples and the anti-carbendazim antibody solution (2 μg/mL in assay buffer), which
have been preincubated at room temperature for 1 h. After incubation at 37 ◦C for 90 min,
the wells were washed three times with PBS-T, and incubated at 37 ◦C for 1 h with the
biotinylated secondary antibody diluted 1:2000 in assay buffer (100 μL/well). The wells
were then washed again with PBS-T and incubated at 37 ◦C for 45 min with a 750 ng/mL
streptavidin-HRP solution in assay buffer (100 μL/well). The wells were washed again
with PBS-T and incubated at room temperature for 20 min in 100 μL of chromogenic HRP
substrate (TMB/H2O2). Finally, 50 μL of a 2 M aqueous sulfuric acid solution were added
per well to terminate color development, and the absorbance of the wells at 450 nm (A450)
was measured using a microtiter plate reader (Sirio S, Seak). An absorbance percentage was
then calculated by dividing the absorbance of each standard (Ax) to that of zero standard
(A0). An absorbance percentage versus carbendazim concentration calibration plot was
then constructed.

2.4. Evaluation of Primary Antibody—Specificity with the Carbendazim-ELISA Assay

The specificity of the primary antibody was evaluated through cross-reactivity studies
with the pesticides carbaryl, imazalil, atrazine, and paraquat as follows. ELISA microwells
were coated, blocked and washed as described in Section 2.3. Then, the wells were
incubated at 37 ◦C for 90 min in 100 μL of a 1:1 (v/v) mixture (preincubated at room
temperature for 1 h) of carbendazim standard solutions or standard solutions containing
0.02–5.0 μg/mL of each cross-reactant in assay buffer, and a 2 μg/mL anticarbendazim
antibody solution in assay buffer. Microwells were washed, incubated with biotinylated
secondary antibody, streptavidin-HRP, and TMB/H2O2 solution as described in Section
2.3. Finally, the absorbance was read at 450 nm, the calibration plots were constructed and
the percent cross-reactivity (%CR) with each pesticide tested was determined according to
the equation:

%CR = (IC50 carbedazim/IC50 cross-reactant pesticide) × 100

where IC50 carbedazim and IC50 cross-reactant represent the concentrations of carbendazim
and cross-reactant in question, respectively, which provided 50% signal drop with respect
to zero standard.

2.5. WLRS Instrumentation

WLRS instrumentation involves an FR-Pro tool operating in the 450–720 nm spectral
range (ThetaMetrisis SA; Egaleo, Greece). The tool is equipped with a stabilized visi-
ble/near infrared light source and a high-performance miniaturized spectrometer tuned
to provide very high optical resolution in the dedicated spectral range. The reflection
probe delivers the incident light emitted by the source to the biofunctionalized chip surface
through six fibers (diameter 400 μm) positioned to its periphery and collects the reflected
light directing it to the spectrometer through a seventh fiber (diameter 400 μm) positioned
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at the center of the probe. The sensing surface consists of a transparent SiO2 film over a
Si reflecting substrate covered by a custom-designed microfluidic cell (Jobst Technologies
GmbH; Freiburg, Germany) providing the fluidic connections to the solutions. The FR-Pro
tool was accompanied by a dedicated software that evaluates the initial thickness of the
SiO2/protein adlayer and transforms in real-time the spectral shift due to the binding
reactions in effective thickness of biomolecular adlayer expressed in nm. In more detail, a
reference [R(λ)) and a dark spectrum (D(λ)] were acquired prior to the continuous record-
ing of the reflectance spectrum [S(λ)], and the absolute reflectance spectrum is calculated
by Equation (1):

R(λ) =
S(λ)− D(λ)

R(λ)− D(λ)
(1)

The normalized spectrum is then processed applying Levenberg–Marquart algorithm
to calculate the thickness of the biomolecular adlayer, d1, from the shift in the interference
spectrum wavelength, δλ, according to Equation (2):

δλ = r1
1 − r2

2

(r1 + r2)(1 + r1r2)

n1d1

n2d2
λ0m (2)

where, r1 and r2, and n1 and n2 are the Fresnel coefficients and refractive indices of the
biomolecular and the silicon dioxide layer, respectively, d1 and d2 are the thickness of the
two layers, and λ the wavelength.

2.6. Biochip Preparation and Biosensor Assay Performance

Chips were first cleaned and hydrophilized by O2 plasma treatment (10 mTorr) for
30 s in a reactive ion etcher. Then, they were immersed in a 2% (v/v) aqueous APTES
solution for 20 min, gently washed with distilled water, dried under a nitrogen (N2) stream
and cured by heating at 120 ◦C for 20 min. Chips were kept in a desiccator at room
temperature for at least 48 h prior to use. For chip biofunctionalization, the benzimidazole
conjugate (500 μg/mL, in coating buffer) was deposited on the chips and incubated at
room temperature overnight. The following day, chips were rinsed with 10 mM PBS, pH 7.4
(washing buffer), blocked through immersion in 10 mM PBS, pH 7.4, containing 2% (w/v)
BSA, for 3 h, rinsed with washing buffer and distilled water, dried with N2, and used for the
assay (Figure 1). Prior to assay, each biofunctionalized chip was assembled with the fluidic
module, placed on the docking station and equilibrated with assay buffer to acquire a stable
baseline. For the assay, 1:1 (v/v) mixtures of standards (0.02–20 μg/mL in assay buffer) or
samples with the rabbit anticarbendazim antibody (2 μg/mL in assay buffer), preincubated
for 60 min, were passed over the chip for 18 min, followed by a 1:200 dilution of biotinylated
anti-rabbit IgG antibody solution for 7 min, and a 10 μg/mL streptavidin solution in assay
buffer for 3 min. The flow rate throughout the assay was 50 μL/min. Finally, the biochip
was regenerated by running a 0.1 M glycine-HCl buffer, pH 2.5, for 3 min, followed by
re-equilibration with assay buffer. The calibration plot was constructed by plotting the
effective thickness of the built-up biomolecular adlayer (signal) corresponding to different
standards, Sx, expressed as percentage of the zero standard signal, S0 (maximum signal),
against the carbendazim concentration in the standard solutions.

3. Results and Discussion

3.1. ELISA Assay for Carbendazim

Prior to the development of the carbendazim WLRS immunosensor assay, an ELISA
in microtiter plates was set up to evaluate the basic immunoreagents used on the sensor
platform, e.g., specificity of the anti-carbendazim antibody, as well as to determine optimal
conditions for each assay step, e.g., optimum assay buffer. Moreover, the results obtained
from the analysis of fruit juice samples with the ELISA assay were compared with those of
the WLRS immunosensor.
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3.1.1. Assay Optimization

For the development of the competitive indirect ELISA for determination of carben-
dazim, a benzimidazole conjugate was used as a solid-phase reagent in combination with
a rabbit polyclonal anticarbendazim antibody, both developed in-house as previously
described [17]. The optimum concentration of the conjugate for coating was determined
by preliminary titration experiments using mixtures of the anti-carbendazim polyclonal
antibody with carbendazim standards prepared in assay buffer. As shown in Figure S1a,
zero standard signal values in the range 1.0–1.5 (which are considered optimum for an
ELISA) were received for the following combinations of conjugate/antibody concentrations
0.5/4.0, 1.0/2.0, and 2.5/1.0 in μg/mL. These combinations were tested further regarding
not only the zero standard signal but also the signal received in presence of 200 ng/mL car-
bendazim. From Figure S1b, where the percent absorbance values are presented, it can be
concluded that the combination that provided the highest percent signal drop in presence
of carbendazim was 1.0 μg/mL benzimidazole conjugate and 2.0 μg/mL anticarbendazim
antibody. Thus, this combination was adopted in the final ELISA protocol. Different assay
buffers were then tested including a 10 mM PBS buffer, pH 6.5, 10 mM PBS, pH 7.4, 50 mM
Tris-HCl buffer, pH 7.8, and 50 mM Tris-HCl buffer, pH 8.25, and the results obtained are
shown in Scheme S1 (see Supplementary Material). All buffers contained 0.4% BSA. It was
found that 10 mM PBS, pH 7.4, containing 0.4% (w/v) BSA, was the optimum buffer for
the immunoreaction between the primary antibody and the antigen since it provided the
highest signals for zero standard and detection sensitivity compared to the other buffers
tested. The implementation of a preincubation step of the antibody with the standards prior
to addition onto the biofunctionalized wells was investigated as a means to improve assay
detection sensitivity. As shown in Figure S3, the assay sensitivity, expressed by the slope of
the linear segment covering the two standards of the lowest concentration in the calibration
plot, ranged from −0.19 [dS/(ng/mL)] for 0 min, −0.26 [dS/(ng/mL)] for 30 min, −0.42
[dS/(ng/mL)] for 60 min, and −0.38 [dS/(ng/mL)] for 120 min. These results indicate
considerably improved assay sensitivity when a preincubation up to 60 min was used.
However, longer preincubation did not result in any additional improvement. Thus, 60-min
pre-incubation was adopted in the final protocol. Under optimal conditions, the detection
limit of the assay (LoD, calculated as the carbendazim concentration corresponding to
percent signal value equal to 100-3SD of 16 measurements of zero standard) was 20 ng/mL.
The quantitation limit (LoQ) was calculated as the carbendazim concentration for which the
mean absorbance value + 3SD is equal or lower than the mean zero standard value—3SD
(LoD), and was 50 ng/mL. The dynamic range of the assay was from 50 ng/mL to 2 μg/mL.

The ELISA assay presented here differs from that previously described [17] in the
configuration followed. More specifically, a biotinylated secondary antibody along with
streptavidin-HRP have been used, instead of an HRP-labelled secondary antibody, while
TMB (instead of 2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) diammonium salt—
ABTS) has been employed as a chromogen (Scheme S1). Moreover, a preincubation step
was adopted so as to further increase the detection sensitivity.

3.1.2. Evaluation of the Anti-Carbendazim Antibody Specificity

The cross-reactivity of the anti-carbendazim antibody with four commonly reported
pesticides in fruit juices [20–22], including carbaryl, imazalil, atrazine, and paraquat was
tested. In Figure 2, the calibration plots obtained for each one of the four pesticides are
provided. As a rule, compounds that do not provide at least 50% decrease in signal under
the above described conditions, are not considered as cross-reacting materials. Thus, as
shown, no cross-reactivity with any pesticide tested could be detected.
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Figure 2. Calibration plots obtained with carbendazim (black squares), carbaryl (red circles), imazalil
(blue up triangle), atrazine (green down triangle), and paraquat (purple rhombus) standards with
concentrations ranging from 0 to 5000 ng/mL. All standards were preincubated for 60 min with the
anti-carbendazim antibody prior to addition in the microwells. Each point is the mean value of 3
replicates ± SD.

3.2. WLRS Assay
3.2.1. Assay Optimization

The transfer of the carbendazim assay to the WLRS platform was based on results
obtained in ELISA-optimization experiments, e.g., in terms of the composition of the assay
buffer and the duration of the preincubation step. However, there were some parameters
that also needed optimization. Due to the competitive nature of the assay, the two most
crucial parameters to optimize were the concentration of benzimidazole conjugate used for
coating and the concentration of anti-carbendazim antibody, as their combination deter-
mines the highest signal (zero standard signal) and the assay sensitivity. Hence, different
concentrations of the benzimidazole conjugate (100–1000 μg/mL) in combination with
different concentrations of the anti-carbendazim antibody (0.5–5.0 μg/mL) were tested.
As shown in Figure S4, for all antibody concentrations tested, zero standard signal values
increased as the concentration of benzimidazole-conjugate used for coating inreased and
maximum signal plateau values were obtained for concentrations ≥500 μg/mL. The in-
crease in the signal observed as the concentration of both benzimidazole-conjugate and
anti-carbendazim antibody increases, depicts the increase in the biomolecular adlayer thick-
ness due to the antigen–antibody reaction taking place onto the chip surface. Regarding
the antibody concentration, it was found that the signal increased almost linearly up to
an antibody concentration of 2 μg/mL, whereas higher antibody concentrations provided
only marginal signal (10%) increase. In addition, as it can be concluded from Figure S5, the
assay sensitivity deteriorated by approximately 50% when the anti-carbendazim antibody
concentration increased from 2 to 4 μg/mL. Thus, a 2 μg/mL anti-carbendazim antibody
concentration was adopted in the final assay protocol.

Another parameter to optimize was the duration of the whole assay, in order to achieve
a fast and reliable assay. As shown in Figure 3, the primary immunoreaction reached a
signal plateau after 30 min, the secondary immunoreaction in 20 min, and the reaction
with streptavidin in 3 min. The real-time sensor response showed that the reaction with
biotinylated secondary antibody and the subsequent reaction with streptavidin resulted in
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considerable signal enhancement. In particular, the reaction with the secondary antibody
increased by 2.5-fold the signal obtained from the primary immunoreaction, whereas the
reaction with streptavidin further increased the signal by approximately 3-times, leading to
an overall 7.5-fold increase in the signal of the primary immunoreaction. The signal increase
observed in the two reactions that follow the primary immunoreaction is ascribed to the fact
that more than one biotinylated secondary antibody molecules bind per immunosorbed
primary antibody, since the secondary antibody is a polyclonal one and has been raised
against the whole anti-rabbit IgG molecule and it is expected, therefore, to bind to several
epitopes of the primary antibody molecule. Similarly, the secondary antibody has several
biotin-moieties and thus, more than one streptavidin molecule could bind per biotinylated
secondary antibody molecule, providing considerable signal enhancement. Due to this
accumulation of multiple molecules per immunosorbed primary antibody molecule, the
effective biomolecular adlayer thickness, and consequently the WLRS sensor signal, is
considerably increased.

Figure 3. Real time response obtained from a biochip functionalized with 500 μg/mL of benzimida-
zole conjugate upon running over the chip: assay buffer (from start to point A); a 1:1 (v/v) mixture
of zero standard with a 2 μg/mL rabbit anti-carbendazim antibody solution (A–B); a 1:200 diluted
solution of a biotinylated secondary antibody (B–C); a 10 μg/mL streptavidin solution (C–D).

The signal increase achieved by the implementation of the two signal enhancement
steps allowed the reduction of the whole assay time. More specifically, the duration of the
primary immunoreaction was set at 18 min, the reaction with the secondary antibody at
7 min, and that with streptavidin at 3 min, resulting in a total assay time of 28 min. This
reduction in assay time reduced also the maximum signal obtained by 50%, however, the
signal received with the shorter assay protocol was adequate for the performance of the
assay. This was confirmed by the good discrimination of the real-time sensor responses
obtained for carbendazim standards with concentrations ranging from 0 to 20 μg/mL as
shown in Figure 4a. In addition, Figure 4b depicts the relevant calibration plot.
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(a) (b) 

Figure 4. (a) Real-time responses obtained from biochips functionalized with 500 μg/mL benzimidazole conjugate upon
running sequentially: assay buffer; a 1:1 v/v mixture of carbendazim standards (0–20,000 ng/mL) prepared in assay buffer
with a 2 μg/mL anti-carbendazim antibody solution in the same buffer; a 1:200 diluted solution of biotinylated secondary
antibody in assay buffer; a 10 μg/mL streptavidin solution. (b) Typical calibration plot for carbendazim. Each point
represents the mean value of 4 runs ± SD.

The LoD of the proposed immunosensor was evaluated as described in Section 3.1.1
for the respective ELISA assay and was found to be 20 ng/mL. The assay dynamic range
was 50 ng/mL–20 μg/mL.

3.2.2. Optimization of Sample Preparation Procedure

The developed immunosensor was applied to carbendazim detection in fruit juices.
The acidic pH and the pulp in fruit juices are reportedly impacting the performance
of immunoassays by affecting the antibody–antigen binding, resulting in the so-called
“matrix-effect” [23,24]. Thus, it is necessary to perform a sample preparation procedure
that minimises interferences before analysing fruit juice samples. In this respect, filtration
through a 0.45 μm PTFE membrane syringe filter was performed to remove the pulp, and
then the pH of the filtrate was adjusted to 7.4 ± 0.2 with addition of 1 M NaOH solution
(without significantly changing the sample volume). In addition, to investigate the possible
matrix effect of fruit juice samples to assay performance, the signal obtained by undiluted
and 2- to 20-fold diluted samples was compared to that of zero standard signal in buffer.
As shown in Figure 5a for an orange juice sample, the undiluted sample, which has been
used after filtration and pH neutralization, provided the same signal with the assay buffer
indicating that there was no need for additional sample dilution with assay buffer in order
to alleviate the matrix effect. This is supported by the fact that the undiluted sample
provided statistically the same zero standard values with orange juice diluted 2–20 times
with assay buffer. Similar results were obtained using juices from other fruits, e.g., lemon,
and from juices made from a combination of different fruits. Thus, all juices involved
in the study were analyzed without dilution after filtration and pH adjustment. Further
verification that there was not any matrix-effect in the assay performance was provided
by the fact that the carbendazim calibration plots obtained in assay buffer and a suitably
treated, commercial orange juice were superimposed, as presented in Figure 5b.
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(a) (b) 

Figure 5. (a) Zero standard signal corresponding to assay buffer and filtered and pH-adjusted juice, undiluted and diluted
2× to 20× with assay buffer. Each bar represents the mean value of 3 independent measurements ± SD. (b) Typical
calibration plots obtained with carbendazim standards prepared in assay buffer (black squares) and treated orange juice
(red circles). Each point represents the mean value of 4 runs ± SD.

3.2.3. Accuracy and Precision of the Developed ELISA and Sensor Assays

The accuracy of the measurements performed with the developed immunosensor
was evaluated through recovery experiments using three commercially available juices
prepared from different fruits. To this end, three fruit juices previously analyzed with the
carbendazim ELISA and found not to contain any detectable carbendazim were fortified
with concentrations of the pesticide that corresponded to three concentration levels, i.e.,
100, 500, and 1000 ng/mL. The fortified samples were analyzed in triplicates both with the
developed biosensor and the ELISA assay, prior to and after the addition of carbendazim.
The results obtained from the analysis of the spiked samples are shown in Table 1, while
no carbendazim could be detected in any of the samples prior to the addition of the
pesticide. The percent recovery was calculated as the percent ratio of the carbendazim
concentration determined in the spiked samples to that expected based on the amount
spiked. The recovery values determined with the two methods are presented in Table 1. As
shown, the recovery values obtained with the ELISA and the biosensor assays ranged from
90 to 110% and 89 to 110%, respectively, demonstrating the high accuracy of the assays
developed. Furthermore, there was a very good agreement of the values determined with
the immunosensor to those determined for the same samples with the ELISA. A paired
t-test confirmed that there was not statistically significant difference between the results of
the two methods (p < 0.05).
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Table 1. Recovery values of carbendazim in commercial fruit juices spiked with the indicated
concentrations of the pesticide.

Juice Sample
Spiked Level

(ng/mL)
Determined Concentration

(ng/mL)
% Recovery

WLRS ELISA WLRS ELISA

Orange
1000 1052 ± 53 1097 ± 41 105 110
500 522 ± 32 540 ± 22 104 108
100 98 ± 4 106 ± 3 98.0 106

Orange–
apple–carrot

1000 973 ± 57 1010 ± 37 97.3 101
500 547 ± 25 451 ± 26 109 90.2
100 89 ± 25 91 ± 4 89.0 91.0

Lemon
1000 951 ± 61 896 ± 32 95.1 89.6
500 487 ± 28 496 ± 18 97.4 99.2
100 110 ± 7 113 ± 6 110 113

3.2.4. Analysis of Commercially Available Fruit Juices

A survey on carbendazim residues in commercial packages of fruit juices was per-
formed. Ten different juices of four different brands made from orange, lemon, or com-
bination of different fruits were purchased from local supermarkets and analyzed by the
WLRS sensor. The results are presented in Table 2. None of the products tested contained
detectable amounts of carbendazim. This finding was confirmed by analysing the same
samples with the carbendazim ELISA.

Table 2. Carbendazim residues in commercially available fruit juices. In the parentheses the trade
name and storage conditions recommended by the manufacturers are provided.

Sample Number/Name (Storage) Amount Detected (ng/mL)

1/ Orange juice (Amita, RT) <LoD
2/ Orange juice (Eviva, RT) <LoD
3/ Orange juice (Marata, RT) <LoD
4/ Orange-lemon-carrot (Amita, RT) <LoD
5/ 9 fruits Motion (Amita, RT) <LoD
6/ Orange juice (Olympos, 4 ◦C) <LoD
7/ Orange juice (Eviva, 4 ◦C) <LoD
8/ Orange-apple-carrot (Olympos, 4 ◦C) <LoD
9/ 9 Fruits (Olympos, 4 ◦C) <LoD
10/ Lemon juice (Eviva, 4 ◦C) <LoD

3.2.5. Regeneration of Biochips

The stability of the developed immunosensor response to sequential assay/regeneration
cycles was also determined as a means to exploit the use of a single biochip for analysis of
several samples thus reducing the analysis cost. A low-pH buffer is often used in affinity-
based biosensor assays for surface regeneration purposes, to quantitatively remove the
antibody from the coating analyte, without affecting the coating analyte structure. The
regeneration was achieved by running a 0.1 M glycine-HCl buffer, pH 2.5, for 3 min after
completion of the assay. Figure 6 shows the zero standard responses obtained from a
single biochip in 15 assay/regeneration cycles performed over a period of three days. As
shown, for up to 12 assay/regeneration cycles, all values consistently fell within the mean
value ± 2SD range, which demonstrates the potential reuse of biosensor.
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Figure 6. Signal responses obtained from a single biochip for 15 regeneration/assay cycles. Dashed
lines represent the mean value ± 2SD limits.

3.3. Comparison with Other Biosensors

In the last decade carbendazim has received particular attention from the research
community and many efforts from research groups all over the world have been carried
out towards the development of biosensors for carbendazim determination in various
food commodities. The majority of the reported carbendazim biosensors are electrochemi-
cal [25–31]. Only few optical sensors for carbendazim detection have been reported in the
literature. These include a sensor based on surface-enhanced Raman scattering technology,
which involves cyclodextrin inclusion complexes on gold nanorods as recognition ele-
ment [32], a sensor based on luminescence resonance energy transfer from aptamer-labeled
upconversion nanoparticles to manganese dioxide nanosheets that act as an acceptor [33],
and a surface plasmon resonance-based immunosensor [34]. The immunosensor proposed
herein is the first optical sensor based on white light reflectance spectroscopy, dedicated to
the determination of carbendazim in foodstuff.

With respect to actual analysis time of 28 min, our sensor is considered among the
fastest sensors reported for carbendazim detection in foodstuff generally; even if the
separate, 60-min preincubation step is taken into account, the proposed sensor can be still
considered as an analytical tool capable of determining carbendazim very quickly. In terms
of analytical sensitivity, the LoD of the developed method (20 ng/mL) is well below the
current European Union regulatory limit of 200 ng/mL for carbendazim in fruit juices. It is
noteworthy that in our case, as in the aforementioned SPR sensor [34], a signal enhancement
step was introduced after the primary immunoreaction in order to generate a measurable
response while keeping the analysis time as short as possible. Overall, the developed
sensor could be regarded as a very fast and sensitive real-time biosensing platform for the
detection of carbendazim, which could be considered as label-free, since it is not based on
any typical label, such as a fluorophore or an enzyme, for the development of an optical
signal. The sensor is accompanied by a rather simple sample preparation protocol that
can be easily reproduced at the point-of-need as it does not require any special equipment.
In addition, the sample preparation procedure could be applied to juices prepared from
different fruits without any noticeable effect in the immunosensor performance by the
difference in the sample matrix, which is very important for future on-site analysis of
different juices.
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4. Conclusions

In conclusion, a WLRS-based biosensing platform for the real-time immunochemical
determination of carbendazim in fruit juices was successfully developed. The proposed
sensor allowed for the sensitive and fast quantification of carbendazim levels down to
20 ng/mL within less than 30 min. Moreover, the fact that a single chip functionalized
with the benzimidazole conjugate could be regenerated and reused for at least 12 times
without any effect onto the signal received provides a further advantage. In summary,
excellent analytical characteristics and short analysis time combined with the small size
of the analytical device render the proposed WLRS biosensor ideal for future on-the-spot
determination of carbendazim in food and environmental samples.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/bios11050153/s1, Scheme S1. TMB peroxidase substrate reaction. Figure S1. (a) Absorbance
values at 450 nm received for zero carbendazim standard from wells coated with benzimidazole-
conjugate concentration 0.5 (black squares), 1 (red circles), 2.5 (blue up triangles), or 5 μg/mL (green
down triangles) when assayed with anti-carbendazim antibody concentrations ranging from 0.5 to
8 μg/mL. Each point is the mean value of four wells ± SD. (b) Percent absorbance values obtained
for the zero carbendazim standard (orange bars) and a standard containing 200 ng/mL carbendazim
(green bars) using different combinations of benzimidazole conjugate for well coating and anti-
carbendazim antibody. Each point is the mean value of four wells ± SD. Figure S2. Absorbance values
at 450 nm received for zero carbendazim standard (orange bars) and a standard containing 200 ng/mL
carbendazim (green bars) using the following assay buffers: 10 mM PBS buffer, pH 6.5; 10 mM PBS,
pH 7.4; 50 mM Tris-HCl buffer, pH 7.8; 50 mM Tris-HCl buffer, pH 8.25. All buffers contained
0.4% BSA. Each point is the mean value of four wells ± SD. Figure S3. Carbendazim calibration
plots obtained without preincubation of carbendazim standards with the anti-carbendazim antibody
solution (green down triangles) or with preincubation for 30 min (black squares), 60 min (red circles),
and 120 min (blue up triangles). Each point is the mean value of four wells ± SD. Figure S4. Signals
received for zero carbendazim standard from WLRS chips coated with benzimidazole conjugate
concentrations ranging from 100 to 1000 μg/mL when assayed with anti-carbendazim antibody
solutions of 0.5 (black squares), 1 (red circles), 2 (blue up triangles), or 4 μg/mL (green down triangles).
Each point is the mean value of measurements obtained by three chips ± SD. Figure S5. Calibration
plots obtained from chips coated with 500 μg/mL of benzimidazole conjugate and assayed with
anti-carbendazim antibody solutions with concentration 2 (black squares) or 4 μg/mL (red circles).
Each point is the mean value of three measurements ± SD.
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Abstract: Electric Cell-Substrate Impedance Sensing (ECIS), xCELLigence and cellZscope are commer-
cially available instruments that measure the impedance of cellular monolayers. Despite widespread
use of these systems individually, direct comparisons between these platforms have not been pub-
lished. To compare these instruments, the responses of human brain endothelial monolayers to TNFα
and IL1β were measured on all three platforms simultaneously. All instruments detected transient
changes in impedance in response to the cytokines, although the response magnitude varied, with
ECIS being the most sensitive. ECIS and cellZscope were also able to attribute responses to particular
endothelial barrier components by modelling the multifrequency impedance data acquired by these
instruments; in contrast the limited frequency xCELLigence data cannot be modelled. Consistent
with its superior impedance sensing, ECIS exhibited a greater capacity than cellZscope to distinguish
between subtle changes in modelled endothelial monolayer properties. The reduced resolving ability
of the cellZscope platform may be due to its electrode configuration, which is necessary to allow
access to the basolateral compartment, an important advantage of this instrument. Collectively, this
work demonstrates that instruments must be carefully selected to ensure they are appropriate for the
experimental questions being asked when assessing endothelial barrier properties.

Keywords: ECIS; xCELLigence; cellZscope; hCMVEC; endothelial cell; impedance sensing

1. Introduction

Impedance sensing is a label-free, real-time technique used to monitor cellular function.
First pioneered by Giaever and Keese, impedance sensing exposes live cells to very small
electrical currents across a range of frequencies [1,2]. By measuring the impedance that the
cells provide to this current, we can accurately measure the responses of the cells in real-
time. As no labelling is required, measurements are non-invasive and can be carried out
over extended periods to give high-resolution information in real-time [3,4]. Furthermore,
this information is inherently quantitative and thus can be readily analysed statistically [5,6].
Mathematical models can also be applied to this data to allow the exploration of various
cellular parameters that cannot be measured directly [7]. These advantages have triggered
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the broad adoption of impedance sensing in a wide variety of applications, with a range
of custom instruments having been developed [8–10]. However, the adoption of these
systems has been limited, as the construction of customised specialist instrumentation is
technically challenging. In contrast, commercially available instruments provide a turnkey
solution to accessing impedance sensing. There are, however, only a few commercially
available instruments including the Electrical Cell-Substrate Impedance Sensing (ECIS),
xCELLigence and cellZscope platforms [11–13]. Despite the widespread use of these
platforms individually to assess endothelial barriers [3,14–18] a systematic comparison of
each platform’s capacity to resolve changes in endothelial barrier properties has not been
conducted. Therefore, in this paper, the ability of these instruments to detect changes in
endothelial barrier properties in response to TNFα and IL1β were compared.

Giaever and Keese’s original Electric Cell-substrate Impedance Sensing (ECIS) invention
has since been commercialized by Applied BioPhysics [11]. One such instrument is the ECIS
ZΘ, which can be configured to measure cellular impedance in 96-well plates with gold
electrodes fabricated directly onto the base of each well that has a growth area of 0.32 cm2

(Figure 1 and Supplementary Table S1). Impedance and phase measurements at frequencies
ranging from 10 Hz to 105 Hz are collected by the instrument (Supplementary Table S1).
Subsequently, these can be modelled computationally to indicate biologically relevant cellular
parameters. Three key values are generated: Rb, Cm and Alpha (Supplementary Table S1). Rb
represents the cell–cell contacts, such as those formed by junctional molecules; Cm represents
the membrane resistance of the cells; whilst Alpha represents the basolateral adhesion, which
is influenced by both the distance between the cells and the underlying substrate and the
presence of any junctional molecules bridging this interface [7]. Together, these values allow
for the in-depth analysis of biological responses [19].

More recently, ACEA Biosciences (now part of Agilent) released the xCELLigence
instrument [12]. Much like ECIS, this instrument uses gold electrodes fabricated directly
onto the base of wells in a 96-well plate; each well has a growth area of 0.196 cm2 (Figure 1
and Supplementary Table S1). However, this instrument only collects impedance mea-
surements at three frequencies, 10, 25 and 50 kHz (Supplementary Table S1). Although
modelling cellular parameters is theoretically possible using three frequency measurements,
the limited range of readings makes any results unreliable.

Finally, cellZscope is the most recent addition to the market, and is able to measure
impedance across a Transwell filter with a cell growth area of 0.33 cm2 (Supplementary
Table S1) [13]. The Transwell is seated in a stainless steel pot that acts as an electrical
conductor. A second electrode suspended over the cells makes contact with the media in the
apical chamber, completing the circuit and allowing impedance to be measured (Figure 1
and Supplementary Table S1). Like ECIS, phase and impedance data are collected at a
range of frequencies from 1 Hz to 100 kHz and hence, can also be modelled (Supplementary
Table S1). This results in the calculation of transepithelial-endothelial electrical resistance
(TER) as a measurement of the cell–cell junctional interactions, and CCL as a measure of
cell layer capacitance (Supplementary Table S1) [13]. An equivalent of the Alpha value
generated by the ECIS instrument is not included in this model, as the porous nature
of the Transwells means that this parameter is not physically present and therefore not
appropriate to infer.

Despite numerous studies using these instruments, direct comparisons between them
have not been conducted. This is a critical lack of knowledge, as the inferences from
the data collected from all three instruments are regularly used together to interrogate
cellular responses [17,20–23]. Therefore, in this paper, we analyse the similarities and
differences between these three commercially available instruments. The hCMVEC cell
line was chosen due to its low overall resistance, which, although characteristic of brain
microvascular endothelial cell lines [23], dictates the use of more sophisticated and more
sensitive instrumentation [19].

The inflammatory cytokines TNFα and IL1β were selected for these experiments due
to their well-defined biphasic response in this cell line. The response of hCMVECs to IL1β
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and TNFα has been explored at a molecular level and has been well-characterized using
impedance instruments [17]. These responses are ideal for this study, as the cytokines
first cause a decrease in resistance, followed by a substantial increase for an extended
period. Therefore, both decreases and increases in resistance can be examined with the
same stimulus. The transient initial decrease in resistance also showcases the high time
resolution of impedance sensing, by highlighting a response that could easily go undetected
between the time points of a traditional end-point assay [24]. For this study, TNFα and IL1
β concentrations were selected to provide a robust biphasic response with which to test the
impedance instruments [17].

Figure 1. The electrode arrays used most widely in the ECIS (96W20idf plate), xCELLigence (E-plate) and cellZscope
instruments differ in their electrode configuration. Both the ECIS and xCELLigence electrodes have a similar interdigitating
electrode configuration, which covers a high proportion of the bottom of the well. Hence, their electrodes are directly coated
with collagen and in intimate contact with the endothelial cells. In contrast, one of the cellZscope electrodes lines the lower
compartment of the Transwell, whilst the second is suspended above the cell monolayer. Therefore, these electrodes are not
in direct contact with the endothelial cells.
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We evaluated two key parameters of the data produced: the difference in magnitude
at key points in time, and the profile of the temporal measurements resulting in different
curve shapes. A difference in magnitude is informative, straightforward to interpret and
correlates with traditional single-time point assays [19,20]. The second characteristic, the
profile of the temporal measurements or shape of the curve, is also useful. Even if two
responses have the same magnitude at a key time point, they may reach that point in a very
different way. This characteristic was analysed using cross-correlation with no lag, which
generates a single value between 1 and −1 for each pair of curves. A value of 1 represents
identical curves, 0 shows no correlation between the curves and −1 represents curves with
a mirror image opposing profile or inverse correlation [25]. By assessing the magnitude
and temporal profile of the response in concert, we are able to rigorously compare the
measurements from all three instruments.

In this study, we ran the same experiment simultaneously on the three impedance-
sensing instruments. We show that, although the instruments’ temporal impedance mea-
surements have similar profiles, they differ in magnitude, demonstrating significant differ-
ences in sensitivity. Furthermore, the modelled data reinforces the differences in sensitivity
between the instruments and reveals changes in endothelial barrier properties that were
not evident from the overall impedance measurements. Together, this demonstrates the
importance of selecting the most appropriate instrument for a particular study.

2. Materials and Methods

2.1. Culture of Human Brain Endothelial Cells

Human cerebral microvascular endothelial cells (hCMVECs) were purchased from
Applied Biological Materials Inc (cat# T0259). hCMVECs were cultured in 75 cm2 (T75)
Nunc flasks (cat# 156499) with M199 medium containing 10% FBS, 1 μg/mL hydrocortisone,
3 ng/mL hFGF, 1 ng/mL hEGF, 10 μg/mL heparin, 2 mM GlutaMAX and 80 μM dibutyryl-
cAMP (later referred to as complete M199 medium) at 37 ◦C, with 5% CO2 and 100%
humidity. For both hCMVEC maintenance and experiments, culture vessels were coated
with 1 μg/cm2 collagen I dissolved in 0.02 M acetic acid for 1 h at room temperature, before
being washed 3 times with sterile MilliQ water and seeding the hCMVECs. To passage
the hCMVECs, T75 flasks were washed twice with 4 mL pre-warmed PBS before being
incubated with 4 mL pre-warmed TrypLE for 5 min at 37 ◦C. The TrypLE activity was then
neutralized with 4 mL complete M199 and the cells were centrifuged at 100× g for 5 min,
counted, and seeded for experiments. All experiments used hCMVECs between passages
11 to 16. All impedance instruments and experimental hCMVEC cultures were kept in
dedicated incubators at 37 ◦C, with 5% CO2 and 100% humidity.

2.2. Impedance Sensing Experiments

ECIS: 96W20idf plates were treated with 10 mM cysteine for 15 min to clean the
electrode and standardize the electrode impedance (as per manufacturers’ instructions).
The wells were then coated with collagen as described above. The hCMVECs were seeded
in 200 μL complete M199 medium. The ECIS machine was run continuously in multi-
frequency mode using the default frequency spectra (Supplementary Table S1).

xCELLigence: E-plates (96 wells) were coated with collagen as described above.
Complete M199 was added to each well and calibration was conducted. Cells were seeded
in 122 μL Complete M199. Impedance was measured at 10, 25 and 50 kHz (Supplementary
Table S1).

CellZscope: before the experiment, cellZscope components were cleaned with MilliQ
water, 70% ethanol, and then MilliQ water again. The pots and dipping electrodes were
autoclaved, whilst the remainder of the Cell Module was sterilised with 70% ethanol.
Before coating, the Cell Module was assembled under sterile conditions, and each of the
stainless steel pots was flooded with 900 μL basal M199 media. The assembled module
was then placed in the cell culture incubator to equilibrate for at least one hour. Transwells
(Corning; 6.5 mm insert, 0.4 μm pore size) were coated from the apical side, as previously
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described in Section 2.1. The hCMVECs were then seeded into the apical chamber in 200 μL
complete M199 medium. Transwells were then transferred into the Cell Module, taking
care not to trap any bubbles underneath the membrane. The Cell Module was then placed
in the instrument, and the spectra were acquired at the highest resolution between 1 and
100 kHz (Supplementary Table S1). Measurements were made every 15 min, the fastest
rate possible at these frequency settings.

2.3. Treatment with Inflammatory Cytokines

After seeding, the cells were cultured for 48 h to allow the barrier to fully develop and
impedance to stabilise. On the day of treatment a 5× stock of TNFα and IL1β in complete
M199 was prepared; once added to the corresponding culture wells this provided a final
concentration of 500 pg/mL of TNFα or 500 pg/mL IL1β. For the control treatment, the 5×
stock consisted of complete M199 with an equivalent amount of MilliQ water (henceforth
labelled as the control). Each instrument was then paused, and the 5× stock was gently
introduced to the middle of the well or apical chamber. The cultures were then returned to
the respective instrument and the measurements resumed. Cell monitoring continued on
all instruments for a further 27 h.

2.4. Data Analysis

Modelling was conducted against a cell-free well in the same experiment using soft-
ware provided by the vendor for each instrument; ECIS Software (V 1.1.252, Applied
Biophysics), RTCA Software (V 2.0.0.2301, AECA Biosciences Inc.) and cellZscope (V 4.3.4,
nanoAnalytics) for ECIS, xCELLigence and the cellZscope respectively.

Graphs were generated using ggplot2 version 3.3.2 [26]. All experiments were con-
ducted in triplicate and the mean ± standard error of the mean (SEM) from three indepen-
dent experiments were plotted.

RStudio (version 1.1.414, RStudio, Inc., Boston, MA, USA) and vascr (developed by
J. Hucklesby) [6] were used to generate the cross-correlation values. vascr uses the ccf
function in the stats package to run the underlying cross-correlation analysis. No lag
value was applied. Temporal response profiles for each experiment were generated by
averaging measurements from three technical replicates. Cross-correlation results show
the mean ± SEM of the values derived from the two temporal response profiles being
compared, each of which includes data from three independent experiments.

3. Results and Discussion

To assess the comparability of the three instruments, we first collected the impedance
spectra of a confluent hCMVEC monolayer at 5 and 47 h, after the seeding of either
250,000 cells/cm2, 62,500 cells/cm2 or media only (Figure 2). As all three platforms were
seeded simultaneously using the same preparation of cells, we can directly compare the
measurements collected.

The dataset in Figure 2 clearly demonstrates the quantity of data collected by each
instrument and the relative concordance of the data obtained from these three instruments.
The cellZscope captured 34 data points, compared to 9 from the ECIS instrument, and only
3 from the xCELLigence platform. For modelling to be accurately conducted, we require
data showing the impedance response of cells over a large frequency range [2]; hence the
small number of data points spanning a narrow frequency range that were acquired using
xCELLigence cannot be accurately used to model different endothelial barrier properties.
Therefore, only the overall impedance change obtained using the xCELLigence can be
assessed, a value that incorporates several undistinguishable cellular parameters, limiting
the interpretation of these data. The capacity of the ECIS and cellZscope instruments
to model the data they acquire over a larger frequency range will be explored later in
this study.
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Figure 2. Impedance spectra of hCMVECs obtained using the ECIS, cellZscope and xCELLigence instruments. The
impedance spectra of two different initial cell seeding densities were assessed at 5 and 47 h. Each point represents the mean
± SEM at each frequency where the impedance was measured. These data are derived from three independent experiments,
each of which was conducted in triplicate.

Despite variation in magnitudes between all three instruments, the cell impedance
spectra generated by each instrument follow a similar trend, indicating that similar cellular
characteristics are being measured. As expected, the impedance data for cell-seeded wells
is higher than the media-only controls, indicating the cell monolayer has been detected. The
difference between cell-seeded wells and the media-only control is subtle for the cellZscope
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data. This may be partly because the cells are not in direct contact with the electrodes, as
they are in the ECIS and xCELLigence instruments (Figure 1 and Supplementary Table S1),
meaning the current may be less concentrated when it passes through the cells resulting
in a more subtle response. Collectively, the differences in magnitude observed between
these data are likely due to variabilities in electrode area and configuration between the
instruments (Figure 1 and Supplementary Table S1), which affects the absolute value of the
impedance measured.

The dataset in Figure 2 also provides some insight into the temporal changes in
impedance for the cells assessed using each of these three instruments. At the 5-h time point,
there is a clear difference in impedance between the two cell seeding densities, however,
at 47 h this difference is no longer apparent. This is because endothelial cells rapidly
proliferate until they come into contact with neighbouring cells and form a monolayer,
at which point proliferation slows and a mature monolayer forms [27]. By 47 h, the cells
seeded at the lower density had sufficient time to proliferate and form a monolayer similar
to the monolayer formed earlier by the cells seeded at a higher density.

To further explore the effect of cell seeding density on hCMVEC proliferation and
monolayer formation, the measured impedances and modelled barrier properties were
assessed over 48 h (Figure 3). Data from all three instruments showed that cells seeded
at the higher density exhibited a high level of impedance at the start, which declined
slowly and to varying extents during the 48-h period. In contrast, cells seeded at the lower
density started with a lower impedance value that slowly increased and plateaued by
approximately 40 h. Interestingly, the data acquired using the ECIS and cellZscope showed
that the impedance values of the two seeding densities overlapped by 48 h, consistent with
the endothelial cell growth properties discussed earlier. However, the data generated using
xCELLigence showed that the impedance of the cells seeded at the higher density dropped
below those seeded at the lower density by 48 h.

Figure 3. Temporal profile of impedance and modelled endothelial barrier properties of hCMVECs monitored over
48 h by ECIS, cellZscope and xCELLigence instruments. hCMVECs were initially seeded at either 62,500 cells/cm2 or
250,000 cells/cm2 and incubated for 48 h until confluent. Ribbon plots show the mean ± SEM of three independent
experiments, each of which was conducted in triplicate.
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Impedance measurements provide useful insight into overall cellular and monolayer
properties, however modelling impedance data acquired over a large frequency range can
provide valuable information regarding more distinct cellular and barrier properties. As
mentioned earlier it is not appropriate to model xCELLigence data that is generated using a
limited frequency range. It is possible however to model the multifrequency data generated
using the ECIS and cellZscope instruments (Supplementary Table S1). ECIS and cellZscope
can provide Rb and TER values respectively, that use the entire impedance spectra to infer
the extent of the cell-cell interactions that have formed (Figure 3). Modelled data for the
lower seeding density from both instruments showed an increase in cell-cell interactions
during the 48-h period; interestingly the cell–cell interactions modelled from the cellZscope
data continued to increase after the impedance had begun to plateau (Figure 3). This
shows that a plateau in impedance does not necessarily mean that the cell-cell interactions
are fully formed. Membrane capacitance values were also modelled using the ECIS and
cellZscope data; overall the hCMVECs exhibited low-level membrane capacitance (Figure
3). The cell membrane capacitance appeared to stabilise within the first 10 h on the ECIS
instrument, however, it took a full 40 h for the cell membrane capacitance to stabilise on
the Transwells in the cellZscope. ECIS was the only instrument capable of generating data
that could infer the basolateral adhesive properties of the cells. This is because the cells
are grown on a solid substrate, directly beneath which lie the electrodes. Meaning alpha,
which represents basolateral adhesion, can be calculated as illustrated in the equivalent
circuit diagram in Supplementary Table S1. In contrast, in the cellZscope the electrodes
are not in direct contact with the cells or the solid substrate they are grown on and hence
the basolateral adhesion can’t be modelled (Figure 1 and Supplementary Table S1). The
ECIS profiles of the basolateral adhesive properties of both cell-seeding densities were
similar, both declining and stabilising at approximately 12 h (Figure 3). Collectively the
data generated by all three instruments using the lower cell seeding density indicates that
a stable confluent monolayer had formed by 48 h; this consistency between instruments
reflects their similar trends in impedance spectra (Figure 2). These data demonstrate the
utility of these three instruments to assess cell growth and monolayer barrier properties,
however, it does not interrogate their ability to assess temporal changes in response to
biological stimuli.

Next, each system’s capacity to detect temporal cellular changes in response to a
biological stimulus was tested by treating, the confluent cell monolayers formed at 48 h
with the proinflammatory cytokines TNFα and IL1β (Figure 4). The impedance data
presented in Figure 4 has been normalized at one hour before treatment and is presented
as a change in impedance, to allow direct comparisons between the instruments to be
made. Finally, cross-correlation analysis was conducted between each treatment for all
instruments; this analysis will test each instrument’s ability to discern between different
temporal response profiles by comparing the curve shapes.

Each of the instruments were able to detect impedance differences between the control,
TNFα and IL1β treatments, however, the ECIS instrument appeared to be the most sensitive
showing the largest difference between treatments (Figure 4). The ECIS data showed
that both IL1β and TNFα induced an initial rapid reduction in impedance, followed by
a sustained increase that slowly declined after 70 h. These trends were apparent for
both cell-seeding densities. Similar trends were also observed for the xCELLigence data,
however, there was a reduced magnitude in both the responses detected and the differences
between treatments, when compared with the ECIS data. The similar trends observed
using these two instruments could be attributed to the similar interdigitating electrode
configuration and the high proportion of electrode coverage on the bottom of the wells
(Figure 1, Supplementary Table S1), meaning that both instruments can detect changes in
endothelial monolayer impedance throughout a large proportion of the well. The ECIS
instrument’s superior ability to resolve the temporal profiles of each of the proinflammatory
treatments from the control was reflected by corresponding low cross-correlation values.
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In contrast, the higher cross-correlation values obtained for the analogous xCELLigence
data reinforce this instrument’s reduced resolving capacity.

Figure 4. ECIS has a greater capacity to distinguish between different temporal impedance response profiles than cellZscope
or xCELLigence. hCMVECs were seeded at either 62,500 cells/cm2 or 250,000 cells/cm2 and incubated for 48 h until
confluent. The cells were then treated with TNFα or IL1β, and monitored using ECIS, cellZscope or xCELLigence for
a further 48 h. The impedance data has been normalized at one hour before treatment and is presented as a change in
impedance to allow direct comparisons between instruments to be made. Ribbon plots show the mean ± SEM of three
independent experiments. Cross correlation results show the mean ± SEM of the values derived from the two temporal
response profiles being compared, each of which includes data from three independent experiments. Cross-correlation is
expressed as a value between 1 and −1, where 1 represents identical curves, 0 shows no correlation between the curves and
−1 represents curves with a mirror image opposing profile or inverse correlation. N.B. Each treatment is indicated by the
same colour in both the ribbon plots and cross correlation plots.

In contrast to ECIS and xCELLigence, the impedance data obtained using the cellZs-
cope did not show a substantial difference between treatments during the initial 5 h, just
the peak associated with adding a treatment (Figure 4). Thereafter, however, there was
a slight increase in impedance following treatment with both TNFα and IL1β for both
cell seeding densities, which slowly declined after approximately 65 h. Despite the subtle
differences in cellZscope’s temporal profiles, the cross-correlation data indicated that IL1β
appeared to influence the impedance of the endothelial monolayer to a greater extent than
TNFα, a trend that was consistent for all three instruments. The reduced magnitude of the
differences in the impedance temporal profiles observed with cellZscope, when compared
with ECIS and xCELLigence may be a result of its distinct electrode configuration and
the fact that the electrodes are not in direct contact with the cells or the substrate they are
grown on (Figure 1, Supplementary Table S1). Collectively, these data demonstrate that
the ECIS platform has a superior capacity to distinguish between the temporal impedance
profile of a control endothelial monolayer and endothelial monolayers responding to TNFα
or IL1β, when compared with the cellZscope and xCELLigence platforms.

To reveal the endothelial cellular and monolayer properties that are causing the
temporal changes in impedance in response to TNFα or IL1β, we next modelled the data
generated using the ECIS and cellZscope (Figure 5, equivalent circuits in Supplementary
Table S1). These experiments were conducted using the lower cell seeding density as the
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data in Figure 4, and demonstrated that the magnitudes of the impedance responses were
similar for each cell seeding density tested. The data in Figure 5 has been normalized and is
presented as a change in either impedance, cell-cell interactions or membrane capacitance,
to allow direct comparisons between instruments to be made.

Figure 5. Modelling impedance data generated by ECIS or cellZscope reveals changes in endothelial barrier properties
in response to TNFα or IL1β. hCMVECs were seeded at 62,500 cells/cm2 and incubated for 48 h until confluent. The
cells were then treated with TNFα, IL1β or a vehicle, and the temporal profile of impedance was monitored using ECIS
or cellZscope for a further 48 h. The impedance data were modelled to provide a temporal profile of cell-cell interactions
(Rb) and membrane capacitance (Cm). All data has been normalized at one hour before treatment and is presented as a
change in impedance, cell-cell interactions or membrane capacitance, to allow direct comparisons between instruments to
be made. Ribbon plots show the mean ± SEM of three independent experiments. Cross-correlation results show the mean
± SEM of the values derived from the two temporal response profiles being compared, each of which includes data from
three independent experiments. Cross-correlation is expressed as a value between 1 and −1, where 1 represents identical
curves, 0 shows no correlation between the curves and −1 represents curves with a mirror image opposing profile or inverse
correlation. N.B. Each treatment is indicated by the same colour in both the ribbon plots and cross-correlation plots.

The modelled Rb and TER values in Figure 5 represent the level of interaction that
exists between neighbouring endothelial cells in a monolayer, for example, the junctional
molecules and cell-cell contacts [7]. The TNFα and IL1β induced impedance profiles
measured by ECIS and cellZscope were mirrored by the modelled Rb and TER profiles
respectively, indicating that the cell-cell interactions between the hCMVECs contribute
substantially to the overall impedance measurement. Both the ECIS and cellZscope data
in Figure 5 indicate that IL1β stimulates an initial weakening followed by a sustained
strengthening of cell-cell interactions, relative to the control. In contrast, the effect of TNFα
on cell–cell interactions differ between instruments; ECIS shows that TNFα stimulates an
initial weakening followed by a sustained strengthening of cell–cell interactions, relative
to the control; whilst the cellZscope profile infers that TNFα does not weaken cell-cell
interactions below that of the control, and the subsequent strengthening is slight, relative
to the control.

The impedance data can also be modelled to indicate the capacitance of the endothelial
membrane layer. The magnitude of the changes in capacitance in response to IL1β and
TNFα for both instruments was small relative to the changes in cell-cell interaction, indicat-
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ing that these cytokines influenced capacitance to a lesser extent than they did the cell-cell
interactions. Interestingly, the capacitance profiles in response to TNFα and IL1β differs
for each instrument; ECIS shows that both proinflammatory cytokines induce a reduction
in capacitance relative to the control that stabilises at approximately 65 h, whereas the
cellZscope indicates that neither TNFα or IL1β stimulate a change in capacitance relative
to the control until approximately 65 h when IL1β induces a decline in capacitance.

Collectively, the magnitude of the differences in measured impedance and modelled
data, between treated and untreated endothelial monolayers was greater for ECIS than it
was for the cellZscope data. This increased sensitivity meant that the ECIS system was
able to definitively distinguish between both proinflammatory treatments and the control
temporal profile, which was reinforced by the low cross-correlation values generated
from these comparisons. These observations confirmed earlier findings showing that
both IL1β and TNFα can influence cell-cell interactions that contribute to endothelial
monolayer impedance [17]. The reduced sensitivity of the cellZscope meant it was only
able to distinguish between the IL1β and control profiles; therefore it appears that this
platform may not be able to definitively resolve subtle changes in endothelial monolayer
properties, such as the lesser TNFα response in this study. As mentioned previously, the
reduced sensitivity of the cellZscope may result from the electrodes being distant from the
monolayer culture and measuring the impedance of the culture as a whole (Supplementary
Table S1). In contrast, the ECIS electrodes span a large proportion of the culture surface
(i.e., 3.985mm2, Supplementary Table S1) and are therefore in direct contact with a high
proportion of the cell monolayer and its underlying substrate. Collectively this widespread
electrode coverage and direct culture contact likely contributes to the enhanced sensitivity
of the ECIS platform.

Despite cellZscope’s reduced sensitivity, it is important to note that this platform
provides access to the basolateral compartment, thereby enabling studies that either need
to apply treatments from beneath the monolayer, want to generate and study stratified
cultures or wish to assess the transport of cells or molecules across the monolayer. The
cellZscope’s 24 well capacity also provides considerable scope for assessing multiple
treatments in these types of studies. Although, if access to the basolateral compartment
is not required, either the xCELLigence or ECIS platforms 96 well arrays may be more
attractive for large-scale experiments.

4. Conclusions

The data presented in this study highlights that the instrument used to assess changes
in endothelial cell monolayer properties should be carefully selected, to ensure it is ap-
propriate for the experimental questions being addressed. Although both the ECIS and
xCELLigence platforms can facilitate large-scale screening on 96 well plates with similar
electrode configurations, the ECIS platform is more sensitive than xCELLigence when de-
tecting impedance changes in response to a stimulus. Furthermore, ECIS can acquire data
at multiple frequencies, which can be modelled to identify which of the endothelial barrier
components contributing to impedance are being affected, something xCELLigence is
unable to do because of its limited frequency acquisition range. The cellZscope instrument
also acquires impedance data at multiple frequencies which can be modelled to identify
changes in particular endothelial barrier components, however, the reduced sensitivity of
this platform relative to ECIS means that subtle changes in endothelial monolayer proper-
ties may not be resolved to the same extent as they can be by ECIS technology. The reduced
sensitivity of the cellZscope platform could be due to its distinct electrode configuration
that allows access to the basolateral compartment, which is essential for certain types of
experimental approaches. Ultimately, the choice of platform hinges on: (1) whether access
to the basolateral compartment is required, (2) if the researcher wishes to identify which
endothelial monolayer properties are being influenced and (3) whether a high degree of
sensitivity is required to detect subtle changes.
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Abstract: The early detection of the human immunodeficiency virus (HIV) is of paramount impor-
tance to achieve efficient therapeutic treatment and limit the disease spreading. In this perspective,
the assessment of biosensing assay for the HIV-1 p24 capsid protein plays a pivotal role in the timely
and selective detection of HIV infections. In this study, multi-parameter-SPR has been used to
develop a reliable and label-free detection method for HIV-1 p24 protein. Remarkably, both physical
and chemical immobilization of mouse monoclonal antibodies against HIV-1 p24 on the SPR gold
detecting surface have been characterized for the first time. The two immobilization techniques
returned a capturing antibody surface coverage as high as (7.5 ± 0.3) × 1011 molecule/cm2 and
(2.4 ± 0.6) × 1011 molecule/cm2, respectively. However, the covalent binding of the capturing anti-
bodies through a mixed self-assembled monolayer (SAM) of alkanethiols led to a doubling of the p24
binding signal. Moreover, from the modeling of the dose-response curve, an equilibrium dissociation
constant KD of 5.30 × 10−9 M was computed for the assay performed on the SAM modified surface
compared to a much larger KD of 7.46 × 10−5 M extracted for the physisorbed antibodies. The
chemically modified system was also characterized in terms of sensitivity and selectivity, reaching a
limit of detection of (4.1 ± 0.5) nM and an unprecedented selectivity ratio of 0.02.

Keywords: HIV-1 p24 protein; surface plasmon resonance; surface modifications; label-free detection

1. Introduction

One of the main features of a biosensing platform is combining a high sensitivity with
selectivity in the binding interactions between immobilized biorecognition species and the
target analyte [1,2]. Relevantly, the design of a high throughput and reliable transducing
interface in biosensors plays a pivotal role in the positive outcome of the assay. Indeed,
the immobilization of bioreceptors to a surface always results in the reduction or loss
of mobility. Consequently, to prevent any partial or complete loss of bioactivity, arisen
from random orientation or structural deformations, bioreceptors should be attached onto
surfaces without affecting conformation and functions. Indeed, the biosensor analytical
figures of merit might be strongly influenced by the parameter related to the immobilization
process itself [3,4].

Many efforts have been made to study suitable immobilization techniques of biorecogni-
tion elements on metal surfaces [5–8]. Some advantages may arise from the stable anchoring of
biomolecules by covalent immobilization by forming chemical bonds between complementary
functional groups present on the biomolecules and on the solid surface, compared to their
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direct adsorption on sensor surfaces [3]. For instance, by using antibody fragments or protein
G mediated immobilization, a more efficient capture of the bio-recognition element has been
observed, thus improving the sensitivity of immunosensing platforms [9,10]. On the other
hand, physical immobilization is particularly suited to deposit biorecognition elements on
various surfaces. Indeed, it does not require any additional coupling reagents or chemical mod-
ification of the biomolecules, therefore being cost-effective and faster than other immobilization
techniques. Nevertheless, the resulting biofilms usually lack homogeneity, and the long-term
stability of the device needs to be assessed [11]. In the present work, HIV p24 antibodies
(anti-p24) by physisorption and chemical deposition through self-assembled monolayers on a
0.42 cm2 wide gold detecting interface were characterized with surface plasmon resonance
(SPR) for the first time. In particular, the detection efficacies toward human immunodeficiency
virus (HIV-1) p24 capsid proteins were compared utilizing the SPR real-time monitoring of the
bio-affinity reactions.

The HIV-1 p24 protein is one of the most important biomarkers for the timely and
accurate diagnosis of HIV infection due to its presence in the serum or plasma as early as
4–11 days after infection, while only by weeks 3–12 of infection do the HIV host antibodies
generally become detectable [12,13]. Therefore, tests that detect the p24 antigen generally
allow for the timely detection of HIV infection than the ones based on host antibodies to
HIV [14]. Remarkably, blood serum from individuals recently infected with HIV contains
from 10 to 30,000 virions per mL, resulting in an estimated concentration of the p24 capsid
antigen in the femtoMolar range (fM, 10−15 M) [15]. The study of new platforms for the
early detection of HIV infection, through an anti-p24 biofunctionalized detecting interface,
is of great interest [16], especially from the perspective of developing disposable tests,
suitable as fast screening platforms, in the early stage of infection [17–19].

To this aim, multi-parameter SPR is herein proposed for the real-time study of bi-
ological interaction occurring at the biofunctionalized detecting surface [20,21] as well
as a reliable and label-free detection method, achieving limits of detection comparable
to the label-needing enzyme-linked immunosorbent assay (ELISA) gold standard [22].
In particular, the binding affinity constants were evaluated for both the immobilization
strategies, achieving an equilibrium dissociation constant KD of 5.30 × 10−9 M for the
assay performed on the SAM modified surface, compared to a KD of 7.46 × 10−5 M for
that with physisorbed antibodies. This evidence suggests a reduced ligand affinity for the
physiosorbed anti-p24 binding sites. Remarkably, the selectivity of the SPR assay in the
presence of interferent species has been evaluated. Notably, the human C-reactive protein
(CRP) was cross-tested for the first time, demonstrating the selectivity of the immunosensor
for p24 detection, achieving an unprecedented selectivity ratio—computed as the ratio
between the SPR angle-shifts—as low as 0.02. Moreover, a limit of detection (LOD) of
(4.1 ± 0.5) nM was also demonstrated, falling in the same range of the LOD gathered with
the label-needing ELISA gold standard and being one order of magnitude lower than the
state-of-the-art limit of detection reported for HIV-1 p24 direct SPR assays. Remarkably,
this study provides important pieces of information for a reliable and optimized biofunc-
tionalization strategy suitable for further developing a wide-field bioelectronic sensor [19]
to accomplish an efficient pre-symptomatic diagnosis of diseases caused by HIV infections.

2. Materials and Methods

Mouse monoclonal antibodies to HIV-1 p24 (anti-p24) and the recombinant HIV-1
p24 capsid protein (p24, molecular weight 26 kDa), expressed in Escherichia coli, were pur-
chased from Abcam (Cambridge, UK). Human C-reactive protein (CRP, molecular weight
118 kDa) was purchased from Sigma-Aldrich-Darmstadt, Germany. 3-Mercaptopropionic
acid (3MPA) (98%), 11-mercaptoundecanoic acid (11MUA), ethanolamine hydrochloride
(EA), 1-ethyl-3-(3-dimethylamino-propyl)carbodiimide (EDC), N-hydroxysulfosuccinimide
sodium salt (NHSS), and bovine serum albumin (BSA, molecular weight 66 kDa) were pur-
chased from Sigma-Aldrich and used without further purification. A phosphate buffered
saline (PBS, phosphate buffer 0.01 M, KCl 0.0027 M, NaCl 0.137 M, Sigma-Aldrich) tablet
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was dissolved in 200 mL HPLC water and used upon filtration on a Corning 0.22 μm
polyethersulfone membrane. 2-(N-morpholino)ethane-sulfonic acid (MES) was purchased
from Sigma-Aldrich; a 0.1 M buffer solution was prepared and adjusted at pH 4.8–4.9 with
sodium hydroxide solution (NaOH 1 M).

The glass sensor slides (SPR Navi-200) were provided with a 50 nm gold layer on
a 2 nm layer of chromium adhesion promoter. They were used after a dip cleaning in a
NH3 aq./H2O2 aqueous solution (1:1:5 v/v) at 80–90 ◦C for 10 min, then rinsed with water,
dried with nitrogen, and treated for 10 min in a UV–ozone cleaner.

A BioNavis-200 multi-parameter surface plasmon resonance (MP-SPR) NaviTM in-
strument, in the Kretschmann configuration, was used. The SPR modulus was equipped
with two laser sources (at 670 and 785 nm wavelengths) and they were both set at 670 nm,
scanning an angular range of 50.29–77.93 degrees (SPR liquid range). A single channel cell
was used, provided with an internal volume of 100 μL. The injections in the SPR cell were
made manually with a 1 mL sterile syringe, with no automatic flow-rate setting.

All data were analyzed with Origin2018 graphing software by OriginLab Corporation.

3. Results and Discussion

3.1. Gold Layer Bio-Modification

The characterization of both physiosorbed and covalently immobilized anti-p24 cap-
turing antibodies on a gold surface was assessed via surface plasmon resonance (SPR)
characterization. To this aim, a multi-parameter SPR (MP-SPR) Navi 200-L apparatus in
the Kretschmann configuration was used [23]. In Figure 1, a schematic of the apparatus
is shown. Two laser beams, inspecting two different sample areas, pass through the high
refractive index material (the prism), and are totally reflected at the low refractive index
material (i.e., at the prism–metal layer interface) [23]. The presence of the noble metal thin
film (50 nm gold layer) causes partial loss of the reflected light by exciting the metal surface
electrons. This produces an evanescent wave that propagates along the interface between
the dielectric (sample medium) and the metal layer [24,25]. The so-called surface plasma
wave is mostly confined at the metal–dielectric boundary and decreases exponentially into
both media, with higher field concentration in the dielectric [25]. Thus, the technique is very
sensitive to any variation in the local refractive index on this surface, where biomolecule
interactions can be inspected.

Figure 1. SPR apparatus in the Kretschmann configuration. During the biofunctionalization of gold,
the green and orange laser beams (λ = 670 nm) sampled the surface in two points and serves to
monitor the layer homogeneity.

The scanning of the SPR resonance angle allows the real-time monitoring of each
specimen approaching the metal surface from the dielectric medium. Hence, this setup was
used first to characterize the efficacy of the immobilization strategies proposed to deposit
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the capturing antibodies on the detecting surface, and then to study the interaction of the
bio-recognition element with its cognate ligands (vide infra). The biofunctionalized SPR
slide holding an area of 0.42 cm2 was inspected in two different spots by two laser sources,
both set at 670 nm (green and orange arrows in Figure 1) to estimate the layer homogeneity.

Two immobilization strategies were compared for the biofunctionalization of gold
electrodes with the anti-p24 antibodies against the HIV-1 p24 capsid protein. The former
consists of a physisorption of the bio-recognition elements directly on bare gold; the latter
involved the chemical modification of the surface utilizing self-assembled monolayers
(SAMs) of alkylthiols.

The biolayer formation on surfaces can be monitored with SPR in real-time. Thus,
as shown in Figure 2, the physisorption of anti-p24 was performed in situ by scanning
the plasmon peak angle vs. time. Once the baseline was established in PBS, the solution
of anti-p24 antibodies at a concentration of 50 μg/mL was injected into the cell. The
contact with the surface was kept for two hours, after which the equilibrium was reached
between molecules deposited on gold and those in the bulk solution [26]. Then, by rinsing
the cell with PBS, the unbounded residues of anti-p24 are removed. The angular shift
(ΔθSPR) recorded upon anti-p24 physisorption is reported on the sensogram in Figure 2.
Moreover, the subsequent deposition of BSA (100 μg/mL in PBS) on the same surface has
been performed to prevent non-specific binding.
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Figure 2. SPR sensogram of the anti-p24 physisorption on the gold surface and the subsequent BSA
blocking. Green and orange curves refer to the surface inspection performed by the two laser beams
in two different points of the sample points.

The surface coverage of physisorbed anti-p24 can be determined by using Feijter’s
Equation (1) [27,28]:

Γ = d · (n − n0) · (dn/dC)−1 (1)

where Γ, expressed in ng cm−2, is the surface coverage; d is the thickness of the biolayer
deposited on the gold surface; (n − n0) is the difference between the refractive index of
the layer and the one of the bulk medium; and dn/dC is the so-called refractive index
increment of the adsorbed biolayer [28]. Deriving the equation further to consider the
instrument response, the difference in refractive index returns Equation (2):

(n − n0) = ΔθSPR · k (2)

where ΔθSPR is the experimental angular shift, and k is the wavelength dependent sensitiv-
ity coefficient. For laser beams with λ = 670 nm and thin layers (d < 100 nm), the following
approximations hold true: (i) dn/dC ≈ 0.182 cm3 g−1, (ii) k·d ≈ 1.0·10−7 cm·deg [29].
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Therefore, under these assumptions, and by including Equation (2) in Equation (1),
the surface coverage Γ can be expressed as a function of the experimental angular shift
(ΔθSPR, deg) [7,30]:

Γ = ΔθSPR·550 (ng/cm2), (3)

which can also be expressed in the number of molecules per cm2, by considering the
molecular weight of the species.

The average value of ΔθSPR, measured from the two curves shown in Figure 2, was
used to calculate the surface coverage of the physisorbed anti-p24 antibodies. An exper-
imental value of ΔθSPR = (0.33 ± 0.04) deg was registered for the physisorbed anti-p24
antibodies. Hence, by using Equation (3), the surface coverage was calculated, obtaining
an average value of (181 ± 20) ng/cm2, corresponding to (7.5 ± 0.3) × 1011 molecules/cm2.
Additionally, the BSA blocking step on the sensor surface determined a further vari-
ation in the SPR angle, with a shift of ΔθSPR = 0.059 ± 0.002 deg, corresponding to
(1.2 ± 0.3) × 1011 molecules/cm2 BSA molecules. The resulting values for the surface
coverage of anti-p24 and BSA layers are reported as the average among the surface cover-
ages evaluated on two different replicates and four different sampled areas. The error bars
were estimated as the relative standard deviation.

On the other hand, the chemical bonding of anti-p24 antibodies on the detecting
interface foresees the chemical modification of the gold surface with a self-assembled
monolayer (SAM) of mixed alkanethiols, prior to the bio-layer formation [30,31]. The
mixed SAM with different chain lengths is preferable for anchoring large biomolecules
like antibodies, since it provides improved accessibility for protein binding due to reduced
steric hindrance [32]. To this aim, gold-coated glass slides were immersed, immediately
after cleaning, in the thiol solution. A mixture of 11MUA: 3MPA (1:10 molar ratio) in
ethanol was used at a final concentration of 10 mM. The sample, immersed in the thiol
solution, was left overnight in a nitrogen atmosphere at room temperature. Afterward, the
slide was rinsed in ethanol and mounted in the SPR sample holder.

To achieve the bio-conjugation of antibodies on the SAM, the established EDC/NHSS
coupling method was used [33,34]. A scheme of the procedure is depicted in Figure 3 and
extensively discussed elsewhere [30]. Briefly, the carboxylic terminal groups of the chemical
SAM are converted into intermediate reactive species (NHSS, N-hydroxysulfosuccinimide
esters) that react with the amine groups of the antibody, anti-p24, at a concentration of
50 μg/mL, achieving its covalent coupling. Then, the ethanolamine saturated solution
(EA, at concentration 1 M) is injected to deactivate the unreacted esters in an inactive
hydroxyethyl amide. Finally, to cover possible voids on the SAM and to prevent non-
specific binding, a BSA solution 100 μg/mL in PBS was used [35].

The real-time monitoring of the anti-p24 chemical bonding on the mixed-SAM is
reported in the sensogram of Figure 4a, showing the variation in the SPR signal for each
biofunctionalization step. It is worth mentioning that any possible change in the refractive
index due to the buffer composition could lower the SPR signal. To this end, to make sure to
control any possible effect due to the different refractive index of the solvent involved in the
biofunctionalization, a stable baseline has been recorded before each step. Specifically, for
the covalent binding of the bio-recognition elements, the baseline level was established in
PBS, as indicated from the bottom-up arrows in the sensogram. The succeeding injections
of ethanolamine and BSA were also performed in the same buffer. In Table 1, all the details
on the reagents injected and the time of exposure are reported as well as the angular
shift, ΔθSPR, measured after the binding of anti-p24, the deactivation with EA, and the
adsorption of BSA.

As reported in Table 2, the contact of the activated SAM with the antibodies was kept
for two hours, the time required to observe the saturation of the bio-recognition elements,
which reached equilibrium on the SAM modified surface. The biolayer homogeneity was
also assessed for this immobilization strategy. Thus, the SPR angular shift is reported as
the average signal of four replicate experiments while the error bars were evaluated as
the relative standard deviation. The sensogram portion corresponding to the anti-p24
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binding is highlighted in Figure 4b. Here, the variation in the SPR signal with a value of
0.13 ± 0.02 deg can be appreciated.

Figure 3. Schematic representation of the anti-p24 covalent bonding on the mixed SAM (3MPA/11MUA) on gold (not in
scale). The inset on the left side reports a legend of all the biorecognition elements and analytes involved in the sensing and
negative control experiments.
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Table 1. Differences in performance between multi-parameter SPR and ELISA gold standard for the detection of HIV-1
p24 proteins.

p24 Detection Method Detection-Type Limit of Detection Assay Steps Label-Needing Assay Time

ELISA [22] quantitative 40 nM 5 yes at least 5 h

MP-SPR quantitative 4 nM 2 no <1 h

Table 2. Experimental condition used for the modification of the activated mixed-SAM in the SPR
apparatus. The reagent composition, time of exposure, and SPR response is reported for each
biofunctionalization step.

Reagent Time ΔθSPR (deg)

Antibodies conjugation anti-p24 (50 μg/mL) in PBS 2 h 0.13 ± 0.02
Bond-saturation EA (1 M) in PBS 45 min 1 0.11 ± 0.02

Blocking BSA (100 μg/mL) in PBS 1 h 0.08 ± 0.01
1 The angular shift is relevant to the anti-p24 bond after EA deactivation.

Once the bio-conjugation is completed, the surface is exposed to the ethanolamine
solution to deactivate the unreacted sites on the SAM. A decrease of 15% in the angular
shift was measured after EA had been registered, with the ΔθSPR equal to 0.11 ± 0.02 deg.
This is ascribable to the removal of unreacted anti-p24 antibodies after EA injection.

This experimental value can be used to determine the surface coverage of anti-p24
achieved on the SAM. Hence, by using Equation (3), a coverage of 61 ± 16 ng/cm2 was
calculated, or equivalently a value of (2.4 ± 0.6) × 1011 molecule/cm2, being 68% lower
than the one achieved with the anti-p24 physisorption.

The following conclusions can be drawn from the comparison of the surface coverage
accomplished with the two bio-modification methods. The physisorption of antibodies
directly on a gold surface determines the formation of a thick layer of bio-recognition
elements, as proven by the surface coverage evaluation. On the other hand, the grafting
of antibodies on a chemical SAM gave more control on the number of sites on which the
antibodies could be attached, in agreement with previous studies on the modification of
gold surfaces using amine coupling on mixed SAMs reported elsewhere [31,32,34,36].

3.2. SPR Binding of p24 Proteins to the Anti-p24 Modified Gold Slides

The binding efficacy of the bio-recognition elements was evaluated against HIV-1
p24 capsid proteins (p24) for both physisorption and covalent binding immobilization
strategies [37,38].

The analysis was focused on the kinetics of the SPR response registered upon p24
exposure of the physisorbed antibodies or the covalently bound ones. SPR binding of p24
proteins was registered according to the following protocol. The assay was carried out
by recording the baseline in PBS and injecting p24 solutions in PBS at different concentra-
tions ranging from 5 × 10−10 M to 1 × 10−6 M (the detailed sensograms are reported in
Figures S1 and S2, respectively). Each solution was let to interact with the functionalized
interface for 40 min. Upon equilibrium, the protein excess was removed, by rinsing the cell
with the PBS buffer solution.

The angular shift, ΔθSPR, was calculated for each concentration as the difference
between the equilibrium value after rinsing with PBS and the initial baseline. Thus, in
Figure 5, the dose-curves for the assayed protein are reported as ΔθSPR vs. [p-24] nominal
concentrations (semi-log scale). Here, the response measured for the binding of p24 on
physisorbed anti-p24 is shown as blue circles, while the binding with anti-p24 conjugated
with the chemical-SAM is reported as red squares. Remarkably, an enhancement in the SPR
signal of 65% was registered for the p24 detection occurring on the SAM modified surface,
as shown in Figure 5. Indeed, although physical adsorption endows the detecting interface
with a higher number of deposited capturing antibodies, it likely reduces the availability
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of antibody active sites, thus resulting in the lowering of the SPR response upon exposure
to the antigen solution [39].

Figure 5. SPR response for the p24 binding on anti-p24 covalently bound on the chemical SAM (red
squares) and for the p24 binding on physisorbed anti-p24 (blue circles). The Hill fitting model is
shown as red and blue solid lines, respectively.

The kinetic analysis of the experimental data was performed according to Hill’s
binding model for both assays [40]. The solid lines in Figure 5 are the result of the fitting
against the Hill equation:

Y = Vmax· Xn

kn + Xn (4)

which describes the dependence of the assay response at equilibrium, Y = ΔθSPR, from the
analyte concentration, X = [p24].

The equation returns the Hill parameter, n, and the apparent dissociation constant,
k, (i.e., the analyte concentration corresponding at half of the maximum response (Vmax)
or, equivalently, at half occupied binding sites) [40,41]. In Equation (4), the term kn

represents the equilibrium dissociation constant (KD) of the binding pairs, which estimates
the analyte/antibody binding affinity [41]. Moreover, the Hill parameter, n, reflects the
degree of cooperativeness of the target molecules interacting with the available binding
sites: n = 1 holds for a non-cooperative binding while, n > 1 and n < 1 apply for positive
and negative cooperativity, respectively [42,43]. The fitting parameters found for the two
assays are reported in Table 3, along with the calculated KD.

Table 3. The parameters obtained from the Hill fitting are reported along with their standard error for both
immobilization methods.

Hill Fit Vmax k n R2 kn = KD (M)

SAM-binding 0.492 ± 0.004 (1.27 ± 0.03)·10−7 1.2 ± 0.03 0.999 5.30·10−9

Phys-anti-p24 0.25 ± 0.01 (3.6 ± 0.2)·10−7 0.64 ± 0.01 0.998 7.46·10−5

By applying Hill’s model, a value of KD = 5.3 × 10−9 M was estimated when the
p24 proteins bind to the chemically grafted anti-p24, which is in excellent agreement
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with previously reported results [44]. Indeed, the affinity binding constant of anti-p24
antibodies vs. p24 showed a KA = 1/KD value falling in the 108–109 M−1 range [45]. On
the other hand, the KD calculated for the p24 dose-curve on physisorbed anti-p24 (blue
trace of Figure 5) gave a value of 7.46 × 10−5 M. This result evidences a lower binding
affinity between the physisorbed bio-recognition element and the analyte. By applying
Hill’s model, it is worth mentioning that if incompletely bound species accumulate at the
detecting interface, the equation could fail to provide physicochemically correct equilibrium
concentrations and/or interaction parameters [40,42]. This holds true, especially when
the Hill coefficient diverges from n = 1, and there is no extreme positive cooperative effect
among the binding pairs, leading to an overestimated KD value [40]. Thus, because of the
lower Hill coefficient, n = 0.64 ± 0.01 (Table 3), obtained for the physisorbed system, some
effects of the incomplete binding pairs at the sensor surface cannot be ruled out [40].

The biosensing assay, comprising the covalently bound antibodies, was further char-
acterized in terms of selectivity and sensitivity. Indeed, the anti-p24 modified surface
through chemical SAM was tested against the exposure to a non-binding protein, the
human C-reactive protein (CRP). In Figure 6, the SPR responses of the antigen p24 (in red)
and the non-binding CRP (in black) are shown. Both assays were performed in the same
experimental conditions (vide infra). The CPR solutions in PBS at increasing concentration
in the range from 5 × 10−10 M to 1 × 10−6 M were kept in contact with the modified surface
for 40 min. Then, upon equilibrium, the SPR cell was rinsed with PBS and the relevant
angle-shift (ΔθCRP) was measured.

Figure 6. (a) SPR angular shift vs nominal concentration of HIV-1 p24 (red squares) and CRP (black squares) in the
cross-reactivity test, performed on the SAM modified surface (semi-log scale). (b) Linear plot of SPR response performed on
modified anti-p24 SAM, upon the p24 (red squares) and CRP (black squares) binding vs. analyte nominal concentration. The
regression of the linear portion of p24 response is shown as the red dotted line; the average signal of the negative control is
depicted as the black dotted line. The average value of three replicate analysis and their standard deviation are reported.

As observed in Figure 6a, the selectivity of the biosensing platform was successfully
demonstrated. Indeed, the negative control experiment showed a maximum angle-shift below
0.01 deg, being only 3% of the signal registered for the p24 assay. Accordingly, the selectivity
of the assay was estimated as the ratio between the angle-shift measured for CRP and p24
binding, respectively [46]. The resulting value was as low as ΔθCRP/Δθp24 = 0.01/0.46 = 0.02,
which demonstrated extremely high selectivity performances [47].

The limit of detection of the assay was also evaluated. To this aim, the linear por-
tion of the calibration curve of p24 in linear scale was considered (Figure 6b). In the
same figure, the black squares are the data of the negative control experiment involving
CRP. Thus, the LOD was calculated as the average signal of the negative control exper-
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iment (sCRP) plus three times its standard deviation (σCRP). This signal was as high as
y = sCRP + 3σCRP = 8 × 10−3 deg. Hence, the comparison of this level with the interpolat-
ing linear regression of Figure 6b resulted in a LOD of (4.1 ± 0.5) nM. The LOD found in
this study was one order of magnitude lower than direct SPR detection methods, which
reached limits of detection most at 40 nM, depending on several factors such as the ex-
perimental configuration, the sample’s optical property, and binding affinity of target
molecules [20,22,47,48].

Additionally, to compare the performances of the two biofunctionalization protocols,
the gold surface with physisorbed anti-p24 was further characterized, with the same
method used for the SAM modified surface. In Figure 7, the SPR responses of the antigen
p24 (in blue) and the non-binding CRP (in black) are shown. The physisorbed antibodies
were exposed to the non-binding protein, CRP, in the range of concentration between
5 × 10−9 M and 6 × 10−7 M. The contact of the solutions with the surface was kept for
40 min, after which PBS was used to rinse the protein excess. The relevant angle-shift
(ΔθCRP) was measured and compared with the response of the p24 protein. As observed in
Figure 7a, the selectivity of the biosensing platform could be demonstrated. The maximum
angle shift measured for the cross-reaction was below 0.02 deg, with 4% of the signal
coming from the analyte. Nevertheless, the ratio between the angle-shift measured for
CRP and p24 binding, respectively, resulted in a value of ΔθCRP/Δθp24 = 0.01/0.13 = 0.08,
which implies a slightly lower selectivity compared to the chemically modified surface.

Figure 7. (a) SPR angular shift vs nominal concentration of HIV-1 p24 (blue circles) and CRP (black squares) in the cross-
reactivity test, performed on physisorbed antibodies (semi-log scale). (b) Linear plot of SPR response performed on the
modified surface, upon the p24 (blue circles) and CRP (black squares) binding vs, analyte nominal concentration. The
regression of the linear portion of p24 response is shown as a blue dotted line; the average signal of the negative control is
depicted as a black dotted line. The average value of three replicate analysis and their standard deviation are reported.

Then, to evaluate the LOD of the assay performed on the physisorbed anti-p24, the
linear portion of the calibration curve of p24 in linear scale was considered (Figure 7b, blue
circles). In the same figure, the value measured for the CRP assay is depicted as black
squares and their average value (sCRP) as a black dotted line. Thus, the LOD was calculated
as the average signal of the negative control experiment (sCRP) plus three times its standard
deviation (σCRP). This signal was as high as y = sCRP + 3σCRP = 2.3 × 10−2 deg. Hence, the
comparison of this level with the interpolating linear regression of Figure 7b resulted in a
LOD of (27 ± 1) nM. Relevantly, the LOD found for the SAM modified surface was one
order of magnitude lower than that calculated for the physisorbed anti-p24.

The main analytical figures of merit of the two biofunctionalization methods are summa-
rized in Table 4. The percentage relative standard deviation (RSD%) was estimated over three
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independent experiments on nominally identical experimental conditions. The LOD of the
assays was calculated from the linear plot of the SPR response of p24 over the SAM-binding
and the physisorbed antibody, respectively, as shown in Figures 6b and 7b (vide infra). The
sensitivity was determined from the same plot as the slope of the linear fit. The selectivity is
expressed as the ratio between the angular shift measured for the control experiment with CRP
and the response of the analyte, p24, at the highest concentration assayed.

Table 4. Summary of the analytical figures of merit of the two biomodification methods with anti-p24
for the detection of the p24 protein.

RSD (%), n = 3 LOD (nM)
Sensitivity
(deg·M−1)

Selectivity
(ΔθCRP/ Δθp24)

SAM-binding 1.0 4.1 ± 0.5 (1.9 ± 0.2)·106 0.02

Phys-anti-p24 6.2 27 ± 1 (7 ± 2)·105 0.08

4. Conclusions

In conclusion, the characterization of two biofunctionalization strategies for gold sur-
faces was performed through a multi-parameter SPR assay. The physisorption of antibodies
against HIV-1 p24 (anti-p24) directly on the bare gold detecting surface led to the immobiliza-
tion of (7.5 ± 0.3) × 1011 molecule/cm2. The covalent binding of anti-p24 on a mixed SAM of
alkanethiols brings a decreased surface coverage of (2.4 ± 0.6) × 1011 molecule/cm2, thus
being 68% lower than the one registered with physisorbed capturing antibodies.

However, the chemical immobilization endows the detecting interface with a reduced
steric hindrance between the closest neighbor biorecognition elements, providing enhanced
capturing efficacy toward the target analyte. Indeed, a doubled response was recorded for
the latter assay. In addition, compared to the physisorbed antibodies, the covalently bound
anti-p24 also resulted in a lower dissociation constant. In fact, KD values of 7.46 × 10−5 M
and 5.30 × 10−9 M were measured, respectively, highlighting a better analyte/antibody
binding affinity for the assay on anti-p24 modified SAM.

The biosensing assay of both covalently bound and physisorbed anti-p24 were also
characterized in terms of selectivity and sensitivity. The modified surfaces were tested
against the exposure to a non-binding protein, the human C-reactive protein (CRP), for
the first time and the response was compared to the p24 signal in the same range of
concentrations. This allowed for the estimation of a selectivity ratio as low as 0.02, and a
limit of detection of (4.1 ± 0.5) nM for the covalently bound antibodies, being one order
of magnitude lower than the state-of-the-art limit of detection of 40 nM reported for the
direct SPR assays and comparable to the label needing ELISA gold standard. This study
thus represents a proof of principle of the early detection of HIV infection. Meanwhile,
a selectivity ratio of 0.08 and a limit of detection of (27 ± 1) nM were found for the
physisorbed anti-p24 assay. Moreover, this SPR characterization could pave the way
toward developing reliable bio-electronic platforms in which the gold sensing electrode
can be modified following the biofunctionalization strategy assessed in the present study.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/bios11060180/s1, Figure S1: SPR sensogram recorded for the real-time exposure of the HIV-1
anti-p24 modified SAM to the target protein p24. The protein concentration ranged from 500 pM
to 1uM. The baseline level was established in PBS; Figure S2: SPR sensogram of the assay of HIV-1
p24 protein at increasing concentrations (0.8 nM–350 nM), performed on the physisorbed anti-p24
antibodies on gold.
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Abstract: Prussian blue analogs (PBAs) are well-known artificial enzymes with peroxidase (PO)-like
activity. PBAs have a high potential for applications in scientific investigations, industry, ecology and
medicine. Being stable and both catalytically and electrochemically active, PBAs are promising in
the construction of biosensors and biofuel cells. The “green” synthesis of PO-like PBAs using oxido-
reductase flavocytochrome b2 is described in this study. When immobilized on graphite electrodes
(GEs), the obtained green-synthesized PBAs or hexacyanoferrates (gHCFs) of transition and noble
metals produced amperometric signals in response to H2O2. HCFs of copper, iron, palladium and
other metals were synthesized and characterized by structure, size, catalytic properties and electro-
mediator activities. The gCuHCF, as the most effective PO mimetic with a flower-like micro/nano
superstructure, was used as an H2O2-sensitive platform for the development of a glucose oxidase
(GO)-based biosensor. The GO/gCuHCF/GE biosensor exhibited high sensitivity (710 A M−1m−2),
a broad linear range and good selectivity when tested on real samples of fruit juices. We propose that
the gCuHCF and other gHCFs synthesized via enzymes may be used as artificial POs in amperometric
oxidase-based (bio)sensors.

Keywords: artificial enzymes; green synthesis; hexacyanoferrates of transition and noble metals;
peroxidase mimetic; amperometric (bio)sensor; glucose oxidase; glucose analysis

1. Introduction

Artificial enzymes are stable and low-cost mimetics of natural enzymes. The search for
effective novel artificial enzymes, especially nanozymes, and the development of simple
methods for their synthesis and characterization, as well as the selection of novel branches
for their application, are currently challenging problems in different fields of biotechnology,
industry, and medicine [1–9].

Peroxidase (PO) mimetics are the most frequently investigated artificial enzymes [10–12].
One of the well-known effective PO-like artificial enzymes is Prussian blue (PB) or iron(III)
hexacyanoferrate (FeHCF). PB is a member of a well-documented family of synthetized
coordination compounds with an extensive 300-year history [13–16]. PB and its analogs
(PBAs) are cheap and easy to synthesize, environmentally friendly, and have potential
applications for basic research and industrial purposes [12–18] in a large variety of fields,
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particularly in medicine [13,19–23]. Despite their multifunctionality, PBAs have compli-
cated compositions, which are largely dependent on the synthesis methods and storage
conditions [14–16]. Insoluble PB can be described by the formula Fe4[Fe(CN)6]3, while
KFe[Fe(CN)6] corresponds to a colloidal solution of PB. The general formula of hexacyano-
ferrate (HCF) is Mk[Fe(CN)6] × H2O, where M is a transition metal [14,15].

Due to their capability to insert various ions as counter-ions during the redox pro-
cess, PB and PBAs have attracted increasing interest as electrode materials for energy
storage in fuel cells [15,24,25]. Having remarkable super-magnetic properties, redox and
PO-like activities, PBAs are widely applied in bioreactors for detoxification of dangerous
chemicals [13,17,26], in molecular magnets, and in optical and electrochemical biosen-
sors [12–16,24,27].

The first report of electrochemical reduction of H2O2 on PB-modified electrodes was
published by Itaya in 1984 [28]. In 2000, Karyakin named PB as an “artificial PO” and pub-
lished numerous reports concerning PB-based amperometric biosensors (ABSs) [24,29–33].
Numerous other scientific groups, especially from China, have also worked diligently on
this problem [18–23,34–37].

PBAs are usually obtained via various techniques, including chemical [12–16] and
biological methods [38–40]. The biosynthesis of materials using plants, microorganisms
and their metabolites as biosurfactants can be related to “green synthesis (GS) [41–44].
Purified enzymes were also shown to be capable of reducing metal ions to obtain metallic
nanoparticles [40,45,46].

The application of green-synthesized PBAs (gPBAs or gHCFs) for the construction of
ABSs is not yet well documented. The main advantages of green-synthesized nanomaterials
(gNMs) are the low energy cost of their synthesis, lack of toxic chemicals, simplicity of
procedure, high adaptability of the synthesized gNM, and the presence of functional groups
on their surface. The latter is promising for simple immobilization of bioorganic molecules,
including enzymes, during biosensor construction [40,47]. If the gNM has additional
catalytic properties, it plays a dual role in biosensors, simultaneously serving as the carrier
of bio-elements and as the enzyme mimetic (nanozyme).

In our previous research, we reported obtaining gHCFs of transition metals using
the purified yeast enzyme flavocytochrome b2 (Fcb2; L-lactate: ferricytochrome c oxi-
doreductase, EC 1.1.2.3). The structure, size, composition, electro-catalytic properties,
electro-mediator activity, and PO-like properties of the obtained gHCFs, which were syn-
thesized via an enzyme and incorporated with it, were characterized. A more detailed
study was performed on copper hexacyanoferrate (gCuHCF or gCuPBA), which was found
to be the most effective PO mimetic. When immobilized on a GE, the gCuHCF under
special pH conditions and working potential gave the intrinsic amperometric response to
hydrogen peroxide. We demonstrated that the synthesized gCuHCF may be successfully
used as an artificial PO for sensor analysis of hydrogen peroxide in a real disinfectant
sample [40].

In the current work, we describe in more detail the synthesis and characteristics of
new gHCFs of transition and noble metals with PO-like activity, an additional structural
study of the most effective gCuHCF, development of an improved and highly sensitive
ABS using glucose oxidase (GO) and gCuHCF, and testing of the constructed GO/gCuHCF
ABS for glucose analysis in real samples of fruit juices.

2. Materials and Methods

2.1. Reagents

Potassium ferricyanide (K3Fe(CN)6), iron(III) chloride (FeCl3 × 4H2O), copper(II)
sulfate (CuSO4), Cerium(IV) sulfate tetrahydrate Ce(SO4)2 × 4H2O, palladium chloride
(PdCl3), cobalt(II) chloride (CoCl2 × 6H2O), zinc(II) sulfate (ZnSO4), manganese(II) chloride
(MnCl2 × 4H2O), cadmium(II) chloride (CdCl2), neodymium(III) chloride (NdCl3), 2,2′-
azinobis (3-ethylbenzothiazoline-6-sulfonate) diammonium salt (ABTS), o-dianisidine,
hydrogen peroxide (H2O2, 30%), sodium ethylenediaminetetraacetate (EDTA), sodium
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L-lactate, Nafion (5% solution in 90% low-chain aliphatic alcohols) and all other reagents
and solvents used in this work were purchased from Sigma-Aldrich (Steinheim, Germany).
All reagents were analytical grade and were used without further purification. All solutions
used ultra-pure water prepared with the Milli-Q® IQ 7000 Water Purification system (Merck
KGaA, Darmstadt, Germany).

2.2. Enzymes

Flavocytochrome b2 (Fcb2) was isolated from the yeast Ogataea (Hansenula) polymorpha
356 and purified, as described earlier [48,49]. The Fcb2 (20 U·mg−1) was stored at −10 ◦C
in a suspension of 70% ammonium sulfate, prepared with 50 mM phosphate buffer, pH
7.5, containing 1 mM EDTA and 0.1 mM dithiothreitol. To prepare a fresh solution, the
enzyme was precipitated from the suspension by centrifugation (10,000 rpm, 10 min, 4 ◦C)
and dissolved in 50 mM phosphate buffer, pH 7.5, up to 50 U·mL−1. An assay of Fcb2
activity in solution was performed as described earlier [48,49]. One unit of the enzyme
activity was defined as the amount of enzyme that oxidizes 1 μmol of L-lactate in 1 min
under standard assay conditions (20 ◦C; 30 mM phosphate buffer, pH 7.5; 0.33 M L-lactate;
0.83 mM K3Fe(CN)6; 1 mM EDTA).

A commercial lyophilized horseradish peroxidase (PO or HRP, EC 1.11.1.7) from
Armoracia rusticana (Aster, Lviv, Ukraine) with 600 U·mg−1 activity was dissolved in 20 mM
phosphate buffer, pH 6.0, up to 400 U·mL−1.

A commercial lyophilized glucose oxidase (GO, EC 1.1.3.4) from Asperigillus niger
(Sigma, St. Louis, MO, USA) with an activity of 100,000 U·g−1 in a solid form was dissolved
in 20 mM phosphate buffer, pH 6.0, up to a concentration of 0.1 mg·mL−1. GO activity was
assayed in a reaction mixture containing 0.16 mM o-dianisidine, 1.61% (w/v) glucose and
2 U mL−1 of PO in 50 mM sodium acetate buffer (NaOAc), pH 5.0, as described earlier [50].

2.3. Synthesis of Hexacyanoferrates

Synthesis of gHCF was carried out according to the scheme presented in Figure 1 [40].
A reaction mixture containing 6 mM K3[Fe(CN)6], 20 mM sodium lactate, 0.03–0.15 U mL−1

Fcb2 in 50 mM phosphate buffer, pH 8.0, was prepared and incubated at 37 ◦C for 30 min.
Formation of gHCF was initiated by the addition of salt to a final concentration of 10–100 mM.

Figure 1. Scheme of green hexacyanoferrate synthesis using flavocytochrome b2 (Fcb2) in enzymatic
(1) and chemical (2) reactions; M—metal.

To obtain chemically synthesized HCFs (chHCFs), a solution of 6 mM K3Fe(CN)6 and
60 mM transition metal salt in 50 mM phosphate buffer, pH 8.0, was mixed with H2O2,
added dropwise up to 100 mM. After 0.5–10 min incubation, the resulting mixture was
fractionated by centrifugation at 13,000 rpm for 1 min, and the precipitate was resuspended
in water. The centrifugation–redispersion procedure was repeated 2–4 times. The obtained
HCFs were resuspended in water and kept at +4 ◦C until used.

2.4. Characterization of the Synthesized HCFs
2.4.1. Optical Properties

The optical properties of the synthesized HCFs, their concentrations and PO-like activ-
ities were characterized using a Shimadzu UV1650 PC spectrophotometer (Kyoto, Japan).
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2.4.2. Scanning Electron Microscopy (SEM)

Morphological analyses of the samples were performed using a SEM microanalyzer
REMMA-102-02 (Sumy, Ukraine). The samples of different dilutions (2 μL) were dropped
onto the surface of a silicon wafer and dried at room temperature. The distance from
the last lens of the microscope to the sample (WD) ranged from 17.1 to 21.7 mm. The
accelerator voltage was in the range of 20 to 40 eV.

2.4.3. FTIR Analysis

The infrared spectra were prepared using the KBr pellet technique, by thoroughly mix-
ing 3 μL of a particle suspension with 0.2 g of KBr and pressing at 5 tonf using a hydraulic
press (Carver® Inc., Wabash, IN, USA). The samples were dried in a desiccator overnight
and analyzed by the SpectrumTM One FTIR Spectrometer (Perkin Elmer, Waltham, MA,
USA) at room temperature in the 4000–400 cm−1 range at an operation number of 20 scans,
a resolution of 4.0 cm−1, and a scanning interval of 1 cm−1.

2.4.4. Particle Counter Analysis

Particle concentration was measured using a particle counter (Spectrex Corp., Red-
wood, CA, USA) in a round-shaped 150 mL transparent glass bottle with a wall thickness
of 2 mm. A total of 10 μL of the sample was added to the bottle with 99 mL of water (HPLC
grade, Bio-Lab Ltd., Jerusalem, Israel) under continuous stirring. Particle counting was
performed with a laser diode at a wavelength of 650 nm.

2.4.5. Dynamic Light Scattering (DLS) Analysis and Zeta-Potential Measurements

The DLS analysis and zeta-potential measurements were performed using a Litesizer
500 type BM10 instrument (Anton Paar GmbH, Graz, Austria) at 25 ◦C. For measurement
of hydrodynamic diameters, the samples were diluted to 1:150, 1:300, and 1:600 with
HPLC-grade water, placed into a semi-micro quartz cell, and analyzed using a laser at a
wavelength of 660 nm and a side scatter of 90◦. Zeta-potential was measured in diluted
colloidal solutions at a particle concentration of 1.33 × 104 mL−1, which was determined
as described in Section 2.4.4. The solutions were injected into an omega-shaped cuvette
and analyzed at an operating voltage of 200 V.

2.4.6. X-ray Diffraction (XRD) Analysis

The phase composition of synthesized particles was studied by XRD analysis using
a Rigaku SmartLab SE X-ray powder diffractometer with Cu Kα radiation (λ = 0.154 nm)
for phase identification. Full-pattern identification was carried out by a SmartLab Stu-
dio II software package, version 4.2.44.0 from the Rigaku Corporation (Tokyo, Japan).
Materials identification and analysis were performed by the ICDD base PDF-2 Release
2019 (Powder Diffraction File, ver. 2.1901). XRD patterns were obtained using 40 kV,
30 mA by Θ/2Θ (Bragg-Brentano geometry) in the 2Θ range of 10–90◦ (step size 0.03◦ and
speed 4◦/min). The crystallite size was calculated using quantitative analysis based on the
Halder–Wagner method, with the help of the program Powder XRD plugin of SmartLab
Studio II x64 v4.2.44.0.

2.5. Assay of Enzyme-Like Activities of the Synthesized HCFs in Solution

PO-like activity of the HCFs was measured by the colorimetric method, with o-
dianisidine and ABTS as chromogenic substrates in the presence of H2O2. One unit
(U) of PO-like activity was defined as the amount of HCF releasing 1 μmol H2O2 per 1 min
at 30 ◦C under standard assay conditions. To estimate special enzyme-like activity (U/mg),
the HCFs were dried. The tested solution/suspension was prepared by weighing the solid
substance and adding water until the needed concentration was obtained.

The assay of PO-like activity with o-dianisidine: 10 μL of the aqueous suspension of
HCF (1 mg mL−1) was incubated in a glass tube with 1 mL of 0.17 mM o-dianisidine in
water (as a control), and with the same substrate in the presence of 8.8 mM H2O2 (as a
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substrate for PO). The addition of NPs to the substrate stimulated the development of an
orange color over time, indicating an enzymatic reaction. The enzyme-mimetic activity
could be assessed qualitatively with the naked eye and was measured quantitatively with
a spectrophotometer. After incubation for an exact time (1–10 min) at 30 ◦C, and upon
the appearance of the orange color, the reaction was stopped by the addition of 0.26 mL
12 M HCl. The generated color was determined at 525 nm using a spectrophotometer. The
millimolar extinction coefficient (ε) of the resulting pink dye in the acidic solution was
13.38 mM−1·cm−1.

The assay of PO-like activity with ABTS: 10 μL of the aqueous suspension of HCF
was incubated in a 1 mL quartz cuvette with 1 mM ABTS in water (as a chromogenic
substrate for oxidase), and with the same substrate in the presence of 12 mM H2O2 (as a
substrate for PO-like HCF). The addition of HCF to the corresponding substrate (ABTS
for oxidase-like HCF, ABTS with H2O2 for PO-like HCF) stimulated the development of a
green color over time, indicating an enzymatic reaction. The enzyme-mimetic activity could
be assessed with the naked eye and was measured quantitatively with a spectrophotometer.
The speed of appearance of a green color was monitored at 420 nm over time using a
spectrophotometer, thus enabling calculation of the enzyme-like activity. The coefficient ε
of the resulting green dye was 36.0 mM−1·cm−1.

2.6. Sensor Evaluation
2.6.1. Apparatus and Measurements

The amperometric sensors were evaluated using constant–potential amperometry
in a three-electrode configuration with an Ag/AgCl/KCl (3 M) reference electrode, a Pt-
wire counter electrode, and a working graphite electrode. Graphite rods (type RW001,
3.05 mm diameter) from Ringsdorff Werke (Bonn, Germany) were sealed in glass tubes
using epoxy glue for disk electrode formation. Before sensor preparation, the graphite
electrode (GE) was polished on emery paper and on a polishing cloth using decreasing
sizes of alumina paste (Leco, Germany). The polished electrodes were rinsed with water in
an ultrasonic bath.

Amperometric measurements were carried out using a potentiostat CHI 1200 A (IJ
Cambria Scientific, Burry Port, UK) connected to a personal computer, performed in a batch
mode under continuous stirring in an electrochemical cell with a 20 mL volume at 25 ◦C.

All experiments were carried out in triplicate trials. Analytical characteristics of the
proposed electrodes were statistically processed using the OriginPro 8.5 software. Error
bars represent the standard error derived from three independent measurements. Calcula-
tion of the apparent Michaelis–Menten constants (KM

app) was performed automatically by
this program according to the Lineweaver–Burk equation.

2.6.2. Immobilization of HCFs and the Enzyme onto Electrodes

The HCFs and enzymes were immobilized on the GEs using the physical adsorption
method.

For the development of the HCF or PO-based electrode, 5 μL of HCF or 5 μL of
enzyme solution was dropped onto the surface of bulk GEs. After drying for 10 min at
room temperature, the layer of HCF or enzyme on the electrode was covered with 10 μL of
Nafion. The modified electrodes were rinsed with corresponding buffers and kept in these
buffers at 4 ◦C until used.

To fabricate the glucose oxidase (GO)-based biosensor, 8 μL of GO solution (5 U/mL)
was dropped onto the dried surface of the gCuHCF-modified GE. The dried composite
was covered by a Nafion membrane. The coated bioelectrode was rinsed with water and
stored in 50 mM phosphate buffer, pH 6.0, until used.
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3. Results and Discussion

3.1. gHCFs-Modified Electrodes for Hydrogen Peroxide Sensing

According to the literature, chemically synthesized HCFs (chHCFs) of Fe (III), Mn (II) and
Cu (II) demonstrate significant PO-like activity in solution and on electrodes [13–16,29,31]. In
the current work, several gHCFs were obtained via Fcb2 from the corresponding salts (Fe,
Cu, Pd, Ce, Mn, et al.) and from K4Fe(CN)6, a product of K3Fe(CN)6 reduction by L-lactate
in the presence of an enzyme (Figure 1). Our first task was to screen the obtained gPBAs for
their sensitivity to H2O2 on amperometric graphite electrodes (GEs) and to select the best
compounds as PO mimetics. For this purpose, the optimal conditions for the amperometric
experiments were investigated. The amperometric characteristics of the control GE (not
modified with gHCF) as a chemosensor for H2O2 were tested using cyclic voltammetry
(CV) analysis. Selection of the optimal pH, working potential and scan rate was carried out
according to the CV results (data not shown).

Under the experimentally chosen optimal conditions (50 mM NaOAc buffer, pH 4.5
and −50 mV as the working potential), numerous electrodes modified with the synthesized
HCFs were screened for their ability to decompose hydrogen peroxide. A low working
potential is necessary in order to avoid the effect of possible interfering substances on
the electrode’s response in the presence of oxygen. This requirement is relevant for the
construction of biosensors and their exploitation for the analysis of real samples (food
products, biological liquids, and others).

The electrocatalytic activities of the synthesized HCFs immobilized on the surface of
GEs were tested by CV and chronoamperometry, as described in Section 2.6.1. The amper-
ometric responses of different HCF/GEs to the added H2O2 were compared. Following
the chronoamperograms, calibration curves were plotted for H2O2 determination by the
developed electrodes (Figure 2 and Figure S1). The linear ranges and sensitivities of the
electrodes modified with HCF were calculated. The analytical characteristics of the devel-
oped HCF/GEs, as deduced from the graphs (Figure 2 and Figure S1), are summarized in
Table 1.

Modification of GEs with the gHCFs improved the efficiency of electron transfer
due to the increase in the electrochemically accessible electrode surface area. It is worth
mentioning that in comparison to native PO, several gHCF/GEs displayed higher current
responses (Imax) to H2O2 at substrate saturation and higher sensitivities (Table 1). The en-
hancement of current outputs and sensitivities of the electrodes modified with other gHCFs
were insignificant. Thus, gCuHCF, gFeHCF, gPdHCF and gCeHCF, when immobilized
on graphite electrodes, demonstrated higher PO-like activities in comparison with other
gHCFs, as well as with native PO and chemically synthesized chCuHCF (Table 1, Figure 2
and Figure S1). For the most effective electrode (gCuHCF/GE), the current response (Imax)
to H2O2 at substrate saturation was five-fold higher, and the sensitivity was 29-fold higher
than those of the PO/GE (Table 1).

Figure 2. Amperometric characteristics of the modified electrodes: chronoamperograms (a), dependences of the response
on increasing concentrations of H2O2 (b), and calibration graphs (c) for PO/GE (1), gFeHCF/GE (2), and gCuHCF/GE (3).
Conditions: working potential −50 mV versus Ag/AgCl (reference electrode), 50 mM NaOAc buffer, pH 4.5 at 23 ◦C.
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Table 1. Comparative analytical characteristics of HCFs as artificial peroxidases on graphite electrodes.

Sensitive Film KM
app, mM Imax, μA Linear Range, Up to, mM Sensitivity, A M−1m−2

gCuHCF 31.0 ± 4.4 138.0 ± 8.5 0.8 1620
gPB 8.0 ± 1.1 27.8 ± 1.0 0.4 1090

gPdHCF 33.1 ± 3.9 62.4 ± 3.0 0.8 697
gCeHCF 3.5 ± 0.4 27.3 ± 0.8 3.2 560

PO 4.9 ± 1.1 5.0 ± 0.2 0.4 352
gYHCF 10.1 ± 0.9 21.6 ± 1.1 3.1 214

gCoHCF 9.3 ± 0.9 17.2 ± 1.0 0.8 159
chCuHCF 20.0 ± 3.5 6.5 ± 0.4 0.8 110
gMnHCF 92.3 ± 15.2 21.1 ± 2.1 0.8 98
gZnHCF 25.5 ± 2.2 4.0 ± 0.2 6.5 22
gNdHCF 21.3 ± 1.7 3.1 ± 0.1 6.5 16
gCdHCF 40.0 ± 5.4 2.6 ± 0.2 1.5 15

As seen, the results presented in Table 1 supported the gCuHCF/GE as the most
effective PO mimetic. It was therefore studied in more detail.

Many of the reported H2O2-sensitive PBA-based sensors have sensitivities simi-
lar to the developed gCuHCF/GE sensor (1620 A M−1m−2) [40]. For example, a PB-
modified glassy carbon electrode (GCE) demonstrated sensitivity of 2000 A M−1m−2 [51],
MnPBA/GCE—1472 A M−1m−2 [37]. Graphite-paste electrodes, modified with Ni-FePBA
and Cu-FePBA, showed sensitivities of 1130 and 2030 A M−1m−2, respectively [52].
Diamond-boron doped (DBD) electrodes, modified with PB and Ni-FePBA, demonstrated
sensitivities of 2100 and 1500 A M−1m−2, respectively [53].

Other H2O2-sensitive sensors that contain PBA, coupled with other nanomaterials
(carbon, graphene, natural polysaccharides, or synthetic polymers), demonstrated signif-
icantly higher sensitivities (from 3–5-fold [16,27,29,32–34] up to 300-fold [54]) compared
with the gCuHCF/GE. The main peculiarities of the described sensors were high stability,
sensitivity, and selectivity towards H2O2 in extra-wide linear ranges. These properties led
to the successful use of the PBAs in oxidase-based biosensors [29–33,35,36,40,51,54–56].

The results obtained by us indicated that the gCuHCF and other gHCFs may have
a potential for use as PO-like composites for the construction of amperometric oxidase-
based biosensors.

3.2. Study of Structure, Morphology, and Size of the gCuHCF Composite

The size, morphology, and composition of any materials, especially of NPs, are con-
sidered as their basic parameters. A number of noninvasive label-free methods were
developed for the characterization of different materials: scanning electron microscopy
(SEM), transmission electron microscopy (TEM), dynamic light scattering (DLS), Fourier
transform infrared spectroscopy (FTIR), X-ray diffraction (XRD) analysis, Raman spec-
troscopy, atomic force microscopy (AFM) and other approaches. FTIR spectroscopy allows
rapid acquisition of a biochemical fingerprint of the sample under investigation, giving
information on its main biomolecule content. DLS allows the rapid determination of dif-
fusion coefficients and also provides information on relaxation time distribution for the
macromolecular components of complex systems and their hydrodynamic diameters. XRD
provides information regarding the crystallographic structure of a material based on inci-
dent X-ray irradiation of the material and measurement of scattering angles and intensities
of X-rays leaving the sample. SEM produces images of a sample by scanning the surface
with a focused beam of electrons and gives information about the surface topography and
composition of the sample. The diversity and ambiguity of green-synthesized materials
necessitate the use of multiple techniques for valid characterizations. In our study, the
synthesized catalytically active organic-inorganic composite gCuHCF was examined using
FTIR, DLS, XRD and SEM (see Section 2.4).
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3.2.1. FTIR Characterization

The FTIR spectrum of the sample is presented in Figure S2. The FTIR spectrum was
described in detail in our previous work [40]; it demonstrates the presence of the following
groups: O-H, N-H, C≡N, C-H, C-O, C-N, Fe-C≡N and H2O-Cu-CN. Hydroxyl groups
were identified by the bands at 3456 and 3050 cm−1, which are related to O-H stretching
vibrations; and at 1398 cm−1, which corresponds to O-H bending [57]. Amine groups
were determined by the bands at 3437 and 2994 cm−1 (primary amine stretching) and at
1638 cm−1 (assigned to N-H bending) [57]. The 2875 cm−1 band was attributed to C-H
stretching; the 1476, 790 and 719 cm−1 bands corresponded to C-H bending [57]. The
signals at 1122 and 1109 cm−1 can be explained by stretching vibrations of C-O and C-N
groups, respectively [57]. The presence of C≡N groups was confirmed by the band at
2105 cm−1, reflecting stretching vibrations of this group [58]. The bands in the fingerprint
region in the 509–667 cm−1 range can be related to Fe-CN linear bending, and the band at
468 cm−1 to Fe-C stretching [58]. The 2010 cm−1 band indicates the presence of a H2O-Cu-
CN moiety [58]. The results of FTIR showed the presence of copper cyanoferrate particles
enveloped by an organic layer with hydroxyl and amine groups, probably of protein origin.

3.2.2. DLS Studies

The main results of the DLS measurements were described in detail in our previous
work [40]. The DLS demonstrated heterogeneous mean hydrodynamic diameters of the
particles in a tested gCuHCF. It is worth mentioning that very large differences in hydrody-
namic diameters were found for various dilutions of the sample. In the most concentrated
sample, only one size fraction was detected. There were probably larger agglomerates of
particles in the concentrated suspensions that could not be measured by the designated in-
strument since the upper limit of measurement was 10,000 nm. After dilutions under gentle
agitation, large aggregates disintegrated, and two fractions of particles were obtained.

In concentrated suspensions, the hydrodynamic diameter in the smaller particle
fraction was 445 nm, whereas after dilution of the sample, two fractions were detected.
The polydispersity index exceeded 10% for all dilutions. This result proved that the
tested sample was not monodispersed. The zeta-potential was negative, estimated as
−20.9 mV. This value characterizes the suspension state of gCuHCF as the threshold of
delicate dispersion.

Particle concentration and mean size of the gCuHCF fraction, estimated by the particle
counter, were 2.00 × 106 mL−1 and 3.04 ± 1.98 μm, respectively.

3.2.3. X-ray Diffraction (XRD) Analysis

The XRD pattern of the particles is shown in Figure S3. Diffraction peak positions and
their relative intensities reflect the cubic crystalline structure of gCuHCF. Parameters of the
crystal cell were calculated from the XRD pattern data (Table 2). The crystal cell belongs to
a cubic type with the parameter a = 7.071 Å. Crystallite size was estimated as 156 ± 13 Å.

Table 2. Crystal cell parameters of gCuHCF.

Characteristics Data

Crystal System Cubic
Space group Fm-3m (225)

Parameter of cell a = b = c = 7.071 Å
V = 250.00 Å3

Crystal Centrosymmetric
Pearson Symbol cF 60.02

ANX AB2C6X6
Molecular Weight 226.08 g/mol
Structural Density 2.25 g/cm3
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3.2.4. SEM

gCuHCF was characterized by SEM coupled with X-ray microanalysis (SEM-XRM).
It was found in our previous work [40] that SEM can supply information on the size,
distribution, and shape of the tested sample. Figure 3a–d presents the overall morphology
of the flower-like particles formed in the process. The XRM images of the gCuHCF film
show the characteristic peaks for Cu and Fe (Figure 3e). According to the SEM results, the
synthesized gCuHCFs are not nano-sized but rather microparticles.

Figure 3. The results of gCuHCF study using SEM with RSM: (a–d)—SEM images at different
magnifications; (e)—X-ray spectral characteristics.

Likewise, the different analytical approaches demonstrated that the synthesized
gCuHCF is a suspension of micro-sized particles. These observations were confirmed
by different methods: means of particle counting, dynamic light scattering, zeta-potential
analysis, and SEM.

Based on the gCuHCF images presented in Figure 3, the studied catalytically active
composite material may be described as “organic-inorganic micro/nanoflowers” (hNFs).

hNFs belong to a class of flower-like hybrid materials that self-assemble from metal
ions and organic components, such as enzymes, DNA, and amino acids, into flower-
like micro/nano superstructures [59,60]. hNFs are widely used for the development of
stable, robust, reusable, efficient and cost-effective systems for the immobilization of
biomolecules. Some hNFs were shown to exhibit an intrinsic PO-like activity [61,62]. Due
to their remarkable performance—the simplicity of their synthesis; their high surface area;
excellent thermal, storage, and pH stability; and catalytic activity—hNFs have various
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potential applications in bioremediation, bioassays, biomedicine, industrial biocatalysis
and wastewater treatment [60]. Promising results were reported for hNFs in biosensing,
including electrochemical biosensors, colorimetric biosensors and point-of-care diagnostic
devices [60–62].

3.3. Application of the gCuHCF as a PO Mimetic in Amperometric (Bio)sensors

The applicability of the gCuHCF as a chemo-sensor for H2O2 detection was demon-
strated in our previous work [40]. Quantitative analysis of a real sample of commercial
disinfectant was carried out. The average H2O2 concentration determined by the gCuHCF-
based chemo-sensor was shown to be well correlated with the manufacturer’s data, with
an error of less than 10%.

3.3.1. Properties of gCuHCF

Selectivity of the ABS towards the target analyte is of great importance, especially
for the analysis of real samples. In this paper, to study the selectivity of the gCuHCF, a
modified GE was tested for its ability to respond to a number of analytes: glucose, alcohols,
organic acids, and ammonium ions, etc. The selectivity of the constructed chemo-sensor
was estimated for the individual natural substrates (Figure 4a) as well as for their mixture
with hydrogen peroxide (Figure 4b). The results presented in Figure 4b demonstrate
that the presence of various compounds in the analyzed mixture does not interfere with
H2O2 determination.

Figure 4. The selectivity tests for gCuHCF/GE: (a)—current responses in relative units (%), on
the added analytes up to 2 mM concentration, as a ratio of the detected signals to the value of the
highest current response; (b)—chronoamperograms as outputs on the added analytes (1–7) up to
0.5 mM concentration: (1)—H2O2, (2)—glucose, (3)—glycerol, (4)—methanol, (5)—sodium citrate,
(6)—sodium lactate, (7)—ammonium chloride. Conditions: working potential −50 mV vs. Ag/AgCl
(reference electrode), 50 mM NaOAc buffer, pH 4.5 at 23 ◦C.

The amperometric analysis was performed using CV and chronoamperometry at
different potentials (−50 and +150–200 mV) in different buffer solutions, with a pH from
4.0 to 8.0 (data not shown). It was demonstrated that neither methanol, glycerol, organic
acids, nor glucose elicited any signals, while hydrogen peroxide (at −50 mV), ammonium
ions and L-lactate (both at +200 mV) were found to elicit significant current responses on the
gCuHCF/GE under the tested conditions. Current responses to L-lactate and ammonium
under the potential −50 mV were insignificant (Figure 4).

Moreover, we demonstrated that in gCuHCF formation, Fcb2 was concentrated from
the diluted solutions due to co-precipitation with the gCuHCF-based hNFs. When immobi-
lized on a GE, the gCuHCF may become an ABS for L-lactate. CV analysis showed that the
current output due to the L-lactate addition correlated with Fcb2 activity in the sensing layer
(data not shown). Thus, the proposed method of hNF formation, using oxido-reductase
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in the presence of its substrate, may be a promising platform for the concentration and
stabilization of any enzyme.

Additionally, using a laccase as a model oxidase, we demonstrated that the gCuHCF
not only displayed enzymatic (PO) activity but also an electro-mediator ability (data
not shown).

Preliminary experiments for the development of biosensors for primary alcohols and
L-amino acids (based on alcohol oxidase and L-amino acid oxidase, respectively) were
carried out (data not shown). The obtained results indicated that the gCuHCF and other
gHCFs have a potential for use as PO-like composites for the construction of amperometric
biosensors with any oxidase.

We conclude that the gCuHCF that was obtained with Fcb2 assistance, forming a
flower-like micro-superstructure, is a prospective organic-inorganic composite material for
biosensor construction. It is a stable, catalytically and electrochemically active carrier for
enzyme concentration, immobilization and stabilization.

3.3.2. Optimization of H2O2 Sensing

To improve the conditions for exploiting the biosensor, the optimal buffer, pH and
working potential were estimated. For optimization of the chemo-sensor and further
biosensor construction, the quantity of gCuHCF material on the surface of the GE, as well
as the enzyme/gCuHCF ratio, were determined experimentally.

We analyzed the correlation of PO-mimetic activity with the effectiveness of H2O2
sensing, using the gCuHCF/GE under different conditions of pH and working potential.

The dependence of the chemo-sensor’s analytical characteristics on the quantities of
gCuHCF placed on the GE surface was studied under the working potential −50 mV in
50 mM NaOAc, pH 4.5. The results are presented in Figure S4 and are summarized in
Table 3. Based on the data, the optimal PO-like activity of the gCuHCF for achieving the
highest sensitivity under the described conditions is 2–5 mU.

Table 3. Effect of gCuHCF PO-mimetic activity on the analytical characteristics of the modified GEs
at pH 4.5.

Number
gCuHCF Placed on GE Sensitivity,

A M−1m−2 Imax, μA KM
app, mM

Volume, μL Activity, mU

1 0.5 1 261 59.0 ± 3.6 33.3 ± 4.5
2 1 2 1065 162.3 ± 20.7 54.8 ± 13.4
3 2.5 5 747 114.6± 12.7 22.4 ± 5.17
4 5 10 139 66.6 ± 13.9 22.4 ± 9.69

The optimal working potential for H2O2 sensing was determined using a CV study
(Figure 5), followed by chronoamperometry experiments at pH 6.0 (data not shown). The
decision to change the conditions of the experiments, and work under a pH range of
6–8, was necessitated by our plans to develop biosensors using different oxido-reductases.
Many microbial enzymes have shown optimal activity near these pH values.

As seen in Figure 5, the optimal working potentials for H2O2 sensing under pH 6.0 were
lower than −100 mV. To select the best conditions for achieving the highest gCuHCF/GE
sensitivity, we determined its analytical parameters under different potentials, namely, −50
and −200 mV (Figure S5). According to the data, the chemo-sensor sensitivity under −200 mV
was 2.7-fold higher than under −50 mV.
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Figure 5. Cyclic voltammograms (CV) of the gCuHCF/GE. CV profiles (1–3) as outputs upon
addition of H2O2 up to concentrations: (1)—0 mM (black); (2)—0.17 mM (red); (3)—0.5 mM (blue)
mM. Conditions: scan rate 50 mV·s−1; Ag/AgCl (reference electrode) in 50 mM PB, pH 6.0. The
sensing layer contains 0.35 mU of PO-like activity.

3.3.3. Development of an Amperometric Biosensor for Glucose Determination

In our previous work [40], we reported on the construction of a mono-enzyme am-
perometric biosensor (ABS) for glucose, using gCuHCF as the PO mimetic and commer-
cial glucose oxidase (GO). It is worth mentioning that the control gCuHCF/GE did not
show any amperometric output in response to glucose. The sensitivity of the developed
GO/gCuHCF/GE was rather low (76 A·M−1·m−2). In the current study, we set a goal to
develop an improved GO/gCuHCF/GE with elevated/optimized analytical character-
istics. We carried out the investigation of the gCuHCF as an artificial PO in more detail
by studying the influence of various experimental stages on the effectiveness of H2O2
sensing; we describe these results in Section 3.3.2. The next task was the optimization of
glucose biosensing.

According to Figure 6, the optimal working potential for glucose sensing determined
via CV measurement was −450 mV. However, to avoid a possible interference of various
substances on the electrode response in the presence of oxygen at high voltage, we chose a
lower working potential, namely, −250 mV. This requirement is relevant for the application
of the biosensor for the analysis of real samples, e.g., food products.

Figure 6. Cyclic voltammograms (CV) of the GO/gCuHCF/GE. CV profiles (1–4) as outputs upon
addition of glucose up to concentrations: (1) 0, (2) 0.17, (3) 0.5, (4) 1.3 mM. Conditions: scan rate
50 mV·s−1; Ag/AgCl (reference electrode) in 50 mM PB, pH 6.5. The sensing layer of the biosensor
contains 0.5 mU of PO-like gCuHCF and 40 mU of GO.
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For optimization of the biosensor composition, the enzyme/gCuHCF ratio on the GE
surface was determined experimentally (data not shown). It was found that the optimal ratio,
calculated from total activities (GO and PO-like gCuHCF), was 80. Activities of the GO and
gCuHCF were estimated with o-dianisidine, as described in Sections 2.2 and 2.5, respectively.

Figure 7 demonstrates the best results obtained from the constructed GO-ABSs. To
select the optimal working potential for GO-ABS exploitation, we estimated its analytical
parameters under two potentials, at −250 and at −300 mV (Figure 7). Taking into account
the parameters (b) from the linear regression graphs (Figure 7b,d) and the square of the
electrode surface (7.3 mm2), we calculated the sensitivities of the GO-ABS to glucose. These
and other analytical characteristics of the developed GO/gCuHCF/GEs are summarized
in Table 4. According to Table 4, the sensitivity (A M−1m−2) at the potential −250 mV was
2.2-fold higher than at −300 mV, and 9.4-fold higher than at −50 mV. Thus, −250 mV was
chosen as the optimal working potential for the exploitation of a GO/gCuHCF-based ABS.

Figure 7. Characteristics of the GO/gCuHCF/GE under different working potentials: (a,b)—dependences of the current
response on increasing concentrations for glucose determination; (c,d)—calibration graphs. Conditions: working potentials
−250 (a,c) and −300 mV (b,d) vs. Ag/AgCl (reference electrode), 50 mM phosphate buffer, pH 6.0 at 23 ◦C. The GE contains
0.5 mU of PO-like activity and 40 mU GO.

Table 4. Analytical characteristics of the developed GO/gCuHCF/GEs.

Number
Composition of Sensing Film

Voltage, mV
Sensitivity, A

M−1m−2 Imax , μA
Linear Range,

Up to μM KM
app, mM

GO, mU PO Mimic, mU

1 300 20 −50 76 1.15 3000 1.8
2 40 0.5 −250 710 3.22 200 0.35
3 40 0.5 −300 322 4.52 500 1.3
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Thus, we determined the optimal conditions for construction and exploitation of the
most effective and highly sensitive GO-based ABS: the ratio of GO activity to PO-like
activity of gCuHCF was shown to be 80 under conditions of −250 mV working potential,
50 mM phosphate buffer, and pH 6.0.

3.3.4. Testing of GO/gCuHCF/GE Biosensor for Glucose Analysis in Juice Samples

In order to demonstrate the practical feasibility of the constructed ABS, the developed
biosensor was used for glucose analysis in three fruit juice samples using the graphical
method known as the standard addition test (SAT). Graphical SAT is a type of quantitative
analysis often used in analytical chemistry when a standard is added directly to the aliquots
of the analyzed sample. SAT is used in situations where sample components also may
contribute to the analytical signal, which makes it impossible to use routine calibration
methods. Estimation of glucose concentration in the initial sample was performed using
the equation C = AN/B, where A and B are parameters of a linear regression and N is the
dilution factor.

Figure 8 demonstrates in detail the algorithm of glucose estimation using two juices as
the examples. The results of glucose determination in the juices sampled by the proposed
biosensor and by a commercial enzymatic kit are presented in Table 5. The average glucose
concentrations determined from the data in Figure 8 differ by less than 10% from the data
obtained using the reference method (Table 5).

Figure 8. The example of glucose analysis using the biosensor in samples of juices: Multivitamin “Sadochok” (a–c), and
apple–pear “Galicia” (d), in two dilutions; chronoamperograms (a,b), and corresponding linear graphs (c,d). Conditions:
working potential −250 mV vs. Ag/AgCl (reference electrode), 50 mM phosphate buffer, pH 6.0 at 23 ◦C.
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Table 5. Results of glucose estimation in the samples of fruit juices.

Juice
Glucose, mM

Biosensor Reference Difference, %

Multi vitamin, “Sadochok” 189 ± 17 206 ± 15 8.6
Apple–pear, “Galicia” 123 ± 10 131 ± 12 6.3

Apple fresh 186 ± 16 202 ± 18 8.2

4. Conclusions

In the current research, we report the development of reagentless amperometric H2O2-
sensitive sensors with artificial peroxidases (PO). As PO mimetics, “green” hexacyanofer-
rates (gHCFs) of transition and noble metals were used, which were synthesized via the
oxidoreductase Fcb2. The gCuHCF was identified as the most effective PO mimetic and was
characterized in detail concerning its structural, catalytic and electrochemical properties.

SEM analysis demonstrated that the gCuHCF formed a flower-like micro/nano super-
structure. Thus, it may be used not only as a H2O2-sensitive platform for the development
of oxidase-based biosensors but also as a carrier for enzyme concentration, immobilization
and stabilization.

An amperometric glucose-oxidase-based biosensor with gCuHCF as the PO mimetic
was developed. It exhibited high sensitivity (710 A M−1m−2), a broad linear range and
good selectivity. The practical feasibility of the constructed biosensor was demonstrated
on samples of fruit juices.

The obtained results indicated that the gCuHCF and other gHCFs may have a poten-
tial for use as PO-like composites for the construction of amperometric biosensors with
any oxidase.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/bios11060193/s1, Figure S1. Amperometric characteristics of the several modified electrodes:
chronoamperograms (left), dependence of the current response on increasing concentrations of
H2O2 (middle), and calibration graphs (right); H2O2-sensing films are the following: gPdHCF
(a); gCeHCF (b); gYHCF (c); gCoHCF (d); gMnHCF (e); gZnHCF (f); gNdHCF (g); gCdHCF (h)
and chCuHCF (i). Conditions: working potential −50 mV vs. Ag/AgCl (reference electrode),
50 mM NaOAc buffer, pH 4.5 at 23 ◦C. Figure S2. FTIR spectrum of the gCuHCF. Figure S3. DLS
plots of particle hydrodynamic diameter of the sample at various concentrations: the green line
represents a 1.3 × 108 mL−1, the yellow line 6.6 × 107 mL−1, and the red line 3.3 × 107 mL−1 particle
concentration. Figure S4. X-ray diffraction analysis of the gCuHCF’s synthesized particles. Figure S5.
Effect of the PO-mimetic activity on the efficiency of H2O2 sensing: current response to increasing
concentrations of H2O2 (a–e); and calibration graphs (f) for the GEs modified with different quantities
of gCuHCF: (a) 1 mU, (b) 2 mU, (c) 5 mU, (d) 10 mU, (e,f); combined graph lines (1–4) correspond to
graphs (a–d), respectively. Conditions: working potential −50 mV, Ag/AgCl (reference electrode) in
50 mM NaOAc, pH 4.5. Figure S6. Effect of PO-mimetic activity and working potential on analytical
characteristics of the gCuHCF/GE: current responses to increasing concentrations of H2O2 (a,c); and
the corresponding calibration graphs (b,d) for the GE modified with different quantities of gCuHCF:
(1)—0.07 mU, (2)—0.15 mU, (3)—0.40 mU. Conditions: working potential −50 mV (a,b) and −200 mV
(c,d), Ag/AgCl (reference electrode) in 50 mM phosphate buffer, pH 6.0.
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Abbreviations

ABTS 2,2′-azinobis (3-ethylbenzothiazoline-6-sulfonate) diammonium salt
chHCF Chemically synthesized HCF of a transition metal
CV Cyclic voltammetry
DLS Dynamic light scattering
Fcb2 Flavocytochrome b2
FTIR Fourier transform infrared spectroscopy
gHCF Green-synthesized hexacyanoferrate of a transitional or noble metal
gHCF/GE Green-synthesized hexacyanoferrate immobilized on GE
gNPs Green-synthesized NPs
GE Graphite electrode
GO Glucose oxidase
gPBA Green synthesized Prussian blue analog
HCF Hexacyanoferrate of a transitional or noble metal
hNFs Organic-inorganic hybrid nanoflowers
Imax Maximal current response on tested analyte at substrate saturation
KM

app Apparent Michaelis–Menten constant
NaOAc Sodium acetate buffer
NZ Nanozyme
NP Nanoparticle
PAAG Polyacrylamide gel
PB Prussian blue
PBA PB analog
PO Peroxidase
SAT Standard addition test
SEM-XRM Scanning electron microscopy coupled with X-ray microanalysis
XRD X-ray diffraction analysis
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Abstract: The scavenging activity of myoglobin toward peroxynitrite (PON) was studied in meat
extracts, using a new developed electrochemical method (based on cobalt phthalocyanine-modified
screen-printed carbon electrode, SPCE/CoPc) and calculating kinetic parameters of PON decay (such
as half-time and apparent rate constants). As reactive oxygen/nitrogen species (ROS/RNS) affect the
food quality, the consumers can be negatively influenced. The discoloration, rancidity, and flavor
of meat are altered in the presence of these species, such as PON. Our new highly thermically
stable, cost-effective, rapid, and simple electrocatalytical method was combined with a flow injection
analysis system to achieve high sensitivity (10.843 nA μM−1) at a nanomolar level LoD (400 nM),
within a linear range of 3–180 μM. The proposed biosensor was fully characterized using SEM, FTIR,
Raman spectroscopy, Cyclic Voltammetry (CV), Differential Pulse Voltammetry (DPV), and Linear
Sweep Voltammetry (LSV). These achievements were obtained due to the CoPc-mediated reduction
of PON at very low potentials (around 0.1 V vs. Ag/AgCl pseudoreference). We also proposed a
redox mechanism involving two electrons in the reduction of peroxynitrite to nitrite and studied
some important interfering species (nitrite, nitrate, hydrogen peroxide, dopamine, ascorbic acid),
which showed that our method is highly selective. These features make our work relevant, as it
could be further applied to study the kinetics of important oxidative processes in vivo or in vitro,
as PON is usually present in the nanomolar or micromolar range in physiological conditions, and our
method is sensitive enough to be applied.

Keywords: electrocatalysis; peroxynitrite; flow injection analysis; meat extracts; myoglobin; cobalt
phthalocyanine; electrochemical reduction; screen-printed carbon electrode; amperometric detection;
decay kinetics

1. Introduction

For the food industry and for the consumers, it is very important to monitor the quality
and freshness of raw meat. Different factors are a sign of meat alteration (e.g., discoloration,
rancidity, alteration of flavor) [1–3]. One pathway of alteration is the scavenging activity
of myoglobin toward nitro-oxidative species (such as peroxynitrite, PON). For example,
the formation of metmyoglobin can alter the flavor due to lipid and protein oxidation [4].
The lack of metmyoglobin (MbFe3+OH2 or metMb) reducing enzymatic systems in meat
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after slaughter determines the irreversibility of the oxidation processes of myoglobin [5].
The color changes are a sign of these processes, and some possible oxidation pathways are
described in Figure 1 [6]. The aspect of meat, by itself, has a great impact on consumers,
and the impact on the food industry is huge. Adding nitrites to the raw meat helps keeping
the pink color of the meat, as NO (nitric oxide) can bind to the iron ion in a similar way as
oxygen molecule does. Nitrites and nitrates are also two of the decomposition compounds
of peroxynitrite. Distinguishing between these species is important for meat quality.

The detection of peroxynitrite, being a short-living ROS in biological samples, is a big
challenge that scientists still try to solve nowadays. Even if there are different methods
of detection presented in the literature, most of them rely on indirect methods after the
formation of secondary species. Forming different species, such as 3-nitrotyrosine, that can
be detected by immunochemical or chromatographic techniques, or oxidizing different
probes with peroxynitrite, further to be detected with fluorescent and chemiluminescent
methods, are the usual methods [7]. The problem is that the selectivity toward peroxynitrie
is not assured using these methods, as other ROS/RNS species could give the same re-
sponse. Other usually used methods are high-performance liquid chromatography, UV-Vis
absorbance spectroscopy, electron spin resonance, and electrochemistry [8]. These methods
usually use antioxidants such as resveratrol, polyphenols, or catechins [3], especially in
batch analysis, but also using flow injection analysis, for example by injecting antioxidants
that can quench the peroxynitrite [9]. The microfluidic injection analysis presents different
advantages such as the presence of laminar flow with no dilution effects, necessity of low
volume of analyte (lower than 150 μL), miniaturization, the possibility of real-time continu-
ous monitoring (process control), faster and more sensitive response, or the possibility of
automated processes [10].

Electrochemistry uses usually low-cost instrumentation, has fast response time, and can
be coupled with online analysis. Electrochemical methods are a better alternative than the
usually used methods as they can assure direct, label-free, specific, real-time measurements.
Different electrochemically active matrices are described in the literature, such as poly-
meric films (based on porphyrins, metal phthalocyanine, and/or conducting polymers)
hybridized or not with graphene [7,11–16]. Only very few reports present the batch reduc-
tion (or oxidation at low potential) of peroxynitrite using a chemically modified electrode
(presented in Table 1). Ligands based on extended π conjugated systems can create coor-
dinative chemical bonds with different metals and act as good electrochemical mediators
for different redox processes, even nowadays. Phthalocyanines (PCs) are part of this class,
and due to different oxidation states of various metallic centers and high conductivity,
they are a good platform for the detection of oxygen/nitrogen reactive species [11] or other
molecules [17]. PCs are not toxic and have high thermal resistance and are quite stable at
room temperature, assuring the stability of the biosensors in time. Except for the metallic
centers, the ring-based redox processes may also influence the catalytical activity.

Table 1. Literature study of the developed sensors used to detect PON via electroreduction.

Biosensor
Potential

(V)
Sensitivity
(nA mM−1)

LOD
(nM)

pH Ref.

Microelectrode Pt/Mn-pDPB
(manganese-[poly-2,5-di-(2-thienyl)-1H-

pyrrole)-1-(p-benzoicacid)]) coated with PEI
(polyethyleneimine)

0.2 157.0 1.9 7.4 [14]

Nanoelectrode carbon fibers/manganese(III)-
[2]paracyclophenylporphyrin −0.35 1 50 - [15]

Microelectrode Pt/MnTPAc (manganese
tetraaminophthalocyanine) −0.45 14.6 5000 10.2 [12]

Electrode SPCE/2,6-dihydroxynaphthalene 0.15 4.12 200 9–12 [16]

Electrode SPCE/cobalt phthalocyanine 0.1 10.84 400 9 this work
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The sensitivity of chemically modified electrodes is greatly improved using a flow
analysis system (FIA) compared to batch [18]. FIA is easier to use in comparison with batch;
it increases the reproducibility and simplifies quantification. In addition, the optimization
of a method is more rapid, and testing electrodes is more efficient [10]. Understand-
ing the mechanism of reaction is very important, and FIA provides several advantages
in electrochemistry that could be useful for this purpose. For example, by using microre-
actors, one can narrow the diffusion layers of the electrodes that could also “overlap”,
which helps to optimize the reaction conditions and facilitates the determination of the
mechanism. Channon et al. achieved pharmaceutical detection limits with an FIA elec-
trochemical method for hydrazine detection [19]. They described that convective mass
transport enhances the electrochemical signal by comparison with diffusive stationary
experiments (batch). Recently, nanomolar levels were achieved for the detection of ac-
etaminophen and codeine, using an FIA system combined with multiple pulse amper-
ometry, and the analytes were also quantified in urine and human serum with excellent
recoveries [20].

Herein, we describe the electrochemical reduction of peroxynitrite at 0.1 V, using a
commercial cobalt (II) phthalocyanine complex (CoPc) and screen-printed carbon electrodes
(SPCE). This electrochemical sensor is able to select between the most important interfering
species of peroxynitrite (nitrite, nitrate, and hydrogen peroxide) and other molecules
(e.g., ascorbic acid and dopamine), due to a specific, but simple design, combined with the
advantages of a micro-fluidic system.

In the last part, we show that our proposed method could be used to further study
the decay kinetics of PON in the absence and presence of myoglobin. Our method is both
a detection and quantification method and a further tool for kinetic studies, as the RSDs
values between the classical static UV-Vis method and our method are low (less than 10%).

 

Figure 1. Graphical abstract. ferrylmyoglobin: MbFe4+ = O, oxymyoglobin: MbFe2+O2, deoxymyoglobin:
MbFe2+(OH2), metmyoglobin: MbFe3+(OH2), nitrosylmetmyoglobin: MbFe3+NO, nitrosylmyo-
globin: MbFe2+NO. This is a schematic representation of the chemical reactions of different forms of
myoglobin with peroxynitrite and other interfering species/decomposition products. This scheme is
not exhaustive and was inspired from data from different literature references [2,21–26].

2. Materials and Methods

Sodium nitrite, hydrogen peroxide (30%), manganese dioxide (MnO2), myoglobin from
equine skeletal muscle, sodium hydroxide (NaOH), sodium phosphate dibasic dihydrate
(Na2HPO4 2H2O), cobalt (II) phthalocyanine (CoPc), phthalocyanine (H2Pc), DMF (dimethyl-
formamide), and TBATBF4 (tetrabutylammonium tetrafluoroborate 99%), hydrochloric acid
(HCl), hydrogen peroxide 30% (H2O2), sodium nitrite (NaNO2), sodium nitrate (NaNO3),
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ascorbic acid, and dopamine were acquired from Sigma-Aldrich. Screen-printed carbon
electrodes were acquired from DropSens, Spain.

2.1. Peroxynitrite Synthesis

Peroxynitrite (PON) was synthesized following a slightly modified procedure [27].
Briefly, a solution of 0.7 M HCl + 0.6 M H2O2 was added over an ice-cooled stirring solution
of 0.6 M NaNO2, and almost simultaneously, a solution of 3M NaOH was added over the
mixture to quench the decomposition of peroxynitrite (a yellow solution). After several
reaction minutes, a few grams of MnO2 (0.1 g/mL) were added to the mixture, to catalyze
the decomposition of hydrogen peroxide. After the gas liberation was finished (approxima-
tively 15 min), the MnO2 was filtered under vacuum, and the solution was divided into
small aliquots (1 mL) and stored in the freezer (−20 ◦C).

2.2. Electrode Chemical Modification

The SPCE electrodes were modified by drop casting 2 μL of a (cobalt phthalocyanine)
CoPc solution (1 mg/mL in DMF). The CoPc solution was prepared by dissolving CoPc in
DMF (1 mg/mL), using ultrasonication over 1 h (power 100%, frequency 37 Hz). After the
drop-cast, the electrodes were dried at 60 ◦C in the oven (for 15 min). Before different drop-
casting steps, the electrodes were rinsed with DMF and dried with nitrogen. The process
was repeated 3 times, without rinsing. The electrode was stabilized by cycling between
−0.6 and 0.6 V (in PBS pH 12). Two reduction pre-treatments were proposed for the
optimization of the SPCE/CoPc for PON detection: amperometry at −0.3 V for different
time periods and chemical reduction with 25 mM sodium borohydride, during 20 min,
followed by rinsing with deionized water.

2.3. Meat Extracts and Myoglobin Solutions

Manz meat (veal under the age of 2) was achieved from a local store. Yellow filtering
paper (Filtrak n. 389), ROTI®Spin MINI-3 25 units CL12.1 (gel ultrafiltration, 1.5 Eppendorf
tubes, for 3 kDa), and Sephadex G-25 in PD-10 Desalting Columns were used to remove
the strong reducer (sodium borohydride) from the metmyoglobin (metMb) reduced system
(redMb). The separation systems were bought from Sigma Aldrich. For oxymyoglobin
(redMb) synthesis, a solution of 75 mM of sodium borohydride (NaBH4) in PBS pH 9 was
added to a solution of 25 μM metMb.

The meat extraction was done according to the procedure from [28]. Briefly, 200 g of
meat were cut in small pieces and blended with 100 mL of PBS pH 9. In addition, to the
mixture, 400 mL of 0.1 M PBS (pH 9) were added, and the solution was stirred during
30 min, on an ice bath. After stirring, the mixtures were centrifuged 20 min, at 15 ◦C, at
9000 RPM, and the supernatant was centrifuged in the same conditions. Filtration on yellow
filter paper was performed under vacuum and the pH was adjusted to 9, using sodium
hydroxide. The desired pH values of the solutions were 12, 9, and 7.4, and the concentration
of the phosphate was 100 mM.

For PBS pH 9, Na2HPO4·2H2O (0.1 M) and KCl (0.1 M) were dissolved in 500 mL of
ultra-pure water. The solution of pH 12 was prepared in the same way, but NaOH was
added: 450 mL solution was titrated with NaOH (approximately 35 mL of 1.4 M NaOH)
until pH 12 and brought to 500 mL at the end. For PBS, pH 7.4 prepared tablets were used.
As we designed the synthesis of PON to obtain high-concentration stock solutions and
only added very small amounts of alkaline PON solutions to PBS pH 9 buffer, the pH 9
was practically constant [29].

2.4. Electrochemistry

A single-line flow system was coupled with potentiostat using a flow cell provided by
DropSens, for the SPCE electrodes (DRP110). The Electrochemical Flow Injection Analysis
system (FIA-EC) used is composed of a four-channel Peristaltic Pump—MINIPULS® 3
(Gilson, Villiers-le-Bel, France), Injection Valve 77521 Rheodyne (with a 100 μL sample
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loop), Flow Cell from DropSens (model DRP-FLWCL), and Potentiostat (Autolab PGSTAT
101). A boxed connector for screen-printed electrodes from Dropsens was used to connect
the SPCEs. Each measurement was performed in triplicate.

2.5. Determination of Apparent Rate Constants and Half-Lives

The kinetics of PON decay and the scavenging effect of myoglobin on peroxynitrite
at pH 9 were assessed using the calculation of half-lives and apparent rate constants of
peroxynitrite decay. The static method was used for the measurements of concentrations
over time, as pH 9 offers the possibility of having slower decays and changes dynamics
toward specific chemical decay reactions. The terms “peroxynitrite” and “PON” are widely
accepted for a mixture of ONOO− and ONOOH, depending on the pH. At pH 9, ONOO−
is assumed to be in excess over the protonated form ONOOH, based on the pKa of PON 6.8.
The term “peroxynitrate” refers to a mixture of O2NOO− and O2NOOH, depending on
the pH. Trivial names: ONOO−, peroxynitrite; ONOOH, peroxynitrous acid; O2NOO−,
peroxynitrate; O2NOOH, peroxynitric acid.

For the determination of the kinetic parameters, we took in consideration the previ-
ously proposed model by which the bimolecular decomposition of PON is dominant at pH
9, according to the following reaction [30,31]:

HOONO + ONOO− −> 2 NO2
−+ O2 + H+ + 2e− (1)

According to this model, the rate law should follow pseudo first-order kinetics at pH
9, due to the excess of ONOO−. Our aim was to validate the FIA-EC method as a tool
for the determination of rate order and kinetic parameters by comparing the results with
the classical UV-Vis method. In this particular case, the first purpose was to establish by
both UV-Vis and FIA methods if the reaction follows indeed pseudo first-order kinetics or
second/higher-order kinetics at pH 9.

Two approaches were used for the confirmation of rate order and the calculation
of apparent rate constants and half-lives: the first method (namely called from now on
“Method A”) uses the plotting of all the integrated rate law data, according to the assumed
rate order. Briefly, this was done as follows: the linearity (from the value of R2) of the
graphs ln(concentration) (for (pseudo) first-order) or 1/concentration (for second-order) vs.
time and the correlation of the observed half-life (extrapolation from the graph t1/2obs)
with the calculated half-life (t1/2calc). The half-lives for (pseudo) first-order and second-
order reactions were calculated with the following formulas, respectively: ln2/k and
1/k·C0PON. C0PON is the initial concentration of PON and k is the (apparent) rate constant.
For the linearity, we considered the R2 values. If R2 approaches 1, is significantly higher
than the R2 of the other model, and there is good similarity between t1/2calc and t1/2obs,
the corresponding apparent order of the reaction is attributed to the detriment of the other
apparent order. Each decay rate constant determination was plotted for a total of 180 s.

The second method (namely called from now on “Method B”) was the “half-life
method” described by Ira Levine, in the “Physical Chemistry” book, chapter 16, “Reaction
kinetics” [32]. This method can be applied when the rate law has the form r = k[A]n.
Based on Equation (1) and considering the excess of ONOO−, this method would follow
the equation r = k[ONOOH]n, therefore determining the rate order in ONOOH. According
to this method adapted to our particular case, one first plots the concentration vs. time and
then should be able to fit the equation with a single-exponential decay function if n = 1
(based on Equation (2), where parameter k (the apparent pseudo first-order rate constant
in our case, kobs) is solved after compilation. Secondly, one performs the extrapolation of
t1/2 for various concentrations and then plots the logt1/2 vs. logC0 [32]. The slope of the
logarithmic graph (that should have a linear fit) will establish the order of the reaction in
reactant A, n, where n = 1 − slope. The two methods, A and B, were compared at the end.

CPON = C0PON × e−kt (2)
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where CPON is the PON concentration at a specific moment in time.
Both A and B kinetic methods were used for the UV-Vis method and for our proposed

FIA-EC method. The molar extinction coefficient of 1670 M−1cm−1 was used to calculate
the concentration of ONOO− at 302 nm [33,34].

2.6. Surface Characterization

Fourier transform infrared (FTIR) spectra were recorded using a ThermoScientific FTIR
instrument (Nicolet 8700, Pleasantville, NY, USA) equipped with a VariGATR accessory
(Harrick Scientific Products, Inc., New York, NY, USA). KBr pellets were used as reference,
and the powders were ground with KBr to create a solid pellet. For the ATR measurement
technique, the Perkin Elmer GX FTIR spectrometer equipped with a Pike MIRacle having
a 1.8 mm round diamond crystal was used. Diamond has an intrinsic absorption from
approximately 2300 to 1800 cm−1, which limits is usefulness in this region.

Micro-Raman spectroscopy measurements were performed on a Horiba Jobin Yvon
LabRam HRMicro-Raman system combined with a 473 nm laser diode as an excitation
source. Visible light was focused using a 100× objective. The scattered light was collected
by the same objective in backscattering configuration, dispersed by an 1800 mm focal
length monochromator, and detected using a CCD.

SEM images were obtained using an electron microscope FEI-QUANTA 200 equipped
with wolfram filament (W), at the ICECHIM laboratory (Bucharest, Romania). The SEM
images were taken at an accelerating voltage of 25–30 kV using a gaseous secondary
electron detector (GSED).

Absorption spectra were recorded using Ocean Optics UV-VIS-NIR spectrometer,
in the 200–1100 nm range.

The Limit of Detection and the Limit of Quantification were calculated with the fol-
lowing formulas: LOD = 3 σb/m, and LOQ = 10 σb/m, in which σb represents the standard
deviation of the background and m is the slope of the calibration graph. The sensitivity
of the sensor was calculated from the slope of the calibration curve (plot concentration
vs. current).

3. Results and Discussion

Detecting reactive oxygen and nitrogen species is of great importance for many do-
mains. Peroxynitrite, despite being a short half-life oxidative species, induces powerful
oxidative stress effects on cells. Scavengers are important tools to eliminate this oxidative
stress. Myoglobin is one of the scavengers [35], as it is an oxygen-binding protein from the
heme group. Cobalt phthalocyanine was already used in the literature as a bio-mimetic
material for biosensors [36]. It has a similar scavenging role when it comes to PON. As the
metal cobalt center of the heme, similar to iron, has multiple oxidation states, the reduction
of PON seems to be catalyzed by CoPc through redox reactions. We demonstrate here that
the Co2+/Co1+ redox couple is more effective than the high potential electrochemical meth-
ods reported in the literature for the electrochemical detection of PON, as it offers better
selectivity. Cyclic voltammetry as well as other techniques (linear sweep voltammetry or
differential pulse voltammetry) were used to determine that this redox reaction of PON is
apparently an irreversible process.

Before presenting and discussing the results, several other important factors regarding
PON are to be mentioned, which are factors that are also important challenges to overcome
in developing a selective and sensitive sensor for PON for meat extracts. (i) PON is most
stable in cold alkaline solutions, without any metals and carbonyl compounds [30] and
even so, it slowly decomposes, mainly, to nitrite. (ii) Below pH 12, the decomposition
rate increases, and at pH 7, the half-life of PON is below 1 s. (iii) Acidic pH favors the
decomposition to nitrate. (iv) Temperature, buffers, or several scavengers (e.g., myoglobin
in meat as in Figure 1) influence the stability of PON [30,31]. Proteins tend to precipitate at
pH values around 12, so such alkaline environment is not suitable for our purpose. As the
decay of PON is slower at pH 9 than at neutral pH values, pH 9 is an optimal compromise
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for the detection of PON. At this pH value, the decay to nitrite is the predominant pathway,
and it depends on peroxynitrite concentration. Due to these factors, we needed a fast
response technique to help us distinguish between PON, nitrite, and nitrate, and to combat
batch problems (mixing of the aliquots added for detection would increase the noise of the
measurement, the concentration of the analyte will not be homogenous, etc.).

3.1. Batch Determination of Peroxynitrite Using SPCE/CoPc Electrodes
3.1.1. Characterization of the Deposited CoPc Films on the SPCE

SEM analysis of the morphology revealed that in accordance with the literature,
the CoPc molecules tend to form random agglomerates [37] of various sizes (between 0.4
and 10 μm in length and a few hundred nm in thickness and width) depending on the
surface used for the deposition (Figure 2a,b). The thin films were obtained by drop casting
CoPc, due to π stacking (as the macrocycle has 18 delocalized π electrons), similar to other
materials, such as graphene. This method is deposition is cost-effective and rapid.

  
(a) (b) 

 
 

(c) (d) 

Figure 2. SEM characterization of the (a) unmodified SPCE and (b) SPCE/CoPc, (c) FTIR spectra of
unmodified SPCE and modified SPCE with CoPc (SPCE/CoPc) [1], (d) Raman spectra of unmodified
and CoPc modified SPCE.

The FTIR analysis (Figure 2c) proves the presence of CoPc on the surface of the
electrode, especially due to the 741 cm−1 band in the fingerprint region, corresponding
to phthalocyanine in plane vibrations [38]. Other vibrations belonging to the graphitic
structure of SPCE are also observed: deformation of C-C out of aromatic plane (650 cm−1),
vibrations of C-H in the aromatic plane (850 and 808 cm−1).

In the Raman spectrum of CoPc (Figure 2d), there are active modes of the symmetry
A1g at 592 cm−1 (benzene radial), 834 cm−1, B1g at 684 cm−1 (macro breathing and benzene
radial), 1542 cm−1 (C=N stretching mode), and B2g at 1498 cm−1 (pyrrole stretch) [39,40].
The HUMO–LUMO gap energy of CoPc is 1.9 eV.
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After the morphological characterization of the surface of the electrode, we also used
electrochemistry to extensively characterize the electrode. Cyclic voltammetry gave rise to
two anodic and two cathodic peaks (corresponding to Co3+/Co2+ and Co2+/Co1+ redox
processes), as previously reported [11]. In this paper, we targeted the exploitation of the
Co2+/Co1+ redox couple (Figure 3a), due to the occurrence at more negative potentials
(E0 ≈ 0.1 V), than the couple Co3+/Co2+ (E0 ≈ 0.65 V), and because, besides good sensitivity,
there is the possibility to reach a remarkable selectivity for peroxynitrite. It can be observed
that upon several scans (five cycles), the electrode reaches a steady state. Similar peaks
were observed in the literature [41].

 

(a) (b) 

Figure 3. Cyclic Voltammetry (CV) of (a) the screen-printed carbon electrode (SPCE)/cobalt phthalo-
cyanine (CoPc) electrode upon different scans, in PBS pH 12 [1]. The oxido-reduction processes are
presented for the cobalt metallic center. (b) Cyclic voltammetry was registered using the SPCE/CoPc
electrode in the absence (black) and in the presence (red) of 45 μM PON (scan rate 9 mV/s), PBS
pH 9. Zoom in of the redox peaks for PON from the same plot.

Cyclic voltammetry (CV), in the −0.6 to 0.6 V range, was used to determine the redox
process of PON, using the SPCE/CoPc electrode, at pH 9 and pH 12. A higher pH value (12)
presented enhanced anodic and cathodic peaks of the biosensor (Figure 3a) than a lower pH
value (pH 9, Figure 3b, both in the presence and absence of PON), but high alkalinity interferes
with the integrity of proteins (the final goal of our work) and may interfere with the integrity of
the film, so it was not used further for analytical purposes, only for biosensor characterization.
The redox process involving peroxynitrite at pH 9 takes place at around 0.1 V, with Ec = 0.047
and Ea = 0.072 (ΔE = 25 mV = Ecathode − Eanode), but there is a small current in the reduction,
suggesting that the oxidation might be irreversible. The calculated formal potential (the redox
standard potential, E0) is 0.06 V vs. Ag/AgCl pseudoreference electrode. Following the Nernst
equation (Equation (3), where ared represents the concentration of reduced species and aox
represents the concentration of oxidized species, [32]) described below, we can conclude that
two electrons are involved in the redox process (transferred in the cell reaction) at 25 ◦C. This
conclusion is consistent with the nature of the peroxynitrite oxidant (usually described as a
two-electron oxidant).

Ecell= Ecathode − Eanode = E0 + 0.059/n · lg ared/aox (3)

Furthermore, under another probable mechanism, an irreversible reduction takes place
around −0.3 V, probably involving also the chemical oxidative reaction of peroxynitrite
over the metallic center: cobalt being chemically oxidized by PON, which is electro-reduced,
with a higher current, depending on the concentration of PON (Figure 3b).

If the anodic/cathodic current is proportional to the scan rate, the process is an
adsorption-controlled process, and if the plot I vs. υ1/2 is linear, the redox processes are
more likely diffusion-controlled ones [42]. For this purpose, cyclic voltammetry was used
to determine the correlation between the cathodic current and the scan rate for scan rates
in the range of 16–800 mV/s (Figure 4a). At lower scan rates, a linear correlation was
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obtained only for the square root of the scan rate, suggesting a diffusion-controlled process.
Deviation from linearity usually means that other processes are involved, processes related
to the surface, such as adsorption, ligand–species interaction, etc. At higher scan rates
(above 256 mV/s), the correlation between Ipc vs υ1/2 is not linear anymore, suggest-
ing more a mixture of surface and diffusion-controlled processes (Figure 4b).

 
(a) (b) 

Figure 4. (a) Cyclic voltammetry of the SPCE/CoPc electrode for 50 μM PON, PBS pH 12. (b) The
dependence of the cathodic current (around −0.3 V) with the square root of the scan rate.

The SPCE is a three-electrode electrochemical system. The screen-printed area of
the carbon-based working electrode (WE, black circle) of the SPCE is 0.126 cm2, which is
surrounded by the Ag/AgCl pseudoreference electrode (silver) and counter/auxiliary
electrode (CE, black). The chemical modification should not cover the CE and the refer-
ence electrode, but the surface coverage should be optimal. Starting from a solution of
classical concentration for CoPc (1 mg/mL), we drop-casted 1 and 2 μL of the solution
on the electrodes and calibrated them by DPV, from −0.4 to 0.3 V, step potential 5 mV,
amplitude 25 mV, modulation time 50 ms, scan rate 10 mV/s (Figure 5a). The sensitivity
for the 2 μL drop-casted CoPc was 0.083 nA μM−1, in comparison to 0.057 nA μM−1 for the
1 μL drop-casted CoPc. More than 2 μL is difficult to deposit without covering the other
electrodes. These sensitivities are very low, but further optimization helps us improve
them, especially using chronoamperometry at the optimized potential. The efficiency of
different cobalt phthalocyanine layers was studied using Cyclic Voltammetry measure-
ments. By drop-casting different layers of solution of CoPc, the best sensitivity for PON
was achieved for three layers (drop-casting 2μL in three successive steps, that also included
drying steps). The sensitivity for one layer of 2 μL CoPc was 3.3 nA μM−1, and for three
layers of 2 μL CoPc, it was 8.5 nA μM−1, which is already one order and respectively two
orders of magnitude improvements from the DPV method, but the LODs remained almost
the same (5.45 μM and 5.14 μM, respectively).

Chronoamperometry was used to study the preliminary potential for an improved quan-
titative detection of PON. Two different potentials were used, and both worked on the catalyt-
ical oxidation of PON with sensitivities of 8.75 nA μM−1 (0.10 V) and 0.91 nA μM−1 (0.15 V).

Based on the data described above, we propose a simplified mechanism of the catalytic
process, involving two electrons as calculated from Nernst equation:

CoIIPC + e− → CoIPC (4)

(reduction)

2 CoIPC + ONVOO− → intermediary complex → 2 CoIIPC + NIIIO2
− +

1
2

O2 + 2e− (5)
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(a) (b) 

Figure 5. (a) Calibration curves for 1 μL and 2 μL drop-casted CoPc solution (1 mg/mL in DMF)
on the SPCE (from DPV measurements) (b) Calibration curves from the amperometric response at
+0.15 V (black) and +0.10 V (blue), using a GCE/CoPc electrode.

(oxidation/reduction)
In order to prove that the proposed mechanism involves the catalytic site of the

metal phthalocyanine, we compared our electrochemical signals with the metal-free ph-
thalocyanine (the exclusion of the catalytic site). Experiments were performed with H2Pc
(dihydrogen phthalocyanine), which is the phthalocyanine ring without any metal coordi-
nated to the nitrogen ligands. The H2Pc was not responsive to peroxynitrite, underlining
the importance of the metallic center in this catalytic process (data not shown).

The surface coverage was calculated using the equation Equation (6):

Γ = Q/nFA (6)

where Γ is the coverage of CoPC immobilized upon the desired electrode surface (mol cm−2),
Q is the charge taken from the integration of the oxidation wave resulting from the Co1+/2+

couple recorded in a pH 7.4 phosphate buffer solution (PBS) at slow scan rates, n is the
number of electrons taking place in the electrochemical process, F is the Faraday constant,
and A is the geometrical electrode area (without recourse to any surface roughness cor-
rections, and it was calculated to be 0.126 cm−2, as the diameter of the WE is 4 mm) [43].
Using this calculation method, there was a surface coverage of 7.0558 × 10−9 mol cm−2 for
the drop-casted CoPC SPEs, while the commercial (DRP 410, Drop Sense electrode) had a
similar surface coverage (8.9643 × 10−9 mol cm−2). These kinds of commercial electrodes
are recommended for the detection of hydrogen peroxide at low potentials (0.4 V).

3.1.2. Batch Optimization of the CoPc-Modified Electrodes for PON Detection

Bedoui et al. [44] mention that species such as ascorbic acid, nitrite and nitrate,
uric acid, hydrogen peroxide, and others could interfere in blood or other biological
samples with the signal that one may obtain for peroxynitrite. For this purpose, we studied
a series of interfering species using Cyclic Voltammetry and a GCE-modified CoPc and
compared the signal with the ones for PON at the same concentration, 100 μM (Figure 6).
The biological concentrations of these interfering species are low, but we used the same
concentration as for PON measurements, which usually is produced at a rate of up to
50–100 μM/min, but the steady-state reaction is in the nanomolar range, for hours [45].
Ascorbic acid gave rise to an oxidation peak around 0.4 V, hydrogen peroxide around
0.6 V, and PON was electro-catalyzed around 0.1 V (as already described above). Nitrate is
not electrochemically active, and nitrite was not responsive within the chosen potential
windows, meaning that using potentials around 0.1 V gives a very good selectivity to-
ward PON.
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Figure 6. Evaluation of the interfering species using CV for 100 μM peroxynitrite (PON—green):
100 μM ascorbic acid (AA—red), 100 μM hydrogen peroxide (H2O2—black), 100 μM nitrite
(NO2—blue), using a glassy carbon electrode (GCE)/CoPc electrode. Scan rate 100 mV/s,
electrolyte: PBS pH 9 0.1 M + 0.1 M KCl [1].

More sensitive techniques than CV (Cyclic Voltammetry) such as LSV (Linear Sweep
Voltammetry) and DPV (Differential Pulse Voltammetry) were used for further characteri-
zation of the electrodes. LSV voltammograms (Figure 7a) in the potential window of −0.4
to 0.3 V were used to observe the electro-oxidation of PON over the SPCE/CoPc electrode
at different PON concentrations. The oxidation potential shifts from 0.075 V (for 72 μM
PON) to higher potentials (around 0.1 V for 145 μM PON).

 
(a) (b) 

Figure 7. (a) LSV using SPCE/CoPc for the detection of PON, using droplets of analyte over the
electrode, −0.4 to 0.3 V (electrolyte: PBS pH 9 0.1M + 0.1 M KCl), using different PON concentrations.
(b) DPV of the SPCE/CoPc in the presence (red, blue, green) and absence (black) of 125 μM of PON,
using different negative starting potentials (−0.1 V, −0.2 V, and −0.3 V).

Differential Pulse Voltammetry (DPV) revealed that upon reduction of the CoPc films
by starting the scans from lower potentials, the cumulative current (both cathodic and
anodic) increases (Figure 7b). This suggests that the pre-treatment of the electrode could
improve the response of the electrode for PON because of the reduction of Co2+ to Co1+.
In addition, the shape of the DPV peak suggests that, besides diffusion, other processes
occur (e.g., adsorption of product or reactant molecules on the surface of the electrode or
even the coordination of the ONOO− molecule to the metallic catalytic center).

3.2. FIA Optimization of the SPCE/CoPc Electrodes for PON Detection

Initially, we did hypothesize that while the oxidation of Co1+ to Co2+ takes place, it
can also be part of the redox process involving the reduction of peroxynitrite to nitrite.
Starting from this hypothesis, an important issue was understanding how to overcome the
apparent irreversible oxidation of PON from batch electrochemical analysis. The ability of
flow injection analysis in understanding reaction mechanisms and complicated electrode
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kinetics [46] served as an important tool to select between the oxidation potential of
peroxynitrite and of other species, such as hydrogen peroxide, and the electrocatalytic
reduction potential of peroxynitrite was unraveled and exploited.

FIA coupled with chronoamperometry gave us the opportunity to develop a very selec-
tive sensor for PON, using the gathered information from the batch electrochemistry. First,
we wanted to establish the optimal potential, so we used chronoamperometry and changed
the applied potentials (0.00, 0.10, and 0.25 V) on a SPCE/CoPc electrode. This study helped
us to determine that the reduction of PON occurs below 0.1 V, as opposed to the oxidation
of PON that occurs above 0.1 V (Figure 8a). Due to the several other advantages already
described, a single line flow injection system was employed for further experiments using
the revealed reduction potential for further optimization of the PON sensor.

 
(a) (b) 

Figure 8. (a) Chronoamperometry (CA) spectra of the flow injection analysis (FIA) using different
potentials: 0.00 V (black), 0.10 V (green), and 0.25 V (red) [1]. (b) Interfering species study using
the FIA equipment and chronoamperometry at 0.1 V, in PBS pH 9: 250μM nitrate, 250 μM nitrite,
hydrogen peroxide 980 μM and 250 μM ascorbic acid (AA), as compared to 31, 38, and 45 μM
PON signals.

Determination of the optimum flow rate was done using injections of 200 μM of PON
(PBS pH 12) and amperometry at 0.1 V. The curve flow rate vs. current was fitted with
R2 = 0.9195 with a fourth-grade polynomial function. The optimal flow rate of 0.4 mL/min
and a voltage of 0.1 V were used to further optimize the detection process, as the response
time of this flow rate is fast, around 10 s. Interfering species were also evaluated using
chronoamperometry at 20-fold higher concentration than PON for H2O2 and 5-fold higher
concentration for the other species. As determined also by batch Cyclic Voltammetry,
hydrogen peroxide gave rise to oxidation signals, but with very low sensitivity (Figure 8b)
in contrast to PON, which gave rise to sensitive reduction signals. SPCE/CoPc electrodes
are known to be used for the oxidation of hydrogen peroxide at 0.4 V.

As we have already shown for in batch electrochemistry (Figure 8b), the pre-treatment
of electrodes with a reduction potential might be very important before the quantification
of PON. We optimized the amount of time needed to reduce the CoPc film to obtain the best
CA signal for PON. We used FIA amperometry for different time periods, 0, 20, 30, 60, 120,
and 180 s and the reducing potential −0.3 V, which is the redox potential for Co2+/Co1+.
We determined that applying a potential of −0.3 V for 60 s was the optimal procedure (data
not shown).

We have performed the calibration (Figure 9a) using the flow injection system, at 0.1 V
with the chronoamperometric method (Figure 9b), and we obtained a sensitivity of 6.31 nA
μM−1 (R2 = 0.9938), after the pre-treatment at −0.3 V for 60 s. The calculated LOQ = 2.41
μM, the calculated LOD = 0.72 μM, and the linear range is 3–180 μM. The reproducibility
varied from 95% to 99% (50 μM PON) and the RSD for each calibration concentration (in
triplicates) did not exceed 10%. The analytical parameters are very good if we consider several
facts: (i) our unstable oxidative anion species are hard to detect, and (ii) screen-printed carbon
electrodes are disposable electrodes.
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(a) (b) 

Figure 9. (a) Calibration curve of the SPCE/CoPc electrode for PON, PBS pH 9. (b) Chronoamperogram
measured using the FIA system and the SPCE/CoPc electrode, E = 0.1 V, flow rate = 0.4 mL/min [1].

By replacing the electrochemical polarization of the SPCE/CoPc electrode during the
60 s, at −0.3 V with the chemical oxidation of the CoPc film using sodium borohidrate
(25 mM), for 20 min, the calibration was improved to Ired (nA) = 10.843·CPON (μM) − 36.484
(R2 = 0.9925). The new LOD was equal to 0.42 μM, and the LOQ was 1.4 μM.

The LODs of our method reached nanomolar level, the same level of PON under
physiological conditions. Even though we did not study the interaction of PON in the
absence or in the presence of myoglobin at physiological pH, our method has physio-
logical relevance because it could be further used for this purpose by miniaturization of
the electrodes with the same electrocatalytic bio-mimetic film. The micro-dimension of
the surface-active area of the electrode offers enough sensitivity to study, for example,
the formation of PON by cells (the cells being also in the micrometer range) involved in the
oxidative burst (micromolar range of PON), in the redox signaling, or even in the steady
state of PON (nanomolar range), as the literature suggests [47,48].

3.3. UV-Vis and Determination of Synthesized PON for Kinetic Studies

Molina et al. [30] describe the influence of buffer and pH over the stability of perox-
ynitrite solutions (“peroxynitrite” being the term widely accepted for peroxynitrite and
peroxynitrate). The rate constants depend on pH, ionic strength, temperature, scavengers,
and other parameters. Several mechanisms of PON decay have been already proposed
in the literature. In acidic conditions, the isomerization of peroxynitrite occurs (mainly
present as ONOOH, the form that decays rapidly to nitrate), independent of total per-
oxynitrite concentration. If pH is ≥7, nitrite is the main decomposition product of PON
(the higher the pH value and concentration of PON, the higher the conversion yield to
nitrite) [31]. As mentioned in Section 2.5, the Equation (1) describing the bimolecular de-
composition of PON (as opposite to the mononuclear isomerization, as termed by IUPAC)
is supposed to be predominant at pH = 9, especially when PON concentration is higher
than 0.1 mM [32,49].

The reaction from Equation (1) was proposed to follow second-order or pseudo first-
order kinetics, depending on pH [31].

Molina et al. [30] proposed that the decomposition of PON to nitrite has more in-
termediate steps than the one in Equation (1) (disproportionation reaction followed by
the formation of intermediary/adduct species and then followed by decomposition to
nitrite). The formation of the adduct is very rapid in the range of 104 M−1 at alkaline pH.
The last direct decomposition step to nitrite is much slower than the other elementary
steps [31]. So, this could be the rate-determining step in these series of proposed reac-
tions involved. In addition, the disproportionation of PON at pH 9 seems to favor the
equilibrium toward ONOO−, as knowing the pKa of ONOOH (6.8), one can calculate the
concentration of ONOOH at pH 9. For a concentration of 150 μM ONOO− in PBS at pH 9,
there are only 0.946 μM ONOOH, and for 50 μM ONOO− in PBS pH 9, there are 0.3154 μM
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ONOOH. At pH 9, one can say that ONOOH concentration is insignificant (less than 1%
of the ONOO− concentration) if pKa 6.8 is taken in consideration. Nevertheless, the pKa
of ONOOH depends on the ionic strength and pH, so these calculated values could be
further refined [49].

If ONOOH is present in small amounts at pH 9, one can assume that the isomerization
is insignificant (as the only form to isomerize is ONOOH) and PON decay should follow
the pseudo first-order reaction at this pH.

Although the mechanism of PON decay is not fully understood, we took in consid-
eration the generally agreed model depicted in Equation (1) for pH 9, as the aim was to
determine the accuracy of the FIA-EC method compared to the classical UV-Vis one in
determining the kinetic parameters. We checked both possibilities of reaction order for
Equation (1), i.e., the pseudo first-order and the second-order.

We calculated the decay (apparent) rate constant and half-lives of PON using two
methods: Method A involves the assumption that both (the (pseudo) first and second
order) integrated rate laws could be possible. One finds the rate constant value from the
slope of the two graphs: ln(CPON) vs. time, where t1/2 = ln2/k (for the (pseudo) first-order
reaction) and 1/CPON vs. time, where t1/2 = 1/(C0PON·k) (for the second-order reaction).
Using the slope of the most linear plot, one calculates the corresponding half-time.

The second method, Method B, also named the “half-life method”, is based on the several
half-time values from the concentration vs. time plot of the data, and it plots them after as
log(t1/2) vs. log(CPON), where n = 1-slope (n being the (apparent) rate order). This method is
more precise, as it is difficult to assess the linearity of a plot (as in Method A).

The idea was to compare the UV-Vis results with our proposed FIA-EC method
using SPCE/CoPc electrodes. The UV-Vis spectrum of synthesized genuine PON is less
complicated than other synthetic methods (such as using the nitric oxide and superoxide
donor-based synthesis, SIN-1). The molar extinction coefficient of 1670 M−1 cm−1 can
be used to calculate the concentration of genuine ONOO− at 302 nm (Figure 10a) [33].
We evaluated the stability of our synthesized PON solution using UV-Vis spectrometry.
As we have already described [1], because we performed our measurements at alkaline pH
values, we had a significant amount of nitrite in the genuine PON solutions. The amount
of nitrite is correlated with the absorbance at 355 nm. Calibration was performed at
this wavelength using a Griess reagent-based protocol, (y = 0.0488·CNO2(μM) + 0.0076,
R2 = 0.9971, data not shown), the amount of nitrite was also assessed to be 72 ± 5 mM for a
117 mM PON solution (improved PON synthesis), at pH 9, in PBS 0.1 M. This amount of
nitrite is confirmed in the literature [24]. Nitrite reaches a plateau between pH 9 and 10 [50].

The kinetic plots at 302 nm (concentration vs. time, Figure 10b for UV-Vis data
and Figure 10d for FIA-EC data) were fitted with a single exponential curve in Origin
8.5 software, as suggested in the literature [2,24,30,34,51]. The log(t1/2) vs. log(CPON)
was plotted, and the slope was equal to slope = 1 − n, where n is the reaction order
(Figure 10c,e). As it can be observed, Method B can be applied for both UV-Vis, as well as
for the FIA-EC described in Section 3.2, and it will be further descried and compared with
Method A (Figure 10f).
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Table 2. Calculated pseudo first-order decay rates constants for PON, in PBS pH 9 (0.1M), at 25 ◦C, determined using
classical UV-Vis method at 302 nm and the FIA-EC method, using the SPCE/CoPc (Method A).

Pseudo First-Order Decay Rates k (s−1)

Method
SPCE/CoPc R2 UV-Vis R2

Samples

PON 50 μM 0.0084 ± 0.0011 0.9830 0.0089 ± 0.0010 0.9985

PON 150 μM 0.0028 ± 0.0012 0.9975 0.0025 ± 0.0004 0.9877

Mb 15 μM + PON 50 μM 0.0134 ± 0.0010 0.9815 Not possible -

Mb 15 μM + PON 150 μM 0.0086 ± 0.0020 0.9842 Not possible -

Meat diluted 10 + PON 50 μM 0.0200 ± 0.0048 0.9020 Not possible -

  

(a) (b) (c) 

 
 

(d) (e) (f) 

Figure 10. (a) UV-Vis spectra of 50 μM PON, pH 9, PBS 0.1 M. The illustration of the second method
“half-lives method”: plot of CPON vs. time, fitted with a single-exponential equation (y = y0·e−kx)
for the data obtained using (b) the UV-Vis method and (d) our proposed FIA-EC method. Plot of
log(C0PON) vs. log(t1/2) from (c) UV-Vis and from (e) FIA-EC, fitted linearly for the determination
of apparent reaction order from the slope of the equation (Method B). The illustration of the first
method (Method A): (f) plot of ln(CPON) vs. time according to pseudo first order, fitted linearly for
both UV-Vis and our proposed FIA-EC method (linear correlation function, R2 linear correlation
coefficient and apparent kinetic constant is determined from these plots, data presented in Table 2).
All spectra represent the data for 50 μM PON, pH 9, PBS 0.1 M.

3.4. UV-Vis Determination of Different Forms of Myoglobin

In meat extracts, different oxidation forms of myoglobin are present, as we depicted
in Figure 1. The conversion of reduced myoglobin (MbFe2+OH2 or MbFe2+O2) to met-
myoglobin (MbFe3+(OH2)) can be followed using UV-Vis due to PON scavenging activ-
ity (Figure 11): the concentration of the redMb solutions can be verified by measuring
the absorbance at 417, 542, and/or 580 nm (ε417 = 128 mM−1 cm−1, ε542 = 13.9 mM−1

cm−1, and ε580 = 14.4 mM−1 cm−1) [21], and the spectrum of metMb has a maximum
of absorbance at 502 [ε502 = 10.2 mM−1cm−1] and 610 nm at pH 6.4, and the Soret band
absorbance maximum is at 408 nM at pH 7.4 [52]. So, the scavenging effect could be
identified using UV-Vis, but no quantification of PON decay can be done in a direct, rapid,
sensitive, and selective manner.
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(a) (b) 

Figure 11. (a) UV-Vis spectra for different reaction times of 75 mM NaBH4 and 25 μM metMb (PBS
pH 9). (b) UV-Vis spectra for different incubation times (0, 10, 20, 30, 40, 120, and 180 s) of 100 μM
PON with 10 μM redMb (PBS pH 9).

The quantification of the concentration of redMb was realized with measurements
at 580 nm. The concentration of the stock meat extract was determined to be 480 μM,
which corresponds to ca. 20 mg of myoglobin for 1 g of meat. Moreover, if we use the
absorption at 525 nm (representing the isosbestic point for the absorption in visible range for
the 3 forms of myoglobin) and a molar extinction coefficient of 7.6 mM−1cm−1, we obtained
a value of 485 μM of myoglobin for the same stock solution. A more complex method for
determining the content of myoglobin was described by Krzywicki, and improved by Tang,
in 2004 [53].

The reactions of PON with myoglobin or meat were studied both with the electro-
chemical and spectrophotometric methods. Figure 12 describes the evolution of the Mb
absorption peaks during Mb incubation with 50 and 150 μM PON. For PON 50 μM,
almost no change was observed after 11 min of incubation, but the same incubation of
metMb with 150 μM PON induced a more significant change, with decrease in absorbance
at 542 and 580 nm, and the appearance of a band at 700 nm, corresponding to a qualitative
evaluation of the catalytic reaction. The same incubation was studied with our FIA-EC
method, also to obtain quantitative information regarding the catalyzed PON decay.

 
(a) (b) 

Figure 12. UV-Vis spectra of (a) 50 μM PON and (b) 150 μM PON incubated with 15 μM metMb,
at different incubation periods.

3.5. Studying the Reaction of Myoglobin with Peroxynitrite with FIA-EC

The incubated solutions of 50 μM and 150 μM PON with 15 μM Mb were also in-
vestigated, in parallel, with our FIA-EC optimized method (Figure 13). It was expected
that the kinetics between the two concentrations of PON to be different due to the ratio
between PON and Mb, although the difference could be overcome by the kinetics of spon-
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taneous PON decay independent of Mb, which presents opposite behavior. More precisely,
increasing PON concentrations favor pseudo first-order reaction in relation to Mb and devia-
tion to second-order reaction in the case of spontaneous PON decay. Moreover, approxima-
tively at least eight equivalents of PON are necessary for the complete oxidation of myoglobin
(depending on experimental conditions and pseudo first-order kinetics) [21]. The recovered
current was converted into PON concentration with the calibration curve, and in the following
sections, we discuss and compare the decay of PON using these data.

 
(a) (b) 

Figure 13. Chronoamperogram using the FIA-EC system for (a) 50 μM and (b) 150 μM PON, in the
presence and in the absence of 15 μM metMb, at different incubation periods (0, 30, 60, 120, 240, 420,
660, 820 s). The decomposition of PON alone was studied at the same incubation periods to prove
that the recovery of the current is due to the presence of PON in the metMb solution and not to the
metMb itself (PBS pH 9, 0.1M, E = 0.1 V and flow rate 0.4 mL/min). The values obtained in these
studies were further used for kinetic calculations.

3.6. Studying the Reaction between Myoglobin from Meat Extracts and Peroxynitrite
Using FIA-EC

Meat extracts were first diluted 10-fold and analyzed with UV-Vis to determine
the quantity of myoglobin. Using the isosbestic point at 525 nm, as described above,
we determined 15 μM of myoglobin (independent of the oxidation form, Figure 14a).
The incubation of the meat extracts with PON was studied both with UV-Vis and FIA-EC.
Using the optimized calibration curve of the electrochemical method, we developed (Ired
(nA) = 10.843·CPON (μM)–36.484, R2 = 0.9925), quantified PON during its incubation with
both Mb 15 μM and meat extracts diluted 10 times in PBS pH 9, and compared it to a
normal decomposition rate of PON, at pH 9, without any scavenger (Figure 14b).

 
(a) (b) 

Figure 14. (a) UV-Vis spectra of meat diluted 10 times in PBS pH 9 in the presence of 50 μM PON and in absence, during
12 min. (b) The graphs of concentration (from FIA-EC) over time for 50 μM PON decay in the absence (black) or in the
presence of 15 μM Mb (cyan) or meat extract (red).
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It can be clearly observed that the decomposition of PON takes place at a faster rate
for the PON samples incubated with both Mb and meat extracts.

Calculated apparent reaction orders, apparent rate constants, and half-lives determined
using UV-Vis spectrophotometry and our FIA-EC method are presented in Tables 2–5 and
further discussed in the following two sections. All measurements and calculations were
done for PBS pH 9, 0.1 M, at 25 ◦C.

Table 3. The “half-life” method: Determined values of half-life for PON and calculation of rate orders. PBS pH 9 (0.1 M), at
25 ◦C, classical UV-Vis method at 302 nm and the FIA-EC method, using the SPCE/CoPc (Method B).

Half-Lives and Rate Orders t1/2 (s) Calculated Values for Rate Order *

SPCE/CoPc UV-Vis SPCE/CoPc UV-Vis

PON 50 μM 81.33 ± 8.69 84.73 ± 3.53 1.0000 ± 0.0014 1.0030 ± 0.0016

PON 150 μM 252.12 ± 2.97 230.75 ± 5.13 1.0001 ± 0.0001 1.0054 ± 0.0009

Mb 15 μM + PON 50 μM 64.83 ± 1.64 Not possible 1.0004 ± 0.0008 Not possible

Mb 15 μM + PON 150 μM 88.12 ± 0.03 Not possible 1.0001 ± 0.0001 Not possible

Meat diluted 10 + PON 50 μM 19.77 ± 0.10 Not possible 1.9442 ± 0.0587 Not possible

* Rate order = n = 1- slope of the log(C0) vs. log(t1/2), the data were fitted with a single exponential function based on equation y = y0·e−kx.
Estimations of the rate orders were done in the case of values lower than 10−4.

Table 4. Observed first-order decay rates constants for PON, in PBS pH 9 (0.1M), at 25 ◦C, determined
using the classical UV-Vis method at 302 nm and the FIA-EC method, using the SPCE/CoPc (Method B).

Apparent First-Order Rate Constants k (s−1)

SPCE/CoPc UV-Vis

PON 50 μM 0.00862 ± 0.0007 0.0080 ± 0.0018

PON 150 μM 0.00275 ± 0.0012 0.0030 ± 0.0004

Mb 15 μM + PON 50 μM 0.01690 ± 0.0010 Not possible

Mb 15 μM + PON 150 μM 0.00780 ± 0.0020 Not possible

Table 5. Calculated second-order decay rates constants for PON, in PBS pH 9 (0.1M), at 25 ◦C,
determined using classical UV-Vis method at 302 nm and the FIA-EC method, using the SPCE/CoPc
(Method B).

Apparent Second-Order Rate Constants k (M−1 s−1)

SPCE/CoPc UV-Vis

Mb 15 μM + PON 50 μM 311.87 ± 7.9600 Not possible

Meat diluted 10 + PON 50 μM 891.76 ± 220.54 Not possible

3.6.1. Estimation of the Apparent Rate Decay Orders of PON in the Absence and Presence
of Myoglobin

Using Method A (Table 2), for 50 μM PON, the R2 values for the plot according to
a first-order apparent kinetics (0.9985) were higher than for a second-order one (0.9246);
as for 150 μM PON, the results were not conclusive (0.9872 for pseudo first order and
0.9877 for second order). Taking in consideration Equation (1) and the excess of ONOO−
comparing to ONOOH, these results from Method A are relevant and indicate pseudo
first-order kinetics.

Using Method B, the apparent decay of PON is also a pseudo first-order reaction for
both 50 μM and 150 μM (see Table 3), with calculated order values of 1.0030 and 1.0054
for the UV-Vis method, in comparison with 1.0000 and 1.0001 for the FIA-EC method.
The differences between these two methods were less than 3% (acceptable error values).
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The fitting curves for both 50 μM PON (Chi-Sqr = 3.9770, R2 = 0.9865) and 150 μM PON
Chi-Sqr = 1.9293, R2 = 0.9990) were proper, as tolerance criteria were satisfied.

Our results are in accordance with the literature, describing that especially concentra-
tions above 100 μM present deviations from (pseudo) first-order reactions as second-order
in total peroxynitrite concentration at pH 9 [30,31]. These deviations are most pronounced
at pH 9 [50].

Method B helped us to assess numerically the reaction order out of our data acquired
with the FIA-EC method for the interaction of 50 and 150 μM PON with 15 μM Mb, and the
calculated reaction orders were 1.0222 and 1.0001, suggesting also a pseudo first-order
kinetics in both cases. Deviations in apparent second order from the single-exponential
curve were higher in the case of 50 μM PON + 15 μM Mb, as expected (meaning that the
model could be adjusted, as pseudo first-order kinetics were not fulfilled for PON:Mb,
Chi-Sqr = 15.7763, R2 = 0.9446). These deviations were smaller for 150 μM PON + 15 μM
Mb (Chi-Sqr = 17.9047, R2 = 0.9941), as pseudo first-order kinetics were fulfilled: PON: Mb
was 10:1.

Using both methods (A and B), the only studied interaction that gave clear second-
order decay for PON was the meat diluted 10 times with 50 μM (R2 = 0.9020 vs. R2 = 0.9968
for (pseudo) first order and second order, respectively, using method A). The reaction order
assessed with Method B is 1.94, which is very close to a second order. One explanation
can be that in meat extracts, the interactions are more complicated/complex than with
standard Mb, as other scavengers could be present, so an apparent second-order decay is
easier to determine even using Method A (which is less precise than Method B). Method B
will be used further on. Nevertheless, the fitting should be replaced with a more significant
equation in this case (Chi-Sqr = 11.10, R2 = 0.9452), because this high deviation from a
single-exponential equation proves once again that a second-order decay might be involved.
A double-exponential equation could be helpful, as suggested in reference [54].

Nevertheless, the single-exponential fitting of pseudo first-order situations (CPON =
C0PON·e−kx) determines kobs, which allows us to detect the (apparent) second-order rate
constants (kcat), for a larger concentration range of scavengers or other reactants involved
(especially the concentration of the catalyzer, myoglobin, or other) [24,25]. The kcat obtained
from a linear fit of kobs vs. catalyst concentration will refine our findings on second-order
kinetics and improve the investigation of the scavenging effect of myoglobin over PON in
meat extracts or other biological samples.

3.6.2. Determination of Apparent Rate Constants and Half-Lives for the Decay of PON

Molina et al. [30] describe the observed half-life t1/2 = 9.4 ± 0.1 s for PBS 0.07 M, at
pH 8, for PON 250 μM. We have determined that apparent k = 0.0086 s−1 with Method A
and k = 0.0078 s−1 with Method B (the apparent first-order decomposition rate constant),
for PBS 0.1 M, at pH 9, for a concentration of 150 μM (t1/2 = 252.12 ± 2.97). As it can
be seen, in the chosen conditions, PON is more stable than in the conditions described
by Molina et al., mainly because of more alkaline pH, more ionic strength in the buffer,
and smaller concentrations of PON. Kissner et al. described this kind of behavior [31].

The decomposition of PON occurs faster at lower concentrations at pH 9, as it
can be observed from the UV-Vis data in Table 3. The same conclusion can be drawn
from our SPCE/CoPc developed method: PON 50 μM will decay faster (reaction rate of
0.426 × 10−6 s−1, using t1/2 = 81.33 s) than PON 150 μM (reaction rate of 0.412 × 10−6 s−1,
using t1/2 = 252.12 s), where k = 0.693/t1/2 and r = k[CPON]. Reaction rates in the range of
10−6 for 50 μM PON at pH 9 are described by Kissner et al. [31], and this is in very good
accordance with the data we obtained.

The myoglobin-mediated decay of PON is described as a second-order rate interaction.
Most probably, the scavenging effect gives rise to ferrylmyoglobin (MbFe4+=O) with a rate
constant of 4.6 ± 0.2 × 104 M−1 s−1, at pH 8.3, in the absence of CO2, that will further
react with PON with a rate constant of 1.2 ± 0.2 × 104 M−1 s−1 to form metMb [21].
The oxidation of redMb to metMb is not a stoichiometric reaction, as eight to 25 equiva-
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lents of PON are required for the oxidation reaction to be completed (depending on the
absence or presence of CO2), as the natural decay of PON takes place at the same time.
A 10-fold excess of PON is necessary for pseudo first-order conditions to be fulfilled. As the
concentration of nitrite does not influence the interaction of myoglobin with peroxynitrite
in a direct manner [21], our PON synthesized using the alkaline method is suitable for
kinetic calculations (or otherwise saying, the decay of PON in the presence of myoglobin is
a zero-order reaction in nitrite [2,21]).

The metMb scavenges PON at a lower rate than redMb or even than ferrylMb.
MetMb catalyzes the isomerization of PON to nitrate, at pH 7, at 20 ◦C, with a rate
of 29,000 ± 100 M−1s−1, and an iron Fe3+ core of metMb is involved in this process. The
k values decrease with increasing pH; thus, the decay rate is expected to be smaller for
pH 9 [24]. So, scavenging PON with metMb is less effective at pH 8 (or above) than at
biological pH, with a PON decay rate constant k of 2700 ± 30 M−1s−1, for pH 8, 0.1 M
PBS, for 100 μM of PON, in the absence of CO2, at 20 ◦C [24]. In our case, at pH 9, PBS
0.1 M, 25 ◦C, the apparent k value of the reaction of 15 μM myoglobin and 50 μM PON
was calculated to be 311.87 ± 7.96 M−1s−1 using Method B (where deviations from pseudo
first order are second order). This value is lower than the value that Herold et al. obtained,
which is probably due to the pH values and the temperature difference. As far as our
knowledge goes, the kinetics of this exact decay conditions were not described in the
literature before. Nevertheless, more PON or target molecule (myoglobin) concentrations
are to be varied for refining better apparent second orders.

The scavenging was evaluated by comparing the decomposition rate of PON in
the absence and in the presence of myoglobin (from both standard and meat extracts).
The standard Mb decreased the half-life on PON from 81 to 65 s (for 50 μM) and from
250 to 88 s (for 150 μM), thus increasing the rate of decomposition in both cases. As in
accordance with the UV-Vis spectra (Figure 12a) of metMb incubated with 50 μM of PON,
the scavenging effect of 15 μM metMb with 50 μM PON is not very effective, and the
calculated t1/2 values are in accordance with the UV-Vis data (with less 10% error values
between the two methods). This is because the number of equivalents of PON (here
around 3) were not sufficient to oxidize myoglobin. When we increase the number of
equivalents to 10 (150 μM PON), the scavenging effect can be observed with both UV-Vis
and FIA-EC.

The scavenging effect of the myoglobin from meat was stronger than we initially
thought (as we expected the concentration of Mb to be similar to the standard Mb), with a
t1/2 of 19.77 ± 0.10 s. Even if we estimated the concentration of myoglobin to be around
15 μM in the extracted meat (diluted 10 times in PBS pH 9), when we compare the decay
constants of PON, we can observe that the standard Mb has a lower apparent k constant
(311.87 ± 7.96 M−1s−1) than the meat extract (891.76 ± 220.54 M−1s−1); thus, it has a higher
half-life. Nevertheless, this may come from different oxidation states of the myoglobin
in meat extract, and the presence of other possible scavengers in meat is not excluded.
Other studies including varying concentrations of PON, myoglobin, and/or other catalysts
from meat or other biological samples are still to be performed further.

4. Conclusions

Our label-free electrochemical method proposes a cobalt phthalocyanine deposition on
the screen-printed carbon electrode (SPCE/CoPc) for the direct detection of peroxynitrite
via electrocatalyzed reduction. This method is simple, sensitive, highly selective, rapid,
and cost-effective. A simple flow injection system based on amperometric detection at
potentials near +0.1 V was designed for PON determination, bringing the possibility for
the automation and fast-response measurements. CA (chronoamperometry) was used to
establish that changing the applied potential, the sensing mechanism of the electrode is
changing/becomes easier to distinguish: the oxidation of PON occurs near 0.07 V and
the reduction occurs near 0.05 V. At those low redox potentials (60 mV), the most im-
portant interfering species are less likely to appear, especially for the reduction potential.
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We optimized different parameters (flow rate, reduction potential, the quantity of de-
posited CoPc on the surface of the electrode, determined surface coverage etc.), and we
suggested a mechanism that described the electro-reduction of PON, involving two elec-
trons, based on the electrochemical characterization of the electrodes. We also determined
that the electrochemical reactions taking place at the surface of the electrode are not simply
diffusion-controlled ones, and other processes such as adsorption, ligand-based processes
may take place. Interfering species were studied at a 5-fold concentration compared to
PON, and only hydrogen peroxide responded with a very low sensitivity and under an
electro-oxidation catalyzed mechanism, not influencing our PON detection.

Compared to the literature, this is one of the few articles based on the electro-catalyzed
reduction of PON. Even though we obtained good sensitivity (with an LOD of 0.4 μM
compared to 1.9 nM [14] and 1.0 nM [15], but higher than 5 μM [16]), we achieved a much
better selectivity against all the important interfering species (ascorbic acid, hydrogen
peroxide, nitrate, and nitrite) at biological concentrations.

The optimized SPCE/CoPc calibration helped us monitor and quantify PON and the
reaction between peroxynitrite and myoglobin. The literature presents the fact that the
PON to redMb ratio must be 1:10 for efficient scavenging and that metMb is less efficient
in scavenging PON (as the metal center is already oxidized) [24,52]. The scavenging of
PON with myoglobin (in the form of metMb and redMb) decreases the amount of PON,
and this decrease was measured/quantified with our SPCE/CoPc electrode. As the UV-Vis
technique cannot be used to study the interaction with myoglobin (as the protein peak
at 280 nm interferes with the PON peak at 302 nm), our FIA-EC method is an alternative
technique that is able to study the scavenging effect of myoglobin from meat extracts
toward peroxynitrite. The similarity of absorption spectra, especially in the UV zone,
corresponding to redMb and meat extracts after incubation with PON, proving once again
that PON is decomposed during the irreversible oxidation of redMb to metMb.

We propose a simple method that has great impact on the PON sensor choice, as it
can be used to quantify PON in complex media (such as meat samples) but also to study
the kinetics of PON decay. We have also demonstrated that one can study the interaction
of PON with different forms of myoglobin. Kinetic studies were also performed and
correlated with the literature to study the scavenging effect. Meat extracts scavenged better
PON, which was probably due to different forms of Mb and the possibility of another
scavenger. The scavenging effect is a second-order decay rate (when PON is not in excess,
when pseudo first orders apply), and the rate constants were determined.

Our study for the kinetics should be regarded more as an alternative possible method
(“proof of concept”) for studying the interaction between PON and myoglobin using the
FIA-EC method than a finalized kinetic study. The kinetic parameters obtained with both
proposed kinetic methods (A and B) were in good correlation with each other. We can
conclude that our FIA-EC method is precise enough for further studying the interaction
of PON with scavengers. Evaluation of decay order for the interactions is impossible
with the classical static UV-Vis method (that also has a low sensitivity toward PON, as an
absorbance of 0.08 a.u. corresponds to 50 μM PON).

A further research direction is to use the already described hybrid materials (CoPc-
graphene) to increase the solubility of the hybrid material in aqueous solvents and electron
transfer at the surface of the electrode. The electroactive film could be also deposited on
micro-electrodes to be used for the detection of PON in physiological conditions.
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Abstract: The technological advantages that biosensors have over conventional technical sensors for
odor detection and the role they play in the biological transformation have not yet been compre-
hensively analyzed. However, this is necessary for assessing their suitability for specific fields of
application as well as their improvement and development goals. An overview of biological basics
of olfactory systems is given and different odor sensor technologies are described and classified in
this paper. Specific market potentials of biosensors for odor detection are identified by applying a
tailored methodology that enables the derivation and systematic comparison of both the performance
profiles of biosensors as well as the requirement profiles for various application fields. Therefore,
the fulfillment of defined requirements is evaluated for biosensors by means of 16 selected techni-
cal criteria in order to determine a specific performance profile. Further, a selection of application
fields, namely healthcare, food industry, agriculture, cosmetics, safety applications, environmental
monitoring for odor detection sensors is derived to compare the importance of the criteria for each of
the fields, leading to market-specific requirement profiles. The analysis reveals that the requirement
criteria considered to be the most important ones across all application fields are high specificity, high
selectivity, high repeat accuracy, high resolution, high accuracy, and high sensitivity. All these criteria,
except for the repeat accuracy, can potentially be better met by biosensors than by technical sensors,
according to the results obtained. Therefore, biosensor technology in general has a high application
potential for all the areas of application under consideration. Health and safety applications especially
are considered to have high potential for biosensors due to their correspondence between requirement
and performance profiles. Special attention is paid to new areas of application that require multi-
sensing capability. Application scenarios for multi-sensing biosensors are therefore derived. Moreover,
the role of biosensors within the biological transformation is discussed.

Keywords: odor sensor; market analysis; technology assessment; application field; performance profile;
requirement profile; biointelligence; biological transformation

1. Introduction

This paper is the extended version of the proceedings paper presented at the 1st
International Electronic Conference on Biosensors, 2–17 November 2020 [1].

The biological transformation is viewed by many as the next technological leap [2–4].
As such, it describes an interdisciplinary innovation pathway that seeks to increase the use
of biological materials, structures, processes and organisms in technical systems through in-
tensive collaboration and combination of production, information and biotechnology [2,5].
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According to Miehe et al. [6], the development of the biological transformation can be
divided into three modes. The first mode, bioinspiration, describes the transfer of evo-
lutionarily optimized biological principles and processes to technology. In this context,
the well-established research field of biomimicry (the transfer of phenomena, systems,
elements or processes from nature to technology) is often mentioned, which has already led
to numerous developments, for instance in lightweight construction or information tech-
nology (artificial intelligence, swarm intelligence, etc.). In addition to inspiration, first steps
towards an integration of biological systems in production and products can be seen today.
This second development mode includes the biotechnological production of vaccines or
enzymes, for example as well as other innovative technologies, some of which show great
potential, such as additive manufacturing of biobased materials [7]. The latter also include
tissue engineering technologies that enable direct cell growth in such a way that specific
shapes are achieved (e.g., bioprinting of functional tissues) [8,9]. The third development
mode involves the interaction between technical, biological and information systems. This
form of systemic interaction enables the creation of self-regulating value-added systems
and products, which are summarized under the term biointelligence [6]. A system or
product is considered to be biointelligent if there is a real time exchange of information
between biological and technical components [10]. As part of a comprehensive pilot survey
commissioned by the German government with regard to the biological transformation,
biosensors were identified as one of the key enabling technologies. In this course, among
others, odor-detecting biosensors were presented as promising examples [6,11].

Research has been conducted on odor sensors since the 1980s [12]. Over the years,
various methods and technologies have been developed, ranging from analytical instru-
ments such as mass spectrometry to smaller sensor arrays collectively known as “electronic
noses”. Although analytical instruments are considered the “gold standard” in medical
diagnostics, for example, the current trend is towards smaller and less expensive sensors
for use in the field [13]. Numerous sensor arrays such as metal-oxide (MOX) sensors or
carbon nanotubes [14,15], e.g., for the detection of chemical substances and gases (NO, O2,
CO, H2, etc.) have demonstrated high sensitivity at low cost [13,16,17]. However, most of
these sensors face challenges in terms of specificity, dependence on external conditions,
and ability to discriminate between analytes, to name a few [13]. While advances are being
made in electronic noses [18,19], biosensors appear to be a promising alternative. New
developments in biotechnology, such as gene editing methods (CRISPR, etc.), make it possi-
ble to develop odor sensors that are able to identify gases and volatile organic compounds
(VOCs) in low concentrations with high selectivity by specifically modifying the biological
receptor components [20,21]. Because of their specific properties, these new technologies
manage to open up new application possibilities. These include, for example, new forms of
environmental monitoring or reliable testing of food quality [12]. It is essential to specify
these application possibilities at an early stage in order to enable a more targeted market
entry. To this date a comprehensive analysis of the requirements for application fields
of odor detection sensors has not been presented nor has a meta-analysis showing the
specific advantages of biosensors in this context. This paper thus addresses the following
research questions:

1. What are the specific market potentials of odor detection biosensors?
2. What are therefore the most promising application fields for odor detection biosen-

sors?
3. What new fields of application can arise for odor detection biosensors from their

specific properties?
4. What role do odorant detection biosensors play in the biological transformation of

industrial value creation?

This paper presents an evaluation method oriented towards the technology potential
analysis of Spath et al. [22]. In this case, it is adapted to develop requirement profiles for
different application areas and performance profiles for bio-based odor sensor technologies.
By comparing the performance and requirement profiles, these questions can be answered
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and fundamental statements about application-specific market potentials for biosensors
can be made. An overview of biological basics of olfactory systems is given in the following
chapter and different odor sensor technologies are described and classified in order to
create a common and consistent understanding.

2. Basics

All odor detecting biosensors are based on the fundamental principles of odor sensing
in biological system. Therefore, the following section first gives an overview of the biologi-
cal basics of the olfactory system before addressing the different odor sensor technologies
and their classifications. Furthermore, the technical criteria used to create the performance
profile are briefly described. At the end of this section, potential markets and applications
for odor sensors are discussed.

2.1. Biological Foundations of the Olfactory System

Before addressing the available odor sensing technologies, the basic principles of odor
sensing in biological systems are outlined. The system responsible for the reception of the
stimulus initiated by odorants and the transmission and processing of the signals is referred
to as the olfactory system. Stimulus perception occurs inside the nasal cavity on a sensory
area of a few square centimeters, called the olfactory epithelium. Air reaches the olfactory
epithelium via two access points, the orthonasal access during inhalation and the retronasal
access during exhalation [23]. Figure 1 illustrates the structure of the olfactory epithelium
which mainly comprises three cell types: olfactory sensory neurons, sustentacular cells,
and basal cells. The olfactory sensory neurons are primary sensory cells and are constantly
renewed as they lie unprotected on the surface and come into direct contact with hazardous
substances in the breath [24]. They form dendrites, at the ends of which many small hairs,
so-called cilia, are located which serve to enlarge the surface [25]. The cilia protrude into
the mucus layer, which protects the skin from drying out and plays an important function
in trapping VOCs [26]. The mucus contains water-soluble odorant-binding proteins that
form a pocket for binding the VOCs and are therefore considered to play a major role in the
transport the VOCs to the olfactory sensory neurons. These neurons contain receptors in
the cell membrane of the cilia to which the VOCs bind and thus trigger transduction [23].

The transduction process of sensory olfactory neurons shown in Figure 1 begins upon
binding of a VOC to a receptor. This G-protein-coupled receptor is a transmembrane
protein in the olfactory cilia of the olfactory sensory cell. Extracellular binding of an
odorant results in activation of the receptor, triggering an intracellular signaling cascade
that is spatially separated from the receptor. The complex transduction process results in
the influx of positive ions, namely calcium and sodium, and the efflux of chlorine ions.

After transduction, the intensity of the stimulus is mirrored in the amplitude of the
triggered membrane potential. The potential is conducted to the axon hillock where, after
reaching a threshold value, it is converted into electrical impulses of equal amplitude, called
action potentials. In this way, the intensity of the stimulus is encoded in the frequency of
the action potentials [27].

The process and structure for transmission and preprocessing of the action potentials
before they enter the brain is substantially determined by the genetically encoded type
of receptors. In the human genome, coding sequences for olfactory receptors are present
in approximately 950–1000 genes, although more than 50% of these are nonfunctional
due to mutations [25]. Expression of the active genes leads to the formation of a receptor.
Only one type of receptor is formed per olfactory sensory neuron [23]. A receptor shows
specificity for an odorant or a class of odorants of similar molecular structure. However,
activation of the receptor is also possible by other odorants for which the receptor shows a
lower affinity. At sufficiently high concentrations, the probability of binding substances for
which the receptor shows a lower affinity increases, so that a signal may well result [25].
In addition, the receptor also determines where the signal from the olfactory sensory
neuron is directed and processed. Thus, the axons of all olfactory sensory neurons of one
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receptor type lead to a collecting point, the so-called glomeruli, in the olfactory bulb. This
is a significant first step of signal preprocessing since, therefore, subsequent processing
structures only have to process signals from 4000 glomeruli instead of the signals from 100
million olfactory sensory neurons [26]. Accordingly, the principle that one odorant matches
one specific receptor type, i.e., one olfactory sensory neuron, whose depolarization leads
directly to odor sensation does not apply. Instead, several odorants can bind to several
receptor types, i.e., various olfactory sensory neurons, to different degrees, which generates
a characteristic pattern of activity in the olfactory epithelium that is transmitted via the
olfactory signaling pathway to the brain for pattern analysis [23]. The ability to encode
odorants combinatorically results in an almost unlimited differentiability of the very high
variability of odorant molecules [25].

Figure 1. Structure of the human olfactory system according to Cave et al. [28]. The olfactory epithelium, located in the nasal
cavity, mainly consists of basal and sustentacular cells as well as olfactory sensory neurons. On the upper side, neurons run
through the cribriform plate of the skull towards the olfactory bulb of the brain. On the lower side, their thin cilia protrude
in the mucus layer secreted by the Bowman’s gland. Odorant receptor proteins embedded in the ciliary membrane allow the
binding of volatile organic compounds (VOCs) solubilized in mucus. Binding of a VOC to the receptor triggers a molecular
transduction cascade, as shown on the right, resulting in an influx of mainly calcium ions. Additional efflux of chloride ions
is thought to further increase the depolarization.

2.2. Types of Odor Sensing Technologies

Odor detection technologies can be divided into biosensors and technical sensors,
each with several subgroups. Figure 2 illustrates a classification scheme developed in
accordance with [20,28–31]. Biosensors contain integrated biological elements, such as cells,
cell tissue, proteins, or nanovesicles, which are fundamental for their functionality and rely
in part on the structures and processes outlined in the previous section. Technical sensors
consist exclusively of technical components and can be divided into so-called electronic
noses and conventional instrumental analysis. In the following, these technologies are
briefly described.

An electronic nose is a technical system consisting of several chemical sensors that
are connected to form a sensor array. Among the various sensor types shown in Figure 2,
metal oxide (MOX) and conducting polymer sensors are the most commonly used [32].
These sensors form the detection element of the electronic nose and convert the chemical
information into an analytical signal. Depending on the number and type of sensors used,
the result of a measurement may be a complex signal pattern [33]. This pattern has to be
compared with a reference pattern derived primarily from previous knowledge acquired
from an existing data set. Only by matching the signal pattern with the reference pattern,
a result with analytical significance is obtained [32]. Conventional analytical methods
include, for example, gas chromatography and mass spectrometry. Here, the mixtures
of substances in a liquid or gaseous state are examined for their chemical composition
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using different physical measuring principles, such as the detection of mass-to-charge
ratio in mass spectrometry or polarity in gas chromatography [20]. Biosensors, rather than
conventional sensors, use bio-elements such as proteins, nanovesicles, individual cells, or
entire cell tissues as recognition elements. In a biosensor, the analyte to be measured docks
to a bioreceptor. This creates a specific compound leading to a biochemical reaction that
can be technically recorded and evaluated. For example, the reaction may involve a change
in the thickness of the bioreceptor layer, the refractive index, light absorption, or electrical
charge. These changes are detected by means of a transducer and converted into a signal,
which is usually amplified and processed by an electronic system. Thus, a specific signal is
generated for each specific substance [34].

Figure 2. Overview of different technologies for odor detection. Own illustration, based on [20,28–31].

As depicted in Figure 2, bioelectronic nose technologies comprise of three categories:
cell-based, protein-based, and nanovesicle-based. Cave et al. [28] provides a comprehen-
sive overview of these categories, which are briefly summarized below. A number of
protein-based approaches aim to utilize olfactory receptor proteins embedded in mem-
brane fragments, nanodiscs, or nanovesicles as the receiving element [35–38]. Membrane
fragments of bacterial or yeast cells that express olfactory receptor proteins are solubilized
with detergents in order to implement them in the sensor. The detergent acts as solubilizer
and mimics the cell membrane environment, so that the olfactory receptor protein main-
tains its structure and function. This method is limited by missing other proteins, either in
cytosol or membrane, relevant for e.g., signal transduction. Moreover, approaches in which
odorant receptor proteins are isolated from cell membrane fragments and inserted into
nanodiscs, synthetic membranes, including transmembrane proteins that help establishing
an environment very similar to the original one, still separate the olfactory receptor pro-
teins. Through sonication and centrifugation or chemical treatment of heterologous cells
that express odorant receptor proteins along with proteins responsible for transduction,
so-called nanovesicles can be formed. These are small spherical membrane fragments
that contain all proteins for complete transduction cascade. Other authors see these ap-
proaches as a separate category of bioelectronic noses [29]. They may argue that spherical
nanovesicles represent an intermediate form between cells and membrane fragments or
nanodiscs. Irrespective of the applied introduced approaches, quartz microbalance elec-
trode, electrochemical impedance spectroscopy, field effect transistors are often used as
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detectors. Challenges remain the intensive labor, reproducibility of performance, due to
varying amounts of olfactory receptor proteins and variability in performance depending
on temperature and humidity. Instead of monitoring the level of interaction of complex
odorant receptor proteins with VOCs, simpler peptides derived from odorant receptor
proteins can also be used offering the advantage of higher stability. Usually, these peptides
are coupled with field-effect transistors and achieve a high sensitivity and reproducibil-
ity [39,40]. However, the number of available peptides is currently very limited [28]. As
described in Section 2.1, odorant binding proteins are thought to facilitate the transport of
VOCs through the mucus to the cilia of the olfactory sensory neuron. Due to this level of in-
teraction with VOCs, they are interesting for an implementation in odorant sensors [41–43].
In comparison to sensors utilizing surface plasmon resonance, electrochemical impedance
spectroscopy, sonic acoustic wave resonators, quartz microbalance electrodes those us-
ing field-effect transistors achieve a higher sensitivity. Advantages over odorant receptor
protein include easier expression in heterologous cells and a higher stability towards envi-
ronmental conditions. A major disadvantage lies in the limited amount of molecules being
recognized due to very low specificity [28,44].

However, protein-based electronic noses have a limited lifetime, as their functionality
decreases over time, due to the degradation and denaturation of receptor proteins and
peptides. Another disadvantage is that necessary cofactors to restore the initial state after
a transduction cascade must be actively provided from the outside, otherwise failure is
imminent. Against this background, cell-based bioelectronic noses represent an attractive
alternative through their ability to restore defective proteins and to produce the essential
cofactors [28]. In approaches focusing on whole tissues, microelectrode sensors are inserted
into the olfactory bulb of living animals to measure their neuronal activity when exposed
to different odors [45,46]. Analyzing the activity patterns by computer programs to draw
conclusions about specific odorants remains a complex challenge. Even approaches that
involve existing olfactory epithelial tissue and placing it on microelectrode arrays, for
example, encounter similar issues [47]. In addition, the preparation effort is very high and
the comparability is low, since different signals are obtained depending on the recording
area on the epithelium. The use of olfactory receptor organs from insects allow an easier
analysis of distinct activity patterns, but the organs show stability issues [48,49]. Instead
of using whole tissues, approaches using dissociated olfactory sensory neurons measure
only single neurons that are either suspended, immobilized on a microelectrode array, or
trapped in microfluidic chambers. The proof-of-concepts available so far, encounter the
problem that there is no method to isolate or organize neurons of a specific receptor type,
resulting in the readout signal being arbitrary [28,50–52].

Considering the advantages of cell-based sensor methods over peptide or protein-
based ones as well as the outlined drawbacks of strategies utilizing whole tissues and
dissociated olfactory sensory neurons, approaches using cultured cells are considered
one of the most promising methods [11,28]. In cultured cells approaches, specific DNA
segments encoding olfactory receptor proteins from olfactory neurons are transfected into
a heterologous cell line so that it expresses olfactory receptors. Alternatively, there are
strategies to extract olfactory receptor proteins and implant them into heterologous cells.
The cells require a suitable culture environment (nutrient medium) on the sensor platform
to remain functional and viable [28]. Veithen et al. [53] present a number of cell lines
that are typically considered for in vitro expression and implantation of olfactory receptor
proteins initially, regardless of the selection technology used. These include heterologous
mammalian cells, such as the human embryonic kidney 293 cell line (HEK293) and Hela
cells, as well as insect cells, Xenopus oocytes and yeast cultures [54–60]. To enhance the
delivery of the expressed olfactory receptor molecule into the cell membrane, additional
DNA segments of receptor transport proteins (RTP) are transcribed so that the cell line
stably expresses chaperones such as the RTP1, RTP1s, RTP2, in addition to the expression
of the olfactory receptor protein [56]. If the display of olfactory receptor proteins on the
membrane succeeds, the binding of a VOC to this receptor triggers a reaction process
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that is comparable to the transduction cascade explained in Section 2.1 and also leads
to the influx of calcium ions. One method to visualize this influx is by calcium imaging
based functional assays. Calcium-sensitive indicators are used to detect deviations in the
intracellular calcium concentration. For example, GCaMP is a genetically encoded calcium
indicator that changes structure when calcium ions bind to it, activating its attached green
fluorescent protein (GFP). Other commonly used calcium-sensitive dyes include Fura-2
and Fluo-4 [53,61]. Cell-based approaches are not limited to optical readout techniques, for
instance, the surface plasmon resonance method or microelectrode arrays can also serve as
transducers [28].

2.3. Technical Performance Criteria of Odor Sensing Technologies

In order to describe the performance of an odor sensor, both static parameters, such as
selectivity and sensitivity, and dynamic parameters, such as service life, can be considered.
In the following, the individual criteria considered in this paper are described. The selection
and definitions were developed in the course of an expert workshop of the authors based
on Fraden et al. and verified by the review and supplementation of external experts in
different fields of sensor technology [62].

Measurement quality:

• Sensitivity: describes the degree to which the output signal (measured value) changes
in relation to the change of the input signal (measuring signal);

• Accuracy: describes the deviations of the sensor’s predicted measurement values from
the real (ideal) value (typically 2 or 3 sigma of the error fluctuations);

• Selectivity: describes the response of the sensor to a certain group of analytes or one
specific analyte;

• Specificity: indicates the probability that the measured value is falsely positive or
falsely negative;

• Resolution: describes the smallest measurable change the sensor is able to register;
• Repeatability: indicates the error that occurs with repeated measurements, under the

same situation.

Handling:

• Reliability: describes the performance of the sensor that must be maintained over a
defined period;

• Resistance to environmental influences or stability: describes the accuracy of the mea-
surement results in case of changing environmental influences, such as temperature,
humidity, radiation or magnetism;

• Maintenance effort: describes the overall effort of measures that keep the system in a
functional state;

• Multi-sensing capability: describes the ability to measure several different substances
in parallel;

• Operability: describes the simplicity of use;
• Measurement duration: the time required to complete a measurement process.

Technical construction and production:

• Durability: describes the period of time during which the sensor remains functional,
i.e., the performance remains within certain predefined specifications (e.g., a maximum
drop of the measurable signal below 50% of its original value).

• Dimensions: describes the flexibility of relevant, characteristic geometric dimensions
of the sensor shape.

• Weight: mass of the body in kg per measuring unit or sensor;
• Cost: describes the monetary costs of the manufacturing process for materials and the

production process.
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2.4. Markets and Application Fields for Biosensors

The annual turnover of all suppliers in the biosensor market was USD $11.5 billion in
2014 and is expected to grow to USD $28.78 billion by 2021. This corresponds to a growth
rate of 12.2% per year [63]. In the following, the fields of application for the use of odor
sensors are listed and described regarding their market volumes in Germany. Figure 3
gives an overview of the findings.

Figure 3. Overview of market volumes in billion euro (EUR) of different application fields in
Germany [64–69].

• Healthcare: the healthcare market includes the ambulatory and stationary achievement
contribution by established physicians, dentists, and hospitals, as well as other service
providers [70]. In 2019, the health care system in Germany had a turnover of EUR
86.5 billion [64]. In 2018, 48,346 companies in Germany were active in the healthcare
sector [71]. One example of a future field of application is diagnostics. Compared to
healthy people, people with diseases excrete either different concentrations of certain
VOCs or different types of VOCs. These VOCs are used as biomarkers and can be
identified by breath, urine, and other body fluids. A diagnosis based solely on a
patient’s odor requires very accurate diagnostic equipment [72]. Odor sensors prove
to be a suitable diagnostic tool when it comes to diagnosing diseases. There is a great
demand for non-invasive diagnostic methods in the healthcare sector. These sensor
devices should be able to perform real-time monitoring, and they should be portable
and inexpensive [73].

• Food industry: the food industry comprises food and feed manufacturers together
with the beverage industry. Altogether, there are about 6000 companies with more than
20 employees in the German food industry [74]. In 2018, these companies employed
more than half a million people. With an annual turnover of almost EUR 180 billion,
the food industry is one of the largest industries in Germany [65]. The odor sensors
in this industry should enable fast detection of quality changes during production.
During quality control, impurities and pathogens are identified. Furthermore, the
correct composition of the produced food and its smell and taste can be analyzed [75].

• Agriculture: agriculture is the economic activity where soil, livestock, labor, and
know-how produce agricultural products that ensure the supply of plant and animal
food to the people [76]. In 2018, there were 266,600 active companies in Germany [77].
They had a turnover of EUR 38.3 billion in 2018 [66]. Odor sensors can be used in
agriculture to determine the quality of products and stocks based on odors or VOCs,
or to detect pests and other negative influences already in the field [20]. Another
application example is the monitoring of livestock odors [78].

• Cosmetics industry: cosmetics include all products that have a healing effect but are
also used for beauty care. The industry is mainly determined by the large consumer
goods groups. In 2018, there were 137 companies in the German industry for the
production of cosmetics [79], generating sales of approximately EUR 6.4 billion [67].
Fields of application for odor sensors in the cosmetics industry are mainly quality
control of production goods. Odor sensors can also be used in production to check the
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correct composition of the products, in order to be able to analyze odors and develop
them more specifically, for example [20].

• Safety applications: safety applications are all applications that aim to detect haz-
ardous substances. Smells contain important information about the environment and
activities relevant to military and safety-oriented applications. This includes the de-
tection of explosive materials or hazardous chemicals. However, an odor sensor can
also be used for crime prevention tasks, such as security checks at airports or drug
detection [80]. In 2021, the security industry in Germany is forecast to generate sales
of EUR 9.2 billion [68].

• Environmental monitoring: in environmental monitoring, indoor and outdoor air
is analyzed in order to detect air quality issues caused by harmful VOCs. These
issues occur, for example, during the manufacturing of furniture [81]. The detection
of harmful and toxic substances is also one of the areas of application for odor sensors.
Furthermore, air quality and factory emissions can be monitored as well as the quality
of ground and surface water. Sensors can be either installed stationary or mounted on
drones [82]. Because of increased environmental awareness and pollution, the market
for technological solutions for environmental monitoring applications is growing [75].
The turnover of the German environmental protection industry in 2018 amounted to
EUR 71 billion [69].

3. Methodology

In each field of application (see Section 2.3) for odor detection sensors, there are
different requirements for the technology used, which can be reflected in assessments of
technical performance criteria. Sixteen technical performance criteria (see Section 2.2) that
can be used especially for the description of the requirements of odor detection applications
were established within this study through expert workshops and literature research. In
order to specifically assess the importance of these criteria for the fields of application,
a comprehensive expert survey was conducted with 11 experts from renowned research
institutes and companies active in the fields of olfactory sensing electronic noses. Each
of the participating experts had extensive experience in the research and development
of odor sensors. The quality of the survey was, therefore, ensured by the targeted selec-
tion of experts who were able to classify the complex relationships between the product
characteristics and their respective importance in the application fields and markets. The
experts were asked to answer questions about which criteria were more or less important
for each application field. For this purpose a scoring model was introduced to quantify
the qualitative estimates for visualization, as follows: 0 = not important, 1 = rather unim-
portant, 2 = important, 3 = very important. In summary, the results of this survey were
visualized in specific requirement profiles for each of the fields of application considered
by forming the mean values of the scoring points. Additionally, all individual criteria
were assigned to three related classes or categories. The first category combined all criteria
related to measurement quality. This included the resolution and sensitivity of the sensors.
The second category included the handling and the operability of the sensors. For example,
measuring duration, maintenance effort, and multi-sensing-capability were assigned in
this category. The third category combined production parameters such as manufacturing
costs, weight, durability, and dimensions. Similarly, a performance profile was drawn
up for individual technologies, showing the degree to which the performance criteria
were fulfilled by the respective technology. The performance profile for bioelectronics
noses was derived to enable statements about the fulfillments of the criteria in order to
compare them to the competing technologies of technical sensor, as shown in Figure 2.
To evaluate the performance of biosensors and instrumental analysis, numerous existing
studies and research results were analyzed in a comprehensive meta-analysis regarding
the performance perspectives of biosensors in comparison to those competing technologies.
For the evaluation, the properties of biosensors were rated with the scale: 0 = is fulfilled
worse by comparison; 1 = is fulfilled equally well or no clear statement can be made; 2 = is
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fulfilled comparatively better. In conclusion, by comparing the performance criteria with
the requirement criteria, conclusions can be drawn about specific market potentials for
the individual fields of application. In addition, an empirical investigation regarding the
statistical variances of the survey results is analyzed for the assessments of importance for
the respective criteria determined in the survey. The purpose of this investigation is to be
able to conduct more in-depth research on criteria with high variances between the expert
assessments in order to reduce the associated uncertainties. Criteria with high variances
will consequently be examined and discussed in more detail to provide a better under-
standing of future market potentials. In particular, special attention will be paid to criteria
that can potentially be better fulfilled by means of biosensors. This complementary analysis
will serve as a basis for the goal of specific development targets for innovative biosensor
concepts and business models. Furthermore, the analysis is supported by outlining the
important role of biosensors against the background of the biological transformation.

4. Results

In the following subsections, the generated performance profile for biosensors
(Section 4.1) and the requirement profiles of different application fields (Section 4.2) are
presented. In addition, the market potential of biosensors is outlined for specific application
scenarios within the application fields is outlined (Section 4.3).

4.1. Performance Profile of Biosensors for Odor Detection

The evaluation results show the performance of biosensors in comparison to technical
sensors (electronic noses or instrumental analytics). All references and statements are
summarized in Table 1 and the performance profile is graphically illustrated in Figure 4.

Table 1. Evaluation of the fulfillments of performance criteria by bioelectronic odor sensors; fields: 0 = is fulfilled worse by
comparison; 1 = is fulfilled equally well or no clear statement to be made; 2 = is fulfilled comparatively better.

Properties Fulfillment Rating References

High sensitivity
Because of the natural binding of olfactory receptors (ORs) with the
specific ligand, the sensor can react even to very small amounts of
analyte.

2 [12,83–85]

High accuracy High accuracy due to natural binding of OR with specific ligand. 2 [12,83]

High resolution Substances can be detected in very high resolutions at a level of
nanomoles (or lower). 2 [12,86–88]

High repeat accuracy Currently there are still problems with the stability of the results.
No high repeat accuracy can be guaranteed yet. 0 [86,89,90]

High selectivity It can be tested very specifically for certain substances. 2 [12,20,84,85]

High specificity Good results for falsely positive and falsely negative
measurements. 2 [12,20]

Low weight

A compact and light design for biosensors in comparison to
analytical instruments allows online monitoring. Portable devices
(sensors on chip) are currently in testing phases. No advantages.
Probably no significant advantages over electronic noses to be
expected.

1 [75,85]

Small dimensions

Analytical instruments are large benchtop systems permanently
installed in laboratories. There are electronic noses with a diameter
of a few cm. The same is possible for biosensors. Probably no
significant advantages over electronic noses to be expected.

1 [17,85,89,91]

Low cost

The manufacturing costs for biological odor sensors are not yet
finally known. Because of high research and development costs
and complex production processes, a high sales price can be
expected. For comparison, analytical instruments can cost up to
USD 30,000. Electronic noses are available from USD 200.

1 [13,17,28,85,86,92,93]
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Table 1. Cont.

Properties Fulfillment Rating References

High durability
Sensors, which use cells as bioreceptors, currently have a lifetime of
just about a few weeks. The durability of these systems, especially
for use as industrial sensors, are not reported.

0 [12,20,84,86,92]

Low
maintenance effort

Bioreceptors must be replaced regularly. Replacement receptors
must be stored correctly. 0 [28,86,94]

Short
measuring duration

Measuring times for biosensors are reported from 5–30 s. Total
measuring process takes 5 min due to sample preparation and
pauses between measurements. This is comparatively faster than
analytical instruments but in the same range as electronic noses.

1 [12,28,85]

Operability
Usability cannot be conclusively evaluated yet. However, odor
sensors allow a non-invasive measuring method that does not
require the extraction of sample material.

1 [33,73,85]

Resistant to
environmental

influences

Sensors must be protected against environmental influences.
Susceptible to humidity and temperature fluctuations. 0 [20]

Multi-sensing
capability

Biosensors are able to measure several different substances
simultaneously. By multiplexing/multi-channeling various
naturally occurring or synthetically optimized biological detection
elements (olfactory receptors, olfactory receptor derived proteins,
odorant binding protein), the bioelectronic nose can detect a variety
of combinations of different VOCs. Although only a few
multiplexed systems have been presented so far, multi-sensing is
considered to be a decisive advantage over technical odor sensors
in terms of mimicking and digitizing the sense of smell.

2 [29,33,83–85,95,96]

High sensitivity
High accuracy

High resolution
High repeat accuracy

High selectivity
High specificity

Low weight
Small dimensions

Low cost
High durability

Low maintenance effort
Short measuring duration

Operability
Resistant to environmental influences

Multi-Sensing capability

Figure 4. Performance profile of biosensors for odor detection in comparison to competitive technical odor sensors, based
on Table 1; fields: 0 = is fulfilled worse by comparison; 1 = is fulfilled equally well or no clear statement to be made; 2 = is
fulfilled comparatively better.

As illustrated in Figure 4, biosensors have advantages in terms of sensitivity, selectivity,
specificity, accuracy, and resolution. This is due to physical bindings of the olfactory
receptors with specific ligands. Therefore, the sensor can react to even very small amounts
of analyte or single molecules within gas mixtures [83]. While there are advantages in terms
of weight and dimensions compared to analytical instruments, this cannot be assumed
for comparisons with electronic noses. The design of biosensors can be smaller than most
technical analysis devices, such as mass spectrometers [75]. Disadvantages compared to
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technical sensors can be seen in terms of durability, maintenance effort, repeat accuracy,
and resistance to environmental influences. The main reason for this is the limited lifetime
and fragility of the used biomolecules. Users are forced to change the biomolecules after
a certain time. This requires an enormous maintenance effort, which many users are not
prepared to bear. Furthermore, the low resistance to environmental influences such as
humidity, radioactive radiation, or high temperatures is a problem of biosensors that limits
the application possibilities. All biosensors used, for example, for medical applications
must meet the demanding and specific requirements of the medical industry. In addition,
improvements and developments of other medical devices create more competitors for
biological sensors [63]. A further disadvantage compared to technical sensors is cost. The
long development cycles of biological sensors, which can only adapt to the new competitors
with difficulty, play a key role here, according to the biosensor manufacturer Koniku Inc.
Regarding the operability and the measuring duration, there are neither clearly defined
advantages nor disadvantages for biosensors.

4.2. Requirement Profiles for Different Application Fields of Odor Sensing Technologies

In order to derive application-specific requirement profiles, each defined requirement
criterion was evaluated with regard to its importance for a successful product in the
respective fields of application. The evaluation was carried out in a survey, leading to
the results shown in Figure 5, assigned to three related categories. The first category (a)
combined all criteria related to measurement quality. The second category (b) included the
handling and the operability of the sensors, and the third category (c) combined production
parameters. The following sections describe the results grouped by these categories.

(a) 

 

(b) (c) 

Figure 5. Evaluation of the requirement criteria on their importance for the categories of (a) measurement quality; (b)
handling; (c) technical construction and production; 0 = not important, 1 = rather unimportant 2 = important, 3 = very
important; sample size: 11.
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In Figure 5a, criteria are shown concerning the measuring quality of odor sensors.
Overall, all the measurement quality criteria shown were assessed as “important” or “very
important” across all application fields. In a comparison of the application fields, it can
be seen that all quality criteria shown were of even higher importance for the application
fields in the healthcare market and for safety applications, compared to the other fields.
According to the experts, all quality-related criteria shown in Figure 5 were very important
for these fields of application. Since critical safety and sometimes vital data are to be
collected in these industries, high measurement quality is essential. For example, for
the detection of explosives and medical diagnostics, it must be possible to detect even
small trace elements and individual molecules with high specificity, sensitivity, accuracy,
resolution, and selectivity. For safety applications, all criteria were rated 3, thus, as “very
important.” The only exception for healthcare applications was high resolution, which was
rated 2.75. High resolution was very important for all other fields of application with a
rating of 2.75, as well, except agriculture. However, with a rating of 2.5, the criterion was
still considered very important for agricultural applications.

In the category of handling and operation, shown in Figure 5b, there were stronger
differences in the importance ratings for the considered fields of application compared
to the criteria of measurement quality shown in Figure 5a. It is illustrated that short
measuring times were very important for the food industry, due to the tendency of high
throughputs of units to be measured coupled to large production numbers in this field
of application. Because of the high risk of time delays, short measurement times were
also very important for safety applications. According to the survey, the multi-sensing
capability was particularly interesting and rated as important for the food industry, where
taste analyses are performed. Tastes are usually defined by compositions of a large number
of individual odorous substances. The multi-sensing capability was also evaluated as
important for the cosmetics industry, since the composition of many different scents is also
relevant for fragrances. The resistance to environmental influences was very important
for applications in environmental monitoring, according to the experts, as these have to
be used in changing environmental conditions outside the laboratory. This circumstance
must not lead to any deviation of the measurement results. Resistance to environmental
influences was also very important for safety applications and agriculture. In the cosmetics
industry, however, this criterion was not very important, since the measuring systems
can be used in a sterile and defined environment and fewer environmental influences
are expected to affect the measurement results. Ease of operation or operability played
an important role in all industries, since the measuring systems should be operable by
ordinary employees who have no special training in the operation of these systems. For
companies this was a decisive cost-saving factor, if no major training of the employees for
the operation of the measuring system was necessary.

The criteria related to the construction and production of the sensors are summarized
in Figure 5c. The geometric dimensions of the sensor tended to play a more important role
in safety applications, since mobile applications, such as explosives’ detection or people
searches are potentially more common there. This could also be the case for environmental
monitoring, which is why the criterion for this field of application was also rated important.
The weight of the sensors was also considered important for safety applications due to
mobile applications. Rather unimportant ratings were, however, given to this criterion
for environmental and agricultural applications. Weight tended to play a smaller role for
mobile applications than dimensions. Due to the large areas to be monitored by sensors,
drone applications can play a central role in agricultural applications in the future, which
was the reason for the relatively higher importance of this field. Weight would be a decisive
factor here. The durability rates varied in their importance for all application fields between
a narrow range of 2 for the cosmetics industry and 2.5 for the environmental monitoring
and food industry. Therefore, this criterion is important for all application fields. According
to the experts, low cost production tended to play a more important role in the food and
cosmetics industries than in the other fields of application rated as rather important. This
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could be due to the high competitive situation in this market, where manufacturing costs
play a major role in gaining a competitive advantage over the competition.

The statistical variances of the survey results are summarized in Figure 6. It can be
seen that in some cases there was a high degree of uncertainty regarding the assessment
of the importance of technical performance criteria in certain fields of application. The
measurement time in the healthcare market and the cosmetics industry as well as the
multi-sensing capability for the health care market, safety applications, agriculture, and
environmental monitoring should be emphasized, with variances higher than 2.

 

Figure 6. Statistical variances of the survey results shown in Figure 5 (red = higher values, green = lower values); sample
size: 11.

4.3. Market Potentials of Biosensors in Different Application Scenarios

To evaluate the findings, the experts in the Delphi survey were invited to assess the
market potential of the applications known to date within the fields of application. In
addition, the experts were asked in which future applications they see the use of odorant
detecting biosensors. The economic potential of these new applications was also assessed in
the second phase of the Delphi survey. The results are depicted in Figure 7. The economic
potential was indicated on a scale from 1 = very low potential to 5 = very high potential.

The results of the requirement profiles of the application fields presented in Section 4.3
show that the requirements considered to be the most important were high specificity,
high selectivity, high repeat accuracy, high resolution, high accuracy, and high sensitiv-
ity. These criteria describing the measurement quality were classified as “important” or
“very important” in every considered field of application. All these criteria except for
the repeat accuracy are potentially better met by biosensors than by technical sensors. It
can be concluded that biosensor technology has a high potential for application in the
considered fields and will play a decisive role in the market for odor sensors. Specific
fields of application that can be covered specifically with biosensors, resulting from the
high correspondence between requirement and performance profiles, are healthcare and
security applications. These findings were confirmed by the results of the assessments of
market potentials by the experts. In Figure 7a it can be seen that medicinal diagnostics,
early cancer detection as well as detection of drugs or persons and detection of hazardous
substances achieve high values from 4.0 and above.
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(a) 

 

(b) 

Figure 7. Results of the expert survey on the assessment of the market potential of (a) existing applications and (b) newly
identified applications; 1 = very low potential, 2 = low potential, 3 = neutral potential, 4 = high potential, 5 = very high
potential; sample size: 11.

Despite the high statistical deviations in multi-sensing capability, as shown in Figure 6,
it can be considered as one of the key potentials, scoring 2.0 in importance among all
application fields, as shown in Figure 5b. This finding can also be verified by the ranking of
the newly identified application scenarios in Figure 7b. Food development, odor profiling,
and ripeness assessment were ranked as having the highest market potential. All three
application scenarios rely heavily on multi-sensing capability. Further elaboration and
discussion on this topic is covered in the following chapter.

5. Discussion

In the following, the empirical investigation regarding the statistical variances of
the survey results (Section 5.1) and the role of biosensors against the background of the
biological transformation (Section 5.2) are discussed.
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5.1. Discussion of the Empirical Investigation

An analysis of the empirical investigation regarding the statistical variances for the
assessments of importance for respective criteria reveals a need for discussion of controver-
sial statements and their importance in the markets under consideration. The experts agree
on the importance of biosensors for the fields of application under consideration for most
of the criteria that biosensors potentially fulfill better than conventional sensors, namely
sensitivity, accuracy, resolution, selectivity and specificity (see Figure 5). However, the high
variance within the expert responses regarding the multi-sensing capability indicates a high
degree of uncertainty. Thus, it can be seen in Figure 6 that a comparatively high uncertainty
across all fields of application occurred for the criterion of multi-sensing capability. Hence,
a special focus is placed on the specific market potential associated with this criterion.
To this end, specific application scenarios are described in the following for all fields of
application that are directly related to the multi-sensing capability of the sensors. The
identified and classified application scenarios provide approaches for specific development
goals and are thus intended to reduce the identified uncertainties by providing ideas for
specific application scenarios for multi-sensing capable sensors.

For healthcare market, technology leaps in diagnostics can be achieved. Diseases are
often manifest through odorous substances secreted by the body before they can be detected
with today’s analytical methods. Often, complex compositions of different molecules can
be decisive in order to make a specific diagnosis. The fact that this is possible is known,
for example, from studies in which dogs were trained to detect those substances. In this
context the function that multi-sensing biosensors could fulfil can be seen. It was proven
that through the odor substances, for example, tumor diseases in early stages but also
mental disorders and even moods can be recognized purely on odor substances that are
secreted by the body [65–68]. Imaging this capability with multi-sensing biosensors could
thus represent a technological leap in medical diagnostics. Even after diagnosis, these
sensors could be used to continuously monitor disease progression, providing a better
basis for decisions regarding further treatment (see Figure 7b).

Tastes and smells play a major role in the food industry. In all cases, it is odor compo-
sitions and not individual analytes that play a decisive role. In order to be able to detect
these compositions in a targeted and collected manner, multi-sensing sensors may play
a decisive role in the future. Especially in quality assurance through the targeted in-line
detection of fermentation or digestion processes, there may be an extremely high market
potential for multi-sensing. As shown in Figure 7b, the development of new food products
with predefined flavor profiles is another promising application enabled by multi-sensing.
As in the food industry, odor compositions also play a decisive role in cosmetics industry.
In addition to quality testing and assurance, multi-sensing can also provide a technological
leap forward in research and development for odorants. The digital recording and visual-
ization of odor profiles using multi-sensing biosensors for the targeted demand-oriented
development of cosmetic products can become a game-changer in the cosmetics industry
(see Figure 7b).

Further, the odor detection of safety applications can be continuously developed by
multi-sensing. This means that a wide variety of hazards, such as pollutants or even traces
of explosives or drugs in security-relevant areas such as airports, can be detected together
in a single device. Clean air and water are very important for our health and key business
cases for environmental monitoring. External influences, for example nitrogen oxide and
particulate matter pollution in many cities with high traffic volumes, endanger it. But
the health of our natural ecosystems is also affected by changes in the smallest particles
in the air. To collect them in a multi-sensing device for the respective areas showing the
indicators of health hazards or natural pollution as completely as possible would be a great
step forward for environmental monitoring.

In addition, potentials through multi-sensing could be exploited in agricultural ap-
plications. Digitalization already plays a major role in the optimization of agricultural
processes under the term “smart agriculture”. All related applications depend on suitable
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sensor technology. The integration of individual applications, such as pest detection, the
degree of ripeness (see Figure 7b) and nutrition can be detected via various messengers. In
order to be able to collect them, multi-sensing sensors could be used in the future. A more
targeted nitrification, irrigation, and pest control and thus a reduction of the resources used
and environmental impact can be achieved.

5.2. The Role of Odorant Sensing Biosensors within the Biological Transformation

As outlined in chapter 1 the biological transformation is progressing in three modes:
bioinspiration, biointegration and biointelligence. The latter is characterized by the interac-
tion between technical, biological and information systems. Consequently, a biointelligent
system requires the implementation of an interface between biological and technical compo-
nents. In addition to the identification of biosensors as key enabling technologies, so-called
biology–technology interfaces (BTI) were identified as one of the core areas of future
research [6]. The generic concept of a BTI comprises the recording and processing of in-
formation as well as control actions derived from it. The main interface components are
corresponding sensors and actuators. They are based on electrical, chemical, mechanical
or optical principles of action and realize a communication between the biological and
technical system [10]. In this context, biosensors assume a special position as they can be
considered an application of a BTI-based system on the one hand, and can also be seen as
an enabler of superordinate BTI-based systems on the other. Odor detection biosensors
provide a good example on both scenarios as illustrated in Figure 8. Firstly, the biological
components (living cells, proteins, etc.) are in direct contact with the technical system
(field-effect transistor, microelectrode array, etc.) and may be stimulated by adding VOCs
and read out simultaneously. An information system evaluates the data and connects the
biological and technical system, thus forming the basis of a BTI-based system. Secondly,
the odorant detection biosensor may be deployed, for instance, in a food production biore-
actor for an inline or online control. The reactor with its technical housing, its producing
biological cells and the intelligent control system, based on the information of the odor
detection biosensor along with other sensors form the superordinate BTI-based system.

  
(a) (b) 

Figure 8. Odor detection biosensors as examples for biology–technology interface (BTI) systems following Miehe et al. [10].
Biosensors assume a special position as they can be considered as (a) an application of a BTI-based system, as well as (b) an
enabler of a superordinate BTI-based system (i.e., bioreactor with cells that are generating a product).
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With regard to the categorization of odorant detection biosensors in the context of
the three development modes of the biological transformation the state-of-the-art tech-
nologies described in Section 2.2 can be classified in the second mode, biointegration.
While the integration of the biological components into the technical sensor is feasible,
an intelligent readout and control system still leave room for improvement. Nonetheless,
bioelectronic noses constitute the foundation of biointelligent systems (third mode of bi-
ological transformation), in particular due to their ability to map complex odor patterns
(multi-sensing capability). As explained in Section 2.2, the evaluation of odor patterns
is associated with intelligent information processing. Gutherie et al. [20] present various
biomimetic approaches to the analysis of electronic sensor signals by using frameworks
that mimic parts of the biological sense of smell (neural networks, etc.). One of the goals
is to reproduce the temporally and spatially resolved information of the human sense of
smell. Since these approaches are inspired by nature, they can in turn be assigned to the
first mode of biological transformation, bioinspiration. However, as indicated earlier, they
require further development to transform biosensors into fully biointelligent systems.

6. Summary and Outlook

In this paper, the specific market requirements for odor sensors were empirically
assessed on the basis of 16 technical properties for various fields of application. The prop-
erties were classified into criteria concerning measurement quality, handling as well as
construction and production-related criteria. The fulfillment of these criteria by biosensors
compared to technical sensors was evaluated in order to derive specific market potentials.
Biosensors were found to have advantages in measurement quality criteria (sensitivity,
selectivity, specificity, accuracy, resolution), which are important for all application fields,
especially for safety and healthcare applications. It can, therefore, be predicted that biosen-
sors have comparatively high potential in these markets, with possible applications in
the odor-based diagnosis and monitoring of various diseases or the detection of traces
of drugs or explosives in security-relevant facilities. However, compared to technical
sensors, disadvantages are seen in terms of durability, maintenance effort, repeat accuracy,
cost, and resistance to environmental influences. Durability is rated as important to very
important for all fields of application considered and should therefore be one of the focal
points in the further development of biosensors. For applications in the cosmetics, food,
and agricultural sectors, cost optimizations are necessary, since these markets are very
price-sensitive due to either the high number of throughput and measurement cycles or
high competition. For outdoor applications (environmental monitoring, safety, agriculture),
resistance to environmental influences must also be improved. In addition, the analysis of
the empirical investigation regarding the statistical variances of the survey results for the
assessments of importance for the respective criteria determined in the survey has shown
a high degree of uncertainty concerning the multi-sensing capability. Since this criterion
also appeared to be an advantage of biosensors over technical sensors with moderate to
high importance for all application fields, this uncertainty was addressed by identifying
specific application scenarios in all application fields and providing approaches for specific
development goals. Furthermore, in the context of the biological transformation, odor-
ant detecting biosensors assume a special position as they are not only considered an
application of a biology–technology interface (BTI) based system, but can also be seen as
enablers of superordinate BTI-based systems (e.g., deployed in a bioreactor). However, for
odorant detecting biosensors to make the step from biointegrated to truly biointelligent
systems, further development in the area of pattern recognition (multi-sensing capability)
is still necessary.

All in all, with the results obtained, market specific application potential and develop-
ment goals can be discussed more clearly on the basis of qualitative assessments shown in
this paper. However, the authors would like to point out that each application should be
further regarded separately and can sometimes differ considerably from the requirement
profiles of the respective application field. In addition, for investigations based on this re-
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sults, weightings can be established for the criteria, the values of which can be determined
from existing or future market volumes and the requirement profiles, for example. Further-
more, additional performance criteria, such as limit of detection, power consumption, and
response time, as considered, e.g., by Burgués et al. [97,98], may be evaluated with respect
to the performance profile of the biosensors as well as the application field requirements
profiles. Moreover, there are strong dependencies between the specificity and selectivity
criteria that make differentiation difficult and should therefore be discussed further. This
paper can be referred to as a basis for further examinations.
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Abstract: Chymotrypsin is an important proteolytic enzyme in the human digestive system that
cleaves milk proteins through the hydrolysis reaction, making it an interesting subject to study the ac-
tivity of milk proteases. In this work, we compared detection of chymotrypsin by spectrophotometric
dynamic light scattering (DLS) and quartz crystal microbalance (QCM) methods and determined the
limit of chymotrypsin detection (LOD), 0.15 ± 0.01 nM for spectrophotometric, 0.67 ± 0.05 nM for
DLS and 1.40 ± 0.30 nM for QCM methods, respectively. The sensors are relatively cheap and are able
to detect chymotrypsin in 3035 min. While the optical detection methods are simple to implement,
the QCM method is more robust for sample preparation, and allows detection of chymotrypsin
in non-transparent samples. We give an overview on methods and instruments for detection of
chymotrypsin and other milk proteases.

Keywords: chymotrypsin; β-casein; nanoparticles; UV-vis spectroscopy; dynamic light scattering;
quartz crystal microbalance

1. Introduction

Proteases represent a very wide and important group of enzymes found in a broad
range of biological systems [1]. Proteases play an important role in the digestion process
and participate in various pathological processes [2,3]. Chymotrypsin is a serine protease
present in the human digestive system that participates in protein cleavage in the in-
testines [4]. Together with trypsin, chymotrypsinogen is ejected into the duodenum, where
trypsin cleaves it into the active form [5]. Chymotrypsin activity is closely related to the
activity of trypsin, which, along with plasmin, is an important enzyme in milk. Activity of
plasmin is correlated to the quality of milk where the protease cleaves the proteins, mainly
casein micelles affecting the milk flavor, shelf-life or cheese yield [6]. In pathology and
medicine, chymotrypsin also has anti-inflammatory effects and has been successfully used
to reduce post-operation complications after cataract surgery [7]. Measuring chymotrypsin
activity can also be used for differential diagnosis [8].

Thus, development of sensitive, inexpensive, fast, and easy to use methods for detec-
tion of chymotrypsin or other milk proteases would be beneficial to disease diagnostics
and control of dairy quality. However, there are no simple and effective assays that can be
used for these purposes yet available. Protease detection is currently based on the detection
of α-amino groups cleaved from the protein substrate using optical or high-performance
liquid chromatography (HPLC) methods. The method that can be used for fast analysis
of the protease concentration is based on enzyme-linked immunosorbent assay (ELISA)
with a limit of detection (LOD) of about 0.5 nM for chymotrypsin [9,10]. However, the
above-mentioned methods do not allow study of the kinetics of substrate digestion.

In this paper we test three methods for chymotrypsin detection: QCM, spectrophoto-
metric, and DLS.

The QCM method is based on measurement of the resonant frequency, f, of shearing
oscillations of AT-cut quartz crystal, as well as motional resistance, Rm, and is also known
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as thickness shear mode method (TSM). The protease substrates, such as β-casein or short
specific peptides, are immobilized on thin gold layers sputtered at a QCM transducer. High
frequency voltage, typically in the range of 5–20 MHz, induces shearing oscillations of the
crystal. The fundamental resonance frequency of the crystal, f0, depends on the physical
properties of the quartz viscosity of the medium to which the crystal surface is exposed, as
well as on the molecular interactions at the surface. The Rm value is sensitive to shearing
viscosity, which is due to the molecular slip between the protein layer and surrounding
water environment. Using Sauerbrey Equation (1) [11], one can link the change in resonant
frequency to the mass bound to the surface of the electrode.

Δf = −2fo
2Δm/A(μqρq)1/2, (1)

where fo is the fundamental resonant frequency (Hz), A is the active crystal area (in our
case: 0.2 cm2), ρq is quartz density (2.648 g cm−3), Δm is the mass change (g), ρq is the
shear modulus of the crystal (2.947 × 1011 g cm−1 s−2). This Equation is valid only for a
rigid layer in vacuum. In a liquid environment and for relatively soft layers, the viscosity
contribution can be estimated by measurements of Rm.

We modified the surface of the QCM crystal with a layer of β-casein. The resulting
mass added to the sensor leads to the decrease of the resonant frequency, f, and increase of
motional resistance, Rm. Chymotrypsin will cleave β-casein, which results in an increase in
f and decrease in Rm values. The mass sensitive QCM method was used for the detection
of trypsin activity using synthesized peptide chains [12]. Poturnayova et al. used β-
casein layers to detect activity of plasmin and trypsin with LOD around 0.65 nM [13].
Incorporation of machine learning algorithm for analysis of multiharmonic QCM response
allowed detection of trypsin and plasmin with LOD of 0.2 nM and 0.5 nM, respectively.
The applied algorithm in the work of Tatarko et al. allowed us to distinguish these two
proteases within 2 min [14].

We also used the spectrophotometric method based on measurement of absorbance of
the dispersion of gold nanoparticles (AuNPs) coated by 6-mercapto-1-hexanol (MCH) and
β-casein. AuNPs demonstrate a surface plasmon resonance (SPR) effect, which arises from
the oscillating electromagnetic field of light rays getting into contact with the free electrons
in metallic nanoparticles and induces their coherent oscillation, which have strong optical
absorption in the UV-vis part of the spectrum. The SPR absorbance of AuNPs depends
on the surrounding medium and on the distance between nanoparticles [15]. In the work
by Diouani, AuNPs modified with casein were used to detect Leishmania infantum using
amperometric methods [16]. Chen et al. modified AuNPs with a trypsin-specific peptide
sequence [17]. After the trypsin cleavage, the gold nanoparticles aggregated, which was
detected by monitoring changes in the UV-vis spectrum. The detection limit of this method
was estimated to be around 5 nM. Svard et al. modified gold nanoparticles with casein
or IgG antibodies for detection trypsin or gingipain activity, by measuring SPR peak shift
(blue shift for trypsin and red shift for gingipain) and reporting LOD of less than 4.3 nM
for trypsin and gingipain [18]. Goyal et al. developed method of immobilization of gold
nanoparticles on a paper membrane [19]. The protease activity then led to aggregation of
the gold nanoparticles on the membrane and resulted in a colorimetric response in a visible
part of the spectrum detectable by the naked eye. AuNPs modified by gelatin that served
as a substrate for proteinase digestion have also been used for detection of other proteases
such as trypsin and matrix metalloproteinase-2 [20]. In our work, we modified the gold
nanoparticles with β-casein and MCH using protocol from Ref. [20]. The β-casein protects
the AuNPs from aggregation. Addition of the chymotrypsin and subsequent cleavage of
the β-casein caused nanoparticles aggregation due to loss of the protective shell. This effect
was observed by measuring UV-vis spectra of nanoparticle dispersion.

We also used dynamic light scattering (DLS) method which uses Brownian motion
and the Rayleigh scattering of the light from particles to assess their size [21]. The intensity
of the scattered light (which depends on particle concentration) changes over time because
of particle aggregation. The auto-correlation function that correlates the intensity of
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scattered light with its intensity after an arbitrary time is used to discern the size of
the particles. The auto-correlation function also depends on diffusion coefficient of the
nanoparticles [22]. In DLS experiments we used AuNPs modified with β-casein. After
addition of the chymotrypsin, we were able to observe the cleavage of the casein layer
without AuNPs aggregation that resulted in a decrease of the size of nanoparticles.

This report is an extension of a manuscript published in proceeding of the 1st Interna-
tional Electronic Conference on Biosensors [23].

2. Materials and Methods

2.1. Chemicals

Auric acid (HAuCl4), sodium citrate, β-casein (Cat. No. C6905), 6-mercapto-1-hexanol
(MCH, Cat. No. 725226), phosphate buffered saline (PBS) tablets (Cat. No. P4417),
11-mercaptoundecanoic acid (MUA, Cat. No. 450561), N-(3-Dimetylaminopropyl)-N′-
etylcarbodiimid (EDC, Cat. No. E6383), N-Hydroxisuccinimid (NHS, Cat. No. 130672)
and α-chymotrypsin (Cat. No. C3142) were of highest purity and purchased from Sigma-
Aldrich (Darmstadt, Germany). Standard chemicals (p.a. grade), NaOH, HCl NaOH, NH3,
and H2O2 were from Slavus (Bratislava, Slovakia). Deionized water was prepared by
Purelab Classic UV (Elga, High Wycombe, UK).

2.2. Spectrophotometric UV-vis Method

Gold nanoparticles (AuNPs) were prepared by modified citrate method [24]. In short,
100 mL of 0.01% chloroauric acid (HAuCl4) was heated at around 98 ◦C and then 5 mL
of 1% sodium tris-citrate was added. This solution was maintained at the temperature
98 ◦C and stirred by magnetic stirrer until it turned deep red (for about 15 min). Then
the solution of AuNPs was cooled down and stored in the dark. To modify the gold
nanoparticles with β-casein, we added 2 mL of 0.1 mg/mL aqueous β-casein into 18 mL
of the AuNPs solution. After 2 h of incubation at room temperature without stirring,
the gold nanoparticles were further incubated with 200 μL of 1 mM MCH overnight for
approximately 18 h. MCH removes the surface charge of nanoparticles and thus facilitates
their aggregation [20]. This is reflected by a color change to violet. However, nanoparticles
(NPs) are protected from full aggregation due to the presence of a β-casein layer. Addition
of chymotrypsin caused cleavage of β-casein, and as a result, the NPs aggregate. This was
reflected by changes of the color of the solution to blue and then it became colorless. For
the experiments, we prepared 0.95 mL of NPs. Chymotrypsin was dissolved in deionized
water and 0.05 mL of chymotrypsin from the stock solution (concentration 100 nM) was
added to each cuvette (1 mL standard cuvette, type UV transparent, Sarstedt, Nümbrecht,
Germany). The concentration of chymotrypsin in cuvettes was 0.1, 0.3, 0.5, 0.7, 1; 5, and
10 nM at 1 mL of the total volume of solution. We also used a reference cuvette where only
0.05 mL of protease-free water was added to the AuNPs solution (total volume 1 mL). The
spectra of the AuNPs were measured before protease addition (t = 0 min), just after protease
addition (approximately 30 s) and then every 15 min up to 60 min. The measurements were
repeated 3 times. The value of absorbance at time t = 0 has been multiplied by the dilution
factor to correct the changes in absorbance intensity caused by the initial protease addition.
Absorbance was measured by UV-1700 spectrophotometer (Shimadzu, Kyoto, Japan). The
scheme of AuNPs modification and chymotrypsin cleavage is presented in Figure 1.
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Figure 1. The scheme of gold nanoparticles (AuNPs) modification by 6-mercapto-1-hexanol (MCH)
and β-casein and cleavage of β-casein by chymotrypsin.

2.3. DLS Method

The AuNPs prepared as described in Section 2.2. were incubated with 0.1 mg/mL of
aqueous β-casein solution overnight in a volume ratio of 1:9 of β-casein to AuNPs (MCH
was not used in this case). Addition of the chymotrypsin to the solution of AuNPs modified
by β-casein did not lead to any discernible color change; however, it was possible to detect
the decreased size of the AuNPs using ZetaSizer Nano ZS (Malvern Instruments, Malvern,
UK). First, the size of AuNPs was measured in 1 mL standard cuvette (1 mL standard
cuvette, type UV transparent, Sarstedt, Nümbrecht, Germany). Then the 0.1 mL of water
solution containing various chymotrypsin concentrations was added to each cuvette. The
final concentration of chymotrypsin in cuvettes was 0.1, 0.3, 0.5, 0.7, 1; 5 and 10 nM at
1.1 mL total volume of solution. The size of nanoparticles was measured before addition of
chymotrypsin (t = 0) right after the addition (approximately 1 min) and after 30 min.

2.4. Quartz Crystal Microbalance (QCM) Method

The acoustic QCM sensor was prepared using an AT-cut quartz piezocrystals
(fo = 8 MHz, ICM, Oklahoma, OK, USA) with sputtered thin gold layers of an area
A = 0.2 cm2, that served as electrodes. First, the crystal was carefully cleaned as follows.
It was exposed to a basic Piranha solution (H2O2:NH3:H2O = 1:1:5 mL). The crystals
were immersed for 25 min in this solution, in beakers in a water bath (temperature was
approximately 75 ◦C). Subsequently, the crystals were withdrawn, rinsed with distilled
water, and returned to the beaker with a new dose of Piranha solution on the reverse side
of the crystal. This was repeated three times. On the last extraction, the crystals were
washed three times with distilled water and then with ethanol and placed in a bottle
containing ethanol for storage at room temperature. The clean crystal was incubated
overnight for 16–18 h at room temperature with 2 mM MUA dissolved in ethanol. MUA
is a carboxylic acid with a sulfide group (SH). The sulfide moiety interacts with the gold
on the crystal to form a self-assembled layer. After incubation, the crystal was washed
with ethanol, distilled water, and 20 mM EDC and 50 mM NHS were applied for 25 min.
These substances react with the carboxyl moiety of MUA and activate them to form a
covalent bond with amino acids. Subsequently, the crystal was washed by distilled water,
dried with nitrogen, and placed in an acrylic flow cell (JKU Linz, Austria). The cell was
filled with PBS buffer using a Genie plus 2011 step pump (Kent Scientific, Torrington, CT,
USA) at a flow rate of 200 μL/min. After filling the cell, we switched the flow to the rate
of 50 μL/min. Then, 1 mg/mL of β-casein dissolved in PBS was allowed to flow under
the crystal modified by MUA layer. After 35 min, only pure PBS was flowed in order
to remove the unbound β-casein. All steps of the preparation of β-casein layer were
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recorded using a research quartz crystal microbalance (RQCM) instrument (Maxtek, East
Syracuse, NY, USA).

After binding of β-casein to the electrode surface and stabilizing the resonant fre-
quency (washing out all unbound residues), we applied chymotrypsin to the crystal at
concentrations of 1 pM, 10 pM, 100 pM, 1 nM, 10 nM and 20 nM. After 35 min of chy-
motrypsin application, the PBS was let to flow into the cell until the resonant frequency
stabilized. The change in casein coated QCM resonant frequency from application of
chymotrypsin to stabilization in PBS corresponds to the amount of casein cleaved from the
layer. After lower concentrations (1 pM, 10 pM, 100 pM), we applied a higher concentra-
tion of chymotrypsin (at least at a concentration 2 orders of magnitude higher). In such
measurements, we analyzed the degree of cleavage as the change in frequency from the
initial state to a steady-state value. All measurements were performed at PBS, pH 7.4.

For optical and gravimetric methods, the limit of detection (LOD) was determined
using following Equation:

LOD = 3.3 × (SD)/S, (2)

where SD is standard deviation of the sample with lowest concentration and S is slope
determined from fit of linear part of the calibration curve. The sequence of QCM operation
including surface modification and sensing cleavage of β-casein by chymotrypsin using
QCM piezocrystal and is presented in Figure 2.

Figure 2. The scheme of modification of the piezocrystal and the cleavage of β-casein
by chymotrypsin.

3. Results and Discussion

3.1. Detection of Chymotrypsin by Optical Method

In the first series of experiments, we studied the cleavage of the β-casein at the surface
of the AuNPs by UV-vis and DLS methods. AuNPs modified by β-casein and MCH were
used in optical detection method. Figure 3 shows the change in the absorption spectra after
each step of AuNPs modification. The modification of AuNPs with β-casein resulted in
a shift of the maximum of absorbance by around 5 nm toward higher wavelengths and
in a slight increase in absorbance. After addition of MCH which replaces the β-casein
protective layer leads to broadening of absorption peak, and shifts by 60 nm toward higher
wavelengths, indicating increase in size due to aggregation of AuNP. The results agree well
with Ref. [20] for AuNPs modified by gelatin and MCH.
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Figure 3. Absorption spectra of unmodified gold nanoparticles (AuNP) (black) and those modified
by β-casein (red) and by β-casein + MCH (blue). The numbers at upper part of absorption peaks are
wavelengths in nm.

The changes of absorbance spectra of AuNPs suspension have been measured during
the chymotrypsin cleavage at 0 min, 0.5 min,15 min, 30 min and 60 min. Changes in spectra
over time for two different concentration of chymotrypsin are presented in Figure 4. At
a relatively low concentration of chymotrypsin (0.1 nM), we did not observe significant
changes of the absorbance (Figure 4a). However, at higher chymotrypsin concentration,
around 10 nM, a substantial red shift of the spectra was observed (up to 615 nm). It can
be also seen that after maximum shifting substantial decrease of the absorbance with
time occurred.

 
Figure 4. Changes of absorbance spectra of the suspension of AuNPs modified by β-casein and MCH in time for (a) 0.1 nM
chymotrypsin and (b) 10 nM chymotrypsin.

Figure 5 shows the absorbance and change of maximum position of absorbance peak
in time for all concentrations of chymotrypsin studied.

The rate of decrease in AuNP absorbance is higher for concentration of chymotrypsin
5 and 10 nM, and at lower concentration of chymotrypsin the rate of change is much slower
(Figure 5a). The maximum position of absorbance peak shifted with time substantially at
higher chymotrypsin concentrations (5 and 10 nM). For 5 and 10 nM chymotrypsin the
maximum position of absorption peak was stabilized at around 615 nm, while for lower
concentrations it increased with time almost linearly (Figure 5b). In order to prepare the
calibration curve, we fit the change of absorbance vs. time with linear curve and then
differentiated this model numerically to obtain the values of dA/dt. The calibration curve
is presented on Figure 6a.
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Figure 5. Changes in the absorbance (a) and in maximum position of absorbance peak (b) vs. time for different chymotrypsin
concentrations in a suspension of AuNPs modified by β-casein and MCH. The results represent mean ± SD obtained from 3
independent measurements at each concentration of chymotrypsin.

Figure 6. (a) Calibration curve for chymotrypsin fitted by reverse Michaelis—Menten model. dA/dt is numerical derivation
of linear model of absorbance change at time t = 0 and corresponds to the rate of enzyme reaction. (b) Linear part of calibra-
tion curve −dA/dt vs. concentration of chymotrypsin for calculation of limit of detection (LOD). −dA/dt = (6.30 ± 0.23) ×
10−4 min−1 nM−1 + (1.9 ± 0.4) × 10−4 min−1. (R2 = 0.993), LOD = 0.15 ± 0.01 nM.

We were able to use reverse Michaelis—Menten model to analyze the obtained data.
However, instead of substrate concentration, the concentration of chymotrypsin, c, has been
used in this model: v = vmax [c/(KM + c)], where v and vmax are the rate and maximum rate
of enzyme reaction, respectively, and KM = 3.89 ± 1.24 nM is reverse Michaelis—Menten
constant obtained from the fit using the Michaelis—Menten model (R2 = 0.96) (Figure 6b).
In our case, v = dA/dt and vmax = (5.3 ± 0.9) × 10−3 min−1. However, this model was
used only formally because of different restraints. The main assumptions of the excess
enzyme and limited substrate concentration was reversed in this case and instead, the
concentration of the enzyme changed while the substrate was presented in excess. This
implies different meaning of KM (compared to the Michaelis—Menten model) which now
represents the concentration of enzyme at which the rate of reaction is half of the maximum
instead of concentration of substrate. A limitation of this approach is the assumption of
substrate excess; nevertheless, it can be used for good approximation [25]. To calculate
LOD, we used only part of the calibration curve from 0 to 5 nM, where the plot of dA/dt
vs. c was almost linear. The results are shown in Figure 6b.

The LOD of the optical method of chymotrypsin detection, 0.15 ± 0.01 nM, was
calculated from the Equation (2) using SD = 0.29 min−1 and S = 6.3 min−1 nM−1. This
value is 3.3 times lower than that of the ELISA method reported in the literature, around
0.5 nM [10]. However, in contrast with ELISA which requires specific antibodies, the
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method based on AuNPs is much easier and faster. Detection time of chymotrypsin using
the optical method is about 30 min. The detection of the chymotrypsin with β-casein and
MCH modified AuNPs can be done in one step. The disadvantage of this method is that
only transparent samples can be used for detection. This restriction can be lifted using the
surface sensitive gravimetric method (see Section 3.3).

3.2. Detection of Chymotrypsin by DLS Method

We measured the Z-average size of the non-modified AuNPs, which was found to be
around 20 nm. The size is bigger than the assumed size of the prepared AuNPs of around
15 nm [22]. This is explained by the fact that DLS technique tends to overestimate the size
of the gold nanoparticles due to the hydration sphere around the AuNPs. The Z-average
size of the AuNPs modified with β-casein was around 35 nm. Figure 7. shows the plot
of the Z-average size of AuNPs modified by β-casein at time 0 and 30 min at presence of
various concentrations of chymotrypsin. Incubation of AuNPs with chymotrypsin resulted
in decrease of Z-average size, which is more remarkable at presence of 5 nM and 10 nM
protease concentrations. The variation in AuNP size at time 0 is related to the original size
of nanoparticles, as well as rather fast cleavage of casein by protease, especially at its higher
concentrations. However, even at relatively high chymotrypsin concentrations (10 nM) the
average size did not reach those of naked AuNPs. This is evidence that cleavage was not
complete and there is still a residual β-casein layer around AuNPs. This also explains why
incomplete aggregation was observed in UV-vis experiments.

Figure 7. Change in Z-average size of AuNPs modified by β-casein at time 0 and 30 min at presence
of various concentrations of chymotrypsin (see the insert). The results represent mean ±SD obtained
from 3 independent measurements at each concentration of chymotrypsin.

We also constructed a calibration curve based on the percentual change of Z-average
size in 30 min (Figure 8a) and fitted this by reverse Michaelis—Menten model. About 25%
of the Z-average size was observed in 30 min. However, we can also see that the data
has quite large (5 nm) standard deviation (obtained from 3 independent experiments at
each concentration of chymotrypsin) affecting accuracy of concentration measurements,
and the LOD of the sensor. Nevertheless, it is still a useful method to detect presence of
chymotrypsin in the sample. The standard deviation could be improved by increasing
number of measurements of the sample. It is important to note that the enzyme reaction
was used without buffering the solution, which could also lead to a large value of standard
deviation. The recommended buffer for chymotrypsin is 100 mM Tris-HCl at pH 7.8
(optimum pH) containing 10 mM CaCl2 for stability. However, since we observed AuNPs
aggregation in buffer, the experiments were carried in un-buffered solution. The calibration
curve seems to be saturated near the 10 nM chymotrypsin.
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Figure 8. (a) The dependence of the changes of Z-average size (Δsize) vs. concentration of chymotrypsin for suspension of
AuNPs modified by β-casein measured by DLS method. The curve represents fit according to reverse Michaelis—Menten
model (see above). Δsize = [Zaverage(30 min)−Zaverage(0 min)]/Zaverage(0 min). (b) The linear part of calibration curve (red)
used for calculation of LOD (Δsize = 12.47% nM−1 c + 2.71%, R2 = 0.87, where c is the concentration of chymotrypsin). For
comparison we show first order reaction fit (blue color) (Δsize = 15.09%−13.83%e−(c−0.006 nM)/0.45nM, R2 = 0.998, where c is
the concentration of chymotrypsin). The results represent mean ± SD obtained from 3 independent measurements at each
concentration of chymotrypsin.

Using a Michaelis—Menten reverse model from the fit of the results presented on
Figure 8a we obtained for KM = 1.03 ± 0.26 nM (R2 = 0.998). This value is almost four
times less than that obtained via spectrophotometric methods. This can be explained by
addition of MCH in the spectrophotometric method, which can interfere with the cleavage
of β-casein and decelerate the reaction. Both optical methods, however, should be able to
detect the protease activity with similar precision. We took the linear part of the calibration
curve (Figure 8b) and calculated LOD = 0.67 ± 0.05 nM. LOD value was calculated from
the Equation (2) using SD = 2.54 (%) and S = 12.47 (%) nM−1. This value is 4.5 times
higher in comparison with those obtained by spectrophotometric method. The possible
reason is less reproducible data in the case of Zaverage measurement in comparison with
the absorbance method. The time of measurement is practically the same for both optical
methods. In the case of the DLS method, the preparation of the AuNPs is by one step easier
and since there is no MCH in the sample the AuNPs are more stable than those used in the
spectrophotometric method.

3.3. Detection of Chymotrypsin by Gravimetric Method

For the gravimetric method, we first modified the surface of the QCM piezocrystal
with MUA and then by β-casein. By monitoring resonant frequency, f, and motional
resistance, Rm, it was possible to study all steps of preparation of the sensing surface. The
value of motional resistance reflects the viscosity contribution caused by non-ideal slip
between β-casein-layer and the surrounding water environment [26]. This is presented in
Figure 9. The activation of carboxylic groups of MUA with EDC/NHS lead to only a small
shift in resonance frequency. The addition of β-casein resulted in a fast drop of resonant
frequency of about 170 Hz. After changing the flow with buffer, the frequency increased
due to the removal of nonspecifically bound β-casein. The resulting frequency shift after
washing of the surface corresponded to 120 Hz. From the Sauerbrey equation, we can
calculate the change in mass on QCM biosensor, which corresponded to about 165 ng
of mass added. With the knowledge of the molecular weight of β-casein Mw = 24 kDa,
we could calculate the surface density of β-casein: Г = 34.5 pM/cm2. From the changes
in motional resistance Rm, we could estimate the contribution of surface viscosity into
resonant frequency. Since the Rm value decreases and increases proportionally to the
change of frequency on a rather small value, the change in motional resistance is caused
mainly by added weight. Therefore, one can assume that the β-casein layer was relatively
rigid, which justifies application of the Sauerbrey equation.

339



Biosensors 2021, 11, 63

Δ

β

Δ
Ω

Figure 9. Kinetics of resonant frequency, f (blue), and motional resistance, Rm (black), changes during
modification of piezocrystal by β-casein. The carboxylic groups of MUA that were chemisorbed at
the crystal were first activated by EDC/NHS. The moments of addition of various compounds as
well as washing the surface by water and PBS are shown by arrows.

After β-casein was bound to the surface, we could study its cleavage by different con-
centrations of chymotrypsin under flow condition for 35 min. An example of the changes of
resonant frequency and motional resistance following the addition of 10 nM chymotrypsin
are shown in Figure 10. In the presence of chymotrypsin, the resonant frequency increased
by 35 Hz, but motional resistance decreased by 1.6 Ω. This is clear evidence of the cleavage
of β-casein by chymotrypsin. Decrease of motional resistance can be due to an increase of
molecular slip, which can be caused by weaker viscosity contribution.
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Figure 10. Kinetics of the changes of resonant frequency, f (blue), and motional resistance, Rm (black),
following modification of piezocrystal by β-casein and addition of 10 nM of chymotrypsin. Addition
of various compounds as well as washing of the surface by PBS is shown by arrows.

Based on the changes of the frequency, we constructed a calibration curve for different
concentrations of chymotrypsin (Figure 11a). For determination of LOD, we also prepared
calibration curve at a low concentration range where the dependence was almost linear
(Figure 11b). The LOD for gravimetric detection of chymotrypsin, 1.40 ± 0.30 nM was
calculated from the Equation (2) using SD = 2.20 (%) and S = 5.17 (%) nM−1. This value
was 2.8 times higher than that reported by ELISA methods and 9.3 times higher than for
optical method of detection reported here. We should mention that gravimetric detection
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requires careful handling of the cell because even small changes in liquid pressure can
affect the measurements. This method is, however, more tolerant to the presence of
different components in the sample, such as added fat present in natural milk. The
gravimetric method of protease detection requires time similar to optical methods. It is also
important to mention the uniformity of the modified materials. The changes of frequency
in gravimetric methods and absorbance maximum position in optical methods did not
differ significantly from sample to sample, suggesting that it is not a source of significant
error (large standard deviation).

β−

Δ Δ
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Figure 11. (a) Calibration curve for chymotrypsin fitted by reverse Michaelis—Menten model, v = df/dt was the first deriva-
tion of frequency obtained from kinetic curve. (b) Calibration curve: changes in frequency Δf = (Δfchymo)/(Δfcasein) × 100
where Δfchymo = f − f0 (where f is steady state frequency following addition of chymotrypsin and washing the surface
by PBS and f0 those prior addition of chymotrypsin) is change in frequency after chymotrypsin cleavage and Δfcasein is
frequency change after formation of β-casein layer. vs. lower chymotrypsin concentration range for determination of LOD.
(Δf = 5.17%nM−1c + 9.94%, R2 = 0.84, where c is the concentration of chymotrypsin). The results represent mean ± SD
obtained from 3 independent measurements at each concentration of chymotrypsin.

It is also interesting to compare the KM values determined in optical and gravimetric
experiments. From the results presented above, it can be seen that KM value in the case of
AuNPs-based optical assay (3.89 nM and 1.03 nM for spectrophotometric and DLS methods
respectively) were lower in comparison with those based on gravimetric measurements
(KM = 8.6 ± 3.6 nM, R2 = 0.999). This can be evidence of better access of β-casein substrate
for chymotrypsin in AuNPs in comparison with those immobilized at the surface of piezo-
electric transducer. This effect can probably explain the lower LOD for spectrophotometric
method of chymotrypsin detection with those based on gravimetric method. In Table 1 we
present comparison of other published methods for detection of chymotrypsin. Results
obtained in our work have either comparable or higher LOD, but in most cases are faster
in comparison to other methods.

Table 1. The comparison of LOD and detection time of chymotrypsin detection.

Method LOD Detection Time Reference

ELISA 0.5 nM 3.5 h [10]
Liquid crystals protease assay 4 pM 3 h [27]

Electrophoresis 20 pM 1 h [28]
NIR fluorescent probe 0.5 nM 35 min [29]

Ratiometric fluorescence probe 0.34 nM 30 min [30]
UV-Vis, AuNPs 0.15 ± 0.01 nM 30 min This work

DLS, AuMPs 0.67 ± 0.05 nM 30 min This work
TSM 1.40 ± 0.30 nM 35 min This work
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4. Conclusions

We determined LOD for detection of chymotrypsin by gravimetric (LOD = 1.40 ± 0.30 nM)
spectrophotometric (LOD = 0.15 ± 0.01 nM) and DLS method (LOD = 0.67 ± 0.05 nM). Spec-
trophotometric method showed the best value of LOD, even when compared to commercial
ELISA (LOD = 0.5 nM). We also determined a steady-state constant KM for the different meth-
ods with reverse Michaelis—Menten equation. The largest KM value was found for gravimetric
method of chymotrypsin detection (KM = 8.6 ± 3.6 nM), followed by spectrophotometric
method (KM = 3.89 ± 1.24 nM),) and then DLS method (KM = 1.03 ± 0.26 nM). We can explain
observed differences in KM values by difference in α-chymotrypsin activity, which is highest
and least impeded on gold nanoparticles modified with β-casein. Addition of MCH decelerates
the reaction and immobilization of β-casein on the gold surface slows the α-chymotrypsin
ability to cleave β-casein. The detection time for methods that we tested was comparable and
takes around 30 min for chymotrypsin determination. All methods required preparation of the
sensing layers or modification of AuNPs overnight. The AuNPs or gravimetric sensors could
be stored for a long time (more than one month) at 4 ◦C. In terms of difficulty in operation,
the optical methods offered the easier way to measure chymotrypsin. With prepared AuNPs
modified by β-casein and MCH, the spectrophotometric method required only one step of
protease detection based on measurement of absorbance changes after 30 min, which was
simpler in comparison with ELISA. DLS method based on AuNPs requires also only one step
of measurement of the Z-average. The spectrophotometric method required only 50 μL of
sample, the DLS method used 100 μL, while the gravimetric method used around 2 mL. One
of the advantages of the gravimetric method is that it is more robust to “impurities” in the
sample. The gravimetric method can be used with natural, no-transparent samples containing
fat, minerals, or other proteins, just like in milk. Optical assays require a transparent sample;
however, DLS method is a little less sensitive to changes in chymotrypsin concentrations. In
terms of cost of analysis, the production of gold nanoparticles is relatively inexpensive and
can be scaled to industrial amounts. For optical detection of chymotrypsin, gold nanopar-
ticles should be surface-modified using inexpensive chemicals (β-casein and MCH). While
gravimetric methods also use inexpensive chemicals for modification, but the cost of quartz
crystal would raise the overall cost of the sensor. This cost offset can be reduced by multiple
use of the same crystal when the sensing layer is regenerated. All methods have a distinct
advantage and disadvantage compared to the currently used ELISA. In contrast with ELISA,
the optical and gravimetric assay are not specific to the protease. Non-specificity of response
can be addressed by using chymotrypsin-specific peptide substrate [13] or by integration of
advanced machine learning algorithms [14]. In conclusion, we demonstrated advantages and
disadvantages of spectrophotometric, DSL and gravimetric methods in detecting chymotrypsin.
These methods can be applied also for detection of other proteases and can be useful for further
application in the food industry and in medicine for real-time monitoring of the protease
activity. In future work we plan to explore application of the presented techniques for analysis
of natural milk samples (paying particular attention to gravimetric methods). Many new ana-
lytical methods use fluorometric or colorimetric molecules for detection of protease activity [31].
Gold nanoparticles seem to be good alternative component for colorimetric detection or for
amplification of existing signal (for example increase of Raman signal from a sample using gold
nanoparticles). It is clear that efforts furthering the development of new low-cost methods,
easily implementable in practice, which would be sensitive, and exhibiting long-term stability,
still need to be developed [32].
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Abstract: A microfluidic chip for electrochemical impedance spectroscopy (EIS) is presented as
bio-sensor for label-free detection of proteins by using the example of cardiac troponin I. Troponin I
is one of the most specific diagnostic serum biomarkers for myocardial infarction. The microfluidic
impedance biosensor chip presented here consists of a microscope glass slide serving as base plate,
sputtered electrodes, and a polydimethylsiloxane (PDMS) microchannel. Electrode functionalization
protocols were developed considering a possible charge transfer through the sensing layer, in
addition to analyte-specific binding by corresponding antibodies and reduction of nonspecific protein
adsorption to prevent false-positive signals. Reagents tested for self-assembled monolayers (SAMs)
on gold electrodes included thiolated hydrocarbons and thiolated oligonucleotides, where SAMs
based on the latter showed a better performance. The corresponding antibody was covalently
coupled on the SAM using carbodiimide chemistry. Sampling and measurement took only a few
minutes. Application of a human serum albumin (HSA) sample, 1000 ng/mL, led to negligible
impedance changes, while application of a troponin I sample, 1 ng/mL, led to a significant shift
in the Nyquist plot. The results are promising regarding specific detection of clinically relevant
concentrations of biomarkers, such as cardiac markers, with the newly developed microfluidic
impedance biosensor chip.

Keywords: biosensor; immunosensor; cardiac troponin I; single-strand DNA; electrochemical
impedance spectroscopy; label-free; proteins; microfluidic chip; self-assembled monolayers

1. Introduction

Label-free biosensors allow direct detection of analyte molecules and cells and, hence,
offer a tool for fast detection of biomarkers and pathogens. Particularly electrochem-
ical biosensors offer advantages here, as they can be fabricated cost-effectively, array-
compatible, and customized in a comparatively easy way. Combining them with microflu-
idics results in efficient analytical devices, e.g., for biomarker detection in point-of-care
applications, where clinically relevant protein concentrations are often in the range of a
few ng/mL. In principle, a (micro-)fluidic channel can easily be made separately, e.g., from
polydimethylsiloxane (PDMS), and then connected to the sensor unit. The requirements for
biosensing layers include both the capability of analyte-specific binding and the minimiza-
tion of nonspecific binding. The latter is particularly important for label-free bio-sensors to
avoid false-positive results [1–7].

Label-free electrochemical biosensors include impedimetric biosensors which measure
the impedance, i.e., the opposition presented to a current in an alternating current (AC)
circuit when a voltage is applied. The impedance is a complex quantity, and a common
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graphical representation is the Nyquist plot. This is a frequency response plot, where the
values of the real part are plotted on the x-axis and those of the imaginary part on the
y-axis. An ideal Nyquist plot shows a semicircle resulting from the dominating, kinetically
limited charge transfer through the electric double layer at the electrode. Binding of analyte
molecules to the electrode will influence the charge transfer and, hence, result in a shift of
the Nyquist plot. As a consequence, the opportunity for charge transfer is an additional
requirement for sensing layers of impedance biosensors. At low frequencies, Nyquist plots
may show straight lines with a slope of 45◦. This is characteristic for diffusion limited
processes and described by the Warburg impedance [8–12].

Electrodes of impedance biosensors are typically made of gold. A well-established
procedure for the introduction of functional groups on this material is to use suitably substi-
tuted thiols forming self-assembled monolayers (SAMs). Thiols with aliphatic hydrocarbon
spacers of sufficient chain length lead to well-defined and stable SAMs of high density.
The brush-like structure of such layers makes it possible to effectively reduce nonspecific
protein adsorption on the underlying gold surface. However, such SAMs may result in
insulating layers, hindering the charge transfer required for the transduction principle
of impedimetric biosensors. The use of aromatic hydrocarbons featuring delocalized π-
electrons would be more beneficial for charge transfer processes, but nonspecific protein
adsorption in the subsequent measurements may increase because of a reduced density
of the layer. Conductive polymers would offer an alternative, but are often linked with
coating procedures more complex than wet chemistry [7,12].

Thiolated single-strand DNA (ssDNA) oligomers, on the other hand, can be packed
densely on the gold surface by wet chemistry methods similar to those of thiolated hy-
drocarbons. Coimmobilization of thiolated ssDNA with thiolated hydrocarbons may be
recommended to improve the integrity of the brush-like structure. The negatively charged
backbone of the DNA oligomers—resulting from the composition of alternating sugar
(deoxyribose) and phosphate groups—promises lower initial impedance values and, hence,
the possibility of charge transfer events [13,14]. With impedance sensors, immobilized
ssDNA has been used directly as probe for DNA detection (hybridization). Similar to
this, immobilized oligonucleotides have been designed as aptamers for protein detection.
Furthermore, ssDNA has been hybridized with the complementary ssDNA carrying an
analyte-specific capture molecule. A more flexible approach would be the hybridization of
surface-bound ssDNA with complementary ssDNA carrying functional groups allowing
the covalent coupling of any capture molecule. However, this has rarely been used on
impedance electrodes so far [15–18].

As an example, for the applicability of DNA-based SAMs in impedimetric biosensors
for protein detection, we used a cardiac biomarker. According to the World Health Organi-
zation (WHO), cardiovascular diseases (CVDs) are the leading cause of death worldwide.
In 2016, 85% of the people who died of a CVD suffered a stroke or a heart attack. In 2015,
37% of people who died under the age of 70 due to noncommunicable diseases died from
a CVD. One way to reduce these numbers is to increase the survival rate by starting the
treatment as early as possible, which requires an early diagnosis [19,20]. Diagnosis criteria
of a heart attack (also called myocardial infarction) include the detection of biomarkers
in blood. Particularly, a concentration increase of cardiac troponins I and T (cTnI, cTnT)
indicate myocardial necrosis with normal levels being <0.5–2.0 ng/mL (lab-specific) and
<0.1 ng/mL, respectively, and a factor increase of up to 40-fold and 40–60-fold, respectively,
in case of an infarction [21,22].

In this work, we introduce an own design for a microfluidic impedance biosensor
chip. The base plate is a microscope glass slide carrying the gold electrodes, while the
microfluidic channel is added as a PDMS component. Biosensing layers used thiol-SAMs
based on both aromatic hydrocarbons and DNA, where the latter showed best performance
regarding suppression of nonspecific binding of human serum albumin (HSA) and specific
binding of the cardiac marker troponin I via the corresponding antibody.
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2. Materials and Methods

2.1. Fabrication of the Microfluidic Impedance Biosensor Chip
2.1.1. Base Plate and Electrode Sputtering

Standard microscope glass slides were used as base plates for the impedance biosensor
chips. They were thoroughly cleaned by rinsing with a detergent solution and brushing
with a toothbrush. After rinsing with water, they were sonicated with bidistilled water for
5 min using an ultrasonic cleaning bath. Finally, they were rinsed with filtered 2-propanol
and blown dry with filtered nitrogen gas; the filter pore size was 0.2 μm in both cases.

A parylene C (poly(2-chloro-p-xylylene)) layer with a thickness of 0.1 μm was applied
on the cleaned glass slides as adhesion layer (SCS Labcoter® 1, PDS 2010, Specialty Coating
Systems) [23]. Since the parylene C coating did not interfere with the later bonding of the
PDMS microfluidic channel (see Section 2.1.2), it could be deposited on the entire surface
of the microscope glass slides without the need of a mask or the removal of the coating
outside the electrodes (see below). This made the coating process easy and convenient,
which is why parylene C was preferred over the metal adhesion layers that were otherwise
used for gold electrodes.

Working and counter electrodes made of gold were applied on the parylene C-coated
glass slides by using a corresponding mask made of steel and a sputtering system (Balzers
MED 010). The gold was sputtered at approximately 0.06 mbar and a current of 30 mA
with the time set to 15 min, which led to a thickness in the range 15–35 nm. The diameter
of the working electrode was 0.5 mm, corresponding to an area of 0.2 mm2. The ratio of the
areas of working electrode to counter electrode was approximately 1:100. A microscope
glass slide with sputtered electrodes is shown in Figure 1a. Conducting paths led from the
electrodes to the edge of the glass slide, where they formed contact pads for the connection
to the measurement setup (see Section 2.3.1). To keep things simple, a reference electrode
was not included in this work; but it can be included, if required (Figure 1b,c).

Figure 1. (a) Microscope glass slide with sputtered electrodes. (b) Detailed view of working and counter electrode, including
a potential reference electrode. (c) Realized three-electrode setup sputtered on glass.

2.1.2. Microfluidic Channel Fabrication and Connecting

The microfluidic channel was formed from PDMS, the channel design is shown in
Figure 2a. PDMS base and curing agent (SylgardTM 184, Dow) were mixed in a weight
ratio of 10:1, following the manufacturer’s instructions. Air bubbles introduced by mixing
the components were removed by evacuating the mixture in a vacuum. The bubble-free
mixture was casted into a milled form made of polymethyl methacrylate (PMMA) and
incubated at 70 ◦C for 2 h. To combine the PDMS channel with the impedance biosensor
chip carrying the electrodes, both parts were plasma-activated and assembled with light
pressure. During the plasma treatment, the electrodes were covered by impermeable poly-
styrene pieces, as they had been functionalized with SAM compounds or antibody sensing
layer before (see Section 2.2). A picture of the combined parts is shown in Figure 2b.

347



Biosensors 2021, 11, 80

Figure 2. (a) Design of the microfluidic channel delivering samples across the electrodes. The channel
height was 0.2 mm leading to a channel volume below 10 μL. (b) Microfluidic polydimethylsiloxane
(PDMS) channel bonded on the impedance biosensor chip.

2.2. Surface Functionalization

The deposition of the 0.05 or 10 μL drops of the reaction solutions described below
was carried out manually by using microliter syringes and a magnifying lamp. Rinsing
was performed with wash bottles. The antibody used in the following was monoclonal
anti-troponin I, clone 1H11L19 (Fisher Scientific, Schwerte, Germany).

2.2.1. Antibody Adsorption

The electrodes were cleaned by plasma treatment. A 0.05 μL drop of an anti-troponin
I solution, diluted with phosphate buffered saline (PBS) to 5 μg/mL, was deposited on
the working electrode. After 4 h of incubation at 6 ◦C and rinsing with PBS, the chip was
assembled with the PDMS microfluidic channel (see Section 2.1.2).

2.2.2. Application of Thiol-SAMs with Hydrocarbon Spacer, Antibody Immobilization

To test chemicals for use as SAM, the electrodes were cleaned by plasma treat-
ment, and 10 μL of an ethanolic solution containing 50 mM 4-mercaptobenzoic acid,
1,4-benzenedithiol, or 6-mercapto-1-hexanol was deposited on both working and counter
electrodes. After incubation overnight at ambient temperature, the electrodes were rinsed
with ethanol and the chip assembled with the PDMS channel (see Section 2.1.2).

A schematic representation of the antibody immobilization via SAM with hydrocar-
bon spacer and subsequent assay is given in Figure S1 in Supplementary Material. The
electrodes were cleaned by plasma treatment, and a 0.05 μL drop containing 20 mM 4-
mercaptobenzoic acid dissolved in ethanol was deposited on the working electrode. After
24 h of incubation at 6 ◦C, the chip was rinsed with ethanol. Another plasma cleaning step
of the counter electrode was performed, during which the working electrode was covered
with a piece of polystyrene. A 10 μL drop containing 20 mM 1,4-benzenedithiol dissolved in
ethanol was deposited on the counter electrode and incubated overnight at 6 ◦C. After rins-
ing with ethanol and drying, 10 μL of a freshly prepared aqueous solution containing 0.05 M
N-hydroxysuccinimide (NHS) and 0.2 M 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide
(EDC) was deposited on the electrodes and incubated for 30 min. The mixture was sup-
posed to react only with the carboxyl groups of the 4-mercaptobenzoic acid SAM on the
working electrode resulting in an active ester [24]. After rinsing with PBS, 0.05 μL of
an anti-troponin I solution, diluted with PBS to 5 μg/mL, was deposited on the work-
ing electrode and incubated for 30 min. After rinsing with PBS, 0.05 μL of an aqueous
solution of ethanolamine hydrochloride, 1 M, pH = 8.5, was deposited on the working
electrode and incubated for 30 min to deactivate potentially available still reactive active
ester groups [24]. Finally, the impedance biosensor chip was thoroughly rinsed with PBS,
dried, and assembled with the PDMS microfluidic channel (see Section 2.1.2).
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2.2.3. Application of Thiol-SAMs with DNA Spacer, Antibody Immobilization

Figure S2 shows the sequences of the ssDNA used below, including the schematic
arrangement in the sensing layer. A schematic representation of the antibody immobi-
lization via SAM with DNA spacer is given in Figure S3. Electrodes were cleaned by
plasma treatment. SH-ssDNA (5′−thiol-C6-TTT TTT TTTTCC TGC GTC GTT TAA GGA
AGT AC-3′, purchased from Metabion, Planegg, Germany) was coimmobilized with thiol
compounds with hydrocarbon spacer for stabilization of the DNA-based SAM. The immo-
bilization mixture contained either 0.025 mM SH-ssDNA and 15 mM 6-mercapto-1-hexanol
or 0.033 mM SH-ssDNA and 13.3 mM 1,4-benzenedithiol dissolved in ethanol. A 0.05 μL
drop of the immobilization mixture was deposited on the working electrode and incubated
overnight at 6 ◦C. After rinsing with ethanol, the counter electrode was again cleaned by
plasma treatment, while the working electrode was covered with impermeable polystyrene.
A 10 μL drop containing 20 mM 1,4-benzenedithiol dissolved in ethanol was deposited on
the counter electrode and incubated overnight at 6 ◦C. After that, 0.05 μL amino-ssDNA (5′-
amino-C6-GTA CTT CCT TAA ACG ACG CAG G-3′, purchased from Metabion, Planegg,
Germany), which was diluted with phosphate buffer to a concentration of 0.1 mM, was
deposited onto the working electrode and incubated overnight at 6 ◦C. To convert the
amino groups to carboxyl groups for antibody coupling, glutaric anhydride was dissolved
in 8 M sodium hydroxide solution at a concentration of 0.5 mg/μL [25]; 10 μL of this
solution was applied on the electrodes. The glutaric anhydride was supposed to react only
with the amino groups of the functionalized working electrode. After 48 h of incubation
at 6 ◦C, the chip was rinsed with bidistilled water. The following protocol of antibody
coupling via EDC/NHS mixture and subsequent bonding of the PDMS channel was the
same as described in the section before (Section 2.2.2).

2.3. Measurements with the Microfluidic Impedance Biosensor Chip
2.3.1. Measurement Setup

Impedance measurements were performed with the IMPSPEC device from Meodat
(Ilmenau, Germany), which was designed for fast and broadband impedance spectroscopy.
The starting frequency was set to 5.895 Hz. The frequency was increased linearly by adding
up frequency intervals of 5.895 Hz, until the final frequency of about 10 kHz was reached.
The real part and the imaginary part of the impedance were displayed for each frequency.
The impedance biosensor chip was connected to the IMPSPEC device cable by means of
conductive silver and crocodile clamps. A peristaltic pump delivered the liquid samples
through the PDMS channel and across the electrodes.

2.3.2. HSA Adsorption for Testing SAMs

PBS redox was prepared by adding potassium hexacyanoferrate(II) and potassium
hexacyanoferrate(III) to PBS to a final concentration of 15 mM each. HSA was dissolved in
PBS redox at concentrations of 0/1/10/100/1000 ng/mL, resulting in five HSA samples.
Starting with a zero sample containing PBS redox only and corresponding to HSA, 0 ng/mL,
the four other HSA samples were subsequently applied with increasing HSA concentration
to the same impedance biosensor chip. Each sample was applied for 2 min at a flow
rate of 0.04 mL/min. After sample application, the pump was stopped, and after 30 s,
the impedance measurement was performed before the next sample was applied. After
measuring the last HSA sample (1000 ng/mL), the impedance biosensor chip was disposed,
and a new biosensor chip was used.

2.3.3. HSA Adsorption and Troponin I Assay

An impedance biosensor chip with freshly prepared antibody coating (see Section 2.2)
and bonded PDMS microfluidic channel (see Section 2.1.2) was rinsed with PBS redox
for 2 min at a flow rate of 0.04 mL/min. After switching off the pump and waiting for
30 s, the impedance of the antibody-coated biosensor chip was measured. After that,
HSA dissolved at 1000 ng/mL in PBS was applied to the biosensor chip at a flow rate of
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0.04 mL/min. Sampling time was 8 min if the antibody coating was performed without
SAM (see Section 2.2.1) or 3 min if the antibody coating was performed via SAM (see
Sections 2.2.2 and 2.2.3). This was followed by PBS redox rinsing for 2 min at the same flow
rate. The pump was stopped, and after 30 s, the effect of HSA on the respective biosensor
impedance was measured. Finally, troponin I (Fisher Scientific, Schwerte, Germany)
dissolved at 1 ng/mL in PBS was applied to the biosensor chip for 1 min at 0.04 mL/min,
followed by PBS redox for 2 min at the same flow rate. The pump was stopped, and after
30 s, the impedance resulting from troponin I binding on the respective biosensor chip
was measured. After measuring the troponin I sample, the impedance biosensor chip was
disposed, and a new biosensor chip was used.

3. Results and Discussion

3.1. Basic Performance of the Microfluidic Impedance Biosensor Chip

A preliminary experiment to test the performance of the microfluidic impedance
bio-sensor chip was carried out by simply adsorbing the antibody on the working electrode,
without the use of any SAM. While the working electrode was coated with anti-troponin
I, the counter electrode remained uncoated. After application of HSA, 1000 ng/mL, for
blocking remaining potentially accessible adsorption sites, troponin I, 1 ng/mL, was
applied on the sensor surface. The results are shown in Figure 3.

Figure 3. Nyquist plots of an impedance biosensor chip with no intermediary self-assembled mono-
layer (SAM) for troponin I detection. Anti-troponin I was adsorbed on the working electrode,
while the counter electrode remained uncoated. Samples containing human serum albumin (HSA),
1000 ng/mL, and troponin I, 1 ng/mL, were applied subsequently to the biosensor chip.

The resulting Nyquist plots show almost ideal semicircles, i.e., charge transfer kinetics
prevails the diffusion to the layer. Changes in the double layer, such as affinity binding to
the surface, can be observed. Hence, the electrode design of the microfluidic impedance
biosensor chip together with the measurement protocol with the redox buffer allows basic
biosensor measurements. The recording of the impedances requires only a few seconds,
the sampling time a few minutes.

The initial impedance after antibody adsorption on the working electrode was 11 kΩ.
It increased only slightly to 12 kΩ after HSA blocking, and the change in the complete
Nyquist plot was negligible. After troponin I binding, however, the initial impedance
increased to 18 kΩ, and a significant shift in the Nyquist plot was observed. This demon-
strates that the chosen anti-troponin I is able to bind troponin I, while nonspecific HSA
adsorption is blocked. Though this assay even worked with adsorbed antibody, antibody
immobilization via SAM was to be performed in the following to show that the newly
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developed microfluidic impedance biosensor chip is also able to handle standard layer
setups generally recommended for impedance biosensors.

3.2. Testing Thiol-SAMs Based on Aliphatic and Aromatic Hydrocarbon Spacer

SAMs on working and counter electrode are recommended to minimize nonspecific
protein binding on the electrode surface, as this would lead to false positive signals,
particularly in real samples with high concentrations of nonanalyte proteins. Furthermore,
a suitable SAM on the working electrode needs to provide functional groups for antibody
immobilization. To test the performance of potential SAMs with the microfluidic impedance
biosensor chip, both working and counter electrode were coated with the respective thiol
compound. After the SAM coating, samples containing increasing concentrations of HSA
were successively applied on the electrodes. The results are shown in Figure 4.

 
Figure 4. Nyquist plots of impedance biosensor chips for testing SAMs with HSA samples. Both working and counter
electrode of such a chip were coated with (a) 4-mercaptobenzoic acid, (b) 1,4-benzenedithiol, or (c) 6-mercapto-1-hexanol.
Samples containing HSA in increasing concentrations were applied subsequently to the biosensor chips.

Thiols with aromatic hydrocarbon spacers were chosen as they promise low initial
impedance [12] and, hence, are beneficial for the charge transfer through the sensing layer.
Both 4-mercaptobenzoic acid (Figure 4a) and 1,4-benzenedithiol (Figure 4b) resulted in
SAMs yielding almost ideal semicircles except for a few frequencies at the beginning,
confirming the possible charge transfer.

The initial impedance of the 4-mercaptobenzoic acid SAM was 4.9 kΩ, after HSA
adsorption it was 6.6 kΩ. i.e., the shielding against nonspecific adsorption was not perfect.
However, 4-mercaptobenzoic acid offers a carboxyl group allowing further protein coupling
by simple carbodiimide chemistry. The additional immobilization steps could increase the
density of the sensing layer in a way that nonspecific HSA adsorption would be reduced to
a greater extent. For that reason, experiments with 4-mercaptobenzoic acid as SAM on the
working electrode were continued (see Section 3.3).
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The initial impedance of the 1,4-benzenedithiol SAM was 12 kΩ. This was higher
than that obtained with 4-mercaptobenzoic acid, but it remained in this range after HSA
sampling. Both 4-mercaptobenzoic acid and 1,4-benzenedithiol were applied in the same
concentration (see Section 2.2.2), and their structure differs only in one functional group.
However, 1,4-benzenedithiol has two thiol groups located para to each other which pro-
motes the parallel or close to parallel orientation of the molecule on the gold surface [26,27],
which is not the case for 4-mercaptobenzoic acid. Hence, a better surface coverage is ob-
tained with 1,4-benzenedithiol, which makes it an ideal protection layer against unwanted
protein adsorption.

Except for a few frequencies at the beginning, almost ideal semicircles in the Nyquist
plot were also obtained for the 6-mercapto-1-hexanol SAM (Figure 4c), showing that the
aliphatic hydrocarbon spacer is short enough to allow charge transfer through the sensing
layer. The initial impedance was 5.2 kΩ, after HSA adsorption it was 7.3 kΩ. Hence, the
results after HSA sampling were similar to those obtained with 4-mercaptobenzoic acid
(Figure 4a) regarding both the initial impedances and the insufficient shielding against
nonspecific protein adsorption. Better shielding might be achieved by using a thiol with
a longer hydrocarbon chain, but this bears the risk of impeding the charge transfer. As
6-mercapto-1-hexanol in this study was not supposed to act as single SAM but as cocom-
ponent in a DNA-based SAM (see Section 3.4), it is more important that the impedance
values obtained with 6-mercapto-1-hexanol are not too high. This requirement is fulfilled,
as shown above.

3.3. Troponin I Assay Using Thiol-SAMs Based on Aromatic Hydrocarbon Spacer

The working electrode was functionalized with 4-mercaptobenzoic acid acting as SAM
with low impedance and providing functional groups for covalent antibody coupling. The
counter electrode was coated with 1,4-benzenedithiol, as this showed the best shielding
abilities against nonspecific protein adsorption compared with the other SAMs used here
(see Figure 4). After antibody immobilization, samples containing HSA, 1000 ng/mL, and
troponin I, 1 ng/mL, were applied successively to the microfluidic impedance biosensor
chip. Figure 5 shows the results obtained with this assay.

Figure 5. Nyquist plots of an impedance biosensor chip with aromatic hydrocarbon-based SAM
for troponin I detection. The working electrode was coated with anti-troponin I, which was im-
mobilized on a SAM consisting of 4-mercaptobenzoic acid. The counter electrode was coated with
1,4-benzenedithiol. Samples containing HSA, 1000 ng/mL, and troponin I, 1 ng/mL, were applied
subsequently to the biosensor chip.

The initial impedance after antibody coating was 15 kΩ. Antibody immobiliza-
tion, however, did not reduce HSA adsorption as anticipated. Instead, after applying
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1000 ng/mL HSA, the initial impedance almost doubled (27 kΩ) and remained in this
range after troponin I, 1 ng/mL, was applied. Hence, troponin I detection was not possible
with this impedance biosensor, at least not at that concentration. The functionality of the
anti-troponin I used here was confirmed before (see Figure 3). It is unlikely that the anti-
body was harmed by the covalent coupling protocol, because this is a standard procedure
for protein immobilization. Furthermore, the suitability of this approach is confirmed in
the next section (Section 3.4). However, the accessibility of the antibody binding sites may
be hindered by the comparatively large amount of nonspecifically adsorbed HSA.

A closer look at the Nyquist plots shows significantly increased linear ranges than
obtained before. This is characteristic for the Warburg impedance and indicates that the
diffusion of the charge carriers prevails over the charge transfer kinetics. Hence, in order
to promote the charge transfer, another SAM was to be applied. SAMs with hydrocarbon
spacers of larger chain lengths are favorable regarding prevention of nonspecific protein
adsorption, but may result in high initial impedances hindering the charge transfer even
more. As wet chemistry methods are preferred due to the less complex coating proce-
dures, conductive polymers are not tested here. Instead, oligonucleotide spacers were
tested, as DNA strands represent large chains with negative backbone, promising a lower
initial impedance.

3.4. Troponin I Assay Using Thiol-SAMs Based on DNA Spacer

The SAM on the working electrode was formed by ssDNA carrying a thiol group and
6-mercapto-1-hexanol serving as coimmobilization agent. The latter was added to support
the alignment of the ssDNA strands perpendicular to the surface so that the subsequent
hybridization is not hindered [13,14]. After hybridization of the thiolated ssDNA with
the complementary ssDNA carrying an amino group, functional groups for antibody
immobilization were available (for details see Section 2.2.3). The counter electrode was
coated with 1,4-benzenedithiol as before, because of the excellent shielding abilities. After
antibody immobilization on the working electrode, HSA and troponin I samples were
applied successively to the microfluidic impedance biosensor chip. The results are shown
in Figure 6.

Figure 6. Nyquist plots of an impedance biosensor chip with DNA-based SAM for troponin I
detection. The working electrode was coated with anti-troponin I, which was immobilized on a
SAM consisting of thiolated DNA and 6-mercapto-1-hexanol. The counter electrode was coated with
1,4-benzenedithiol. Samples containing HSA, 1000 ng/mL, and troponin I, 1 ng/mL, were applied
subsequently to the biosensor chip.

In contrast to the sensing layer based on a SAM with aromatic hydrocarbon spacer
(Figure 5), the Nyquist plots obtained with the sensing layer using a DNA-based SAM
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showed ideal semicircles (Figure 6), indicating an enhanced charge transfer. After antibody
coupling, the initial impedance was 21 kΩ. Application of the HSA sample, 1000 ng/mL,
did not have a significant effect on the impedance values. Sampling with troponin I,
1 ng/mL, however, led to an initial impedance of 33 kΩ and a significant shift in the
Nyquist plot. Hence, aside from kinetically controlled charge transfer, the DNA-based
SAM allowed both shielding against nonspecific protein adsorption and detection of
the cardiac marker corresponding to the antibody in a clinically relevant concentration.
Furthermore, it is confirmed that the carbodiimide coupling procedure used here did not
affect the integrity of the antibody.

Finally, 1,4-benzenedithiol was used to replace 6-mercapto-1-hexanol as coimmobiliza-
tion agent. This allowed the addition of potential benefits arising from the aromatic nature
of the hydrocarbon spacer. Furthermore, this would simplify the coating procedure with
regard to the use of fewer chemicals. The further immobilization and assay procedures
remained the same. The results are shown in Figure 7.

Figure 7. Nyquist plots of an impedance biosensor chip with DNA-based SAM for troponin I
detection. The working electrode was coated with anti-troponin I, which was immobilized on a
SAM consisting of thiolated DNA and 1,4-benzenedithiol. The counter electrode was coated with
1,4-benzenedithiol. Samples containing HSA, 1000 ng/mL, and troponin I, 1 ng/mL, were applied
subsequently to the biosensor chip.

Again, ideal semicircles were obtained in the Nyquist plot, confirming the improved
charge-transfer in DNA-based sensing layers. The initial impedances decreased to 14 kΩ
and remained in this range after application of the HSA sample, which led only to a
negligible shift in the Nyquist plot. An initial impedance of 20 kΩ and a significant
shift of the Nyquist plot was obtained by applying the troponin I sample. Though 1,4-
benzenedithiol does not have the linear chain structure like 6-mercapto-1-hexanol, it still
stabilizes the thiolated ssDNA strands in a way that the accessibility of the binding sites
in the sensing layer is not hindered. As a result, the troponin I assay was also performed
successfully with this DNA-based sensing layer.

The next step would include tests in real sample media, such as blood and blood
derivatives (serum, plasma) or saliva. Those media contain enzymes that may degrade
the DNA-based sensing layer. It has to be tested whether this effect is notable already at a
sampling time of 3 min (see Section 2.3.3). If so, the sampling time could easily be reduced.
Furthermore, the addition of ethylenediaminetetraacetic acid (EDTA) to the sample or the
use of EDTA plasma instead of serum could be considered. EDTA complexes Ca2+ and
Mg2+ which are required as cofactors for the DNA-degrading enzymatic reaction. Hence,
this complexation would reduce the interfering effects of the DNA-degrading enzymes,
while troponin detection is still possible as is the detection of other proteins [28–30].
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4. Conclusions

A microfluidic impedance biosensor chip was developed allowing the determination
of 1 ng/mL cardiac biomarker troponin I. The use of thiols with DNA spacer showed
excellent results regarding both reduction of nonspecific protein adsorption (HSA) and de-
tection of low, clinically relevant concentrations of a biomarker (here: troponin I, 1 ng/mL).
Sampling and measurement took only a few minutes, whereby the main part of the time
was taken up by the sampling, which can easily be reduced by an optimized fluidic setup.
The results were promising regarding a future cost-effective biosensor array chip for the
rapid detection of clinically relevant biomarkers in real samples, such as serum and saliva.
Future measurements will include measurements in real sample media to investigate the
effect of potential DNA-degrading effects by enzymes in the sample media more closely.

Supplementary Materials: The following are available online https://www.mdpi.com/article/10.3
390/bios11030080/s1, Figure S1: Schematic representation of antibody immobilization on a thiol-
SAM with aromatic hydrocarbon spacer (4-mercaptobenzoic acid), bonding of the PDMS microfluidic
channel and subsequent assay with HSA blocking and troponin I sampling, Figure S2: Schematic
representation of the single strand DNAs (ssDNAs) forming the thiol-SAM with DNA spacer for
subsequent antibody immobilization (see Figure S3), Figure S3: Schematic representation of antibody
immobilization on a thiol-SAM with DNA spacer (co-immobilization compound: 1,4-benzenedithol)
and bonding of the PDMS microfluidic channel. The formation of peptide bonds in steps (5) and (6)
is not included in this scheme for the sake of clarity. The subsequent assay with HSA blocking and
troponin I sampling was performed as shown in Figure S1, steps (6) and (7).
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Abstract: In light of future missions beyond low Earth orbit (LEO) and the potential establishment
of bases on the Moon and Mars, the effects of the deep space environment on biology need to be
examined in order to develop protective countermeasures. Although many biological experiments
have been performed in space since the 1960s, most have occurred in LEO and for only short
periods of time. These LEO missions have studied many biological phenomena in a variety of
model organisms, and have utilized a broad range of technologies. However, given the constraints
of the deep space environment, upcoming deep space biological missions will be largely limited
to microbial organisms and plant seeds using miniaturized technologies. Small satellites such as
CubeSats are capable of querying relevant space environments using novel, miniaturized instruments
and biosensors. CubeSats also provide a low-cost alternative to larger, more complex missions, and
require minimal crew support, if any. Several have been deployed in LEO, but the next iterations of
biological CubeSats will travel beyond LEO. They will utilize biosensors that can better elucidate
the effects of the space environment on biology, allowing humanity to return safely to deep space,
venturing farther than ever before.

Keywords: space biology; deep space; biosensors; space radiation; microgravity; CubeSats

1. Introduction

NASA currently has plans to return humans to the Moon and eventually land crewed
missions on Mars. This goal is unachievable unless we can ensure the safety and health
of the astronaut crew and other terrestrial biology on those missions. The goal of this
Perspective is to provide a brief introduction to examples of past and current technologies in
space biology research, and how they influence the development of biosensor technologies
for future missions to deep space. The last time NASA performed space biology experi-
ments beyond low Earth orbit (LEO) was during the Apollo 17 mission in 1972. Since then,
long-duration missions have been confined to LEO, such as those to the International Space
Station (ISS).

The deep space environment is characterized by ionizing radiation and reduced
gravity, both of which can have detrimental effects on biology. Beyond the Earth’s magne-
tosphere, biology will be exposed to a constant, low-flux shower of high-energy ionizing
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radiation, such as that from galactic cosmic rays (GCRs) and solar particle events (SPEs).
Ionizing radiation causes damage to biology through several means, including direct DNA
damage like double-strand breaks and indirect damage such as that caused by reactive
oxygen species [1]. Microgravity also induces health risks such as muscle atrophy and bone
density loss in humans. Reduced gravity can have effects at the subcellular level as well,
affecting gene expression and cell growth pathways [2]. For example, in plants, a cellular-
level phenomenon called gravitropism causes roots to grow downward, but in space,
their roots grow randomly [3]. Additionally, many bacteria have been shown to display
increased virulence and antibiotic resistance when exposed to the space environment [4].

Unfortunately, it is nearly impossible to mimic the complex conditions of space
using facilities on Earth. Attempts to model the space environment are limited to particle
accelerators and single-element radiation sources to simulate cosmic radiation, and rotating
wall vessels or similar instruments to simulate microgravity. However, even facilities that
model GCRs by consecutively exposing biological samples to single, high-energy particles
cannot overlap both radiation and microgravity to mirror the conditions of space. Thus,
flight missions are crucial for gaining essential insight into how biology will fare in such a
unique and hostile environment.

It is critical for the future of space exploration that more biological studies be con-
ducted querying the deep space environment; however, it is expensive and dangerous to
send humans to space. A method of simplifying biological experiments is by using model
organisms, including microbes, plants, invertebrates, and rodents. Since 1972, NASA has
performed many missions within LEO that have utilized model organisms to understand
the biological impacts of the space environment. Higher-order multicellular eukaryotes like
rodents or primates yield more human-relevant information. However, they often require
complicated and bulky technology and are resource-intensive to maintain. While many
space experiments have been performed utilizing higher eukaryotes, currently planned
missions beyond LEO only include microbes and plant seeds [5,6]. The NASA Artemis-1
vehicle will carry five biological payloads beyond LEO; four will be inside the Orion mul-
ticrew capsule carrying model organisms such as fungi, algae, and plant seeds, and the
BioSentinel satellite will carry the budding yeast Saccharomyces cerevisiae [7]. These model
organisms were selected not only because they share similarities with human cells, but also
because they can remain viable in stasis for long periods of time. Current launch schedules
require payload integration up to a year or more before the projected launch date. Once
integrated, experiments will be without life support, exposed to the ambient temperature
and humidity of the storage facility, until mission start. Thus, the limiting factor preventing
mammalian cells from being used in current CubeSat platforms is the current prelaunch
conditions, not technology constraints. Additional benefits of using microbes as model
organisms, in comparison to higher eukaryotes, include that they require minimal care and
interaction and that relevant biological and biochemical assays can be performed using
small, low-cost instruments.

By combining microbes with the miniaturization and automation of new technologies,
it is possible to perform highly sophisticated experiments. Biological research in space
requires very specialized hardware, such as microfluidics and detection sensors, as well as
reliable automation and data handling. Small satellites known as CubeSats are platforms
that can accommodate these requirements, and can be used to answer questions about the
effects of the space environment on biology. In recent years, microbial-derived biosensors
aboard CubeSats have been used, for example, to investigate the effect of microgravity on
antibiotic resistance in pathogenic bacteria and to study the effect of a fungicide on yeast
cells [8,9]. These recent studies have been built on a foundation of decades of space biology
research.

2. Past and Current Technologies

To fully understand the role of biosensors in space research, it is helpful to reflect
upon a timeline of NASA’s life science programs (Figure 1). In 1966, NASA launched
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the first of three uncrewed satellites through its Biosatellite program. The aim was to
assess the effects of spaceflight on living organisms, ranging from microorganisms to a
pigtail monkey. The program was ambitious and unfortunately incurred several failures;
however, it provided valuable lessons for future life science missions [10]. Seven years
later, the United States’ first space station, Skylab, was launched. The goal of Skylab
(1973–1974) was to serve as a laboratory environment for a variety of experiments spanning
the fields of solar physics, Earth sciences, medicine, materials processing, and biology [11].
Many of the biology experiments focused on crew health and human physiology, that is,
validating instruments for measurements of mass in the absence of gravity and performing
cytogenetic studies of blood [11]. However, there was also an early interest in microbial
studies. NASA partnered with the National Science Teachers’ Association to involve
high school students in Skylab experiments, which resulted in the Skylab Student Project.
Out of approximately 4000 applications, 25 student projects were selected for flight [12].
Among these projects was ED31, a study investigating the viability, growth rates, and
morphology of dormant microbes and spores in microgravity. The design and hardware
for the experiment were simplistic; dormant bacterial and spore samples were immobilized
onto sterile filter discs, wrapped in aluminum foil, and loaded beside corresponding agar
plates into a larger cylindrical capsule to be inoculated in space [12]. Although rudimentary
in its use of hardware, this experiment paved the way for future capabilities and advances
in the technology of microbial studies in space.

Figure 1. NASA’s life science programs.

Another iteration of life science missions came with the birth of the Space Shuttle
Program in the 1980s. Aboard the Columbia shuttle launch in 1996 was the Life and Micro-
gravity Spacelab, containing 16 life science experiments, with a primary focus on human
life sciences and animal models [13]. Although not particularly advancing technologies for
investigations of microorganisms, the Spacelab missions were fundamental in setting up
the infrastructure for the International Space Station (ISS), which is now a key resource for
space microbiology research and associated technologies.

The ISS, over the course of its lifespan, has implemented over 40 facilities providing
capabilities for life sciences research. As defined by NASA, an ISS facility is an internal or
external structure or device on the ISS used for various investigations. Commonly, these
facilities have attachment points for additional research investigations and equipment [14].
Among the ISS facilities are key technologies for conducting studies on microorganisms. In
particular, there is an increasing prevalence of semi- or fully automated systems, such as
the Advanced Biological Research System (ABRS), the BioCulture System, and the Mobile
Spacelab, among others highlighted in Table 1. Although the ISS contains many facilities
supporting physical science, advancing technology, and human research, examples listed in
Table 1 focus on facilities supporting biology and biotechnology research, with an emphasis
on microbe, mammalian cell, and tissue experiments. This list is not exhaustive, but
instead aims to highlight some of the automated technologies for conducting such research,
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including microfluidics, various microscopy techniques, bioreactors, and multi-sample
collection systems, all of which are crucial for biological experiments [15–17].

Table 1. Examples of International Space Station (ISS) facilities employing automated technologies for biological experi-
ments.

ISS Facility Description Automated Technologies

Advanced Biological Research
System (ABRS)

Single system with two independent
growth chambers for plants,
microorganisms, insects, and

spiders [18,19]

Illumination via LEDs, temperature, CO2 level
controls; green fluorescent protein imaging system;

data downlinking [18,19]

ADvanced Space Experiment
Processor (ADSEP)

Single unit with thermal control for
three independent

experiments [18,20]

Programmable internal computer for temperature
control in each cassette-based experiment; up to 44

individual experiments in each cassette [18,20]

BioChip SpaceLab (subcomponent
of Mobile SpaceLab)

Cell and tissue culture platform with
imaging capabilities [21]

Microfluidics for delivery of media, reagents,
fluorescent particles; bright field and fluorescence

time-lapse imaging; 1× g centrifuge [16,21]

BioCulture System Cell, microbe, and tissue culture
platform [18]

Hollow fiber bioreactor for medium delivery and
waste removal; sample collection, protocol

additions (i.e., growth factors); 10 independently
controlled experiments [14,18]

Cell Biology Experiment Facility
(CBEF)

Incubator with microgravity
compartment and 1× g compartment

with centrifuge [22]

Telemetry-controlled or pre-programmed
experimental parameters [23]

Commercial Generic Bioprocessing
Apparatus (CGBA)

Cold storage or incubation
unit [14,22]

Programmable and accurate temperature control
from −10 to 37 ◦C; can be fitted with bioprocessing

inserts for automated sampling [14,24]

European Modular Cultivation
System (EMCS)

Incubator with controllable,
multi-gravity environment

(0.001–2× g); two independent
rotors [19]

Autonomous run of pre-defined programs for
event-triggered or time-based day/night cycles,

imaging sessions, or gravity thresholds [19]

Fluid Processing Cassette (FPC)
Insert placed into ADSEP; contains

feeding and fixation bags for microbe
cultivation [25]

Automated sampling and sample fixation [25]

Multiple Orbital Bioreactor with
Instrumentation and Automated

Sampling (MOBIAS)

Bioprocessing insert for CGBA made
of stackable trays and used for

sample processing [18]
Automated sampling [18]

Importantly, the automation of biology and biotechnology experiments onboard the
ISS saves precious astronaut crew time and resources that can be devoted to maintaining
life support systems and other critical tasks. Automation is also a prerequisite to deep space
biological missions. The next key step to enabling missions beyond LEO is miniaturizing
and converting these automated technologies to systems independent of a larger facility
like the ISS. The development of autonomous biological CubeSats, described in the next
section, aids in accomplishing this step.

3. Biological CubeSat Missions

In 2006, the NASA Ames Research Center pioneered a new era of biological studies
and technology development in space with the advent of biological CubeSats. CubeSats
are miniature satellites that are made up of one or more 10-cm cube modules or units
(1 unit = 1U = 10-cm cube). GeneSat-1 was the first fully automated and self-contained
biological CubeSat to go to space. GeneSat-1 employed some of the fundamental capa-
bilities of the ISS facilities discussed previously—microfluidics and cell growth detection
systems—contained within a free-flying, 3U platform to study gene expression in LEO [26].
From there, NASA Ames developed five additional free-flying biological CubeSats, each
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building on the previous CubeSat’s infrastructure. An overview of these small satellites
can be seen in Table 2. PharmaSat launched in 2009 and utilized a three-LED optical
sensor to monitor microbial activity, this time testing yeast cells and their response to a
fungicide in microgravity [27]. In 2010, Organism/Organic Exposure to Orbital Stresses
(O/OREOS) successfully integrated two independent astrobiology studies in one Cube-
Sat [28]. O/OREOS Space Environment Survivability of Live Organisms (SESLO) studied
the ability of bacteria to adapt to the stresses of the space environment. O/OREOS Space
Environment Viability of Organics (SEVO) monitored the stability and changes in different
organic molecules [28]. Four years later, SporeSat was launched, employing unique lab-on-
a-chip devices termed biology compact discs (bioCDs). These devices utilized ion-sensitive
electrodes to measure concentrations of calcium in fern spores, and were rotated to simulate
artificial gravity using miniaturized centrifuges, validating novel CubeSat technologies for
biological experiments in space [29]. EcAMSat launched in 2017 as the largest biological
satellite thus far, and was the first 6U CubeSat to be deployed from the ISS [8]. Its main ob-
jective was to study antibiotic resistance in a pathogenic bacterium. The microfluidics and
infrastructure used for all these LEO missions would set up the technological framework
for the next and most recent NASA mission.

Table 2. NASA’s biological CubeSat missions.

CubeSat Mission
(Size; Launch)

Biological Organism Research Investigation Technology Development

GeneSat-1
(3U; 2006)

Escherichia coli
(bacterium)

Microgravity effects on gene
expression

12-well fluidic card with LED
optical detection

PharmaSat
(3U; 2009)

Saccharomyces cerevisiae
(yeast)

Microgravity effects on
antifungal response

48-well fluidic card with
3-LED optical sensors

O/OREOS SESLO
(3U; 2010)

Bacillus subtilis
(bacterium)

Microgravity and LEO
radiation effects

3-LED optical sensor;
multiple-time-point activation

SporeSat
(3U; 2014)

Ceratopteris richardii
(fern spores)

Microgravity effects on
calcium transport

Artificial gravity;
lab-on-a-chip devices

EcAMSat
(6U; 2017)

Escherichia coli
(uropathogenic)

Microgravity effects on
antibiotic response

48-well card; 3-LED optical
sensors; variable dose

delivery

BioSentinel
(6U; 2021/2022) Saccharomyces cerevisiae Deep space radiation effects

18 fluidic cards (288 wells);
LET spectrometer; ISS control

experiment

Aside from NASA-based missions, other LEO CubeSats of interest include the
SpacePharma DIDO-2 (launched 2017) and DIDO-3 (launched 2020) 3U missions that
investigated enzymatic reactions and antibiotic resistance in bacteria under microgravity,
among other experiments [30]. There are several biological CubeSats under development,
including India’s 2U RVSAT-1 and Poland’s 3U LabSat, which will study the survival of
microorganisms in extreme conditions [31,32]. Lastly, although significantly larger than a
CubeSat, it is also worth mentioning the Bion-M2 mission, the newest iteration in the series
of uncrewed, recoverable Bion satellites first launched in 1973 for a multi-week study of
biological organisms in LEO [10]. Led by Roscosmos, the Bion-M2 mission will travel to
the inner Van Allen radiation belt, providing a radiation and microgravity environment for
potential space biology investigations [33].

The newest biological satellite in the succession of NASA Ames’ biological CubeSat
program is BioSentinel. BioSentinel is the first CubeSat designed to perform biological
experiments in interplanetary deep space and is planned to launch as the sole biological sec-
ondary payload on NASA’s Artemis-1 rocket [5,7,34]. After deployment and a lunar fly-by,
BioSentinel will reach a stable heliocentric orbit and perform experiments for a minimum
of six months. The primary goal of the mission is to investigate the DNA damage response

361



Biosensors 2021, 11, 38

to the deep space environment in the budding yeast S. cerevisiae. BioSentinel is a highly
sophisticated and autonomous 6U CubeSat equipped with a series of subsystems designed
and developed for the deep space environment, including solar panel arrays, batteries, star
tracker and micro-propulsion navigation systems, transponder, antennas, and command
and data handling systems. These systems occupy approximately 2U of the spacecraft [7].
The remaining 4U volume is occupied by the BioSensor payload, which contains all the
instruments required to autonomously support the biological experiments. The BioSensor
also contains a Timepix-based linear energy transfer (LET) spectrometer for radiation dose
measurements and particle characterization. The microfluidics system is composed of
18 fluidic cards with 16 microwells per card (total of 288 microwells) [7]. Once in space,
desiccated yeast cells will be rehydrated by injection of a mixture of growth medium and a
metabolic indicator dye. Cell growth and metabolic activity will be monitored using an op-
tical detection system consisting of three different LED lights and a light-to-voltage optical
converter per well [34]. Each fluidic card also has a dedicated thermal control system that
allows it to maintain the yeast cells in a benign cold environment until activation at a higher
temperature. All the data will be telemetered back to Earth via the Deep Space Network
(DSN). In addition to the deep space mission, an identical copy of the BioSensor payload
will be flown on the ISS, allowing for biological comparisons in deep space and LEO.

A number of improvements have been made to CubeSat flight heritage technology
with BioSentinel. These include, but are not limited to, the use of biocompatible materials
and sterilization techniques, the low-cost fabrication of custom microfluidics, off-the-shelf
high-precision microfluidic parts (e.g., fluidic valves, pumps, and bubble traps), an onboard
LET spectrometer to enable the comparison of biological responses to space radiation
to actual physical dosimetry, the inclusion of independent calibration cells for optical
data normalization, the ability to store and return optical time series data, a profound
increase in the capacity of sample size (288 wells compared to 48 previously), the ability
to activate experiments at multiple time points and distances from Earth, and the long-
term preservation of biological samples and reagents before experiment activation. These
improvements are accomplished while maintaining a compact volume and relatively
low cost [5,7]. Additionally, BioSentinel provides a new avenue for the space research
community to conduct future missions using a variety of organisms and instruments in
different space platforms, which are discussed in the next section.

4. Future Technologies and Conclusions

As highlighted in the preceding sections, technology continues to evolve as humanity
once again prepares to embark upon deep space missions. Automated technologies like
those used in the aforementioned ISS facilities and CubeSat missions enable more biological
experiments to be performed with minimal human interaction. They also set the framework
for biological missions beyond LEO—to the Moon, the Lunar Gateway, and Mars—all
of which will be even more restrictive in budget, size, and available crew time. NASA’s
current objective to return to the Moon is being carried out by planned Artemis missions,
with projects like the Lunar Gateway, Commercial Lunar Payload Services (CLPS), the
Human Landing System (HLS), and others. For example, the Lunar Gateway—located
outside of Earth’s protective Van Allen radiation belts—will operate autonomously and
create a unique platform for studying space radiation [35]. It will be an opportunity to
adapt the technological infrastructure of previous CubeSats for future lunar missions.

In particular, microfluidics systems flown in previous biological CubeSats are adapt-
able frameworks for a variety of future space biology missions to deep space [5,7]. They can
be used to deliver antibiotics, metabolic dyes, or selective growth media to better under-
stand the biological response beyond LEO. With multiple independently activated fluidic
cards and dedicated thermal control for each card now available in CubeSat platforms,
we could potentially perform different, simultaneous experiments to answer separate
research questions within the same payload. One particular area of interest is the potential
acquisition of adaptive beneficial mutations in a reduced gravity environment together
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with the constant presence of high-energy ionizing particles. When microbes are subjected
to environmental stress, natural selection favors genetic changes that give cells an advan-
tage in that adverse environment [36]. The significance of exploring microbial adaptation
in space has important implications. For example, adaptations that lead to abnormal
cell growth and physiology—especially in pathogens—could be detrimental to astronaut
health, especially considering NASA’s upcoming long-term missions to outer space. On the
other hand, altered microbial growth in space could be advantageous for the production of
high-value products, including medicines, vitamins, and food. Such experiments could be
performed with currently available fluidic and optical detection systems, for example, by
using specialized growth media to select for the acquisition of genetic markers in microbes.

Automation technologies will allow experiments currently only suitable for the bench-
top, or ISS facilities with astronaut intervention, to be adapted for stand-alone payloads. For
example, developing technologies such as miniaturized PCR instruments or commercial
DNA/RNA sequencers like the MinIonTM could be integrated into small satellite platforms
for mutagenesis and gene expression studies, together with advanced microfluidic deliv-
ery, sample processing, and detection systems. In addition, novel biosensors which are
currently under development hold the potential to allow new experimental assays and
designs, expanding the range of biological data that can be taken in space. One example
is dielectric spectroscopy. This method takes advantage of a common technique used in
industrial fermentation processes to measure changes in cell physiology. It utilizes the
understanding that cells can be polarized when exposed to an electric field, and their ability
to be polarized changes the overall capacitance of the cell suspension, which can then be
measured at a range of different frequencies. Capacitance changes as the cells undergo
growth, replication, protein synthesis, increases in cell membrane size, and changes in
cell shape [37]. Dielectric spectroscopy correlates such cellular changes to capacitance
measurements, and is one of many methods of measuring biologically relevant data in
space that can be miniaturized and automated. This type of biosensor technology could
be potentially implemented onboard an existing CubeSat foundation, like BioSentinel, to
assay the effects of the space environment on biology. Moreover, it can advance current
optical detection systems to allow the study of transient changes in vivo, independent of
metabolic indicator dyes.

Another promising avenue for microfluidics devices in space is the development of
organ-on-chip devices. The use of these devices provides new platforms for combining
microbial research with systems more closely resembling human physiology (e.g., pathogen
infection processes and changes in the human microbiome), thus more directly translat-
ing research to human applications [38,39]. Recently, the National Center for Advancing
Translational Sciences (NCATS) at the National Institutes of Health (NIH) partnered with
the ISS to launch the NIH Tissue Chips in Space initiative [40]. Many projects, all aimed to
investigate human disease and potential therapeutics, employ microphysiological systems
(MPS) or organ-on-chip devices to study tissues that are affected by the space environment,
such as muscle, lung, and bone marrow [40]. These MPS technologies are prime examples
of opportunities for scientific investigation that are enabled by the refinement of avail-
able hardware and the use of automated systems to answer a full spectrum of biological
questions about different space environments. However, even though technologies suit-
able to maintain mammalian cells or organ-on-chip devices onboard small satellites like
CubeSats already exist, it is currently not possible to ensure proper conditions to maintain
the viability of these cells during pre-launch and launch activities. Therefore, CubeSat
experiments will be mostly limited to microbial organisms due to the long pre-launch peri-
ods and constraints associated with the upcoming missions to deep space. Nevertheless,
future missions might allow for the loading of biological payloads closer to launch and
provide life support during launch and deployment, thus opening new possibilities for
more human-relevant studies.

The previously mentioned fluidics and biosensor technologies focus on space biology
research to study the effects of space exposure on terrestrial organisms. However, similar
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instruments are being developed for life detection and to search for signs of extraterrestrial
life. Therefore, the resulting sample input, fluidic processing, and sensor and analysis
technologies in astrobiology may also be useful for future space biology applications. Two
examples of such miniaturized fluidics processors developed by NASA are SPLIce (Sample
Processor for Life on Icy Worlds) and MICA (Microfluidic Icy-world Chemistry Analyzer).
SPLIce is a microfluidic processing-and-handling system that can take in microliter volume
samples and prepare them for a wide range of functions, including pH and conductivity
measurements, multi-year storage of dehydrated reagents, and the retention of samples for
microscopy [41]. MICA builds upon the Wet Chemistry Laboratory flown on the Phoenix
Mars mission and employs an electrochemistry sensor array to quantitatively measure key
chemical properties of Europa’s surface materials and provide sample context in the search
for evidence of potential biosignatures [42]. Other fluidics-based life detection instruments
currently under development include Spain’s Centro de Astrobiología’s CMOLD (Complex
Molecules Detector) and SOLID-LDChip (Signs of Life Detector—Life Detector Chip), JPL’s
Chemical Laptop, and UC Berkeley’s EOA (Enceladus Organic Analyzer) [43–46].

Although space biology research has been conducted for decades, there is still much
to do. By building upon the heritage and technologies of the past and present, planned
and future missions beyond LEO will make it possible to move forward confidently and
safely into the next era of human space exploration.
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