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Abstract: The paper presents a review on the current methods for deposition of vertically oriented
multilayer graphene sheets (often called carbon nanowalls—CNWs) on solid substrates. Thin films
of CNWs are among the most promising materials for future applications in capacitors, batteries,
electrochemical devices, and photovoltaics, but their application is currently limited by slow deposition
rates and difficulties in providing materials of a desired structure and morphology. The review
paper analyzes results obtained by various groups and draws correlations between the reported
experimental conditions and obtained results. Challenges in this scientific field are presented and
technological problems stressed. The key scientific challenge is providing the growth rate as well as
morphological and structural properties of CNWs thin films versus plasma parameters, in particular
versus the fluxes of reactive plasma species onto the substrate surface. The technological challenge is
upgrading of deposition techniques to large surfaces and fast deposition rates, and development of
a system for deposition of CNWs in the continuous mode.

Keywords: carbon nanowalls; plasma synthesis; growth mechanism; deposition speed; deposition
parameters; deposition temperature

1. Introduction

Nanocarbon has attracted enormous attention in the past two decades. It can exist in various
configurations such as graphene, carbon nanotubes (CNTs), or carbon nanowalls (CNWs). Robert
F. Curl Jr., Sir Harold W. Kroto and Richard E. Smalley received the Noble prize in chemistry in
1996 for discovery of fullerenes, while Andre Geim and Konstantin Novoselov in physics in 2010 for
ground-breaking experiments regarding the two-dimensional material graphene. S. IIjima has been
a candidate for the prize, too, for discovery of carbon nanotubes, and he received the first Kavli prize
in Nanotechnology in 2008. Many research groups are nowadays involved in research on nanocarbon
worldwide. In Figure 1, a comparison of publications per year on a synthesis of CNTs and CNWs
is shown. Nanocarbon in the form of CNWs has attracted less attention but represents a promising
material for application in fuel cells, lithium ion batteries, photovoltaic devices, thin-film transistors,
sensors of specific gaseous molecules, field-emission devices, batteries, light absorbers, enhanced
detectors for electrochemical and gas sensors, supercapacitors and scaffolds for tissue engineering [1–8].
The unique property of carbon nanowalls versus any other known material is a combination of stability,
chemical inertness, electrical conductivity, and huge surface-to-mass ratio. Carbon nanowalls are
often referred to as “multilayer graphene sheets stretching perpendicularly to the substrate surface”.
Such vertically oriented graphene sheets have a high density of atomic-scale graphitic edges that are
potential sites for electron field emission [9]. Due to their high surface-to-mass ratio they are also good
candidates for biosensors and energy storage applications [9]. Since awarding the Nobel prize, tens of
thousands research groups have been involved in basic research as well as in application of graphene
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worldwide and promising results were reported; however, mass application of this type of carbon
is yet to be realized. A way to implement this material in a mass production is depositing graphene
perpendicular to a substrate surface and thus taking full advantage of its unique properties. This
review paper intends to present current state-of-the-art on methods for deposition of carbon nanowalls
as well as their properties where they are reported. Exact growth mechanisms are far from being
well-understood; therefore, both theoretical and experimental study is yet to be performed.
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Figure 1. Number of publications per year regarding carbon nanotube (CNT) synthesis (a) and carbon
nanowall (CNW) synthesis (b). Source: Web of Science.

A typical SEM image of CNWs is shown in Figure 2. CNWs were first synthesized more than
10 years ago and can be deposited onto a substrate using a classical plasma-enhanced chemical
vapor deposition (PECVD) method [10–13]. A carbon-containing gas (usually methane CH4 or
acetylene C2H2) is partially atomized and ionized upon plasma conditions and the resultant radicals
condensate on a substrate surface. Upon limited range of experimental conditions, carbon in the form
of nanowalls (multilayer graphene sheets) grows on the substrate surface. The commonly accepted
growth mechanism for CNWs is illustrated in Figure 3 and can be summarized as follows [9,14]:

1. Adsorption of CH3 radicals and formation of amorphous carbon layer on the substrate.
2. Formation of defects and dangling bonds because of ion irradiation leading to the formation of

nucleation sites.
3. Migration of carbon species and formation of nanoislands with dangling bonds.
4. Nucleation of small graphene nanosheets on dangling bonds followed by a two-dimensional growth.
5. Formation of nanographene sheets with a random orientation.
6. Bonding of reactive carbon species to the edge of graphene sheets. Nanosheets that are standing

almost vertically preferably grow faster and shadow low-lying graphene sheets, therefore their
growth is suppressed.

 
Figure 2. An example of carbon nanowalls grown on the surface of a titanium foil.
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Figure 3. Schematic presentation of CNWs growth mechanism as suggested by Hiramatsu [9].

Images taken by scanning electron microscopy (SEM) at various deposition times confirm the
above mechanism, at least for experimental conditions adopted by [13,15,16].

Hydrogen was found to play a significant role in the growth process of CNWs by numerous
authors [17–19]. Hydrogen is needed to etch and remove any amorphous carbon that is formed on
the substrates, furthermore, it prevents formation of additional graphene layers by etching weakly
bounded carbon atoms and it was found to enhance migration of carbon precursors [14]. Therefore,
addition of hydrogen can greatly improve the quality of CNWs. The quality of CNWs can be also
enhanced by addition of argon and even oxygen. By addition of argon and/or oxygen it was found to
be possible to control the density of nanoislands in the initial stage of growth and thus consequently
also the density of CNWs. This is the reason why CNWs are most frequently synthesized using a
mixture of CH4 with H2 and Ar, where researchers usually use different pressures and gas flows to
influence the deposition rate as well as quality of CNWs.

CNWs can be also formed by employing C2F6 gas in a mixture with hydrogen or oxygen [16].
In this case, C and CF3 radicals serve as building blocks, whereas hydrogen atoms are needed for
abstraction of fluorine from the growing film. A mechanism for CNWs growth in a non-equilibrium
C2F6 gas environment was proposed by Kondo et al. [16]. Another example of CNWs synthesis is an
application of a CO/H2 gas environment upon heavily non-equilibrium conditions [20]. CNWs were
observed only if H2 was added, whereas formation of nanofibers was observed if CO was mixed with
Ar/O2 [21]. In recent years, CNWs were also successfully synthesized by using other precursors like
organic precursor (p-xylene [22], ethanol or hexane [23,24]) or metal-organic precursors (aluminum
acetylacetonate [25]).

A drawback of the currently known techniques for synthesizing CNWs is a low growing rate
and inability to obtain uniform coatings on large substrates. Therefore, they are inappropriate for
industrial application at this stage of the scientific knowledge. So far, researchers have managed to
obtain uniform coatings on surfaces measured in square centimeters and the growth is accomplished
in a time scale of minutes if not hours. The key problem arises from the fact that deposition rates using
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CHx radicals cannot be enhanced because carbon agglomerates at elevated pressure (forming dusty
plasma); therefore, the structure of the deposit is not appropriate—instead of nanowalls, carbon of
various morphological shapes including soot or hydrogenated amorphous carbon grows at elevated
pressure. So far, few alternatives to CHx radicals have been reported except for CO and C2F6 as
mentioned above.

Another problem limiting the application of carbon nanowalls on industrial scale is associated
with deposition of CNWs at rather high substrate temperatures. Currently available methods allow
deposition of CNWs only at temperatures in the range of 600–800 ◦C that are not appropriate for
deposition of CNWs on polymer substrates [10]. Temperatures even higher than 800 ◦C were also
reported. The researchers observed that the quality of CNWs is increasing with increasing temperature
and also their growth rate [17,19,25–29]. Substrate temperature has therefore an important effect on
their size and density. If the temperature was too low, CNWs did not grow and only an amorphous
carbon layer was observed, or carbon in other morphological nanostructures [26,29]. Tii et al. found
that addition of Ar to N2/CH4 gas system could lower the substrate temperature for CNWs deposition
to approximately 650 ◦C [30]. Contrary, Park et al. reported deposition of CNWs at temperatures a bit
lower than 400 ◦C (depending on the substrate material) [31]. Additionally, Singh [32] managed to
synthesize CNWs on a glass surface at a temperature of approximately 400 ◦C, however he used hot-wire
chemical vapor deposition. Although it was reported that graphene films have been deposited at low
temperatures such as 240 ◦C [33], and carbon nanotubes (CNT) at just 120 ◦C [34], it is still a big challenge
for researchers working on deposition of vertically oriented graphene sheets to minimize the substrate
temperature. In one experiment, CNWs were deposited onto SiO2 substrates at various substrate
temperatures ranging from 600 to 800 ◦C [26]. The deposition was performed using ECR-PECVD
(electron-cyclotron resonance plasma-enhanced chemical vapor deposition) in CH4/Ar environment.
The authors found an important effect of the substrate temperature on the vertical growth of CNWs
through nanoscale graphitic islands. In this paper, 600 ◦C was found to be a minimum temperature
where formation of nano-graphitic islands was observed. These two-dimensional nanoislands changed
to three-dimensional structures when the substrate temperature was increased to 625 ◦C. However,
further increase of the sample temperature led to formation of a higher density of CNWs. Their height
and growth rate increased with increasing temperature and a formation of nest-like structure was
observed [26]. In another experiment, Gentoiu et al. [29] found strong dependence of a structure,
morphology, and graphitization on deposition temperature. At low temperatures ~200 ◦C carbon
nanotubes (CNTs) were formed, at temperatures ~300–400 ◦C rather amorphous carbon nanoparticles
appeared, whereas at temperatures ~500–700 ◦C formation of CNWs was observed. These experiments
clearly show that the temperature has an important effect on the morphology and growth of CNWs.
Deposition of CNWs is thus currently still limited to materials that can withstand high temperatures.

Besides temperature, also the choice of a substrate material may influence the initial stage of the
carbon cluster nucleation because of a different lattice matching with graphite and consequently different
quality of CNWs may be formed [10]. In addition, carbon solubility in the substrate material may have
a strong influence on the nucleation and growth of CNWs as reported by Giese at al. [25]. The authors
investigated deposition of CNWs on various substrates including stainless steel, aluminum, nickel and
silicon which strongly differ in carbon solubility. The effect of a bias voltage and substrate temperature
was investigated as well. With increasing bias voltage and temperature, the morphology changed from
nanorods which were formed at low bias voltage and temperature, to thorny structures, followed by
straight CNWs, whereas curled CNWs were formed at high bias voltages and temperatures. These
growth regimes were shifted for different materials. On stainless steel and aluminum all mentioned
structures were formed, however they appeared at different bias voltage and temperature. Whereas
for Ni and Si, no nanorods were formed and only straight and curled CNWs were found. This was
explained by difference in carbon bulk and surface diffusion for these materials and different affinity
to form carbides at the surface. Additionally, Vizireanu et al. [35] investigated the effect of substrate
material on CNWs synthesis and their morphology. CNWs were deposited on various substrates
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including SiO2/Si, titanium, stainless steel, Quartz, MgO, and carbon paper, that were previously
covered with clustered nickel catalyst. The authors found that the type, morphology, and electrical
characteristics (conductive, insulator, or semiconductor) were not important for CNWs growth.

2. Early Scientific Documents of Plasma Synthesis of Carbon Nanowalls

An excellent and comprehensive review summarizing earlier achievements in CNWs deposition
was prepared by Himatsu and Hori in 2010 [14]. Appropriate references of the earlier papers are
summarized in this classical monograph. The first report on the synthesis of CNWs structures appeared
in scientific literature in 2002 by Wu et al. [36]. The gases used were methane and hydrogen of flow
rates 40 and 10 sccm, respectively. Such a gas mixture is a natural choice for depositing any carbon
nanomaterials, because methane partially dissociates and ionizes upon plasma conditions and the
radicals such as C, CH, CH2, and CH3 stick to the substrate surface. A rather high substrate temperature
of about 700 ◦C was used to favor decomposition of hydrogenated carbon radicals to almost pure
carbon suitable for growing carbon structures almost free from hydrogen. Additional DC biasing was
applied to deliver more energy to the substrates upon growing of CNWs. A catalyst (typically NiFe)
was applied to stimulate the nucleation. Addition of hydrogen was essential because atomic hydrogen
and positively charged ions caused removal of weaker-bonded carbon what was found beneficial for
appropriate structure of the CNWs. Wu et al. found their CNWs suitable for application in batteries,
light-emitting and conversion devices, catalysts, and other areas requiring high surface area materials.

In 2005 the group of Shiji [37] reported fabrication of CNWs by capacitively coupled radio-frequency
plasma enhanced chemical vapor deposition (CCP-PECVD) employing fluorocarbon/hydrogen
mixtures. Correlation between CNWs growth and fabrication conditions, such as the carbon source
gases, was investigated. In addition, the influence of H-atom density in the plasma was measured
using vacuum ultraviolet absorption spectroscopy to discuss the growth mechanism of CNWs.

Additionally, also in 2005, Tanaka et al. [38] reported growth of CNWs on a SiO2 substrate by
microwave plasma enhanced chemical vapor deposition. They investigated the growth process and
revealed that the CNWs grew at the fine-textured structure on SiO2 and the growth process did not
require the catalyst (as opposite to Wu et al.). It was found that the height of CNWs as a function of
growing time obeyed the square-root law. Rather high growth rates of approximately 10 micrometers
per hour were achieved. They also used hydrocarbons with hydrogen as a useful gas mixture.

Dikonimos et al. [39] reported CNWs with a maximum longitudinal dimension ranging from 10
to 200 nm and a wall thickness lower than 5 nm. Such structures were grown in a high-frequency
chemical vapor deposition reactor on Si substrates. The growth precursor was methane diluted with
a noble gas (He). The growth rate and film morphology were explored. The experimental setup
consisted of a two-grid system which allowed to vary the voltage and current density on the substrate
surface independently. An increase of growth rate was observed as the film thickness increased from
a few nanometers to about 200 nm when the substrate current density was increased.

The importance of hydrogen in the gas mixtures was elaborated by Cui et al. [17]. Without
addition of H2, graphite sheets were difficult to produce, and the film contained other forms of carbon.
At small H2 fluxes (40 sccm), the carbon nano-sheets were not clearly distinguished. When H2 flux was
increased the vertical graphene sheets became more obvious (80–120 sccm). However, if the H2 flow
was too high (150 sccm) the density of the vertical sheets decreased. At low H2 flow rates, the supply
of hydrogen was insufficient to etch away the amorphous part, however at high H2 flow rates also
CNWs were etched by excessive hydrogen [17]. Therefore, at optimal conditions a mixture should
contain just the right density ratio of CHx radicals acting as a source of carbon species and hydrogen
atoms needed to etch away the amorphous part. Similar findings were also found by Jiang et al. [18].

Teii et al. [30] revealed the importance of Ar in the production of C2 dimers, which were found to be
the most important radicals responsible for CNWs growth. He performed synthesis of CNWs in ASTex
microwave plasma using Ar/N2/CH4 or Ar/N2/C2H2 gas mixtures with various Ar concentrations. The
amount of C2 dimers was increasing by adding Ar. Furthermore, addition of Ar reduced the substrate
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temperature needed for CNWs deposition to 650 ◦C. Rather high deposition rates of approximately
1 μm/min were obtained.

Vizireanu et al. [35] synthesized CNWs structures in Ar/H2/C2H2 mixture on various substrates
including SiO2/Si, Ti, stainless steel, Quartz glass, MgO, carbon paper, that were previously covered with
clustered Ni catalyst. SEM images of CNWs on various substrates revealed that the type, morphology
and electrical characteristics of the substrates (conductive, insulator, or semiconductor) were not
important for CNWs growth. A deposition rate was approximately 1 μm per 30 min. The authors
also investigated the influence of the pressure and gas flows. It was found that the quality of CNWs
could be altered by changing the pressure or Ar flow. CNWs with large length-to-thickness ratio and
well-isolated between themselves were deposited at low pressure and high carrier flow rates, whereas
poor quality of CNWs was obtained at high pressure or low Ar flow.

Jiang et al. [18] also investigated the morphology of CNWs grown in CH4/H2 mixture at various
CH4 flow rates and CH4 to H2 ratios. CH4 flow rate was changed from 5 to 100 sccm whereas H2 flow
rate was kept constant. It was found that the size of graphene sheets first increased with increasing
CH4 flow rate, reached a maximum in the range of flows 10–30 sccm, and then decreased with further
increase of the CH4 flow rate. This result was explained by higher density of nucleation sites, faster
nucleation, and sufficient density of carbon radicals with increasing flow rate. However, if the flow rate
was too high, too high density of the nucleation sites was reported, thus hindering the nucleus from
growing into large sizes of graphene sheets because of insufficient interspace between the neighbouring
nuclei. Moreover, when CH4 flow rate was manipulated, also CH4 to H2 ration was changed which
influenced the etching effect of hydrogen radicals. Too high H2 content led to a small size of the
graphene sheets because of the excessive etching according to Jiang. Therefore, it was concluded that
controlling the dynamic competition between growth and etching was the key factor for obtaining
good quality of CNWs.

Davami et al. [40] investigated the morphology of CNWs grown in CH4/H2 systems on various
substrates including Cu, Si, or Si coated with a thin layer of Ni or Au. The authors found that CNWs
on pure Si substrates were denser and thinner in comparison to CNWs deposited on Si/Ni or Si/Au
substrates, whereas CNWs on Cu were much finer than on all other substrates.

The growth rate of PECVD techniques is usually limited to tens of nanometers per minute that is
insufficient for practical applications. Zhang et al. [41] used “high density meso-plasma CVD” and
obtained fast growth rate of the order of ~10 μm/min, depending on a power of a radio-frequency
(RF) generator and CH4 flow rate. The meso-plasma system was actually a modified ICP-jet plasma
in combination with a planar-coiled antenna. In such a configuration, they obtained fast deposition
because of a high dissociation rate of CH4. The CNWs deposition was performed in CH4/H2/Ar
mixture. A deposition rate was increasing with increasing RF power (12–18 kW) and increasing CH4

flow rate (10–80 sccm), when keeping H2 flow constant. The highest growth rate (18 μm/min) was
observed, when the flow of H2 was zero, what was explained by a lower etching effect of hydrogen.
An increase in the plasma power and CH4 flow did not only change the growth rate but it also had
an effect on CNWs morphology and structure. Different morphological forms including petal-like,
cauliflower-like, maze-like, or floc-like structures were observed.

3. A Brief Review of Patents

As already mentioned, there is a great commercial interest in application of carbon nanowalls in
different devices. In order to make this review rather complete, the most relevant patents on deposition
of carbon nanowalls are listed below and briefly described.

Probably the first patent application on growth of CNWs was filed in 2007 by Hiramatsu and
Hori [42]. They disclosed a method and a device for producing thin films of CNWs on solid substrates.
A source gas containing carbon was introduced into a reaction chamber where plasma was sustained
with a capacitively coupled generator. The authors disclose also a second radical-generating chamber
which was disposed outside the reaction chamber. Hydrogen radicals were generated by decomposing
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radical source gas containing hydrogen using RF or another method. The hydrogen radicals were
introduced into the plasma, whereby CNWs were formed on a substrate disposed on the second
electrode of the CCP. The growth of the CNWs with this method was found to be rather slow (about
1 μm high-quality CNWs in approximately 5 h). The key innovative step in this patent application was
application of a remote source of atomic hydrogen, which was essential for the growth of high-quality
CNWs. The drawback of the method is a very long treatment time. This drawback was suppressed in
the patent [43] which discloses a method and a device for deposition of carbon nanostructures where
the base materials forming carbon nanostructures can be continuously fed, thus mass-production
could be facilitated. The method described in [43] is actually based on the method revealed in
previous patent [42] by the same group. The patent [44] further improves the method described in [42],
in particular to improve the crystallinity of CNWs. However, the improvement of crystallinity had
a negative effect on the growth rate, since it was reported to decrease from about 60 to 20 nm/min.

A method for growing CNWs on a solid substrate is disclosed also in the patent by Ghoanneviss
et al. [45]. In this patent, a method is described which comprises mixing a predetermined amount of
a hydrocarbon gas with a predetermined amount of at least one non-hydrocarbon gas, placing the solid
substrate into a reaction chamber; creating gaseous radicals in the reaction chamber which comprises
hydrocarbon and non-hydrocarbon radicals; applying the radicals to the solid substrate; and growing
CNWs on said solid substrate exposed to said radical. This invention comprises a method where
CNWs are created under atmospheric pressure. The CNWs growth with this method usually takes
tens of minutes. No fluxes nor fluences of said radicals are disclosed in this patent application.

CNWs were also formed as a product in a CO2 reduction device with the CO2 reduction method
disclosed in a recent patent application by Ohmae et al. [46]. This CO2 reduction method produces
CNWs by transforming CO2 gas into carbon using microwave (MW) plasma chemical vapor deposition
and, essentially, using water vapor as a carrier gas. In the preferred embodiment of this patent,
the method based on MW plasma chemical vapor deposition is used to reduce CO2 gas in carbon
oxide-containing gas flowing through the inside of an U-shaped reaction tube made from glass.
The water vapor is used just as a carrier gas of the carbon oxide-containing gas according to Ohmae.
Unlike all previously cited documents the methods disclosed in this patent application do not rely on
injection of hydrocarbons into gaseous plasma. The CO2 gas is dissociated upon plasma conditions
and CNWs are produced on a solid substrate positioned inside the glass tube. The inventors claim
a CO2 reduction system which has the U-shaped CO2 reduction device whose gas exhaust tube is
connected with the gas introduction tube. The inventors also claim a CO2 reduction method which
produces CNWs by conversion of CO2 gas into carbon source using MW plasma CVD method and
water vapor as a carrier gas. In fact, the tube is mounted into a MW waveguide of such a shape that
an extremely large electromagnetic field is obtained right at a bend of the tube, therefore the power
density is extremely large. Unfortunately, the authors of this patent do not report the exact value of
the power density, nor the substrate temperature, but both should be large in such a configuration.
The scalability of the method is questionable, though. The decomposition rate of CO2 increases
with increasing discharge power. The electric power generated by photovoltaic power generation
is used for powering the MW plasma generator in one embodiment, thus making the device highly
economical. The sediment (i.e., the CNWs film) as deposited by the methods of Ohmae also contains
other morphological forms of carbon.

CNWs can be used for fuel cells, lithium ion batteries, diodes, and photovoltaic devices, etc.
In another patent by Hori’s group [47] a method for manufacturing a catalyst layer for a fuel cell is
disclosed. Here, CNWs are refined in order to enhance the power generation efficiency of a fuel cell by
improving the contact of hydrogen molecules and oxygen molecules which take part in a reaction with
a metal catalyst and an electrolyte in the fuel cell to sufficiently form a three-phase interface.

The method that simplifies the process for manufacturing an electrode layer for fuel cells and
improves the dispensability of the catalyst component and the electrolyte, whereby the generation
efficiency of a fuel cell can be improved, is also revealed in yet another patent by Hori et al. [48].
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The CNWs could be also used as a material for the negative electrode in a lithium battery.
Tachibana and Tanaike [49] disclose the negative electrode material for a lithium ion battery. This
material is prepared using as minute graphite material, flaky CNWs constituted of aggregates in which
crystallites having a 10 to 30 nanometer range are highly oriented. A thin lithium battery which uses
the innovative material is also provided. There are four other patents on CNWs for negative electrodes
for lithium batteries [49–51] and a patent disclosing application of CNWs for a positive electrode [52].

CNWs can be also used as a part of a sample substrate for laser desorption ionization mass
spectrometry (LDI-MS) as described in a patent [53]. CNWs are known as excellent absorbents because
of their morphology, structure, and composition. Therefore, their possible application can be for
a saturable absorbing element with a wide absorption band, a high light absorbance, and a high
modulation depth as disclosed in [54]. CNWs can be also used in medical applications, for example
when they are deposited on a substrate of an implantable medical device [55]. They are also used as
a raw material for producing other materials, such as graphene nanoribbons [56,57] or metal-supported
nano-graphite [58].

The patents do not provide details about the particular setups or just disclose the preferred
embodiments, so it is difficult to extract the deposition parameters.

4. Summary of Literature Review on PECVD Deposition of CNWs

In Table 1 comparison of conditions used for deposition of CNWs by PECVD is shown. According
to data in Table 1, CNWs are usually synthesized by various PECVD methods. These can be microwave
plasma enhanced chemical vapor deposition (MW PECVD), capacitively coupled radio-frequency
plasma enhanced chemical vapor deposition (CCP PECVD), inductively coupled radio-frequency
plasma enhanced chemical vapor deposition (ICP PECVD), direct current plasma enhanced chemical
vapor deposition (DC PECVD), and electron cyclotron resonance plasma enhanced chemical vapor
deposition (ECR PECVD). A combination of these methods is sometimes used as well as additional
biasing of the substrates. Especially in the case of RF plasmas, CCP configuration is often combined
with ICP or an external H radical injection [13,16]. Deposition was usually performed at low pressures,
however, there were also reports on the deposition at atmospheric pressure giving much higher
deposition rates [23,59]. Another way to synthesize graphene sheets was also the application of
a discharge in a liquid where the carbon precursor can be either the electrode material or the liquid
medium [60,61]. A solution containing graphene sheets was then filtered to collect graphene sheets.
Li et al. synthesized graphene sheets by pulsed arc discharge in water with petroleum asphalt as
a carbon source [61]. Typical synthesis time was 20 min. On the contrary, Lee et al. synthesized graphene
flakes by plasma generated between two carbon electrodes which were immersed in distilled water [60].
Recently, Amano et al. synthesized graphene flakes in ethanol with added iron phthalocyanine [62].
The synthesis time was only 5 min.

As already mentioned in the introduction and also shown in Table 1, the growth rate and quality
of CNWs can be controlled by increasing gas pressure or/and flow, discharge power, and substrate
temperature. Especially, addition of H2 and Ar has an important influence on the quality of CNWs;
therefore, the right proportion of gasses is needed for optimal CNWs deposition. Higher gas flow
rates usually give higher growth rates, but also higher etching rates and loss of a desired morphology;
therefore, flows and ratios should be optimized for particular applications of CNWs thin films.

As shown in Table 1, CNWs were successfully deposited to various substrates, electrically
conductive and nonconductive. When first invented, deposition was performed with the help of the
catalysts [36]. Nowadays, PECVD deposition is usually performed without any catalyst. As reported in
the literature, deposition was successfully performed on materials such as Cu, GaAs, Si, SiO2, sapphire,
Al2O3, Mo, Zr, Ti, Hf, Nb, W, Ta, stainless steel, MgO, TiN, Quartz glass, carbon paper, and even on
non-flat surfaces such as carbon fibres and Ni foam. Yu et al. [63] managed to synthesize patterned
CNWs. CNWs were grown on a gold pattern made of a network of squares and other geometrical
structures that were coated on the SiO2 substrate before the deposition by plasma methods.
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A rather high temperature is required for deposition of CNWs. Temperatures reported in the
literature are usually in the range of 600–800 ◦C for PECVD methods. Sometimes also temperatures
higher than 800 ◦C were reported (up to about 1000 ◦C). In some cases, authors managed to deposit
CNWs also at temperatures lower than 600 ◦C (see Table 1), depending on the substrate material.
Temperatures required for CNWs deposition on glass (~400–500 ◦C) were usually lower than for
metals (~600–800 ◦C) [28]. Nevertheless, despite high temperatures that are still needed for PECVD
methods, they still enable deposition at temperatures lower than conventional thermal CVD methods.
It is interesting, however, that temperatures of approximately 500 ◦C were reported for hot-wire CVD
deposition of CNWs on a stainless steel substrate or quartz glass with Ni catalyst [64,65].

Table 1. Methods and conditions for CNWs deposition.

Ref. Gas
Temperature

(◦C)
Growth Rate

or Time
Method

Substrate
Material

Important Findings

[36] CH4/H2 650–700 -
MW PECVD
with catalyst
and DC bias

Cu, GaAs, Si,
SiO2, sapphire -

[19] CH4/H2 600–900 ~several m/h ICP PECVD

Si, SiO2,
Al2O3, Mo, Zr,
Ti, Hf, Nb, W,

Ta, Cu,
stainless steel

304

The growth rate was increasing with
increasing temperature and CH4

concentration. CNWs on all substrates
showed the same general morphology.

[37]
C2F6, CH4,

CF4, CHF3, or
C4F8 with H2

500 ~180 nm/h

CCP PECVD
+ ICP for H

radical
injection

Si

The growth rate depended on the type of
gas and it was the highest for C2F6/H2

and the lowest for CF4/H2:
C2F6/H2 > CHF3 > CH4 > CF4/H2.

CNWs did not grow in C4F8/H2 gas.

[38] CH4/H2 - ~8 m/h MW PECVD
with DC bias SiO2

The height of CNWs as a function of
time obeyed the square root law.

[39] CH4/He 1000 ~7 nm/min DC PECVD Si
The average size and film thickness were
increasing with increasing total plasma

current.

[30] Ar/N2/CH4
Ar/N2/C2H2

min. 650 1 μm/min ASTex MW
PECVD Si or silica

Addition of Ar gas reduced the
deposition temperature and increased

the production of C2 dimers.

[20] CO/H2 700 1 μm/min ASTex MW
PECVD Si High growth rate was obtained at a

relatively low MW power of 60 W.

[31] CH4/H2 ~400 up to
180 s

ECR-MW
PECVD SiO2, glass, Cu Deposition temperature depended on

the substrate material.

[26] CH4/Ar 625–800 ~10 nm/min ECR PECVD SiO2/Si

The growth rate and quality of CNWs
could be enhanced by increasing the

substrate temperature, decreasing the
distance between the MW source and the
substrate, and increasing the MW power.

Below 625 ◦C CNWs did not grow.

[16] C2F6/H2 w/o
O2

580 ~25 nm/min
Radical
injection

CCP PECVD
Si

O2 gas addition reduced the amorphicity
and disorder of CNWs and assisted in

nucleation of CNWs.

[40] CH4/H2 680 1 μm/20 min RF PECVD
Cu, Si, and Si
with a film of

Ni or Au

Morphology of CNWs depended on the
type of a substrate

[18] CH4/H2 - 1.5
m/2 min MW PECVD Cu

The size of graphene sheets depended
on a flow rate. A maximum was

observed at 10–30 sccm.

[35] Ar/H2/C2H2 700 1 μm/30 min
RF plasma

beam
PECVD

SiO2/Si, Ti,
stainless steel,
Quartz, MgO,
carbon paper
(all substrates
covered with
clustered Ni

catalyst)

Type of the substrate material was not
critical for CNWs growth.

Quality of CNWs depended on pressure
and Ar flow rate. Low pressure and high

carrier flow rate was found to be
optimal.
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Table 1. Cont.

Ref. Gas
Temperature

(◦C)
Growth Rate

or Time
Method

Substrate
Material

Important Findings

[41] Ar/H2/CH4 - ~10 μm/min
Mesoplasma
(CCP+ICP)

PECVD
Si

Growth rate was increasing with
increasing RF power (12–18 kW) and

increasing CH4 flow rate (10–80 sccm).
Various CNWs morphologies were

observed.

[27] Ar/CH4 750–900 up to 10 min CCP PECVD Cu
The density of CNWs increased with
substrate temperature, plasma power,

and deposition time.

[28] Ar/H2/CH4 475–550 ~10 nm/min ICP PECVD glass The size and density of CNWs increased
with increasing temperature.

[17] Ar/H2/C2H2 550, 650, 750 - RF PECVD
Si, Ni/Si,

Al2O3, carbon
fiber

CNWs did not grow at 550 ◦C.
Morphology of CNWs depended on
temperature, pressure, and gas flow.

[59] Ar/CH4 700 ~300 nm/min
in lateral size

Atmospheric
DC PECVD

Polished
stainless steel

Growth rate is much higher compared to
low-pressure synthesis.

[23]
Ar/H2/ethanol

or hexane
vapor

800 100 nm/min Atmospheric
DC PECVD Ni Growth rate is much higher compared to

low-pressure synthesis.

[24] Ar/H2/ethanol
vapor 700 >15 min Atmospheric

DC PECVD
Si, Cu,

stainless steel -

[63] Ar/CH4 or
Ar/C2H2

- Several min Low-pressure
PECVD

SiO2/Si with
Au pattern

CNWs were grown on a substrate with a
designed pattern.

[66,
67] H2/CH4 ~1000 ~50–55

nm/min DC PECVD Glassy carbon,
Si

Substrate temperature depended on the
film thickness. An increase in

temperature of the substrate surface
resulted in an increase in the nanowall

average linear size.

[22] p-xylene 450 20 min ICP PECVD Si coated with
TiN

Three types of carbon nanostructured
were formed depending on the flow rate:

fibers, free standing nanowalls, or
interconnected nanowalls.

[29] Ar/H2/C2H2 200–700 60 min
RF plasma

beam
PECVD

Si

Strong dependence of morphology on
temperature: CNTs were observed at 200
◦C, amorphous carbon nanoparticles in
the range of 300–400 ◦C and CNWs at

500–700 ◦C.

[25]
aluminum

acetyl-acetonate
+ Ar

350, 425, 500 50 min ICP PECVD Stainless steel,
Ni, Al, Si

Strong influence of the bias voltage,
substrate temperature,

and substrate material on the
morphology of CNWs. Nanorods or

thorny, straight, or curled CNWs were
found.

[68] H2/CH4 600 40 min RF PECVD Ni foam,
copper, glass -

[2] Ar/H2/CH4 520–550 12 nm/min ICP PECVD SiO2
Quality of CNWs increased with plasma

power and temperature.

5. Comparison of Available Literature

The prior state-of-the-art can be summarized as follows:

• Either gaseous plasma or hot wires are used for production of reactive carbon-containing molecules
that stick to the surface substrate and cause growing of CNWs on said substrate;

• Reactive carbon containing molecules are usually produced from hydrogenated carbon precursors,
sometimes fluorinated, or from carbon oxide

• Precursors are essentially gaseous and are continuously leaked into a reaction chamber to facilitate
growing of CNWs. The gases are continuously removed from the reaction chamber;

• Hydrogen is leaked into the reaction chamber simultaneously with hydrogenated carbon precursors
in order to obtain good quality nanowalls. Noble gases are often added into the gas mixture
leaked into the reaction chamber to alter the quality of CNWs
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• Metallic catalysts were applied in early documents but have been omitted later;
• Elevated temperatures of the substrates (usually in the range of 600–800 ◦C) are needed for

CNWs growth.

Different authors used different experimental setups so any comparison of results might not be
scientifically perfect. Still, it is interesting to draw at least some correlations. Of particular importance
is the growth rate versus the parameters reported in literature cited in Table 1. Figure 4 reveals the
growth rates (where reported) versus the substrate temperature (where reported), Figure 5 the growth
rates for different gas mixtures, and Figure 6 the growth rates for different discharges. As mentioned
above the results summarized in Figures 4–6 are based on statistical evaluation of available literature
from different authors as presented in Table 1.
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Figure 4. The growth rate versus the temperature as reported in literature shown in Table 1. The dots
represent results in the cases when the authors performed experiments at a constant temperature.
Some authors reported a range of temperatures during deposition—these results are represented with
longitudinal bars.
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Figure 5. The growth rate for different types of discharges as reported in literature shown in Table 1.
The height of the bars indicates the range of growth rates found in the literature.
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Figure 6. The growth rate for different gases as reported in literature shown in Table 1. The height of
the bars indicates the range of growth rates found in the literature.

Let us first examine Figure 4 which represents the growth rate of CNWs versus reported substrate
temperature. The results are scattered widely, which is explained by different experimental conditions
adopted by different authors. It seems that the surface temperature alone is not a decisive parameter
regarding the growth rate of CNWs. Obviously, other parameters play a more significant role as long
as the growth rate is the merit. There are a couple of dots in Figure 4 that stretch from others: i.e.,
the measured growth rate at about 60 μm/h. Both results were obtained using microwave discharge
for plasma sustenance. The MW plasma adopted by Teii [30] and Mori [20] is known for the high
power density, so this parameter may be more important than the substrate temperature. The power
density, of course, influences the heat dissipated on the sample upon plasma treatment, and the heat in
turn influences the substrate temperature. Any sample exposed to plasma is heated by bombardment
with positive ions, neutralization of charged particles, recombination of radicals (in particular atoms),
accommodation of any metastables, and absorption of light quanta. The prevailing mechanism depends
on fluxes of reactive species and biasing. Unfortunately, only a few authors mention these parameters,
so it is difficult to deduce the heating power. In any case, the fluxes usually increase with increasing
power density of the discharge until the saturation is reached. For example, the atom density next to
the sample surface (and thus the atom flux onto the sample) increases with the power density, but it
also depends on the properties of any material facing plasma. Carbon nanowalls should represent an
almost perfect sink for atoms because they are trapped in gaps between neighboring walls, therefore
they experience numerous collisions with walls before being able to escape. At each collision there is
a certain probability for recombination to parent molecules and because the collisions are numerous,
only few atoms are able to avoid surface recombination on a material of such a rich morphology
as CNWs. In fact, one of the highest recombination coefficients was recently reported by Zaplotnik
et al. [69]. Unfortunately, none of the authors cited in this review reported the atom (usually hydrogen)
flux on the sample surface.

The probability for surface neutralization of positive ions is close to 100% thus the heating by this
mechanism could be deduced if plasma density is measured. The ions are accelerated when crossing
the sheath next to the sample surface and the kinetic energy gained is often between 10 and 20 eV
(depending on the plasma potential and the ion mass); therefore, this heating mechanism is easily
evaluated if the plasma density and electron temperature are known. Again, only few authors reported
these parameters. The heating by ions is of course enhanced if the sample is biased, but in such a case,
the thermal contact between the sample and the electrode is usually good so biasing itself does not
assure for a higher sample temperature.
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To understand the influence of a discharge type on the CNWs growth rate we summarize the
results reported by various authors in Figure 5. According to literature shown in Table 1 and description
in this review paper, various discharges were adopted. Unfortunately, the discharge power density is
almost impossible to deduce from a good number of papers. Still, the results summarized in Figure 5
are useful for giving a hint on the role of a discharge in growth of CNWs. The highest growth rate
was observed when combining the CCP with ICP. Unfortunately, only one author reported such
a large growth rate [41]. The ICP in the H-mode is known for its ability to absorb large RF powers in
small volumes so it can be concluded that the large power density is beneficial for fast growing of
the CNWs. Furthermore, the MW discharges also provide high growth rates. As mentioned above,
these discharges are also capable of sustaining dense plasma in a rather small volume. The results
summarized in Figure 5 therefore indicate that the large power density is highly beneficial for a rapid
growth of CNWs.

Finally, it is worth discussing the results of Figure 6, in particular because several authors stressed
the influence of a gas composition on the growth of CNWs. As in Figures 4 and 5, the results are
scattered over a couple of orders of magnitude. The high growth rate using a mixture of carbon
monoxide and hydrogen can be explained by a very high power density in plasma sustained by MW
discharge in a small volume, despite using a relatively low power of 60 W [20]. The results obtained
using other gases or gas mixtures are scattered so much that it may be concluded the gas mixture is not
the key parameter governing the growth rate of CNWs.

6. Challenges and Roadmap

The binding energy of carbon atoms in a hexagonal structure is much larger than between the
graphene layers so it is natural that the synthesis of wall-like structures is dominated as long as
the weakly bonded atoms are removed continuously upon growth of CNWs. The removal of such
“wrongly deposited” atoms is assured by using plasma species that react chemically with weakly
bonded carbon atoms and most authors agree that H atoms are particularly useful. Unfortunately,
the supply of H atoms onto the surface upon the growth of CNWs seems to be too small to enable
immediate removal of “wrongly deposited” carbon atoms and thus high-quality CNWs so elevated
temperatures are needed, because chemical etching of carbon materials by atomic hydrogen increases
with increasing sample temperature. The particular morphology of CNWs depends on deposition
parameters and it has been suggested by numerous authors that bombardment of the sample with
positively charged ions upon CNWs deposition is beneficial for the growth of vertically oriented (as
opposite to randomly oriented) graphene sheets.

The challenges in deposition of CNWs are apparent from the text in this review paper. Although
numerous authors discussed the influence of various plasma species on the growth kinetics, very few
reported about the fluxes or fluences of plasma species onto the substrates. The greatest immediate
challenge is therefore measuring plasma parameters. The key parameters are densities of radicals
next to the substrate surface and corresponding fluxes onto the surface. While current techniques for
plasma diagnostics allow for measuring densities of a variety of species they have rarely been applied.
An important challenge is also determination of gradients of reactive species which appear next to or
within the samples due to the loss of radicals on the surface.

A great challenge for any future application of CNWs is upscaling. Best plasma parameters are
usually found in small experimental reactors of sample size measured in cm2. Upscaling plasma of the
right parameters to large systems is always a scientific and technological challenge. To make CNWs
useful on an industrial scale, upscaling to systems that enable deposition of CNWs on large surfaces,
at least as large as wafers, is essential. Most currently reported deposition rates are prohibitively slow
therefore other solutions should be considered. Preferred deposition of any thin films for industrial
application is in a continuous mode: the substrate (preferably an infinite sheet) moves through a dense
plasma sustained by a suitable discharge and the deposition rate is high enough to assure a rapid
deposition at a reasonable speed of the substrate. Such a mode, however, has not been adopted even
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for “traditional” plasma industries such as microelectronics so it might take a long time to invent
techniques for fast deposition of CNWs on continuous materials.
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Abstract: The greatest challenge in graphene-based material synthesis is achieving large surface
area of high conductivity. Thus, tuning physico-electrochemical properties of these materials is of
paramount importance. An even greater problem is to obtain a desired dopant configuration which
allows control over device sensitivity and enhanced reproducibility. In this work, substitutional
doping of graphene oxide (GO) with nitrogen atoms to induce lattice–structural modification of GO
resulted in nitrogen-doped reduced graphene oxide (N-rGO). The effect of doping temperatures and
various nitrogen precursors on the physicochemical, optical, and conductivity properties of N-rGO is
hereby reported. This was achieved by thermal treating GO with different nitrogen precursors at
various doping temperatures. The lowest doping temperature (600 ◦C) resulted in less thermally
stable N-rGO, yet with higher porosity, while the highest doping temperature (800 ◦C) produced the
opposite results. The choice of nitrogen precursors had a significant impact on the atomic percentage
of nitrogen in N-rGO. Nitrogen-rich precursor, 4-nitro-o-phenylenediamine, provided N-rGO with
favorable physicochemical properties (larger surface area of 154.02 m2 g−1) with an enhanced
electrical conductivity (0.133 S cm−1) property, making it more useful in energy storage devices. Thus,
by adjusting the doping temperatures and nitrogen precursors, one can tailor various properties
of N-rGO.

Keywords: reduced graphene oxide; nitrogen-doping; chemical vapor deposition; physicochemical
properties; optical properties; electrical conductivity

1. Introduction

Functionalization of carbon-based materials, such as graphene and carbon nanotubes for different
purposes, is gaining a lot of attention in the field of material science. This interest arises because
of their low cost, unique stable physicochemical properties, and broad applications. The former
includes energy-harvesting devices [1], supercapacitors [2], sensors [3], field-effect transistors [4]
and medical uses [5]. Certain extrinsic properties, such as electrical conductivity, high chemical
stability, and a zero band-gap, enable some carbon-based materials to perform as semi-metals and
semi-conductors [6]. Graphene, for instance, has a zero band-gap which needs to be manipulated for
use in various applications such as solar cells. When graphene is chemically doped, it can change one
absorbed photon and cause an increase in power conversion efficiency of solar cells [7]. However,
graphene is a transparent material with a low coefficient of light absorption. Therefore, when graphene
is applied in solar cells, it tends to produce a lower power conversion efficiency than solar cells based
on heteroatom-doped graphene [7]. Thus, creating a well-tuned and sizeable band-gap to improve the
coefficient of light absorption of graphene is a great challenge but with enormous interest.
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The band-gap of graphene can be tuned by altering the surface chemistry through substitutional
doping [8]. This can be achieved using selected heteroatoms to tune and enhance the band structure
and conductivity [9,10]. Various heteroatoms that have commonly been employed in substitutional
doping include boron [11–13] and nitrogen [14–16]. This is because they possess similar atomic radii
and sizes to carbon and impact interesting electron chemistry within the graphene framework [17].
These heteroatoms have a significant effect on the electrical properties of graphene which is shown
by a p-type conductivity for boron whereas nitrogen results in n-type conductivity [18]. In the
case of strong p-type doping, it can be conferred by the interaction with the environment, hence,
nitrogen-doping does not always confer n-type conductivity unless graphene is encapsulated [19].
The nitrogen atom is mostly used in chemical doping of graphene or graphene oxide (GO). This is
because nitrogen atom acts as defect site in the crystal structure of graphene and these defective centers
can enhance the electrochemical activity of graphene or GO [20].

Nitrogen-doping suppresses the density of state of graphene near the Fermi level and results
to band-gap opening. Furthermore, nitrogen-doping tends to introduce strong electron donor states
and leads to n-type or p-type semiconductor behavior depending on the bonding configuration.
The conductivity and carrier mobilities of nitrogen-doped graphene are lower than pristine graphene
due to the presence of nitrogen atom and defects introduced during the nitrogen-doping process
which are capable of functioning as scattering centers that hinder the electron or hole transport [21].
Boron-doping in graphene, results in a p-type doping and is also highly favorable. This is because
B-C bond is about 0.5% longer than the C-C bond while N-C bond is about the same as C-C bond
in length, enabling formation of relaxed structure of boron-doped graphene. Boron-doping tends
to introduce more holes into the valence band of graphene resulting in a high carrier concentration.
Boron-doped graphene is reported to have high conductivity compared to pristine graphene [22] and
nitrogen-doped graphene [23], due to the large density of state near the Fermi level.

Doping GO with nitrogen, results in nitrogen-doped reduced graphene oxide (N-rGO). The ideal
physicochemical properties of N-rGO for optoelectrical applications include a large surface area and
high chemical stability. These physicochemical properties of N-rGO can be significantly enhanced
by improving the atomic percentage of nitrogen [24] and the bonding configuration [25]. Various
bonding configurations of nitrogen in N-rGO have been reported, e.g., pyrrolic-N [25], pyridinic-N [26],
quaternary-N [27,28] and oxide-N [29]. These bonding configurations impart various effects on the
carrier concentration which tend to produce well-defined band structures in doped GO [30].

The mechanism of formation of N-rGO is still a fascinating phenomenon because it is not well
understood and there is more that can be done to manipulate it. Therefore, synthetic procedures
for N-rGO need a certain level of control regarding the required extent of doping and the bonding
configuration of nitrogen. Different synthetic approaches have been employed in the in-situ synthesis
of N-rGO, such as arc discharge [31], plasma method [32], thermal annealing [33] and chemical vapor
deposition (CVD) [34,35]. The CVD approach is mostly preferred because it is easier to scale-up and
produces relatively high-quality N-rGO. Scientific reports on the synthesis of N-rGO via the CVD
approach indicate that the mostly used materials are metal catalyst (Cu, Ni, Co or Fe) [36,37] and
organic molecules [38].

In the CVD synthesis of N-rGO, several factors including the type of carrier gas, doping temperature
and nitrogen precursor (used either as a solid, liquid or in the gaseous phase), influence the nitrogen
content and properties of the final product [39,40]. Nang et al. [41] and Panchakarla et al. [42] reported
the use of dimethylformamide and pyridine, respectively, as liquid nitrogen precursors for the synthesis
of N-rGO, with the former achieving a very low nitrogen content of 0.64%. The drawback of liquid
nitrogen precursors is that they are expensive, dangerous, and highly flammable when used in the
CVD method.

The alternative to liquid and gaseous nitrogen precursors is solid nitrogen precursors. The use
of solid nitrogen precursors, such as monoethanolamine [43], urea [33,44], 1,3,5-triazine [24],
pentachloropyridine [36] and the combination of imidazole and melamine [45] have been reported and
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observed to result in high doping levels. Lu et al. [24] reported the CVD synthesis of a few-layered
nitrogen-doped graphene oxide containing atomic percentages of between 2.1 and 5.6% nitrogen by
making use of the carbon and nitrogen precursor 1,3,5-triazine and Cu foil as catalyst. Doped graphene
films with a higher nitrogen content of approximately 5.6% were obtained at a doping temperature
of 990 ◦C, with melamine [46] as a solid nitrogen precursor. The use of the solid nitrogen precursor,
pentachloropyridine, in the synthesis of nitrogen-doped graphene was reported by Wan et al. [36] to
yield a nitrogen content between 4.4 and 7.5%. Solid nitrogen precursors are cost-effective and are easy
to handle compared with liquid and gaseous nitrogen precursors.

In this work, we report for the first time, the effect of different doping temperatures and
solid nitrogen precursors on the physicochemical (nitrogen content, crystallinity, thermal stability and
bonding configuration), optical (band-gap energy and charge recombination) and electrical conductivity
properties of N-rGO. The synthesis of N-rGO (Figure 1) was achieved by liquid exfoliation of GO,
high temperature vapor reduction of GO and doping it with nitrogen atoms from various solid nitrogen
precursors (4-nitroaniline, 4-aminophenol and 4-nitro-o-phenylenediamine). These nitrogen precursors
were chosen because they possess different number of nitrogen atoms on their structures or frameworks,
and therefore the effect of the number of nitrogen atoms contained in the nitrogen precursor was
also investigated.

 
Figure 1. Schematic diagram of the conversion of graphite to N-rGO.

2. Materials and Methods

2.1. Materials and Instrumentation

Graphite powder (99.99% -trace metal basis), sodium nitrate (99%), potassium permanganate
(99%), 4-nitroaniline (≥99%), 4-aminophenol (≥99%) and 4-nitro-o-phenylenediamine (≥99%) were
purchased from Sigma-Aldrich, Johannesburg, South Africa. These chemicals were of analytical grade
and were used without further purification. Hydrogen peroxide (100%) was purchased from Merck
Laboratory Supplies, Johannesburg, South Africa. Sulfuric acid (98%) was purchased from Promark
Chemicals, Johannesburg, South Africa. Double distilled water was obtained from a double distiller,
Glass Chem water distiller model Ws4lcd was supplied by Shalom Laboratory Supplies, Durban,
South Africa. A gas mixture of 10% hydrogen in argon (v/v) was purchased from Afrox Limited Gas
Co., Durban, South Africa. Weighing of N-rGO was done on an electronic weighing balance, Mettler
AE 200, Mundelein, IL USA. Ultrasonication was performed in a digital ultrasonic water bath (400 W)
obtained from Shalom Laboratory Supplies, Durban, South Africa.
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2.2. Synthesis of N-rGO

A modified Hummer’s method was used to synthesize GO [47]. In brief, approximately 1 g of
graphite powder and 1 g of sodium nitrate were mixed with 50 mL of concentrated sulfuric acid in
a 500 mL round-bottom flask placed in an ice-bath and stirred for 30 min. After that, 6 g of potassium
permanganate was added slowly to the mixture with the temperature kept at 5 ◦C to prevent explosion
and excessive heating. Thereafter, the mixture was stirred for 3 h at a temperature of 35 ◦C and then
further treated with 200 mL of 3% hydrogen peroxide while stirring for 30 min. The resulting GO was
washed with double distilled water until a pH of 6 was achieved. The product was then filtered and
dried in the oven for 24 h at a temperature of 80 ◦C.

The synthesized GO was simultaneously reduced (using 10% hydrogen in argon as a reducing
agent) and doped with different nitrogen precursors, namely 4-nitroaniline, 4-aminophenol and
4-nitro-o-phenylenediamine. This was done by mixing 70 mg of GO and 30 mg of nitrogen precursor
in 50 mL double distilled water, followed by sonication (25 ◦C) for 1 h. The mixture was further stirred
and heated for 6 h at a temperature of 100 ◦C to remove the excess water. After drying, the resulting
black solid was heat-treated in a ceramic quartz boat placed in a tube furnace (Elite Thermal Systems
Ltd., Model TSH12/50/160) in a mixture of 10% hydrogen in argon (v/v) at a flow rate of 100 mL min−1.
The doping temperature of the furnace was set at each of 600, 700 and 800 ◦C, for each nitrogen
precursor. The carrier gas flow rate and the doping temperature were maintained constant throughout
the synthesis period of 2 h. After 2 h, the furnace was allowed to cool naturally to room temperature
and N-rGO was collected and subsequently characterized.

2.3. Physicochemical Characterization

The surface morphology of N-rGO was investigated by field emission scanning electron microscopy
(FE-SEM, Carl Zeiss Ultra Plus, Cambridge, UK). Briefly, the aluminum stub sample holders were
coated with piece of a sticky carbon tape; after that the N-rGO was sprinkled on the carbon tape and
gold coated thrice before SEM analysis. The microstructural features of the N-rGO were evaluated by
means of high-resolution–transmission electron microscopy (HR-TEM, JOEL JEM model 1010, Peabody,
MA, USA), and set at an accelerating voltage of 100 kV at different magnifications.

The crystallinity or graphitic nature of the N-rGO was investigated with a Delta Nu Advantage
532TM Raman spectrometer (Laramie, WY, USA) equipped with NuSpecTM software (1.0., Microsoft
Publisher, Redmond, WA, USA) and operated at a wavelength (λ) of 514.5 nm. The functional groups
present in the N-rGO were investigated with a PerkinElmer Spectrum 100 Fourier transform infrared
(FTIR) spectrometer (Akron, OH, USA) equipped with an attenuated total reflectance (ATR) accessory.
Approximately 0.22 g of the N-rGO was pressed into a pellet for about 2 min, under a pressure of
10 Tons. The pellets were then placed on the diamond crystal for analysis.

The thermal stability of N-rGO was measured with a TA Instruments Q seriesTM thermal analysis
instrument (DSC/thermogravimetric analysis (TGA) (SDT-Q600), New Castle, PA, USA) in air flowing
at a rate of 50 mL min−1 and heated from room temperature up to 1000 ◦C at a ramping rate of 10 ◦C
min−1. N-rGO were further characterized by X-ray photoelectron spectroscopy (XPS, Quantum 2000
with an X-ray source of monochromatic Al Kα (1486.7 eV), Chanhassen, MN, USA) to investigate the
surface chemical composition of carbon and nitrogen.

A Micromeritics Tristar II 3020 surface area and porosity analyzer (Norcross, GA, USA) was used
to determine the textural properties of N-rGO. Typically, a mass of approximately 0.1 g of N-rGO
was degassed at 90 ◦C for 1 h, the temperature was then raised to 160 ◦C and the sample further
degassed for 12 h using Micromeritics Vacprep 061 (sample degas system), before fitting N-rGO in the
Micromeritics Tristar II instrument for analysis. The textural properties of the N-rGO were investigated
at a temperature of −196 ◦C with N2 as the adsorbate. The specific surface areas were calculated with
the Brunauer, Emmett and Teller (BET) model and the pore volumes were obtained by applying the
Barrett-Joyner-Halenda (BJH) model.
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The phase characteristics of the synthesized N-rGO were determined by X-ray powder diffraction
(XRD, Rigaku/Dmax RB, The Woodlands, TX, USA) and the measurements were performed with
graphite monochromated high-density with a θ-θ scan in locked coupled mode, using a Cu kα

radiation source (λ = 0.15406 nm). The absorbance of N-rGO was recorded with an ultraviolet-visible
spectrophotometer (UV-Vis, Shimadzu, UV-1800, Roodepoort, South Africa). The GO and N-rGO were
first dispersed in absolute ethanol and then sonicated for 30 min before UV-Visible spectrophotometric
analysis. Charge recombination analysis of N-rGO was investigated with a PerkinElmer LS 55
spectrofluorometer (Akron, OH, USA) fitted with solid sample accessory. Excitation was performed at
310 nm, and the emission spectrum recorded from 450 to 550 nm with an excitation slit and emission
slit at 5 nm and 2 nm, respectively (slid position). Electrical conductivity of N-rGO was determined by
four-point probe (Keithley 2400 source-meter, Beaverton, OR, USA) measurements which were carried
out on pellets with a thickness of 0.2 mm formed from N-rGO (0.03 g).

3. Results and Discussion

The physicochemical characteristics of N-rGO synthesized with different nitrogen precursors and
at different doping temperatures of 600, 700 and 800 ◦C are presented. Both factors influence the level
of nitrogen-doping, morphology, crystallinity, thermal stability, optical, and electrical conductivity
properties of N-rGO.

3.1. Morphology

The nitrogen atoms from the different nitrogen precursors were successfully introduced into the
GO lattice. N-rGO synthesized from: 4-aminophenol is represented by N-rGO-1N, 4-nitroaniline is
represented by N-rGO-2N while 4-nitro-o-phenylenediamine is represented by N-rGO-3N. N-rGO in
the SEM images showed a thick and overlapping sheet structure (Supplementary Materials—Figure
S1). This was attributed to flake-like structures. A similar observation for SEM images of N-rGO
was reported by Jiang et al. [48]. Further details of the structures were evaluated by HR-TEM.
For comparison, Figure 2 presents the HR-TEM images and the selected area electron diffraction
(SAED) patterns of GO and N-rGO. Both GO and N-rGO exhibited a wrinkled structure (Figure 2a),
which increased after doping (Figure 2c). The more wrinkled structure in N-rGO is caused by the
stimulation of defects such as pores, holes and cavities which were introduced during the process
of doping [49]. The different doping temperatures and nitrogen precursors revealed no effect on the
morphology of N-rGO.

The SAED patterns recorded to study the crystalline structures of GO and N-rGO revealed two
diffraction rings which were associated with the (002) and (100) planes for both GO (Figure 2b) and
N-rGO (Figure 2d). The presence of hexagonal diffraction spots in the electron diffraction pattern
observed, indicates that N-rGO has a well-ordered structure while the occurrence of structural distortion
after doping as revealed by the ring-like diffraction pattern. The observed disorder might be due to the
introduction of functional groups, and the overlapping graphene sheets [50]. The diffraction spots in
hexagonal positions in N-rGO are reflective of the preservation of the original honey-comb-like atomic
structure of graphene [51]. The GO also shows a ring-like structure (distortion) which is due to ring
spacing (Figure 2b).
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Figure 2. HR-TEM image of (a) GO, (b) SAED pattern of GO, (c) HR-TEM image of N-rGO-1N-600 ◦C
and (d) SAED pattern of N-rGO-1N-600 ◦C.

The different interlayer spacings (d002 spacing) on the edge of GO and at the cross-sections of
layers of N-rGO as observed in the HR-TEM images (Figure 3a,b) showed that the carbon atom layers
were not identical; this is indicative that the N-rGO consists of few-layers of graphene sheets (Table 1).
After nitrogen-doping, the d002 spacing was found to decrease. For example, the d002 spacing of
N-rGO-1N-600 ◦C was found to be 0.37 nm which is smaller than that of GO (0.47 nm). The decrease in
d002 spacing after nitrogen-doping was attributed to the reduction of oxygen functional groups such as
carboxyl, epoxy and hydroxyl groups [52].
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Figure 3. The d002 interlayer spacing of (a) GO and (b) N-rGO-1N-600 ◦C.
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Table 1. Comparison of the d002 interlayer spacing of GO and N-rGO synthesized at different
temperatures and with different nitrogen precursors.

Sample Interlayer Spacing/nm

GO 0.47 ± 0.03
N-rGO-1N-600 ◦C 0.39 ± 0.01
N-rGO-1N-700 ◦C 0.40 ± 0.02
N-rGO-1N-800 ◦C 0.44 ± 0.02
N-rGO-2N-600 ◦C 0.38 ± 0.01
N-rGO-2N-700 ◦C 0.39 ± 0.01
N-rGO-2N-800 ◦C 0.40 ± 0.02
N-rGO-3N-600 ◦C 0.36 ± 0.01
N-rGO-3N-700 ◦C 0.38 ± 0.01
N-rGO-3N-800 ◦C 0.39 ± 0.01

The d002 spacing of N-rGO varied with different doping temperatures and nitrogen precursors
used. The d002 spacing was found to increase with an increase in doping temperature. For instance,
N-rGO-1N-600 ◦C, N-rGO-1N-700 ◦C and N-rGO-1N-800 ◦C have d002 spacings of 0.39, 0.40 and 0.44 nm,
respectively. The smaller d002 spacing observed at a lower doping temperature (600 ◦C) is attributed
to structural strains and the less crystalline nature of N-rGO. A larger d002 spacing was observed for
N-rGO-1N synthesized from the nitrogen precursor, 4-aminophenol, at 800 ◦C. The interlayer spacing
increased due to the distortion introduced by the inclusion of nitrogen. Such intercalation structural
distortion has been widely reported for different carbon nanomaterials, such as carbon nanotubes [53].
Therefore, Raman spectroscopy was further used to investigate the effect of various temperatures and
nitrogen precursors on the graphitic nature (structural properties) of N-rGO.

3.2. Structural Properties

The structural and electronic properties of N-rGO were investigated by Raman spectroscopy.
Two major peaks were observed, namely the G-band peak (between 1580 and 1606 cm−1) which
originates from the Raman E2g mode, and the D-band peak (between 1347 and 1363 cm−1) which is the
disorder-induced band. The intensities of the D-band of N-rGO-3N-600 ◦C and N-rGO-3N-700 ◦C;
and the G-bands of N-rGO-1N-600 ◦C and N-rGO-1N-700 ◦C, are of the same value (Table 2). However,
their ID/IG ratios are different. This indicates that the nitrogen dopant distribution in N-rGO was not
homogeneous [54].

Table 2. Crystallinity analysis of N-rGO.

Sample D-Band/cm−1 G-Band/cm−1 ID/IG I2D/IG La/nm

GO 1355 ± 1 1601 ± 1 0.82 0.0589 5.37
N-rGO-1N-600 ◦C 1354 ± 1 1585 ± 1 1.04 0.0199 4.20
N-rGO-1N-700 ◦C 1360 ± 1 1585 ± 1 0.88 0.0212 5.00
N-rGO-1N-800 ◦C 1363 ± 1 1575 ± 1 0.86 0.0287 5.11
N-rGO-2N-600 ◦C 1357 ± 1 1603 ± 1 1.08 0.0159 4.07
N-rGO-2N-700 ◦C 1356 ± 1 1602 ± 1 1.02 0.0207 4.31
N-rGO-2N-800 ◦C 1360 ± 1 1601 ± 1 0.85 0.0253 5.37
N-rGO-3N-600 ◦C 1355 ± 1 1606 ± 1 1.77 0.0103 2.49
N-rGO-3N-700 ◦C 1355 ± 1 1605 ± 1 1.40 0.0197 3.14
N-rGO-3N-800 ◦C 1361 ± 1 1602 ± 1 0.88 0.0212 5.00

The G-bands for all N-rGO samples, showed a slight shift in frequency for all doping temperatures.
A shift in the D-band (from 1354 to 1363 cm−1) of N-rGO-1N was observed as the doping temperature
increased. This was due to the change in the bond length and symmetry of the C–C and C=C bonds in the
graphene lattice and compressive stress on graphene during the annealing process [55]. The asymmetric
line shape and shift of the G-band (from 1601 to 1606 cm−1) of GO and N-rGO-3N-600 ◦C, may be due
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to the increase in the percentage of nitrogen incorporated. Results showed that the changes in the D-
and G-bands are associated with the increase in defects/dopant concentration.

It has been shown that relaxation or the change of lattice constant is highly asymmetric with
lattice constant increasing by 0.32% with 2% in boron substitution and decreases very slightly with N
substitution [42]. Panchakarla et al. [42] have shown that the inter-planar separation reduces by almost
2.7% in B-doped bilayer reduced graphene oxide while it remains almost unchanged in N-doped
bilayers. However, there is a resultant large decrease and a slight increase in frequency shift in G-band
with either B or N substitution. Boron affords a homogeneous distribution as such, disorder or the
number of possible configurations increases with the concentration of dopant atoms and result in more
prominent peaks of the D-band compared to nitrogen. However, G-band stiffens both with boron and
nitrogen-doping and the intensity of the D-band is higher with respect to that of the G-band in all the
doped samples.

The intensities of the G- and D-bands differ, and this is evident in the ID/IG ratio of N-rGO (Table 2).
The ID/IG ratio is an indication of the degree of disorder and graphitic nature of N-rGO. A broader
width of the D-band, narrower width of the G-band and a larger ID/IG ratio, suggest that N-rGO
possesses many defective sites and different bonding structures (e.g., C-O, C-N) in the graphene
lattice [56]. The ID/IG ratios of all N-rGO decreased with increase in doping temperature (from 600
to 800 ◦C) for the same nitrogen precursor. The larger ID/IG ratios observed at the lowest doping
temperature of 600 ◦C imply a higher level of disorder (lower crystallinity). The highest doping
temperature of 800 ◦C resulted in highly crystalline N-rGO because more amorphous products in
N-rGO were reduced. Similar observations were reported by Capasso et al. [57]. Table 2 also shows
the increase in defects upon an increase in nitrogen content (nitrogen precursor) in the graphene oxide
lattice. In the case of N-rGO-3N that was obtained from a nitrogen precursor with the largest number
of nitrogen atoms, a marked shift in the G-band was observed. This due to the increase in nitrogen
atoms introduced in bond formation within the sp2 carbon lattice of the GO. N-rGO-3N samples were
observed to be less crystalline, with ID/IG ratios of 1.77, 1.40 and 0.88 at doping temperatures of 600,
700 and 800 ◦C, respectively. While other N-rGO-1N and N-rGO-2N samples which were synthesized
from 4-aminophenol and 4-nitroaniline, respectively, were more crystalline.

Apart from the characteristic D-band and G-band, GO and N-rGO have a third peak; 2D-band.
The 2D band represents the second order of the D-band, which is alluded to as an overtone of the
D-band. Its occurrence is due to two phonon lattice vibrational processes; however, it is not associated
with defects, like D-band. Therefore, the 2D-band is regarded as a strong band in graphene even when
there is no presence of the D-band. The observed 2D-band peak of GO had higher intensity compared
to N-rGO, 2D-band. The intensity ratios of the G-band and 2D-band (I2D/IG ratio) have been used to
investigate the electron concentration of the N-rGO. Results showed that the I2D/IG ratio changes as the
number of nitrogen atoms in the graphene lattice increases (Table 2). The different nitrogen precursors
have different nitrogen atoms insertion capacity into rGO thus, the change in I2D/IG.

The ID/IG ratio of all N-rGO tends to increase as the I2D/IG ratio decreases. A similar trend was also
reported by Zafar et al. [54]. This is because N-rGO consists of extra scattering effect that arises from
nitrogen induced electron doping. The 2D band is mostly dependent on the electron/hole scattering
rate which is influenced by lattice and charge carrier doping. Therefore, the ID/IG ratio would increase
the electron-defect elastic scattering rate, while the I2D/IG ratio would increase the electron-electron
inelastic scattering (Coulomb interaction). However, the evaluation of doping level of N-rGO using
the I2D/IG ratio and blue-shifting of G-band is complicated because the G-band and 2D-band features
are greatly affected by strains, defects, and number of layers.

The crystallite size (La) of N-rGO, which depends on the ID/IG ratio, was calculated with the aid
of an equation reported by Mallet-Ladeira et al. [58] (which is an alternative to the Tuinstra–Koenig
(TK) law given in Equation (1):

HWHM = 71− 5.2 La (1)
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where HWHM stands for the half width at half maximum which is the half of the full width at
half maximum (FWHM) when the function is symmetric. The crystallite size decreases remarkably
with an increase in the ID/IG ratio of N-rGO. N-rGO synthesized at the lowest temperature (600 ◦C)
produced N-rGO with smaller crystallite size than that prepared at the highest temperature (800 ◦C).
The crystallite sizes of N-rGO vary with the type of nitrogen precursor used. A smaller crystallite size
of (2.49 nm) was observed in N-rGO-3N while N-rGO-2N and N-rGO-1N had a crystallite size of 4.07
and 4.20 nm, respectively at 600 ◦C. The crystallite size of GO (5.37 nm) was larger than that of N-rGO
which indicates that thermal treatment and the type of nitrogen precursor affected the crystallite size of
N-rGO. Previous studies have reported a link between the increase in ID/IG ratio and smaller crystallite
size which is due to the formation of small crystals during reduction [50].

3.3. Thermal Stability

The decomposition behavior of N-rGO was investigated by the thermogravimetric analysis (TGA).
The synthesized N-rGO exhibited different thermal stabilities. TGA weight loss curves of N-rGO-1N,
N-rGO-2N, and N-rGO-3N are shown in Figure 4a, Figure 4b, and Figure 4c, respectively.

Figure 4. TGA thermograms of (a) N-rGO-1N, (b) N-rGO-2N and (c) N-rGO-3N.

The thermogram of GO showed a sequence of reaction steps because of the different
oxygen-containing functional groups present in GO. These include carbonyl (C=O), hydroxyl (C-OH),
epoxide (C–O–C) and single-bonded oxygen at the surface (C-O) [59,60]. The oxygen functional
groups have different thermal decomposition temperatures. The thermogram of GO revealed that the
decomposition occurred in different reaction steps, namely the initial step, second step, and final step.
The initial step represents the rapid decline in GO weight, and this occurred before 100 ◦C and ended at
320 ◦C. The weight loss around 100 ◦C is due to the evolution of water (H2O). The water lost in this step
was physically absorbed between the layers of GO. The weight loss above 100 to 320 ◦C is attributed
to the loss of COx groups (carbon monoxide and carbon dioxide) [61]. The second step was a slow
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step where the GO continues to decompose, possibly due to the loss of sp2 carbon atoms in hexagonal
structure that occurs between the decomposition temperatures of 320 and 645 ◦C. The drastic weight
loss between 320 and 645 ◦C is caused by the loss of labile oxygen-containing functional groups such as
hydroxyl and epoxy group due to their bond strength [62]. The final step exhibits a slower reduction
in mass that ends at 1000 ◦C, signaling complete decomposition of GO to char.

All N-rGO samples were found to have different decomposition temperatures. The N-rGO
synthesized at the higher doping temperatures (700 and 800 ◦C) showed no massive mass loss in the
decomposition range of 100–300 ◦C, revealing the efficient removal of oxygen functional groups during
the thermal process in the synthesis. All the thermograms (Figure 4) showed that N-rGO synthesized
at the highest doping temperature (800 ◦C) were more thermally stable while samples prepared at the
lowest doping temperature (600 ◦C) displayed the lower thermal stability. The most stable N-rGO
were synthesized at doping temperature of 800 ◦C with decomposition temperatures of 591, 577 and
520 ◦C for N-rGO-1N, N-rGO-2N, and N-rGO-3N, respectively. At a doping temperature of 600 ◦C,
N-rGO-1N, N-rGO-2N, and N-rGO-3N showed decomposition temperatures of 545, 536 and 488 ◦C,
respectively. The nitrogen precursor 4-aminophenol produced N-rGO-1N that are more structured
with fewer defects resulting in a higher thermal stability. On the other hand, the other nitrogen
precursors, namely 4-nitroaniline and 4-nitro-o-phenylenediamine produced, N-rGO of lower thermal
stability which suggests that the samples contain a greater extent of nitrogen-doping. There is a distinct
decomposition pattern of N-rGO-2N around 300 to 500 ◦C which is associated with the removal of
stable functionalities. Similar observation was reported by Khandelwal et al. [63]. The thermal stability
of N-rGO samples correlates to its lower crystallinity, which is supported with microscopic studies and
Raman spectroscopy analysis (Table 2). The thermal stability of N-rGO is also associated with nitrogen
bonding configuration (nitrogen functionalities) in a graphene network. Kumar et al. [64] reported
that pyridinic-N configuration are mostly dominant at lower doping temperatures. However, at higher
doping temperature, graphitic N is more dominant, and this results in more thermal stable N-rGO
(with graphitic N). This is evidence of a temperature-dependent nitrogen configuration doping in
N-rGO. Hence, it is possible to achieve selective configurative nitrogen-doping, a major breakthrough
in tuning physicochemical properties of N-rGO.

3.4. Surface Chemistry

3.4.1. Surface Area and Porosity

The surface areas, pore volumes, and pore size distributions of N-rGO obtained at varying doping
temperatures are shown in Table 3. All as-synthesized N-rGO exhibited different surface areas and
pore volumes/sizes. GO had a surface area of 59.46 m2 g−1, but after thermal annealing and doping
with nitrogen, the surface area and pore volume increased. Thermal annealing during doping of GO
caused additional exfoliation which resulted in increased surface areas and pore volumes in N-rGO
due to perforations of the sheets [65].

The effect of doping temperatures and nitrogen precursors on the surface areas, pore volumes,
and pore sizes were investigated. It was observed that for all precursors, N-rGO synthesized at the
highest doping temperature (800 ◦C) had a smaller surface area than N-rGO synthesized at the lowest
doping temperature (600 ◦C). However, it has been reported that higher doping temperatures during
synthesis of N-rGO create smaller nanocrystalline graphene sheets, porous structures, large surface
areas and more defects [66]. In this work, the low surface area is caused by the collapse of the carbon
skeleton structure during the annealing process, therefore reducing the surface area of N-rGO.

Apart from doping temperatures, the surface area was also influenced by the nitrogen content
in N-rGO. The largest surface area (154.02 m2 g−1) was observed for the nitrogen precursor
4-nitro-o-phenylenediamine (N-rGO-3N-600 ◦C) while the smaller surface area (65.05 m2 g−1) was
obtained for N-rGO-1N-800 ◦C which was synthesized from 4-aminophenol. The high surface area
in N-rGO-3N and N-rGO-2N may suggest a high percentage of pyridinic-N site in these N-rGO [67].
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A good trend of BET surface area and pore sizes was observed in N-rGO samples. This illustrated
that the surface area and pore volume increase with an increase in nitrogen content of N-rGO. This is
because of the formation of extra pores on the surface of GO after doping, which is associated with
extra exfoliation and perforation on the sheets [49,68].

Table 3. A comparison of the surface areas and porosities of N-rGO synthesized at different temperatures
and with different nitrogen precursors.

Sample Surface Area/m2 g−1 Pore Volume/cm3 g−1 Pore Size/nm

GO 59.46 0.0564 11.39
N-rGO-1N-600 ◦C 87.52 0.1876 15.11
N-rGO-1N-700 ◦C 74.98 0.1652 17.32
N-rGO-1N-800 ◦C 65.05 0.1083 19.84
N-rGO-2N-600 ◦C 110.55 0.4324 24.89
N-rGO-2N-700 ◦C 99.21 0.3003 26.45
N-rGO-2N-800 ◦C 90.34 0.2537 27.53
N-rGO-3N-600 ◦C 154.02 0.5029 25.96
N-rGO-3N-700 ◦C 130.67 0.4986 28.89
N-rGO-3N-800 ◦C 95.08 0.2835 34.67

The nitrogen adsorption-desorption isotherms (Figure 5) for these materials can be classified
as represent a Type IV isotherms [69]. The Type IV isotherms were accompanied by a well-defined
H3 hysteresis loops which are associated with capillary condensation. For N-rGO-1N-600 ◦C,
N-rGO-2N-600 ◦C and N-rGO-3N-600 ◦C, the H3 type hysteresis loops ranged from 0.49, 0.46 and 0.45
P/Po, respectively, to 1.0 P/Po. This demonstrates the presence of micro- and meso-porous structures
within the N-rGO layers with plate-like slit-shaped pores [70].

Figure 5. N2 adsorption-desorption isotherms of (a) GO, (b) N-rGO-1N-600 ◦C, (c) N-rGO-2N-600 ◦C
and (d) N-rGO-3N-600 ◦C.

30



Materials 2019, 12, 3376

3.4.2. Functional Groups

N-rGO and GO were characterized by means of FTIR spectroscopy to investigate the effect of
doping temperatures and nitrogen precursors on the functional groups present in the N-rGO. The FTIR
spectral patterns of all the N-rGO samples were used to identify the presence of different functional
groups, by comparison with that of GO (Figure 6).

Figure 6. FTIR spectra of GO and N-rGO-1N at doping temperatures of 600, 700 and 800 ◦C.

The FTIR spectrum of GO showed different functional groups including hydroxyl (O-H), carbonyl
(C=O), (C=C) and (C-O), indexed at 3157, 1733, 1614 and 1255/1155 cm−1, respectively, which are
similar to those previously reported [71]. After nitrogen-doping of GO, peaks for C=N stretching
vibrations and N-H bending vibrations occurred at 1348 and 1660 cm−1, respectively. Higher doping
temperatures tend to reduce the peak for the O-H stretching vibration. The C-H stretching vibration
peak is observed at 2489 cm−1 while the peak at 650 cm−1 (fingerprint region) is assigned to the C-H
bending vibration (hybridized sp2 bonding). The FTIR spectra of N-rGO synthesized from other
nitrogen precursors (4-nitroaniline and 4-nitro-o-phenylenediamine) revealed the presence of similar
functional groups as for N-rGO-1N synthesized from 4-aminophenol.

3.4.3. Nitrogen Contents

Elemental analysis (CHNS/O) of the N-rGO samples prepared was performed to study the
relationship between the nitrogen precursors and the elemental composition of N-rGO. All the
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synthesized N-rGO samples contained different compositions carbon, oxygen and nitrogen (Table 4).
The highest doping temperature for each nitrogen precursor produced N-rGO with a lower nitrogen
content, while the lowest doping temperature resulted in largest nitrogen content for all nitrogen
precursors. Thus, a doping temperature of 600 ◦C was found to be the best temperature for the
nitrogen-doping of GO. A similar trend was reported by Song et al. [56] where GO was doped by
hydrothermal treatment with ammonia as the nitrogen precursor at doping temperatures of 160, 190,
220, 250 and 280 ◦C. Thus, the largest nitrogen content occurred at a doping temperature of 160 ◦C.

Table 4. Elemental composition of N-rGO.

Sample
Elemental Analysis

Nitrogen/% Oxygen/%

GO - 42.985 ± 5
N-rGO-1N-600 ◦C 8.351 ± 5 1.496 ± 5
N-rGO-1N-700 ◦C 7.053 ± 5 1.255 ± 5
N-rGO-1N-800 ◦C 6.982 ± 5 0.464 ± 5
N-rGO-2N-600 ◦C 10.204 ± 5 0.789 ± 5
N-rGO-2N-700 ◦C 7.697 ± 5 0.613 ± 5
N-rGO-2N-800 ◦C 7.490 ± 5 0.239 ± 5
N-rGO-3N-600 ◦C 15.431 ± 5 3.475 ± 5
N-rGO-3N-700 ◦C 11.981 ± 5 3.029 ± 5
N-rGO-3N-800 ◦C 9.578 ± 5 1.082 ± 5

Varying the nitrogen precursors was found to influence the level of doping of N-rGO.
4-nitro-o-phenylenediamine which contains the most nitrogen atoms in its structure (3 N atoms
per molecule), resulted in a high nitrogen content than for the other nitrogen precursors. The nitrogen
content of N-rGO-3N synthesized from 4-nitro-o-phenylenediamine at temperatures of 600, 700 and
800 ◦C was 15.431, 11.981 and 9.578%, respectively. As the nitrogen content in N-rGO increased,
the oxygen content was also found to increase. The decrease in oxygen content from a doping
temperature of 600 to 800 ◦C was attributed to deoxygenation in N-rGO. A higher oxygen content was
observed in the N-rGO-3N-600 ◦C. This is because 4-nitro-o-phenylenediamine contains more oxygen
atoms in its structure than the other precursors, therefore, during the doping process, oxygen was
also introduced. A correlation was observed between the crystallinity and elemental composition of
N-rGO. Less crystalline N-rGO was found to contain a higher nitrogen content. This is exemplified by
N-rGO-3N-600 ◦C with a greater density of defects (high ID/IG ratio) and nitrogen content. An increase
in nitrogen-doping also resulted in a decrease of crystallite size (Table 2). This is consistent with the
findings reported by Zhang et al. [72].

The nitrogen bonding configuration in N-rGO affects the electronic properties [73]. Thus,
the incorporation of nitrogen in GO and the C-N bonding configurations were investigated by means
of XPS (Figure 7). The trend in nitrogen content observed from the XPS analysis correlates with the
results obtained from elemental analysis (Table 4). The C 1s and N 1s peaks in N-rGO appear at about
284 and 400 ± 0.1 eV, respectively. The C 1s spectra (Supplementary Materials–Table S1) of N-rGO
synthesized from different nitrogen precursors show a slight shift in the binding energies of the peaks
that correspond to C=C, C-N, C-O, carboxylate (O=C-O) and carbonyl (C=O) bonds. Zhang et al. [74]
and Sheng et al. [75] reported that the C-O bonding configuration disappears after the doping and
annealing process. However, this was not the case here since the C-O bonding peak remained, and this
indicates that most oxygen groups in N-rGO were not completely removed. N-rGO-3N-600 ◦C showed
C, O, and N peaks with percentage compositions of 81.5, 9.5 and 8.5%, respectively. N-rGO-3N-600 ◦C
had a higher nitrogen content and lower carbon and oxygen content than N-rGO-1N-600 ◦C and
N-rGO-2N-600 ◦C.
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Figure 7. XPS high-resolution N 1s spectra of (a) N-rGO-1N-600 ◦C, (b) N-rGO-2N-600 ◦C and (c)
N-rGO-3N-600 ◦C.

Nitrogen-doped reduced graphene oxide is reported to contain three most desired, nitrogen
bonding configurations namely pyrrolic-N, pyridinic-N, and graphitic N with different components
of N 1s at 399.8–401.2 eV, 398.1–99.3 eV and 401.1–402.7 eV, respectively [76,77]. However, these N
1s positions vary in comparatively wide ranges in different studies. Figure 7 shows a comparison
of the different XPS spectra and the presence of various nitrogen (N 1s) species in N-rGO. The N 1s
spectra of all N-rGO samples were fitted into two peaks, namely pyrrolic-N and pyridinic-N. The N
1s spectra for N-rGO-1N-600 ◦C and N-rGO-2N-600 ◦C are lower in intensity, therefore it was not
possible to determine the percentage of each bonding configuration. However, the N 1s spectrum for
N-rGO-3N-600 ◦C was fitted into two N 1s peak, namely pyrrolic-N at 400.4 ± 0.1 eV with a 46% content
and pyridinic-N at 398.4 ± 0.1 eV with a 54% constant. These results suggest that N-rGO-3N-600 ◦C
possesses a greater content of pyridinic-N than pyrrolic-N. Increase of pyridinic-N in N-rGO is related
with lower thermal stability and higher surface area. This suggests that there are more defects in
N-rGO-3N-600 ◦C. The lower pyrrolic-N content in N-rGO-3N-600 ◦C is due to the lower stability of
pyrrolic-N which occurs in carbon materials that are doped at lower temperatures [78].

The doping temperatures control the type of nitrogen bonding configuration. For example,
low doping temperatures are reported to produce N-rGO in which pyrrolic-N and pyridinic-N
dominate [56]. Lu et al. [24] also noted that N-rGO synthesized at low temperatures acquired
a higher degree of microstructural disorder associated with the higher nitrogen content. Moreover,
it was found that the quality of the resulting N-rGO microstructure was directly dependent on the
doping temperature.
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3.5. Phase Composition

The structure and phase compositions of all N-rGO were investigated by powder-XRD. The X-ray
diffractograms of GO, N-rGO-1N-600 ◦C, N-rGO-2N-600 ◦C and N-rGO-3N-600 ◦C are presented in
Figure 8. In the case of GO a diffraction peak was observed at 13.8◦ (2θ). However, all the samples with
nitrogen are devoid of this peak at 2θ= 13.8◦. This may be due to the deoxidization of oxygen-containing
functional groups in the N-rGO structure. The (004) diffraction peak indicates the crystallinity of
the synthesized GO and N-rGO. The diffractograms of N-rGO-1N-600 ◦C, N-rGO-2N-600 ◦C and
N-rGO-3N-600 ◦C have a broad diffraction peak at 25.1◦, 25.5◦ and 25.6◦, respectively, indicating a high
graphitic degree. The nitrogen-rich sample, N-rGO-3N-600 ◦C have a higher shift of the 2θ angle
compared with N-rGO-1N-600 ◦C and N-rGO-2N-600 ◦C. The 2θ angle shift may be caused by strain,
stress, defects, and dislocation induced in the crystal lattice during nitrogen-doping.

θ

Figure 8. Powder X-ray diffractograms of GO, N-rGO-1N-600 ◦C, N-rGO-2N-600 ◦C and
N-rGO-3N-600 ◦C.

Microstructural parameters (lattice dimensions, dislocation density and micro-stain) were
determined from the diffraction 2θ angles and the Scherrer equation. Table 5 shows various XRD
parameters for N-rGO.

Table 5. Powder-XRD-parameters for N-rGO prepared at a doping temperature of 600 ◦C.

Sample 2θ/◦ FWHM/βhkl Interlayer Spacing/nm Crystallite Size/nm

GO 13.8 2.12 0.640 3.93
N-rGO-1N-600 ◦C 25.1 7.8 0.186 1.09
N-rGO-2N-600 ◦C 25.5 10.8 0.183 0.79
N-rGO-3N-600 ◦C 25.6 11.4 0.182 0.75

FWHW = full width at half maximum.

The peak intensity and peak width of 2θ vary significantly depending on the doping of GO.
The FWHM of 2θ of N-rGO increased with increased nitrogen content, which in turn depended on the
nitrogen precursor. However, the shift in 2θ causes a decrease in the d002 spacing which is associated
with reduction of epoxy, hydroxyl, and carboxyl functional groups on the GO framework. For instance,
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the broad (002) peak and decrease in crystallinity in N-rGO-3N-600 ◦C is due to the increased nitrogen
content. Increasing the nitrogen content causes an increase in structural strain of N-rGO-3N-600 ◦C,
thus resulting in enhanced surface defects of the graphite layer which probably led to broadening of the
FWHM of the peak. The increase if FWHM observed concurred with the decrease in thermostability
from TGA analysis (Figure 4). These changes also correspond to the variations in lattice distortions
and d002 spacings. For example, the d002 spacing of GO (0.640 nm) was larger than those of N-rGO and
this correlates with the increase in nitrogen content. N-rGO-3N-600 ◦C with a higher nitrogen content
of 8.5% had a d002 spacing of 0.182 nm, while a lower nitrogen content (3.0%) in N-rGO-1N-600 ◦C
resulted in a d002 spacing of 0.186 nm. The d002 spacings of the N-rGO samples obtained from XRD
correspond with those determined from HR-TEM analysis (Table 1). Hence, it can be concluded that
nitrogen-doping has an influence on the d002 spacing. The crystallite sizes of the synthesized N-rGO
also tend to decrease with a higher nitrogen content in N-rGO, which indicates an increase in the
number of defects induced. These observations of crystallite size (XRD) correlate with the calculated
crystallite sizes from Raman spectroscopy (Table 2). N-rGO-3N-600 ◦C had a smaller crystallite size
(0.75 nm) than either GO or the other N-rGO (N-rGO-1N and N-rGO-2N).

3.6. Optical Properties

The optical properties of the N-rGO were investigated by UV-Vis spectrophotometry. From the
work reported by Loryuenyong et al. [79], the maximum absorption wavelength of GO was reported
to be around 230–270 nm. In Figure 9, GO exhibited a maximum absorption peak at 234 nm that is
associated with π-π* and n-π* transitions of C=C and C=O bonds, respectively [80]. In contrast, N-rGO
shows an absorption peak at 262–275 nm. The shift to a longer wavelength indicates the deoxygenation
and restoration of the electronic π-conjugation of GO [81]. The peaks between 260–275 nm in the N-rGO
spectra are attributed to π-π* transitions of the double bonds. The introduction of more lone electrons
creates more n-π* transitions which has a tendency of shifting absorption longer wavelength (since
energy is inversely proportional to the wavelength). This shows a characteristic of sp2 hybridization
bands and lone pairs of nitrogen. A significant increase in absorbance was noted which shifted
towards the visible light range as the nitrogen content increases. This shift also enables N-rGO to
have better capability of light-harvesting compared with GO. This is because freer electrons are easier
to excite than bound (π-electrons) and therefore π-π* are fewer than n-π*, hence the shift to longer
wavelength, a phenomenon which is required for light-harvesting. Mohamed et al. [82] reported that
heteroatom-doped graphene with an absorption frequency ranging from 300–650 nm had limited
photocatalytic activity resulting in a lower light-harvesting capability. The nitrogen-rich sample
(N-rGO-3N-600 ◦C) exhibited the slight shift in absorption peak.

Figure 9. (a) UV-Vis absorption spectra and (b) Tauc plots for GO, N-rGO-1N-600 ◦C, N-rGO-2N-600 ◦C
and N-rGO-3N-600 ◦C.
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In the Tauc plot for N-rGO and GO (Figure 9b), N-rGO exhibited two absorption edges which
correspond to rGO. The optical band gaps obtained from the Tauc plots are: 5.9 eV for GO, 6.2 eV for
N-rGO-1N-600 ◦C, 4.4 eV for N-rGO-2N-600 ◦C and 3.5 eV for N-rGO-3N-600 ◦C. The optical band-gap
(Table 6) was also recalculated by the Planck’s quantum equation to confirm the trend displayed in the
Tauc plots. N-rGO-3N-600 ◦C showed a slight decrease in energy band-gap (4.5 eV). While N-rGO
with a lower nitrogen content; i.e., N-rGO-1N-600 ◦C and N-rGO-2N-600 ◦C had a band-gap of 4.8 and
4.6 eV, respectively.

Table 6. Energy band-gap of N-rGO from a doping temperature of 600 ◦C obtained from Planck’s
quantum equation.

Sample Wavelength/nm Band-Gap Energy/eV

GO 234 5.3
N-rGO-1N-600 ◦C 262 4.8
N-rGO-2N-600 ◦C 271 4.6
N-rGO-3N-600 ◦C 275 4.5

The decrease in band-gap energies of N-rGO may be due to compensation of the band-gap states
associated with the incorporation of dopant atoms, and this resulted in the Fermi level moving up in
the direction of the conduction band edge [83]. This implies that a higher nitrogen content in N-rGO
induces a lower rate of electron hole (e−/h+) recombination, than for N-rGO with a lower nitrogen
content. The large band gaps for N-rGO-1N-600 ◦C and N-rGO-2N-600 ◦C indicate that lower nitrogen
content may not be ideal for light-harvesting. Smaller band-gap energies can lead to enhancement of
visible light trapping than larger band-gap energies. The e-/h+ recombination of N-rGO was therefore
investigated by photoluminescence spectroscopy. A comparison of the e-/h+ recombination dynamics
of N-rGO are presented in Figure 10.

Figure 10. A comparison of the photoluminescence spectra of N-rGO.

The intra-band-gap, which is associated with local defect functions as a trap for free
carriers, affects the recombination and electron transport [84]. All N-rGO from different nitrogen
precursors luminescence at e-/h+ recombination rate of 745 nm as shown in Figure 10. However,
their photoluminescence peak intensities are different. The variation of nitrogen precursor showed
the enhancement of photoluminescence peak intensity. Van Khai et al. [85] reported that the doping
temperatures tend to cause a shift in wavelength, which is due to the presence of quaternary-N, whereas
the presence of pyrrolic-N and pyridinic-N was closely related with enhancement of photoluminescence
peak intensity. Therefore, the enhanced photoluminescence intensity in N-rGO corresponds to the
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decrease density of pyrrolic-N. However, the increased density of pyridinic-N may be correlated with
the decrease of non-radiative recombination. N-rGO-1N-600 ◦C with a lower nitrogen content had
a higher photoluminescence peak intensity while N-rGO-3N-600 ◦C with a higher nitrogen content was
of lower intensity This further suggests that N-rGO-3N-600 ◦C has a lower rate of a e-/h+ recombination.

3.7. Electrical Conductivity Properties

To study the effect of nitrogen content on the electrical conductivity of N-rGO, the current–voltage
(I–V) characteristics (Figure 11). All the N-rGO samples exhibited a linear I-V relationship. However,
the I-V slope of GO sample is almost close to zero. This is due to high oxygen content (oxygen functional
group) which cause GO to behave like an insulating material [86]. Generally, the structure of GO is
amorphous because of distortions from the sp3-oxygen (C–O–C, C–OH, and COOH). Additionally,
because of the random dispersion, the sp2-hybridized benzene rings are isolated by sp3-hybridized rings,
in this way prompting the insulating characteristics. In the case of N-rGO, the I–V slope significantly
increased, demonstrating that the electrical conductivity of N-rGO was enhanced. The enhanced
electrical conductivity can be attributed to reduction of oxygen functional groups and restoration of
sp2 carbon network.

Figure 11. Current–voltage curve of N-rGO at doping temperature of 600 ◦C.

The electrostatic investigation on the effect of nitrogen-doping on electrical band-gap of GO was
carried out by first determining resistivity (�), using Equation (2).

ρ =
(
π

ln2

)(V
I

)
t (2)

where V is the voltage, I is the current, and t is the sheet thickness. The obtained ρwas then used in
the estimation of electrical band-gap (Eg) given Equation (3).

Eg = 2k
lnρ

1
T

(3)

where k is the Boltzmann constant (0.000086 eV/K) and T is the temperature in Kelvin. It was generally
observed that nitrogen-doping has an effect of reducing electrical band-gap of GO structure (Table 7).
However, N-rGO-1N-700 ◦C and N-rGO-2N-800 ◦C had non-linear relations an indication of two
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conductive regimes. This can be attributed to dominant N configuration, doping concentration,
and the respective temperatures. At 700 ◦C doping temperature and much lower dopant concentration
a pyrrolic-N configuration is dominant a higher conjugation on average is expected and therefore
much lower electrical band-gap compared to the pyridinic configuration at the same temperature.

Table 7. Effect of nitrogen-doping temperature on electrical band-gap of N-rGO.

Sample Resistivity/Ω mm−1 Conductivity/mmS
m−1 Band-Gap/eV

GO 7.89 0.127 3.240
N-rGO-1N-600 ◦C 4.92 0.203 2.500
N-rGO-2N-600 ◦C 4.63 0.216 2.403
N-rGO-3N-600 ◦C 5.00 0.200 2.526
N-rGO-1N-700 ◦C 3.29 0.304 1.866
N-rGO-2N-700 ◦C 5.04 0.198 2.538
N-rGO-3N-700 ◦C 4.93 0.203 2.502
N-rGO-1N-800 ◦C 4.59 0.218 2.392
N-rGO-2N-800 ◦C 8.03 0.125 3.269
N-rGO-3N-800 ◦C 4.63 0.216 2.405

The electrical conductivities are shown in Table 8, obtained from four-point probe measurements,
this is exhibiting an increase in conductivity with an increase in nitrogen content. N-rGO-3N-600 ◦C
sample exhibited the highest electrical conductivity and excellent ultra-low electrical resistivity. So far,
the mechanism of enhancement of electrical conductivity of N-rGO is not yet understood. It is believed
that the interaction of N-C and interfacial structure are key variables of controlling the electrical
conduction. The high electrical conductivity in N-rGO-3N-600 ◦C may be attributed the restoration
π-electrons conjugated network in graphene, prompting to more formation of percolation pathways
within the sp2 carbon atoms. The dominant nitrogen bonding configuration in N-rGO-3N-600 ◦C is
pyridinic-N, which allows electron within π-graphene structure, lower stone-wall defects, creating high
electron percolation pathways and quite conduction gap, hence, enhanced conductivity. Therefore,
N-rGO-3N-600 ◦C that was synthesized have basal pyridinic-N than edge substitution, due to the
availability of electrons within conduction space, elevating the density of state near the Dirac point.
Thus, creates a specialized band around the Dirac point. The created band gives rise to a finite density
of state near the Dirac point and enhance the electrical conductivity. Hence, it can be suggested that the
electrical conductivity of N-rGO might be dependent on the nitrogen content which is incorporated
into the structure of GO. Consequently, N-rGO-3N-600 ◦C serves as a promising material for various
applications such as electronic and opto-electronic devices.

Table 8. Electrical conductivity of the N-rGO at doping temperature of 600 ◦C.

Sample Sheet Resistance/Ω sq−1 Bulk Resistivity/Ω cm
Electrical

Conductivity/S cm−1

GO 9147399.8 82894.2 1.21 × 10−5

N-rGO-1N-600 ◦C 8764.1 794.6 0.00126
N-rGO-2N-600 ◦C 8768.8 554.9 0.00182
N-rGO-3N-600 ◦C 830.5 7.5 0.133

4. Conclusions

In conclusion, N-rGO has been successfully synthesized from solid nitrogen precursors
(4-aminophenol, 4-nitroaniline and 4-nitro-o-phenylenediamine). The incorporation of N atom
into the GO lattice at various doping temperatures caused a significant effect on the physicochemical
properties such as surface morphology, surface chemistry, surface area, and porosity. Microscopic
studies showed a more wrinkled-like structure on N-rGO than for GO due to the presence of nitrogen
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atoms in the GO framework. By lowering the doping temperature, a higher nitrogen content was
incorporated into the GO lattice. The nitrogen content of N-rGO varied for different nitrogen precursors.
N-rGO exhibited lower thermal stability as the level of nitrogen-doping increased, due to more defects
and distortions experienced in the N-rGO structure. The enhancement of surface area and high degree
of disorder on N-rGO were attributed to the removal of oxygen-containing functional groups.

N-rGO-1N-600 ◦C, N-rGO-2N-600 ◦C and N-rGO-3N-600 ◦C had a nitrogen content of 3.0, 3.7 and
8.5%, respectively. The nitrogen-rich precursor, 4-nitro-o-phenylenediamine, lead to higher doping
of N-rGO. N-rGO-3N-600 ◦C was found to have the highest nitrogen content of 8.5% and a high
surface area of 154.02 m2 g−1 though it was less crystalline and manifested low thermal stability.
The peak fitting of N 1s in all N-rGO samples produced two major components of pyridinic-N and
pyrrolic-N with different nitrogen content. N-rGO showed good absorption and luminescence in the
near UV region. The photoluminescence peak intensity and band-gap values were highly dependent
on nitrogen content. A higher nitrogen content in N-rGO exhibited a smaller optical band-gap of
4.5 eV with lower photoluminescence peak intensity. N-rGO-3N-600 ◦C exhibited higher electrical
conductivity of 0.133 S cm−1.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/12/20/3376/
s1, Figure S1: SEM images of (a) GO, (b) N-rGO-1N-600 ◦C, (c) N-rGO-1N-700 ◦C, (d) N-rGO-1N-800 ◦C,
(e) N-rGO-2N-600 ◦C, (f) N-rGO-2N-700 ◦C, (g) N-rGO-2N-800 ◦C, (h) N-rGO-3N-600 ◦C, (i) N-rGO-3N-700 ◦C
and (j) N-rGO-3N-800 ◦C, Table S1: Atomic percentage (%) of N 1s and C 1s peak binding energy (eV).
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7. Czerniak-Reczulska, M.; Niedzielska, A.; Jędrzejczak, A. Graphene as a material for solar cells applications.
Adv. Mater. Sci. 2015, 15, 67–81. [CrossRef]

8. Liu, H.; Liu, Y.; Zhu, D. Chemical doping of graphene. J. Mater. Chem. 2011, 21, 3335–3345. [CrossRef]
9. Whitby, R.L.D. Chemical control of graphene architecture: Tailoring shape and properties. ACS Nano 2014, 8,

9733–9754. [CrossRef]

39



Materials 2019, 12, 3376

10. Chen, D.; Tang, L.; Li, J. Graphene-based materials in electrochemistry. Chem. Soc. Rev. 2010, 39, 3157–3180.
[CrossRef]

11. Thirumal, V.; Pandurangan, A.; Jayavel, R.; Ilangovan, R. Synthesis and characterization of boron doped
graphene nanosheets for supercapacitor applications. Synth. Met. 2016, 220, 524–532. [CrossRef]

12. Li, S.; Wang, Z.; Jiang, H.; Zhang, L.; Ren, J.; Zheng, M.; Dong, L.; Sun, L. Plasma-induced highly efficient
synthesis of boron doped reduced graphene oxide for supercapacitors. Chem. Commun. 2016, 52, 10988–10991.
[CrossRef] [PubMed]

13. Usachov, D.Y.; Fedorov, A.V.; Vilkov, O.Y.; Petukhov, A.E.; Rybkin, A.G.; Ernst, A.; Otrokov, M.M.;
Chulkov, E.V.; Ogorodnikov, I.I.; Kuznetsov, M.V. Large-scale sublattice asymmetry in pure and boron-doped
graphene. Nano Lett. 2016, 16, 4535–4543. [CrossRef] [PubMed]

14. Megawati, M.; Chua, C.K.; Sofer, Z.; Klimova, K.; Pumera, M. Nitrogen-doped graphene: Effect of graphite
oxide precursors and nitrogen content on the electrochemical sensing properties. Phys. Chem. Chem. Phys.
2017, 19, 15914–15923. [CrossRef] [PubMed]

15. Xing, Z.; Ju, Z.; Zhao, Y.; Wan, J.; Zhu, Y.; Qiang, Y.; Qian, Y. One-pot hydrothermal synthesis of nitrogen-doped
graphene as high-performance anode materials for lithium ion batteries. Sci. Rep. 2016, 6, 26141–26150.
[CrossRef] [PubMed]

16. Cai, W.; Wang, C.; Fang, X.; Yang, L.; Chen, X. Synthesis and characterization of nitrogen-doped graphene
films using C5NCl5. Appl. Phys. Lett. 2015, 106, 253101–253105. [CrossRef]

17. Wang, X.; Sun, G.; Routh, P.; Kim, D.-H.; Huang, W.; Chen, P. Heteroatom-doped graphene materials:
Syntheses, properties and applications. Chem. Soc. Rev. 2014, 43, 7067–7098. [CrossRef]

18. Rao, C.N.R.; Gopalakrishnan, K.; Govindaraj, A. Synthesis, properties and applications of graphene doped
with boron, nitrogen and other elements. Nano Today 2014, 9, 324–343. [CrossRef]

19. Usachov, D.; Vilkov, O.; Gruneis, A.; Haberer, D.; Fedorov, A.; Adamchuk, V.; Preobrajenski, A.; Dudin, P.;
Barinov, A.; Oehzelt, M. Nitrogen-doped graphene: Efficient growth, structure, and electronic properties.
Nano Lett. 2011, 11, 5401–5407. [CrossRef]

20. Kumar, M.P.; Kesavan, T.; Kalita, G.; Ragupathy, P.; Narayanan, T.N.; Pattanayak, D.K. On the large
capacitance of nitrogen doped graphene derived by a facile route. RSC Adv. 2014, 4, 38689–38697. [CrossRef]

21. Ambrosi, A.; Chua, C.K.; Latiff, N.M.; Loo, A.H.; Wong, C.H.A.; Eng, A.Y.S.; Bonanni, A.; Pumera, M.
Graphene and its electrochemistry–an update. Chem. Soc. Rev. 2016, 45, 2458–2493. [CrossRef] [PubMed]

22. Lin, T.; Huang, F.; Liang, J.; Wang, Y. A facile preparation route for boron-doped graphene, and its CdTe
solar cell application. Energy Environ. Sci. 2011, 4, 862–865. [CrossRef]

23. Poh, H.L.; Šimek, P.; Sofer, Z.; Tomandl, I.; Pumera, M. Boron and nitrogen doping of graphene via thermal
exfoliation of graphite oxide in a BF3 or NH3 atmosphere: Contrasting properties. J. Mater. Chem. A 2013, 1,
13146–13153. [CrossRef]

24. Lu, Y.-F.; Lo, S.-T.; Lin, J.-C.; Zhang, W.; Lu, J.-Y.; Liu, F.-H.; Tseng, C.-M.; Lee, Y.-H.; Liang, C.-T.; Li, L.-J.
Nitrogen-doped graphene sheets grown by chemical vapor deposition: Synthesis and influence of nitrogen
impurities on carrier transport. ACS Nano 2013, 7, 6522–6532. [CrossRef] [PubMed]

25. Wang, T.; Wang, L.-X.; Wu, D.-L.; Xia, W.; Jia, D.-Z. Interaction between nitrogen and sulfur in co-doped
graphene and synergetic effect in supercapacitor. Sci. Rep. 2015, 5, 9591–9599. [CrossRef] [PubMed]

26. Luo, Z.; Lim, S.; Tian, Z.; Shang, J.; Lai, L.; MacDonald, B.; Fu, C.; Shen, Z.; Yu, T.; Lin, J. Pyridinic-N doped
graphene: Synthesis, electronic structure, and electrocatalytic property. J. Mater. Chem. 2011, 21, 8038–8044.
[CrossRef]

27. Zhang, S.; Tsuzuki, S.; Ueno, K.; Dokko, K.; Watanabe, M. Upper limit of nitrogen content in carbon materials.
Angew. Chem. Int. Ed. 2015, 54, 1302–1306. [CrossRef]

28. He, W.; Jiang, C.; Wang, J.; Lu, L. High-rate oxygen electroreduction over graphitic-N species exposed on 3D
hierarchically porous nitrogen-doped carbons. Angew. Chem. Int. Ed. 2014, 53, 9503–9507. [CrossRef]

29. Park, S.; Hu, Y.; Hwang, J.O.; Lee, E.-S.; Casabianca, L.B.; Cai, W.; Potts, J.R.; Ha, H.-W.; Chen, S.; Oh, J.
Chemical structures of hydrazine-treated graphene oxide and generation of aromatic nitrogen doping. Nat.
Commun. 2011, 3, 638. [CrossRef]

30. Zhao, L.; He, R.; Rim, K.T.; Schiros, T.; Kim, K.S.; Zhou, H.; Gutiérrez, C.; Chockalingam, S.; Arguello, C.J.;
Pálová, L. Visualizing individual nitrogen dopants in monolayer graphene. Science 2011, 333, 999–1003.
[CrossRef]

40



Materials 2019, 12, 3376

31. Li, N.; Wang, Z.; Zhao, K.; Shi, Z.; Gu, Z.; Xu, S. Large scale synthesis of N-doped multi-layered graphene
sheets by simple arc-discharge method. Carbon 2010, 48, 255–259. [CrossRef]

32. Zhang, X.; Hsu, A.; Wang, H.; Song, Y.; Kong, J.; Dresselhaus, M.S.; Palacios, T. Impact of chlorine
functionalization on high-mobility chemical vapor deposition grown graphene. ACS Nano 2013, 7, 7262–7270.
[CrossRef] [PubMed]

33. Li, X.-J.; Yu, X.-X.; Liu, J.-Y.; Fan, X.-D.; Zhang, K.; Cai, H.-B.; Pan, N.; Wang, X.-P. Synthesis of nitrogen-doped
graphene via thermal annealing graphene with urea. Chin. J. Chem. Phys. 2012, 25, 321–326. [CrossRef]

34. Wang, H.; Zhou, Y.; Wu, D.; Liao, L.; Zhao, S.; Peng, H.; Liu, Z. Synthesis of boron-doped graphene
monolayers using the sole solid feedstock by chemical vapor deposition. Small 2013, 9, 1316–1320. [CrossRef]
[PubMed]

35. Wu, T.; Shen, H.; Sun, L.; Cheng, B.; Liu, B.; Shen, J. Nitrogen and boron doped monolayer graphene
by chemical vapor deposition using polystyrene, urea and boric acid. New J. Chem. 2012, 36, 1385–1391.
[CrossRef]

36. Zhou, S.; Liu, N.; Wang, Z.; Zhao, J. Nitrogen-doped graphene on transition metal substrates as efficient
bifunctional catalysts for oxygen reduction and oxygen evolution reactions. ACS Appl. Mater. Interfaces 2017,
9, 22578–22587. [CrossRef]

37. Guo, N.; Xi, Y.; Liu, S.; Zhang, C. Greatly enhancing catalytic activity of graphene by doping the underlying
metal substrate. Sci. Rep. 2015, 5, 12051–12058. [CrossRef]

38. Du, D.; Li, P.; Ouyang, J. Nitrogen-doped reduced graphene oxide prepared by simultaneous thermal
reduction and nitrogen doping of graphene oxide in air and its application as an electrocatalyst. ACS Appl.
Mater. Interfaces 2015, 7, 26952–26958. [CrossRef]

39. Zabet-Khosousi, A.; Zhao, L.; Pálová, L.; Hybertsen, M.S.; Reichman, D.R.; Pasupathy, A.N.; Flynn, G.W.
Segregation of sublattice domains in nitrogen-doped graphene. J. Am. Chem. Soc. 2014, 136, 1391–1397.
[CrossRef]

40. Wang, H.; Maiyalagan, T.; Wang, X. Review on recent progress in nitrogen-doped graphene: Synthesis,
characterization, and its potential applications. ACS Catal. 2012, 2, 781–794. [CrossRef]

41. Van Nang, L.; Van Duy, N.; Hoa, N.D.; Van Hieu, N. Nitrogen-doped graphene synthesized from a single
liquid precursor for a field effect transistor. J. Electron. Mater. 2016, 45, 839–845. [CrossRef]

42. Panchakarla, L.; Subrahmanyam, K.; Saha, S.; Govindaraj, A.; Krishnamurthy, H.; Waghmare, U.; Rao, C.
Synthesis, structure, and properties of boron-and nitrogen-doped graphene. Adv. Mater. 2009, 21, 4726–4730.
[CrossRef]

43. Bao, J.F.; Kishi, N.; Soga, T. Synthesis of nitrogen-doped graphene by the thermal chemical vapor deposition
method from a single liquid precursor. Mater. Lett. 2014, 117, 199–203. [CrossRef]

44. Zhang, C.; Lin, W.; Zhao, Z.; Zhuang, P.; Zhan, L.; Zhou, Y.; Cai, W. CVD synthesis of nitrogen-doped
graphene using urea. Sci. China Phys. Mech. 2015, 58, 107801–107805. [CrossRef]

45. Vishwakarma, R.; Kalita, G.; Shinde, S.M.; Yaakob, Y.; Takahashi, C.; Tanemura, M. Structure of nitrogen-doped
graphene synthesized by combination of imidazole and melamine solid precursors. Mater. Lett. 2016, 177,
89–93. [CrossRef]

46. Wang, Z.; Li, P.; Chen, Y.; Liu, J.; Tian, H.; Zhou, J.; Zhang, W.; Li, Y. Synthesis of nitrogen-doped graphene by
chemical vapour deposition using melamine as the sole solid source of carbon and nitrogen. J. Mater. Chem.
C 2014, 2, 7396–7401. [CrossRef]

47. Hummers, W.S., Jr.; Offeman, R.E. Preparation of graphitic oxide. J. Am. Chem. Soc. 1958, 80, 1339. [CrossRef]
48. Jiang, M.-H.; Cai, D.; Tan, N. Nitrogen-doped graphene sheets prepared from different graphene-based

precursors as high capacity anode materials for lithium-ion batteries. Int. J. Electrochem. Sci. 2017, 12,
7154–7165. [CrossRef]

49. Yokwana, K.; Ray, S.C.; Khenfouch, M.; Kuvarega, A.T.; Mamba, B.B.; Mhlanga, S.D.; Nxumalo, E.N. Facile
synthesis of nitrogen doped graphene oxide from graphite flakes and powders: A comparison of their
surface chemistry. J. Nanosci. Nanotechnol. 2018, 18, 5470–5484. [CrossRef]

50. Kumar, N.A.; Nolan, H.; McEvoy, N.; Rezvani, E.; Doyle, R.L.; Lyons, M.E.; Duesberg, G.S. Plasma-assisted
simultaneous reduction and nitrogen doping of graphene oxide nanosheets. J. Mater. Chem. A 2013, 1,
4431–4435. [CrossRef]

51. Pham, P. A library of doped-graphene images via transmission electron microscopy. J. Carbon Res. 2018, 4, 34.
[CrossRef]

41



Materials 2019, 12, 3376

52. Yen, M.-Y.; Hsieh, C.-K.; Teng, C.-C.; Hsiao, M.-C.; Liu, P.-I.; Ma, C.-C.M.; Tsai, M.-C.; Tsai, C.-H.; Lin, Y.-R.;
Chou, T.-Y. Metal-free, nitrogen-doped graphene used as a novel catalyst for dye-sensitized solar cell counter
electrodes. RSC Adv. 2012, 2, 2725–2728. [CrossRef]

53. Ayala, P.; Arenal, R.; Rümmeli, M.; Rubio, A.; Pichler, T. The doping of carbon nanotubes with nitrogen and
their potential applications. Carbon 2010, 48, 575–586. [CrossRef]

54. Zafar, Z.; Ni, Z.H.; Wu, X.; Shi, Z.X.; Nan, H.Y.; Bai, J.; Sun, L.T. Evolution of Raman spectra in nitrogen-doped
graphene. Carbon 2013, 61, 57–62. [CrossRef]

55. Matsoso, B.J.; Ranganathan, K.; Mutuma, B.K.; Lerotholi, T.; Jones, G.; Coville, N.J. Time-dependent evolution
of the nitrogen configurations in N-doped graphene films. RSC Adv. 2016, 6, 106914–106920. [CrossRef]

56. Song, J.-h.; Kim, C.-M.; Yang, E.; Ham, M.-H.; Kim, I. The effect of doping temperature on the nitrogen-bonding
configuration of nitrogen-doped graphene by hydrothermal treatment. RSC Adv. 2017, 7, 20738–20741.
[CrossRef]

57. Capasso, A.; Dikonimos, T.; Sarto, F.; Tamburrano, A.; De Bellis, G.; Sarto, M.S.; Faggio, G.; Malara, A.;
Messina, G.; Lisi, N. Nitrogen-doped graphene films from chemical vapor deposition of pyridine: Influence
of process parameters on the electrical and optical properties. Beilstein J. Nanotechnol. 2015, 6, 2028–2038.
[CrossRef]

58. Mallet-Ladeira, P.; Puech, P.; Toulouse, C.; Cazayous, M.; Ratel-Ramond, N.; Weisbecker, P.; Vignoles, G.L.;
Monthioux, M. A Raman study to obtain crystallite size of carbon materials: A better alternative to the
Tuinstra–Koenig law. Carbon 2014, 80, 629–639. [CrossRef]

59. Pei, S.; Cheng, H.-M. The reduction of graphene oxide. Carbon 2012, 50, 3210–3228. [CrossRef]
60. Mowry, M.; Palaniuk, D.; Luhrs, C.C.; Osswald, S. In situ Raman spectroscopy and thermal analysis of

the formation of nitrogen-doped graphene from urea and graphite oxide. RSC Adv. 2013, 3, 21763–21775.
[CrossRef]

61. Justh, N.; Berke, B.; László, K.; Szilágyi, I.M. Thermal analysis of the improved Hummers’ synthesis of
graphene oxide. J. Therm. Anal. Calorim. 2018, 131, 2267–2272. [CrossRef]

62. Chang, B.Y.S.; Huang, N.M.; An’amt, M.N.; Marlinda, A.R.; Norazriena, Y.; Muhamad, M.R.; Harrison, I.;
Lim, H.N.; Chia, C.H. Facile hydrothermal preparation of titanium dioxide decorated reduced graphene
oxide nanocomposite. Int. J. Nanomedicine 2012, 7, 3379–3387. [PubMed]

63. Khandelwal, M.; Kumar, A. One-pot environmentally friendly amino acid mediated synthesis of N-doped
graphene–silver nanocomposites with an enhanced multifunctional behavior. Dalton Transactions 2016, 45,
5180–5195. [CrossRef] [PubMed]

64. Kumar, A.; Ganguly, A.; Papakonstantinou, P. Thermal stability study of nitrogen functionalities in a graphene
network. J. Phys. Condens. Matter 2012, 24, 235501–235506. [CrossRef] [PubMed]

65. Youn, H.C.; Bak, S.M.; Kim, M.S.; Jaye, C.; Fischer, D.A.; Lee, C.W.; Yang, X.Q.; Roh, K.C.; Kim, K.B.
High-Surface-Area Nitrogen-Doped Reduced Graphene Oxide for Electric Double-Layer Capacitors.
ChemSusChem 2015, 8, 1875–1884. [CrossRef]

66. Liu, S.; Peng, W.; Sun, H.; Wang, S. Physical and chemical activation of reduced graphene oxide for enhanced
adsorption and catalytic oxidation. Nanoscale 2014, 6, 766–771. [CrossRef]

67. Yang, S.-Y.; Chang, K.-H.; Huang, Y.-L.; Lee, Y.-F.; Tien, H.-W.; Li, S.-M.; Lee, Y.-H.; Liu, C.-H.; Ma, C.-C.M.;
Hu, C.-C. A powerful approach to fabricate nitrogen-doped graphene sheets with high specific surface area.
Electrochem. Commun. 2012, 14, 39–42. [CrossRef]

68. Fu, C.; Song, C.; Liu, L.; Xie, X.; Zhao, W. Synthesis and properties of nitrogen-doped graphene as anode
materials for lithium-ion batteries. Int. J. Electrochem. Sci. 2016, 11, 3876–3886. [CrossRef]

69. Sing, K.S. Reporting physisorption data for gas/solid systems with special reference to the determination of
surface area and porosity (Recommendations 1984). Pure Appl. Chem. 1985, 57, 603–619. [CrossRef]

70. Qiao, X.; Liao, S.; You, C.; Chen, R. Phosphorus and nitrogen dual doped and simultaneously reduced
graphene oxide with high surface area as efficient metal-free electrocatalyst for oxygen reduction. Catalysts
2015, 5, 981–991. [CrossRef]

71. Hanifah, M.F.R.; Jaafar, J.; Aziz, M.; Ismail, A.F.; Rahman, M.A.; Othman, M.H.D. Synthesis of graphene
oxide nanosheets via modified hummers’ method and its physicochemical properties. J. Teknol. 2015, 74,
189–192. [CrossRef]

72. Zhang, C.; Fu, L.; Liu, N.; Liu, M.; Wang, Y.; Liu, Z. Synthesis of nitrogen-doped graphene using embedded
carbon and nitrogen sources. Adv. Mater. 2011, 23, 1020–1024. [CrossRef]

42



Materials 2019, 12, 3376

73. Zhang, J.; Zhao, C.; Liu, N.; Zhang, H.; Liu, J.; Fu, Y.Q.; Guo, B.; Wang, Z.; Lei, S.; Hu, P. Tunable electronic
properties of graphene through controlling bonding configurations of doped nitrogen atoms. Sci. Rep. 2016,
6, 28330–28340. [CrossRef]

74. Zhang, W.; Lin, C.-T.; Liu, K.-K.; Tite, T.; Su, C.-Y.; Chang, C.-H.; Lee, Y.-H.; Chu, C.-W.; Wei, K.-H.; Kuo, J.-L.;
et al. Opening an electrical band gap of bilayer graphene with molecular doping. ACS Nano 2011, 5,
7517–7524. [CrossRef]

75. Sheng, Z.-H.; Shao, L.; Chen, J.-J.; Bao, W.-J.; Wang, F.-B.; Xia, X.-H. Catalyst-free synthesis of nitrogen-doped
graphene via thermal annealing graphite oxide with melamine and its excellent electrocatalysis. ACS Nano
2011, 5, 4350–4358. [CrossRef]

76. Baldovino, F.; Quitain, A.; Dugos, N.P.; Roces, S.A.; Koinuma, M.; Yuasa, M.; Kida, T. Synthesis and
characterization of nitrogen-functionalized graphene oxide in high-temperature and high-pressure ammonia.
RSC Adv. 2016, 6, 113924–113932. [CrossRef]

77. Chen, F.; Guo, L.; Zhang, X.; Leong, Z.Y.; Yang, S.; Yang, H.Y. Nitrogen-doped graphene oxide for effectively
removing boron ions from seawater. Nanoscale 2017, 9, 326–333. [CrossRef]

78. Chen, M.; Shao, L.-L.; Guo, Y.-X.; Cao, X.-Q. Nitrogen and phosphorus co-doped carbon nanosheets as
efficient counter electrodes of dye-sensitized solar cells. Chem. Eng. J. 2016, 304, 303–312. [CrossRef]

79. Loryuenyong, V.; Totepvimarn, K.; Eimburanapravat, P.; Boonchompoo, W.; Buasri, A. Preparation and
characterization of reduced graphene oxide sheets via water-based exfoliation and reduction methods. Adv.
Mater. Sci. Eng. 2013, 2013, 1–5. [CrossRef]

80. Jamil, A.; Mustafa, F.; Aslam, S.; Arshad, U.; Ahmad, M.A. Structural and optical properties of thermally
reduced graphene oxide for energy devices. Chin. Phys. B 2017, 26, 086501–086508. [CrossRef]

81. Vinoth, R.; Ganesh Babu, S.; Bahnemann, D.; Neppolian, B. Nitrogen-doped reduced graphene oxide hybrid
metal free catalyst for effective reduction of 4-nitrophenol. Sci. Adv. Mater. 2015, 7, 1–7. [CrossRef]

82. Mokhtar Mohamed, M.; Mousa, M.A.; Khairy, M.; Amer, A.A. Nitrogen graphene: A new and exciting
generation of visible light driven photocatalyst and energy storage application. ACS Omega 2018, 3, 1801–1814.
[CrossRef]

83. Marschall, R.; Wang, L. Non-metal doping of transition metal oxides for visible-light photocatalysis. Catal.
Today 2014, 225, 111–135. [CrossRef]

84. Chuang, C.H.; Wang, Y.F.; Shao, Y.C.; Yeh, Y.C.; Wang, D.Y.; Chen, C.W.; Chiou, J.W.; Ray, S.C.; Pong, W.F.;
Zhang, L.; et al. The effect of thermal reduction on the photoluminescence and electronic structures of
graphene oxides. Sci. Rep. 2014, 4, 4521–4527. [CrossRef]

85. Van Khai, T.; Na, H.G.; Kwak, D.S.; Kwon, Y.J.; Ham, H.; Shim, K.B.; Kim, H.W. Influence of N-doping on the
structural and photoluminescence properties of graphene oxide films. Carbon 2012, 50, 3799–3806. [CrossRef]

86. Van Khai, T.; Na, H.G.; Kwak, D.S.; Kwon, Y.J.; Ham, H.; Shim, K.B.; Kim, H.W. Significant enhancement
of blue emission and electrical conductivity of N-doped graphene. J. Mater. Chem. 2012, 22, 17992–18003.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

43





materials

Article

Thermoresistive Properties of Graphite Platelet Films
Supported by Different Substrates

Mariano Palomba 1, Gianfranco Carotenuto 1, Angela Longo 1,*, Andrea Sorrentino 1,

Antonio Di Bartolomeo 2,3,*, Laura Iemmo 2,3, Francesca Urban 2,3, Filippo Giubileo 3,

Gianni Barucca 4, Massimo Rovere 5, Alberto Tagliaferro 5, Giuseppina Ambrosone 6

and Ubaldo Coscia 6,7

1 Institute for Polymers, Composites and Biomaterials—National Research Council (IPCB-CNR).
SS Napoli/Portici, Piazzale E. Fermi, 1-80055 Portici (NA), Italy; mariano.palomba@cnr.it (M.P.);
giancaro@unina.it (G.C.); andrea.sorrentino@cnr.it (A.S.)

2 Department of Physics ‘E.R.Caianello’, University of Salerno, Via Giovanni Paolo II, 132—84084 Fisciano (SA),
Italy; liemmo@unisa.it (L.I.); furban@unisa.it (F.U.)

3 Superconducting and Other Innovative Materials and Devices Institute—National Research
Council (SPIN-CNR), Via Giovanni Paolo II, 132—84084 Fisciano (SA), Italy; filippo.giubileo@spin.cnr.it

4 Department SIMAU, Polytechnic University of Marche, Via Brecce Bianche, I-60131 Ancona, Italy;
g.barucca@staff.univpm.it

5 Department of Applied Science and Technology, Politecnico di Torino. Corso Duca degli Abruzzi, 24,
10129 Torino, Italy; massimo.rovere@polito.it (M.R.); alberto.tagliaferro@polito.it (A.T.)

6 Department of Physics ‘Ettore Pancini’, University of Naples ‘Federico II’, Via Cintia, I-80126 Napoli, Italy;
giuseppina.ambrosone@unina.it (G.A.); coscia@fisica.unina.it (U.C.)

7 CNISM, Naples Unit, Via Cintia, I-80126 Napoli, Italy
* Correspondence: angela.longo@cnr.it (A.L.); adibartolomeo@unisa.it (A.D.B.)

Received: 6 October 2019; Accepted: 2 November 2019; Published: 5 November 2019

Abstract: Large-area graphitic films, produced by an advantageous technique based on spraying a
graphite lacquer on glass and low-density polyethylene (LDPE) substrates were studied for their
thermoresistive applications. The spray technique uniformly covered the surface of the substrate
by graphite platelet (GP) unities, which have a tendency to align parallel to the interfacial plane.
Transmission electron microscopy analysis showed that the deposited films were composed of
overlapped graphite platelets of different thickness, ranging from a few tens to hundreds of graphene
layers, and Raman measurements provided evidence for a good graphitic quality of the material.
The GP films deposited on glass and LDPE substrates exhibited different thermoresistive properties
during cooling–heating cycles in the −40 to +40 ◦C range. Indeed, negative values of the temperature
coefficient of resistance, ranging from −4 × 10−4 to −7 × 10−4 ◦C−1 have been observed on glass
substrates, while positive values varying between 4 × 10−3 and 8 × 10−3 ◦C−1 were measured when
the films were supported by LDPE. These behaviors were attributed to the different thermal expansion
coefficients of the substrates. The appreciable thermoresistive properties of the graphite platelet films
on LDPE could be useful for plastic electronic applications.

Keywords: graphite platelet coatings; LDPE; thermal expansion coefficient; thermoresistive properties

1. Introduction

Plastic electronics is an emerging technological field with a remarkable potential in the areas of
robotics, solar energy, sensors, health care, industrial automation, etc. [1–5]. Plastic electronic devices
offer the unique characteristics of stretchability, flexibility, transparency, lightweightness, etc., which
can be exploited for future industrial applications. Additionally, the processing technologies applied
for the fabrication of plastic electronic devices (e.g., contact printing, roll-to-roll, ink-jet, spraying, etc.)
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are inexpensive and powerful, compared to the traditional approaches available for silicon-based
electronics. However, all these technologies require further optimization to allow the production of
these materials on a large scale.

In this field, plastics are useful both for fabricating printed circuit boards and for making the
active and passive electronic components of a circuit. These components can be easily achieved
by incorporating functional organic materials (e.g., chromophores, fluorophores, conductive or
magnetic fillers, etc.) into an adequate polymer matrix [6–8]. In particular, graphite platelets, carbon
nanotubes, fullerene, graphene, and other carbonaceous materials have been extensively studied and
utilized to obtain conductive, thermoresistive, and semiconductive polymeric nanocomposites [9–17].
Furthermore, the surfaces of polymers such as poly (methyl methacrylate), polyethylene terephthalate
and low-density polyethylene (LDPE) have been made conductive by depositing graphite or graphene
layers onto them for the fabrication of printed radio frequency devices [18], electrically conductive
paths [19], piezoresistive sensors [20], and strain gauges [9]. These layers can be deposited by chemical
vapor deposition [21], casting and drying inks [18], micromechanical techniques based on spreading
an alcoholic suspension of graphite nanoplatelets [22,23] and spraying conductive composites [9].
In particular, this last technique is easy, inexpensive, and industrially scalable for the fabrication of
large area films.

In this study, the properties of graphite platelet (GP) films, obtained by spraying a commercial
lacquer on different substrates (LDPE and glass), were investigated. The deposited coatings were
morphologically and structurally characterized by scanning electron microscopy (SEM), transmission
electron microscopy (TEM), Fourier-transform infrared spectroscopy (FT-IR), and Raman spectroscopy.
The thermal properties of the commercial lacquer, pure LDPE and graphite platelets deposited on
LDPE were also explored by thermogravimetric analysis (TGA). The thermal expansion coefficients of
the LDPE substrates coated by GP films were determined by dynamic–mechanical thermal analysis
(DMTA). Thermoresistive measurements of graphite platelets films on glass and LDPE substrates, i.e.,
the measurements of the electrical resistance as a function of the temperature, were carried out during
the cooling–heating cycles between −40 ◦C and +40 ◦C. Owing to the thermal expansion coefficient
mismatch, the substrate could dramatically affect the temperature coefficient of resistance (TCR) of the
GP film, which exhibited a negative TCR on glass and a positive TCR on the LDPE substrate.

2. Materials and Methods

Large area thin films of graphite-based material were deposited on glass and LDPE substrates
by spray technology, using a commercial lacquer, Graphit 33 (from Kontakt Chemie, Zele, Belgium),
which is commonly used in optical and electrical fields [24]. In order to produce a full cone jet spot,
the spray nozzle was horizontally directed, taking it at a distance of 20 cm from the substrate surface.
After spraying, the coated substrates were dried in air at room temperature, for 4 h.

Scanning electron microscopy analysis of the sample surface was performed using a FEI Quanta
200 FEG (FEI, Hillsboro, Oregon, USA) microscope. Due to the conductive nature of the graphite-based
material, samples were observed without any preparation except for the electrical grounding of the
surface. The inner structure of the deposited material was investigated through transmission electron
microscopy measurements carried out by a Philips CM200 (Philips, Amsterdam, The Netherlands)
microscope, operating at 200 kV and equipped with a LaB6 filament. For TEM observations, two
kinds of samples were prepared. In one case, the Graphit 33 was sprayed in acetone, the solid phase
was isolated by centrifugation and deposited on a TEM copper grid covered with a thin carbon film.
In another case, in order to see the inner structure of the deposited layer the Graphit 33 was sprayed
on a substrate and prepared in a cross-section by the conventional thinning procedure, consisting of
mechanical polishing by grinding papers, diamond pastes, and a dimple grinder; final thinning was
carried out by an ion beam system (Gatan PIPS), using Ar ions at 5 kV.

Fourier-transform infrared spectra of dry Graphit 33 were made by a MIR/FIR Spectrometer
(Frontier, PerkinElmer, Milan, Italy). The samples preparation was performed by mixing powered
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Graphit 33 with a crystalline KBr powder in an adequate ratio (1% by weight) and this mixture was
cold pressed under vacuum at 8 tons, for 10 min, to obtain a transparent pellet.

The thermal gravimetric analysis, in the 40–600 ◦C range was used to establish the thermal stability
of the coating, the pure LDPE, and the LDPE coated by the GP film. Such analyses were performed by
a TA-Instrument (Q500, Milan, Italy), operating in flowing nitrogen, with a constant heating rate of
10 ◦C/min.

Raman spectra of GP films on glass and LDPE substrates were performed by a Raman spectrometer
InviaH-Renishaw (InviaH, Renishaw, plc, New Mils, Wotton-under Edge, Glowcester Shire, GL128JR,
UK). A green argon laser with a 514.5 nm wavelength and a beam size approximately 2 μm in diameter
was selected for the analysis. A microscope with a 50X magnification power was used with an exposure
time of 10 s. Extended scans from 100 cm−1 to 3500 cm−1 was performed using a laser power of ca.
5 mW (5% of available laser power). An in-house MATLAB software (Matlab 9.7.0.1190202 R2019b,
Mathworks Inc., Natick, MA, USA) was used to correct the quantum efficiency of the detector, conduct
the baseline subtraction, and carry out the data processing.

Thermal expansion and contraction tests of an LDPE sample coated by GP (18.7 × 8.9 mm and ca.
90 μm thick) was carried out by means of cooling–heating cycles in the −40 to +40 ◦C range, at a rate of
5 ◦C/min, using a thermal mechanical analyzer (TMA2940, TA-Instruments, New Castle, USA).

Electrical measurements were executed under vacuum (∼2 mbar) in a coplanar configuration by
silver paint contacts (1-cm long and 1-mm spaced) spread on their surfaces. Vacuum was adopted as a
precaution to avoid ice formation during the low temperature cycle, as well as to prevent possible
effects of moisture or other adsorbates. Current–voltage (I–V) characteristics were taken in a Janis
Research ST-500 probe station equipped (Janis Research, Woburn, MA, USA) with 4 micromanipulators
connected to a Source-Measurement Unit (SMU) Keithley 4200-SCS (Tektronix, Inc., Beaverton, OR,
USA). From each I–V and from monitoring the resistance during a period of 60 s it was estimated that
the mean resistance of the samples at different temperatures T during cooling–heating cycles from
−40 ◦C to +40 ◦C performed at a rate of about 5 ◦C/min.

3. Results and Discussion

3.1. Characterization of Graphit 33 Lacquer

Large-area thin films of graphite-based material were deposited onto the glass and LDPE substrates
through spray technology, using a commercial lacquer such as Graphit 33 (see Figure 1).

 
Figure 1. Large-area film after spraying Graphit 33 lacquer onto the low-density polyethylene
(LDPE) film.
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Thermo-gravimetric analysis and infrared spectroscopy were carried out to identify the
composition and concentration of the lacquer. The TGA–thermogram of a dry Graphit 33 sample
is shown in Figure 2. The sample is characterized by a weight loss in the 250–400 ◦C range, with a
maximum degradation rate at ca. 330 ◦C, as can be seen from the derivative curve (red line in Figure 2).
This weight loss could be attributed to the thermal degradation of the polymeric binder contained in
the product, and it was estimated as ca. 18% by weight. As evidenced by the thermogram, the absence
of weight loss at low temperature confirmed the absence of a volatile solvent after drying.

Figure 2. TGA–thermogram and derivative thermogravimetric plot profile of a typical dried Graphit
33 sample.

The FT–IR spectrum of the dry Graphit 33 in KBr is shown in Figure 3. The main absorption bands
were centered at 3440 cm−1 (–OH group stretching), 2927 cm−1 (C–H group stretching), 1631 cm−1

(C=C group stretching), and 1092 cm−1 (C–O group stretching).

Figure 3. FT–IR spectrum of a typical dried Graphit 33 sample in KBr.

TEM measurements were carried out to investigate the inner structure of the graphite phase.
In particular, Figure 4A,B show the solid phase extracted by the Graphit 33 by using acetone to remove
the polymeric binder. It was evident that the filler was made of platelets that in the images appear
to be largely superimposed. The platelets were hundreds of nanometers large, and their thicknesses
were quite small, considering the low contrast visible in the images. Selected area electron diffraction
(SAED) measurements were used to investigate the phase of the filler. Figure 4C shows a typical SAED
pattern. All the diffraction rings could be associated with the pure graphite phase (International Centre
for Diffraction Data, ICDD, card no. 41–1487) confirming that the only crystalline phase inside the
Graphit 33 was graphite.
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Figure 4. Graphite platelets extracted by the Graphit 33 lacquer: (A,B) bright field TEM images taken
at different magnifications; and (C) corresponding SAED pattern in which the diffraction rings can be
associated with the families of graphite atomic planes.

All experimental observations shown so far reveal that the Graphit 33 lacquer is composed mainly
of graphite platelets. The presence of the binder allows us to deposit a continuous graphite coating on
several types of substrates (glass, silicon, LDPE, etc.) using spray technology.

3.2. Morphological and Structural Characterizations of the GP Coatings

Coating morphology and structure, after spraying Graphit 33 on different substrates, were
investigated by SEM and TEM techniques. In particular, Figure 5A,B show the SEM images of the
deposited coatings on LDPE and glass substrates, respectively. The coatings on both substrates were
quite rough, porous, and were made of small graphite platelets, which covered all substrates without
discontinuities. TEM micrographs of a cross-sectioned GP coating are displayed in Figure 5C,D.
The coating is rather wrinkled, as shown in Figure 5C, with a thickness ranging from 2.3 to 3.6 μm
and a mean value of about 2.5 μm was measured on the large areas. TEM and SEM analyses suggest
a surface roughness of 500–1000 nm. The current application of this study deals with macroscopic
thermoresistors, therefore, the surface roughness of the platelet films did not present any issue. Indeed,
the metal contacts could have an arbitrary size and could be formed by a silver paste coating or by metal
sputtering (Au), using a shadow mask. Clearly, in the case of a microscopic device, the roughness of the
film could hamper the fabrication of micro-nano patterns, through an advanced lithographic process.

By increasing the magnification (Figure 5D), it is possible to observe that coating is made of
overlapping graphite platelets of different thickness, ranging from tens to hundreds of graphene layers.
Among the platelets, the polymeric binder visibly generates a lighter contrast typical of amorphous
material (see arrows). Although, the platelets assume all orientations locally in the selected area
electron diffraction (SAED) pattern of a large part of the coating (shown in the inset of Figure 5C)
it could be observed that the ring corresponding to the (0001) atomic planes had a non-uniform intensity
that could be correlated to the platelet’s tendency to align, in average, parallel to the interfacial plain.

Further structural characterizations were performed by Raman spectroscopy. The following
spectra are related to GP films deposited on glass (Figure 6A) and LDPE (Figure 6B).

Spectra analysis of GP films deposited both on glass and LDPE substrates indicated that the
coatings present similar characteristics, with a narrow D peak and a sharp and narrow G peak, right
shouldered (D*) due to the presence of defects [25–27]. The mean value of the ratio between the
intensities of the two peaks, Id/Ig, over the sampled points, was about 0.55 in the case of GP on glass
and about 0.80 for GP on LDPE, revealing that the films were made of a good quality graphitic material
with a lower presence of defects in the film deposited on glass. Three other peaks could be detected in
both spectra at higher wavenumbers (2300 to 3400 cm−1)–an intense left shouldered 2D peak (indicating
a multilayered structure), a D + G peak, and a 2G peak normal in width and intensity for a graphitic
material. No substrate signal was detected because the thickness of the GP film was larger than the
penetration length of laser radiation used in the Raman apparatus.
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Figure 5. SEM-micrographs of surface topography of GP films deposited on different substrates:
low-density polyethylene (LDPE) (A) and glass (B). Bright field TEM images of cross-sectioned GP
films at different magnifications, (C,D). The inset in (C) is the selected area electron diffraction (SAED)
pattern of the coating shown in (C). Dark arrows in (D) evidence the presence of amorphous materials
among graphite platelets.

Figure 6. Raman spectra of graphite platelet (GP) films deposited on glass (A) and LDPE (B).

3.3. Thermal Properties of Pure LDPE and LDPE Coated by GP Films

The thermal stability of the pure LDPE and LDPE coated by GP was evaluated by TGA
measurements. According to the TGA–thermograms, up to a temperature of ca. 130 ◦C, both
samples were stable since they did not show any weight loss. Furthermore, by comparing the residual
mass at 600 ◦C, which had TGA curves in the 40–600 ◦C range, it could be seen that the average amount
of coating was ca. 1% by weight of the full LDPE/GP system. The graphite coating had the effect of
increasing the pure LDPE substrate thermal stability by ca. 22 ◦C (see Figure 7).
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Figure 7. TGA–thermograms of pure LDPE and LDPE coated by GP.

In order to correlate the effects of the thermal expansion of the LDPE substrate with the electrical
properties of graphite platelet films, tests of thermal expansion and contraction were carried out on
a sample of LDPE coated by GP. In particular, this characterization was carried out between −40 ◦C
and 40 ◦C, because in this temperature range, LDPE did not show any phase transition such as
crystallisation, melting, or glass transition, and the stress–strain response induced by temperature
variations was quite reversible [28].

The length of the sample, L, was recorded applying a constant force of 0.01 N and varying
the temperature in the above range at the rate of 5 ◦C/min. The strain of the sample, defined as
ε = (L − L0)/L0, where L0 is the initial sample length at 20 ◦C, is plotted in Figure 8, for two consecutive
cooling–heating cycles. A small hysteresis was evident between the heating and cooling curves.
It could be due to both a thermal relaxation of the LDPE molecules and a small temperature gradient
normally present in the furnace during cooling. The coefficient of linear thermal expansion, CTE, of the
LDPE coated by the GP sample was calculated as ε/ΔT, where ΔT is the temperature change during the
test. CTE value results to be about 1.7 × 10−4 ◦C−1 on the investigated temperature range. This value
was in good agreement with those reported in the literature for LDPE films (1–2 × 10−4 ◦C−1) [29].

Figure 8. Strain, ε, vs. temperature of the LDPE coated by GP for two consecutive cooling–heating cycles.

3.4. Thermoresistive Characterizations of Graphite Platelet Films on Glass and LDPE

All electrical measurements were carried out under vacuum in two probe configuration. The I–V
characteristics of the GP films deposited on glass and LDPE were linear, indicating ohmic contacts,
as shown in Figure 9.

The resistance values, R0, of the samples at the temperature of 20 ◦C were determined by the fit of
the plotted experimental data.

51



Materials 2019, 12, 3638

Figure 9. I–V characteristics of the GP films deposited on glass (A) and LDPE (B) substrates.

The thermoresistive properties of the GP films were investigated by recording the resistance
values, R, of the samples starting from 20 ◦C and performing the cooling–heating cycles in the −40 to
40 ◦C range. The high resistance value of GP on LDPE could be due to the larger surface roughness of
the polymer substrate and its different chemical nature, compared to the glass ones that determined a
greater degree of inhomogeneity, as evidenced by the increased Id/Ig ratio obtained by Raman analysis.

In Figure 10, the R/R0 ratios are plotted against temperature for representative samples of GP
films deposited on glass and LDPE, respectively. Clearly, different thermoresistive behaviors could
be observed in the examined range. Indeed, the resistance of GP film on glass slowly decreases with
increasing T, similar to that of graphite [30], while GP on LDPE shows an increase in resistance in the
whole range. Thus, thermoresistive properties of GP films strongly depend on the substrates. In fact,
TCR defined as:

TCR =
1
R

dR
dT

(1)

is negative for GP on glass and positive for GP on LDPE.
Taking into account the cooling–heating cycles of Figure 10A,B, TCR varies in the −4 × 10−4

to −7 × 10−4 ◦C−1 and 4 × 10−3 to 8 × 10−3 ◦C−1 ranges for GP on glass and LDPE, respectively.
Furthermore, a greater reproducibility of the resistance–temperature characteristics in the case of
GP film deposited on the glass was observed. On the other hand, the appreciable thermoresistive
sensitivity of GP on LDPE made these materials useful for flexible electronic applications, although
more work has to be done to reduce the hysteresis during the thermal cycles and obtain a GP material
with a more reversible thermoresistive response.

Figure 10. R/R0 vs. temperature during the cooling–heating cycles for GP films deposited on glass (A)
and LDPE (B) substrates.

The observed behaviors could be attributed to the different CTE of the substrates. Glass has a
CTE (6–9 × 10−6 ◦C−1) close to that of graphite (4–8 × 10−6 ◦C−1), and therefore, the resistance of the
GP film as compared to T, decreases, as in the case of graphite [29]. On the other hand, as reported in
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Section 3.3, the CTE of the coated LDPE (1.7 × 10−4 ◦C−1) is more than one order of magnitude greater
than that of graphite, thus, the thermal expansion (contraction) of the polymer substrate could induce
strains in the GP film, which tend to increase (decrease) its resistance. For example, in the case of the
investigated sample, by comparing the data in Figures 8 and 10B, the fractional change of the electrical
resistance, (R − R0)/R0, of the GP film could be correlated to the strain, ε, of the coated LDPE substrate,
as shown in Figure 11.

Figure 11. The fractional change of the electrical resistance, (R − R0)/R0, vs. the strain, ε, of the GP film
on the LDPE substrate.

As can be seen, the slopes of the curves in the −40 to 20 ◦C range were lower than those in the 20
to 40 ◦C range. Indeed, below the sample deposition temperature (20 ◦C), a greater compaction of the
platelets enhanced the decrease (increase) in the resistance during heating (cooling), as in the case of
graphite. This effect tends to counterbalance the increase (decrease) in resistance due to the expansion
(contraction) of the substrate and, therefore, the resulting resistance increases (decreases) more slowly
in this temperature range.

Additionally, the larger resistance hysteresis occurring in the GP film on LDPE during the
cooling–heating cycles (Figure 10B) could be attributed to the greater CTE of the LDPE, compared to
that of glass. Indeed, the platelets deposited on LDPE were subjected to a greater mobility due to
the strains of this polymer substrate and the occurrence of possible nano/micro fractures in the films
that could cause a different assembly of the platelets when the sample passed again for the same
temperature during a thermal cycle, leading to a different value of its initial resistance.

4. Conclusions

It was observed that large-area conductive thin films could be produced by spraying Graphit 33
lacquer on glass and LDPE substrates. Raman spectra analysis revealed that the graphitic material
deposited on both substrates was of good quality. According to the morphological and structural
investigations by SEM and TEM, the films consist of overlapped graphite platelets that cover the
surfaces of the substrates, mostly in a coplanar manner. It was found that the resistance of the film as a
function of temperature in the −40 to 40 ◦C range decreased if the substrate was glass and increased
in the case of the LDPE substrate. Therefore, the temperature coefficient of resistance changed from
negative to positive values, respectively. It was demonstrated that the different thermoresistive
properties of the GP films depend on the thermal expansion characteristics of the substrates on which
they have been deposited. The appreciable thermoresistive sensitivity of GP films on LDPE makes
these structures promising for applications in plastic electronics, however, more work has to be carried
out to reduce the hysteresis observed during the thermal cycles to obtain a GP material with more
reproducible thermoresistive properties.
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Abstract: The functional properties displayed by graphene oxide (GO)-polymer nanocomposites
are strongly affected by the dispersion ability of GO sheets in the polymeric matrix, which can be
largely improved by functionalization with organosilanes. The grafting to GO of organosilanes with
the general formula RSi(OCH3)3 is generally explained by the condensation reactions of silanols
with GO reactive groups. In this study, the influence of the organic group on the RSi(OCH3)3

grafting ability was analyzed in depth, taking into account the interactions of the R end chain
group with GO oxidized groups. Model systems composed of commercial graphene oxide reacted
with 3-aminopropyltrimethoxysilane (APTMS), 3-mercaptopropyltrimethoxysilane (MPTMS), and
3-methacryloxypropyltrimethoxysilane, (MaPTMS), respectively, were characterized by natural
abundance 13C, 15N and 29Si solid state nuclear magnetic resonance (NMR), x-ray diffraction (XRD),
and electron spin resonance (ESR). The silane organic tail significantly impacts the grafting, both
in terms of the degree of functionalization and direct interaction with GO reactive sites. Both
the NMR and XRD proved that this is particularly relevant for APTMS and to a lower extent for
MPTMS. Moreover, the epoxy functional groups on the GO sheets appeared to be the preferential
anchoring sites for the silane condensation reaction. The characterization approach was applied to
the GO samples prepared by the nitric acid etching of graphene and functionalized with the same
organosilanes, which were used as a filler in acrylic coatings obtained by cataphoresis, making it
possible to correlate the structural properties and the corrosion protection ability of the layers.

Keywords: graphene oxide; organosilanes; grafting; solid state NMR; XRD; ESR

1. Introduction

Recently, large interest has been devoted to the use of graphene as a nanofiller in polymeric
matrices thanks to its peculiar features [1,2]. To ensure the effective improvement of polymer properties
by graphene addition, additives are required in order to obtain a homogeneous distribution within the
matrix. In this regard, graphene flakes are usually oxidized to obtain graphene oxide (GO) [3,4], which
is subsequently functionalized to increase chemical affinity with the polymer matrix [5].

Among the different functionalizing agents, organoalkoxysilanes have been widely used with
success, exploiting both their grafting ability [6,7] and the possibility to ad hoc select the end chain
organic functionality. Organoalkoxysilanes with the general formula RSi(OR’)3 are characterized
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by two different functional groups: -OR’ are hydrolyzable groups forming reactive silanols suitable
for condensation reactions, while R is a non-hydrolyzable organic group that imparts the desired
features [8]. Generally, organoalkoxysilane grafting to GO is considered to take place by condensation
reactions among silanols and the functional groups present on the basal plane of the GO flakes,
producing an increase in the interplanar distance of the lamellae that depends on the silane organic
chain, with the consequence of improving the dispersion in a polymer matrix [9].

The recent literature reports several studies on GO functionalization with silanes for a wide
range of applications. For example, through the reaction of vinyltrimethoxysilane (VTMS) and GO in
an aqueous medium, Abass et al. obtained VTMS-reduced graphene oxide (rGO) nanospheres and
pointed out the role of silane in both the successful exfoliation of rGO layers and the enhancement of
the electrical conductivity [9]. With the final aim to prepare high-performance thermosetting resins, Xu
et al. modified GO with aminopropyltrimethoxysilane (APTMS); after reduction with hydrazine, the
thermal resistance of functionalized GO appeared improved as did its dispersion ability in organic
solvent, allowing the use of APTMS-rGO as filler for polybenzoxazine resins [10]. Moreover, Chen
et al. studied the APTMS-grafted GO as filler for polybenzoxazole (PBO) fibers and obtained a new
hierarchical reinforcement. They proved that not only the surface roughness and wettability of the PBO
fibers increased after grafting GO with APTMS, but the atomic oxygen erosion resistance of PBO fibers
and its composites was also improved, making these materials suitable for aerospace applications [11].

In previous reports [12,13], we showed that the addition of silane-functionalized GO flakes to an
acrylic cataphoretic bath allowed for an increase in the corrosion resistance properties of the composite
coatings. GO was produced by nitric acid etching of commercial graphene, obtaining flakes with
a low degree of oxidation suitable for preserving the electrical properties of the pristine material.
The graphene oxide flakes were functionalized with trialkoxysilanes with R groups characterized by
different end chain functions, obtaining different results both in terms of the dispersion of the lamellae
into the polymer matrix and the properties of the protective layers. Interestingly, aside from the proof
of successful grafting and good dispersion ability of silane-modified GO flakes in the cataphoretic bath,
the results showed that not only the filler load but, above all, the choice of the silane, had a key role in
obtaining the desired properties in the final coating.

In order to improve the design of composite coatings with functionalized GO, avoiding trial–error
processes and reducing the production costs of the final product, a fundamental step is the understanding
of the structure-properties relationships of the material. The different reactivity toward GO of the used
organoalkoxysilanes pointed out that the organic functional group R plays a fundamental role in the
grafting process, which needs to be clarified. Unfortunately, the obtained silanized GO flakes [12]
presented a low degree of functionalization that was sufficient to increase the dispersion ability and
compatibility with the acrylic resin, but was not suitable for a deep structural characterization of the
materials. Therefore, a model GO sample with a high degree of oxidation (i.e., a high amount of
functional groups available as anchoring sites for trialkoxysilanes) must be selected in order to exploit
the information that can be obtained through the combination of different spectroscopic techniques.
Accordingly, the commercial product Graphenea (Ga), was functionalized with the organoalkoxysilanes
bearing different end chain groups, following the procedure adopted in Calovi et al. [13], and the
samples were characterized by solid state nuclear magnetic resonance (NMR) analysis and x-ray
powder diffraction (XRD) to study the degree of functionalization, the preferential anchoring sites,
and the type of interaction between silane and GO. Moreover, electron spin resonance (ESR) was used
to evaluate the type and amount of GO conductive defects in correlation with the different degree of
functionalization obtainable with the three silanes.

2. Materials and Methods

3-aminopropyltrimethoxysilane (APTMS Merck KGaA, Darmstadt, Germany),
3-mercaptopropyltrimethoxysilane (MPTMS Merck KGaA, Darmstadt, Germany), and
3-methacryloxypropyltrimethoxysilane (MaPTMS, Merck KGaA, Darmstadt, Germany), nitric acid
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(Merck KGaA, Darmstadt, Germany), toluene (Merck KGaA, Darmstadt, Germany), ethanol (Merck
KGaA, Darmstadt, Germany), and acetone (Merck KGaA, Darmstadt, Germany) were used as received.
Graphene powder (G, COMETOX s.r.l. (Milan, Italy)) with an average diameter of 25 μm was provided
by COMETOX s.r.l. The graphene oxide aqueous dispersion (0.4 wt.% concentration, Graphenea Inc.,
Cambridge, MA, USA) was supplied by Graphenea (Donostia, Gipuzkoa, Spain).

Graphene oxide powders (GO) were obtained by the reaction of G with nitric acid, according
to [12]. GO powders were reacted in a 1:0.1 molar ratio with 3-aminopropyltrimethoxysilane,
3-mercaptopropyltrimethoxysilane, and 3-methacryloxypropyltrimethoxysilane [12], and the
functionalized samples were labeled GO-N, GO-S, and GO-M, respectively.

The Ga sample was obtained by drying the graphene oxide aqueous dispersion at 60 ◦C for 24 h
and grinding the solid residues with a mortar. Ga powders were then subjected to the functionalization
process with APTMS, MPTMS, and MaPTMS in a 1:0.1 molar ratio under the same conditions employed
for the GO powders. The functionalized samples were labeled Ga-N, Ga-S, and Ga-M, respectively.
Scheme 1 shows the structures of both Ga and trialkoxysilanes used for the functionalization.

Scheme 1. Molecular structure of (a) Graphenea, (b) 3-aminopropyltrimethoxysilane (APTMS),
(c) 3-mercaptopropyltrimethoxysilane (MPTMS), and (d) 3-methacryloxypropyltrimethoxysilane
(MaPTMS). The numbering of carbon atoms used for the peak assignment in the nuclear magnetic
resonance (NMR) spectra is also shown.

Solid state NMR analyses were carried out with a Bruker 400WB spectrometer (Bruker, Billerica,
MA, US) operating at a proton frequency of 400.13 MHz. The magic angle spinning (MAS) NMR spectra
were acquired with cross-polarization (CP) and noise dephasing single pulse (SP) pulse sequences
under the following conditions: 13C frequency, 100.48 MHz; π/2 pulse 3.5 μs; decoupling length 5.9 μs;
7 k scans and recycle delay 15 s. For CP: recycle delay 5 s and 20 k scans; contact time 0.5 ms; proton
decoupled pulse π/4; pulse 2.5 μs; recycle delay 10; and 128 scans. 29Si frequency, 79.49 MHz; π /2 pulse
4.1 μs; contact time 5 ms; decoupling length 5.9 μs; 10 k scans; and recycle delay 10 s. The samples,
diluted with KBr in order to avoid skin depth effect (RF penetration) and probe tuning problems [14],
were packed in 4 mm zirconia rotor and spun at 10 kHz under air flow. 15N frequency 40.54 MHz; π /2
pulse 2.2 μs; contact time 2 ms; decoupling length 5.9 μs; 80 k scans; and recycle delay 3 s. Adamantane,
Q8M8, and glycine were used as external secondary references. The silicon sites were labeled according
to the usual Tn notation, where T represents the trifunctional SiCO3 unit and n (n = 0 ÷ 3) is the number
of bridging oxygen atoms. The lineshape analysis was performed using Bruker TopSpin software and
the fitting was considered acceptable with a confidence level of 90%.

The ESR (Bruker, Billerica, MA, US) spectra were acquired at room temperature with a Bruker EMX
cw spectrometer equipped with a rectangular cavity working in the X band at 9.77 GHz microwave
frequency with a modulation frequency of 100 kHz. The intensity of the signal was normalized with
respect to the weight of the powder sample. The magnetic field and g-value were calibrated with the
DPPH powder sample (diphenyl picrylhydrazyl free radical, g = 2.0036).
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Powder x-ray diffraction spectra were collected by means of a Rigaku D-Max III-D powder
diffractometer (Rigaku, Tokyo, Japan) using Cu-Kα radiation (λ = 0.154056 nm) and a graphite
monochromator in the diffracted beam. A θ–2θ Bragg-Brentano configuration was adopted with the
following scan conditions: scan range 3–80◦ (in 2θ); and a sampling interval and counting time of 0.05◦
and 5 s, respectively. Jade8® software (MDI, Livermore, CA, USA) was used for the fitting procedure
of the experimental peaks in order to evaluate the peak position and full width at half maximum
(FWHM) values, after the background correction.

3. Results and Discussion

A requirement to properly characterize the interaction between functionalizing agents and
graphene oxide is the availability of a valuable number of reactive sites on the sheets. Three
organotrimethoxysilanes (H3CO)3Si–CH2–CH2–CH2–X were used with the objective of assessing
the effect of the end chain group X (X = –NH2, –SH and –(OOC)–CH2=CH–CH3) on the reactivity
toward graphene oxide functionalization and possibly elucidate the preferential organosilane-GO
interactions. A commercial high oxidation degree graphene oxide (Ga) was employed for the combined
spectroscopic study, aiming to possibly state a correlation with the properties imparted by different
silane-functionalized graphene oxide powders to protective layers, as reported in our previous
study [12].

13C solid state NMR is suitable to explore the structural features of the graphene oxide flakes and
the extent of silane grafting. Accordingly, both the 13C proton decoupled MAS (Figure 1a) and CPMAS
(Figure 1b) experiments were run on pristine and functionalized Ga. The spectra resolution was good
enough to point out the presence of different functional groups on the graphene layers.

  
(a) (b) 

Figure 1. 13C solid state NMR spectra of the samples Ga, Ga-N, Ga-S, and Ga-M. (a) Decoupled MAS
and (b) CPMAS.

The two main resonances in the Ga 13C MAS NMR spectrum (Figure 1a) belonged to sp2 aromatic
carbons (about 130 ppm) and alcoholic and epoxide groups (about 70 and 59 ppm, respectively),
respectively. Two weak and broad bands were also detectable in the range of 200 ÷ 160 ppm, which
can be attributed to small amounts of ketones and edge carboxyls [15]. The main identified resonances
in the spectrum of Ga are summarized in Table 1 [16].

The amount of the different functional groups was evaluated from the profile fitting analysis of
the quantitative Ga spectrum (Table 1, Figure S1). With respect to a pure graphene sheet that should
give rise to a single resonance at about 100–130 ppm, and taking into account all the identified carbon
groups, the sp2 carbons were about 30% of the total, therefore assessing the high degree of oxidation of
Ga sample.
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Table 1. Assignment and amount of the main identified peaks [15,16] calculated from the profile fitting
of the 13C MAS spectrum of Ga (Figure S1, Electronic Supplementary Materials).

δ(iso) ppm Functional Group Amount %

190 C=O 4.4
180 C=O 0.9
164 O=C–O 2.0
129 C=C 30.2
95 O–C–O (lactol) 3.0
69 C–OH 30.6
58 C–O–C (epoxy) 28.9

Figure 1a also shows the spectra of the functionalized Ga samples. In the Ga-N and Ga-S spectra,
the peaks of the α-, β-, and γ-methylene groups of the propyl chains (labeled 1, 2, and 3 in Figure 1a
according to Scheme 1) of APTMS and MPTMS, respectively, are clearly detected in the range of 0–50
ppm. In contrast, unresolved broad resonances both in the methylene region and carbonyl range (167
ppm) characterize the Ga-M spectrum. Interestingly, in the carbonyl region of the Ga-N spectrum,
a sharp peak was detected at 163.2 ppm, whose features appeared different with respect to those of
the signals found in pristine Ga; its not negligible presence both in the MAS and CPMAS spectra
(Figure 1a,b) of Ga-N deserves a more in-depth description, presented further on. In Ga-N and Ga-S,
the aromatic resonances (150–100 ppm) showed an upfield shift of about 5 ppm and the signal lineshape
changed as a consequence of the functionalization, particularly for Ga-S. Instead, the Ga-M sample
did not show remarkable differences for the aromatic peak, maintaining the same lineshape with an
upfield shift less than 2 ppm.

It is worth noting that in Ga-N and Ga-S, the silane functionalization led to a modification of the
epoxy resonance, which appeared broader and reduced in intensity with respect to the one in pristine
Ga. Conversely, the signal appeared almost unchanged in the Ga-M sample.

Table 2 reports, for both the pristine and functionalized Ga samples, the total peak area of
the oxidized groups (C–OH, C–O–C, and C=O) were normalized considering the aromatic signal
(in the range of 134–125 ppm). Considering the low number of carbonyl groups (Table 1), the Ga
functionalization degree can be estimated by comparing the relative intensity of alcoholic and epoxy
signals and those due to α-, β-, and γ-methylene carbons of the organosilanes. The most effective
functionalization was found in Ga-N, whereas the degree of grafting was almost negligible in the case
of Ga-M, as also confirmed by the Fourier transform infrared (FTIR) analysis (Figure S2).

Table 2. Comparison of the number of oxidized C sites, extent of functionalization, and preferential
anchoring sites in the different samples. Data were obtained through the profile fitting analysis of the
13C MAS spectra.

Sample
(C–OH + C–O–C(epoxy)
+ C=O) Normalized

Area 1 (70–60, 180 ppm)

[COH + COC
(epoxy)]/(R’O)3-Si-R

Ratio 2

COH/COC (epoxy)
Ratio

Ga 2.1 1.1
Ga-N 1.3 1.8 1.8
Ga-S 1.0 2.3 1.3
Ga-M 1.8 10 3 1.0

1 Normalized with respect to the aromatic peak in the range of 134–125. 2 Ratio between COH + COC integrals
and the integration of the region at 40–0 ppm, containing the three propyl methylene groups belonging to silane
divided by three. According to propagation error theory, the reported value is a lower limit. 3 For sample Ga-M,
the integration was done in the region 25–0 ppm, containing three peaks belonging to MaPTMS and the resulted
integral is divided by three; this amount is subtracted from the 70–60 resonance that also convolutes the C-3 of the
MaPTMS for comparison with the Ga-N and Ga-S results.

The profile fitting analysis of the spectra permits the calculation of the amount of alcoholic and
epoxide functions in the different samples to appreciate the different consumption of the Ga reactive
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sites with changing the employed silane in the grafting process. The COH/COC (epoxy) ratio (Table 2)
suggests that the epoxide groups are the preferential anchoring sites in Ga-S and even more so in
Ga-N, whereas the epoxide involvement appeared negligible in Ga-M. This indicates that the reactive
organic groups linked to the silane propyl chain have a relevant influence on the grafting ability onto
the graphene oxide surface, which probably overcomes the well-known electronic inductive effect on
the condensation ability of the alkoxide group [17]. In particular, the preferential consumption of the
epoxide functions in Ga-N suggests that the amine terminal group could play a role in the grafting, in
addition to the expected anchoring obtained through methoxy group condensation. As a matter of
fact, the epoxide opening should generate both C–OH and C–NH groups in the GO sheet, whose 13C
signals should be at about 70 and 60 ppm, justifying the noticed increase in the C–OH peak. The direct
interaction of the end sites is expected to be less relevant with the thiol group and negligible for the
methacrylate one.

It must be mentioned that in the literature the –COOH group has been reported as the preferential
anchoring site, leading to the possible formation of amide and thioester derivatives [18]. Unfortunately,
the –COOH amount in our samples was very low and too broad to be evaluated quantitatively for a
detailed discussion. Qualitatively, it can be seen that the –COOH related peaks were not anymore
detectable in Ga-N (where a small peak at about 164 ppm suggests the formation of an amide group)
and in the Ga-S spectra (no thioester signals at about 200 ppm are visible); in contrary, the –COOH
broad resonances seemed unchanged in Ga-M, for which the overall grafting was quite poor.

To obtain more insight into the interactions between Ga and organosilanes, the 13C CPMAS
spectra have been analyzed. The improved resolution achievable for sp3 carbons can be appreciated in
particular from the signal to noise (S/N) ratio in the Ga-N and Ga-S spectra (Figure 1b).

By studying in detail the resonances of the methylene carbons of the APTMS propyl chain in the
Ga-N spectrum, the following information were obtained: (i) the upfield position of Cα at about 10
ppm, and the absence of –OMe peaks indicate a good condensation degree; (ii) the Cβ peak splits in two
resonances at 25.4 and 21.0 ppm, suggesting the presence of amino groups with different protonation
degrees, since it is well known that the second carbon close to the terminal nitrogen is sensitive to its
changes [19,20]; and (iii) the peak at 42 ppm belongs to Cγ and results were quite insensitive to the
structural rearrangements.

The two main broad peaks observable in the spectra of functionalized samples (Figure 1b) belong
to Ga. The one centered at 125 ppm is due to the aromatic carbons and the two peaks at 71.2 and
59.7 ppm were assigned to alcoholic and epoxide functions, which were also detected in the CPMAS
spectrum of pristine Ga (Figure 1b). Moreover, as remarked above for the MAS spectrum, in the
carbonyl region of Ga-N, a sharp resonance was detected at 163.2 ppm, which can be tentatively
attributed to edge carboxyl carbons [15] or amide groups [21–23].

To shed light on the peculiarities shown by the Ga-N sample, and further investigate the
interaction of the aminopropyl chains with the Ga sheets, a sample with Ga:APTMS = 1:1 molar ratio
was prepared. Due to the high APTMS amount, it is likely that both the grafting process and the silane
self-condensation reaction take place. Focusing on the Cβ resonance (13C CPMAS spectrum, Figure S3),
the intensity of the downfield component (25 ppm) increased when compared to the same resonance in
the Ga-N spectrum of Figure 1b, reaching roughly the 1:1 ratio with the upfield component (21 ppm).
Moreover, the intensity of the signal at 163 ppm also increased with respect to the Ga-N spectrum.

These results prompted us to record a long 15N CPMAS experiment at nitrogen natural abundance.
Excitingly, the 15N spectra of both the Ga-N 1:01 and Ga 1:1 samples showed two resonances at 33

and 89 ppm (Figure 2), which can be attributed to the primary amine and amide functional groups,
respectively [21,23].e The two peaks presented an intensity ratio 1:0.25 for the Ga-N 1:0.1 sample,
reaching a ratio of 1:1 in the Ga with a higher APTMS load. This clearly proves that the unexpected
carbon resonance at about 163 ppm, present only in the Ga-N spectra, can be attributed to the reaction
between edge carboxylic and amino groups, probably belonging to two subsequent graphene layers.
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Accordingly, the possibility of APTMS anchoring graphene oxide layers both through Si–O–C and
O=C–NH– bond formation explains its highest ability among the chosen silane series.

Figure 2. 15N CPMAS NMR spectra of the sample Ga-N prepared with the Ga:APTMS ratio of 1:1 and
1:0.1, respectively.

In the 13C CPMAS spectrum of Ga-S (Figure 1b), the peaks due to the methoxy groups were
absent, representing a complete hydrolysis. The spectrum shows the Ga resonances, and the peaks
due to the mercaptopropyl chain were found at 10.8 (Cα), 21.3 and 26.3 (Cβ), and 40.2 ppm (Cγ),
respectively. Interestingly, in this case, the Cβ resonance appeared to split into two components and
the occurrence of chain folding with different –SH interaction could be adduced. It is known that
upon MPTMS condensation, the detection in the spectrum of two signals at about 11 (Cα) and 28
ppm (Cβ and Cγ) indicate a free propyl-SH chain [20,24]. The detection of the resonances at 40 and
21.3 ppm suggests the formation of disulfide bonds that can be created only in the case of the close
proximity of the MPTMS molecules grafted onto the graphene sheets. Kao et al. [24] proposed that
–S-S– bond formation is favored by the reactive sites of graphene oxide, similarly to that found with
carbon nanotubes (CNT) [25].

Finally in the case of the Ga-M sample, in addition to the Ga peaks, metacryloxy resonances
could be distinguished at 7.1 (C-1), 16.2 (C-7), 21.1 (C-2), 135.1 and 125.4 (C-5 and C-6, sharp peaks
overlapped with the aromatic band), and 166.9 ppm (C-4), respectively, whereas C-3 was hidden by
the C-OH Ga resonance. The chemical shift of C-4 proved that the metacryloxy ending group was
preserved [26].

The reduced ability toward the condensation of MPTMS was confirmed by the 29Si CPMAS
spectrum of Ga-M (Figure S4), which is characterized by a large number of T2 units (−58 ppm). T3

units (−66 ppm) increased from Ga-M to Ga-S and finally to Ga-N, in accordance with the increase in
the condensation degree (Table S1).

Both pure and functionalized Ga samples were analyzed using the XRD technique (Figure 3) in
order to confirm previous findings on functionalized GO [12] and correlate them with the NMR results.
The XRD pattern of the starting Ga powders, obtained by drying the commercial aqueous solution, was
characterized by an intense 001 basal peak located at 2θ = 11.16◦ (d = 0.792 nm); its correlation length,
evaluated from Scherrer’s equation, is 10.2 nm. According to Lerf et al. [27], d-spacing values of about
0.79 nm can be attributed to a fully hydrated graphite oxide structure, with a monomolecular layer of
water intercalated between the graphene oxide sheets. Moreover, from the evaluated correlation length,
it is possible to estimate the number of stacked graphene oxide sheets oriented along the perpendicular
direction to the diffracting (001) plane [28]; in this case, the value is around 12–13 layers. By comparing
the XRD patterns of the functionalized samples with the Ga spectrum, the decrease in the intensity
of the basal peak of graphene oxide was detected for the functionalized samples; the presence of the
siloxane lattice was evidenced by the broad peak at about 2θ = 10◦ and the band at about 20–22◦,
both typical of the amorphous silsesquioxane structure [29]. In the Ga-N pattern, a signal at 6.43◦
(d = 1.37 nm) was clearly visible; analogously to the NMR study, the Ga:APTMS = 1:1 sample was
analyzed (Figure S5) to strengthen the assignment of this peak to the graphene oxide counterpart. In
Ga-N, the 001 peak shifted toward lower angles in relation with the increase of the interplanar distance
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d. The decrease in intensity and the shift of the basal peak of graphene oxide, together with the signal
broadening evidenced by an increase in the FWHM value (from 0.79◦ in Ga to 1.35◦ in Ga-N), point out
the presence of a strong interaction between silane amino groups and graphene oxide sheets, leading
to a loss of the long-range order along the perpendicular direction to the diffracting plane; in fact, for
the Ga-N sample, a stack of 4–5 sheets could be evaluated.

Figure 3. XRD diffractograms of the pristine and functionalized Ga samples.

The progressive increase in the structural disorder of graphene oxide sheets can also be found for
the Ga-S and Ga-M samples; in fact, the basal peak changed in a less intense shoulder located at around
3.5◦ for both samples. This effect can be related to the increase in the interplanar distances among the
sheets, together with the loss of long-range order in the z-direction, as revealed by FWHM values
higher than that of the Ga-N sample. At the same time, Figure 3 highlights the shift toward low angles
of the siloxane band with the trend Ga-N (d = 0.810 nm) > Ga-S (d = 0.883 nm) > Ga-M (d = 0.910 nm),
which may be due to the different length and arrangement of the silane organic chains. Additionally,
the lineshape of the siloxane peak changed, the highest FWHM value (6.4◦) was displayed by the
Ga-N sample, attributable to a higher degree of interaction with GO sheets, while Ga-M (FWHM =
2.15◦) showed the minimum interaction. Another common feature to arise from the analysis of the
spectra was that all the other peaks present in the Ga spectrum vanished after the functionalization,
except for a small peak located at d = 0.210–0.213 nm, due to the (100) direction of graphene oxide;
this effect could be attributed to the maintenance of the structural order along the direction parallel
to the diffracting planes [30]. Nevertheless, from the correlation lengths evaluated from the FWHM
values, a lowering of the domain dimensions was recorded from Ga (>30 nm) to Ga-N (3.2 nm) and
Ga-S (3.4 nm); again, the scarce interaction in the Ga-M sample also led to a higher degree of order in
this direction, with an evaluated correlation length of 7.0 nm.

Finally, the presence of a small peak at 2θ = 26.6◦ in the Ga-M spectrum, attributable to the
presence of graphite, could be interpreted as a consequence of a partial reduction reaction occurring in
the graphene oxide layers as well as in the Ga-S sample that presented a very narrow signal at 25.5◦.

The experimental approach used to study the silanized Ga samples was also applied to the
functionalized graphene oxide samples (GO-N, GO-S, and GO-M) prepared from the nitric acid etching
of G powders [12]. Figure 4 shows the 13C CPMAS spectra of the samples GO-N, GO-S, and GO-M.
The spectrum of GO (not reported) was flat due to the conductive character of the GO, which interferes
with the polarization transfer of the experiment.
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Figure 4. 13C CPMAS spectra of samples GO-N, GO-S, and GO-M.

Theoretically, the CPMAS experiment permitted us to obtain good quality spectra for the organic
component of the silane. Unfortunately, the low quantity of the grafted silane combined with the effect
of the conductive graphene layers also caused both large widening and low S/N ratio of the peaks for
the functionalized GO samples. However, it is worth noting that the broad resonance of graphene
aromatic carbons, which is usually not detectable with CP experiments, can be observed in the spectra
of Figure 3. This suggests that the functionalization allows partial cross-polarization between the
protons of the silane propyl chain and the graphene neighboring C atoms.

Despite the low oxidation and functionalization degrees of the GO powders obtained by nitric
acid etching with respect to Ga, the GO-N sample showed similarities to the Ga-N one. The band in the
range of 50–0 ppm was given by the convolution of three peaks and there was also a weak C=O signal
around 160 ppm, which has been previously assigned to amide bond formation. The GO-S spectrum
presents similar features, but with a large decrease in the S/N ratio. For the GO-M sample, on the other
hand, it is impossible to observe the peaks previously described, which suggests that the interaction
between the silane and GO is very limited.

These results are comparable with those of the Graphenea series samples, as shown in
Figure 1b, thus proving the suitability of the approach selected for the structural characterization of
GO-organosilane interactions. Moreover, the conclusions of the NMR study on GO functionalized
samples were in agreement with the evidence from both the FTIR and XRD study on the same samples
reported in a previous paper [12]. Despite the low quality of the recorded XRD patterns and the
graphitic structure of the GO samples prepared by nitric acid etching, the functionalization with the
organosilanes led the graphitic and silsesquioxane counterparts to interact differently in relation with
the different organic groups linked to silicon [12].

It is worth recalling that the properties of the composite layers based on acrylic resin loaded
with 1% silanized GO powders made via cataphoresis were found to depend on the organosilane
nature [12]. The trend in improving the layers’ corrosion resistance was in the order GO-N > GO-S
> GO-M, which can be directly related with both the grafting ability and effect on the GO structural
order of the different organosilanes evaluated through NMR and XRD.

Finally, another important feature of materials like the graphene oxide powders studied in this
work is the presence of defects, which can significantly affect their chemical-physical properties. Most
of the defects are related to the presence of unpaired electron spins, thus paramagnetic. Accordingly,
they could be easily evaluated through ESR spectroscopy.

Figure 5a,b show the ESR spectra of Ga, GO, and the corresponding functionalized samples. The
ESR spectrum of Ga (Figure 5a, black) shows both a broad signal with a sextet hyperfine pattern and a
small narrow peak (F) with a g value close to 2. The former signal, typical of diluted Mn2+ impurities
(S = 5/2, I = 5/2) in polycrystalline samples, appears most likely as a consequence of the oxidation
process with KMnO4 [31,32]. The latter is due to unpaired spins in both the C-related dangling bond
and oxygen-based functional groups, such as carboxylic, alcoholic, epoxy and hydroxyl groups, whose
presence has been already proved through 13C solid state NMR. It should be noticed that the presence
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of variable amounts of Mn2+ ions can affect the conductivity properties of the flakes as well as modify
the barrier effect exerted by the GO fillers in polymeric matrices, leading to non-reproducible results.

 
(a) (b) 

Figure 5. First derivative X-band cwESR spectra of the pristine and functionalized (a) Ga and (b) GO
samples at room temperature.

The GO spectrum (Figure 5b, black) is characterized by a single sharp line centered at the g-value of
2.004. Since the starting graphene material (G) shows a relevant amount of C-based defects, according
to the small broad peak with a g-value close to 2 and a high g-value signal probably due to the presence
of spurious metals (Figure S6), it is likely that oxidation with nitric acid remarkably reduces the number
of paramagnetic defects (vacancies, dangling bonds). Therefore, GO samples, partially oxidized
without using KMnO4, offer better guarantees of conductivity and reproducibility with respect to the
sample Ga in the preparation of the cataphoretic coatings [33].

The Ga functionalization with APTMS (Ga-N, Figure 5a) significantly reduced both the Mn
impurities and the number of dangling bonds (C-related defects), whereas after reaction with MaPTMS
(Ga-M) and, overall, MPTMS (Ga-S) the spectra displayed residual amounts of Mn2+ and the sharp
signal due to the carbon radicals.

The spectra recorded on the GO functionalized samples (Figure 5b) showed only the sharp peaks
related to the free radical species with a g-value of about 2.003–2.002.

Table 3 shows the intensity values of the sharp peak (F) attributed to defects/free electrons for
a direct comparison of the sample properties, whereas the total area takes into account all the ESR
signals, thus including all the other possible sources of spin density such as paramagnetic and metallic
impurities, represented in the G and Ga-series by the broad ESR component. Interestingly, both Ga
and GO functionalized samples showed the same trend with an increasing presence of defects from
Ga-N to Ga-S to Ga-M and from GO-N to GO-S to GO-M. These results, therefore, strengthen the
already observed similarity between the two series of samples and the possibility of generalizing the
conclusions drawn for the model sample.

It can be noticed that the functionalization with the APTMS of both commercial Ga and GO
strongly reduces the spin density. As reported above, functionalization with APTMS also reduced the
metallic impurities of Ga. This is in agreement with the reported use of APTMS as fast and effective
metal scavengers [34], thanks to the presence of the amino group.

According to [35], it is interesting to compare the ESR signal area that reflects all the unpaired
electron spins with the area of the sp2 carbons in the 13C MAS NMR spectrum that could be related
only to the unpaired spins coupled to 13C. Thomas et al. [35] found a correlation between the two
types of data in their produced graphene oxide samples. In the present case, effective functionalization
(samples Ga-S and Ga-N) seemed to reduce both the whole amount of unpaired spins (Table 3 column
3) and the ratio among the oxidized-C and sp2 C (Table 2, column 3).
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Table 3. ESR results of the modified graphene samples.

Sample IF (peak-to-peak) 1 Total Area (*106) 2

G 7362.1 630
GO 275.8 4.69

GO-N 389.9 0.22
GO-S 1775.7 1.16
GO-M 9927.3 5.54

Ga 136.1 30.6
Ga-N 506.6 2.57
Ga-S 2790.6 19.6
Ga-M 1216.5 55.6

1 IF is the intensity of the sharp peak. 2 The total area refers to the overall spectrum integral.

4. Conclusions

The present paper describes the investigation of both the type and extent of interactions between
a model commercial graphene oxide and three trialkoxysilanes bearing a different end group of the
organic tail. The results of the Ga samples were compared with the ones obtained on GO prepared
by nitric acid etching and subjected to the same functionalization, which was previously employed
as a filler in protective coatings prepared by cataphoresis [12]. This approach allows for both the
generalization of the results obtained on a model sample and for a relationship to be established among
the structural and functional features of the GO-polymer nanocomposite layers for corrosion protection.

The multinuclear NMR study of the functionalized Ga samples highlights that the epoxy group
is the preferential anchoring site for silane condensation, through its opening upon reaction with
the Si–OH groups. The reaction with (X-propyl)trimethoxysilanes with amino-, mercapto-, and
methacryloxy-X end groups, respectively, leads to a functionalization degree in the order –NH2 >

−SH >> −O2CCCH2CH3. The methacryloxy function seems to hinder the grafting, whereas both
aminopropyl and mercaptopropyl chains let the silane fill the space between the graphene sheets, most
probably substituting the water molecules present in the pristine Ga, according to the XRD results.
Moreover, the carbon chemical shifts of the mercaptopropyl chain indicate the formation of S–S bonds.
Finally, according to the 13C and 15N results, the APTMS amino groups directly react with the edge
carboxylic groups, leading to the formation of amide bonds. This evidence clearly explains the better
performance imparted by the GO filler functionalized with APTMS to the acrylic layers deposited by
cataphoresis onto metal surfaces [12]. Moreover, ESR spectroscopy proved that the presence of amino
groups is beneficial for the removal of Mn impurities in commercial GO, acting as a metal scavenger
and reducing the number of defects.
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CPMAS spectra.
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Abstract: Carbon nanotubes (CNTs) have record high tensile strength and Young’s modulus, which
makes them ideal for making super strong yarns, ropes, fillers for composites, solid lubricants, etc.
The mechanical properties of CNT bundles have been addressed in a number of experimental and
theoretical studies. The development of efficient computational methods for solving this problem
is an important step in the design of new CNT-based materials. In the present study, an atomistic
chain model is proposed to analyze the mechanical response of CNT bundles under plane strain
conditions. The model takes into account the tensile and bending rigidity of the CNT wall, as well
as the van der Waals interactions between walls. Due to the discrete character of the model, it is
able to describe large curvature of the CNT wall and the fracture of the walls at very high pressures,
where both of these problems are difficult to address in frame of continuum mechanics models. As an
example, equilibrium structures of CNT crystal under biaxial, strain controlled loading are obtained
and their thermal stability is analyzed. The obtained results agree well with previously reported
data. In addition, a new equilibrium structure with four SNTs in a translational cell is reported. The
model offered here can be applied with great efficiency to the analysis of the mechanical properties of
CNT bundles composed of single-walled or multi-walled CNTs under plane strain conditions due to
considerable reduction in the number of degrees of freedom.

Keywords: carbon nanotube bundle; plane strain conditions; lateral compression; equilibrium
structure; thermal stability; chain model

PACS: 61.48.De

1. Introduction

There exist a huge number of carbon polymorphs, including a wide class of sp2 structures such
as fullerenes, carbon nanotubes (CNT), and graphene. Due to the action of relatively weak van der
Waals forces, a great variety of secondary structures can be formed, and some of them can have
a long-range order, for example, fullerite crystal composed of fullerenes [1–3], graphite made of
graphene layers [4,5], and crystals made of CNTs [6–8]. Such crystalline structures are of great interest
since they have properties not exhibited by isolated structural elements [1–8]. Here, we focus on
mechanical response of CNT bundles.
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Various experimental techniques have been developed to produce CNT forests [9–12].
Mechanical applications of CNTs include ropes [7,13], fibers [14–18], polymer-matrix and metal-matrix
composites [19–21], solid lubricants [21,22], etc. In all these applications, superior mechanical
properties of CNTs such as tensile strength in the range from 11 to 63 GPa, tensile Young’s modulus
of the order of 1.0 to 1.3 TPa, and high deformability up to ultimate fracture strain of about 10% are
used [23–26]. In addition, they are lightweight, flexible, have high thermal and electrical conductivity,
and these properties are useful in a number of applications [27–30].

Not only tension [7,13–18] and compression of vertically aligned CNT brushes and forests [31–38],
but also lateral compression of isolated CNT or CNT bundles [39–43] is of interest, and the latter loading
scheme has been studied less thoroughly than the former ones. Drawing, winding, micromechanical
rolling, and shear pressing were used to produce horizontally aligned CNT bundles from vertically
aligned CNT arrays [44–47]. Experimental and computational approaches used for evaluation of
mechanical properties of CNTs have been outlined in the review [48]. Carbon nanotube bundles are
linear elastic under hydrostatic pressure up to 1.5 GPa at room temperature; the volume compressibility,
measured by in situ synchrotron x-ray diffraction, is 0.024 GPa−1; the deformation of the trigonal
nanotube lattice under hydrostatic pressure is reversible up to 4 GPa [49]. Using X-ray diffraction and
Raman scattering techniques, it has been shown that CNT bundles under non-hydrostatic pressure are
not reversible for pressures beyond 5 GPa [50].

Indentation experiments are widely used to assess mechanical properties of vertically aligned CNT
forests and brushes [32–38]. In particular, the Young’s modulus of 200 nm thick brush is about 17 GPa
and the critical buckling stress can be estimated as 0.3 GPa at a load of 0.02 mN [32]. Carbon nanotube
forests composed of CNTs of 2.2 mm height and 50 nm diameter have shown an elastic compressive
modulus of 2.1 MPa as measured at initial loading condition and 20.8 MPa as measured after the
plateau region [33].

Computational studies on the mechanical properties of nanomaterials become increasingly
important because they speed up and reduce the cost of research and design. On the other hand,
it is a tremendous challenge to predict nonlinear mechanical behaviors of nanomaterials by full
atomic molecular dynamics method due to the huge computational cost, particularly for CNT bundles.
Development of new computational approaches capable of modeling mechanical response at different
scales is a very important task.

Mesoscopic modeling of phase transformations and mechanical deformation mechanism of
CNT forest has been addressed in [51,52]. It has been shown that under compression along the
tubes a low-density phase composed of vertically aligned CNT bundles transforms into a dense
phase with horizontal alignment of CNTs. Carbon nanotubes subject to large deformations
obtain different morphological patterns that can be simulated using a continuum shell model [53].
Transverse mechanical properties of CNTs have been studied in [8]. Nonlocal beam, plate, and shell
theories employed in modeling of the mechanical properties of nanoscale structures are described
in the review [54]. The applicability of the continuum beam model in the mechanics of CNT has
been discussed in [55]. It has been shown that the rigidity of CNT crystal does not decrease with
increasing tube diameter [6]. Isolated CNT of diameter above a threshold value can have two stable
configurations—circular and collapsed [56–58]. In a recent experimental and molecular dynamics
study, the irreversible transformation of triple-wall carbon nanotube bundles have been analyzed at
pressure up 72 GPa and temperature up to 2400 K [39]. The irreversible transformation threshold
pressure has been found to be in between 60 GPa and 72 GPa. Nonlinear coarse-grained stretching and
bending potentials for CNTs have been developed to enable simulation of the mechanical behaviors
and failure mechanism of the CNT bundles [59].

In spite of the fact that a number of computational methods have been developed for the analysis
of mechanical properties of CNT forests, there is always a need to increase the efficiency and accuracy
of simulation methods. Continuum mechanics is a powerful and effective tool to successfully describe
macroscopic parameters of CNT bundles, but it has some limitations. For example, thermal fluctuations
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of CNTs and their fracture can be more adequately modelled in frame of atomistic models. On the
other hand, full atomic models, as mentioned above, are very demanding on computational resources.
One possible compromise is to use atomistic models for particular deformation modes, when the
number of degrees of freedom can be substantially reduced.

In this study, in order to reduce the number of degrees of freedom, a full atomic model of CNT
bundles under plane strain conditions is substituted by the chain model developed in the work [60] and
successfully used to study structure and properties of secondary structures such as folds and scrolls
of carbon nanoribbons [60–64] and dynamics of surface ripplocations on a graphite substrate [65].
For simplicity, here we will only consider the case of a bundle composed of single-walled CNTs of
equal diameter, but the model can be applied to the cases of CNTs of different diameter, multi-walled
CNTs, and include graphene scrolls and cylindrically crumpled graphene.

2. Materials and Methods

The computational model employed in this study is schematically shown in Figure 1.
The nanotube bundle is aligned along the z-axis and CNTs of equal diameter create in cross-section
a triangular lattice; they are numbered by the indices i = 1, ..., I and j = 1, ..., J (the case of I = J = 2
is shown). Only zigzag CNTs are considered for simplicity. The carbon atoms move on the (x, y)
plane and each atom represents a rigid row of atoms oriented normal to the (x, y) plane. Within
each CNT, carbon atoms are numbered by the index n = 1, ..., N, anti-clockwise, starting from the
atom with maximal x-coordinate. Thus, total number of atoms in the computational cell is I × J × N.
Atomic positions are defined by the radius-vectors rijn = (xijn, yijn). Periodic boundary conditions
are imposed.

Figure 1. Schematic of the computational cell that includes I × J carbon nanotubes (CNTs) (I = J = 2
in this case) numbered by the indices i = 1, ..., I and j = 1, ..., J. Carbon nanotubes in cross-section
create a triangular lattice. Within each CNT, carbon atoms are numbered by the index n = 1, ..., N
anti-clockwise, starting from the atom with maximal x-coordinate. Atoms move on the (x, y) plane.
Each atom represents a row of atoms oriented normal to the (x, y) plane, which moves as a rigid body.
The computational cell has the shape of a parallelogram with the sides I × A and J × A, where A is the
distance between centers of neighboring CNTs. Periodic boundary conditions are used.

Let us describe the model geometry. The interatomic distance in graphene is equal to ρ = 1.418 Å.
The distance between neighboring atomic rows oriented along the armchair direction in graphene is
then a = ρ

√
3/2 = 1.228 Å, and this is the distance between atoms in the chain model (see Figure 1).

Carbon nanotube diameter is D = a/ sin(π/N). Let d be the shortest distance between CNT walls,
then the distance between centers of neighboring CNTs is A = D + d. The sides of the computational
cell in the form of parallelogram are I × A and J × A. In our simulations, we consider CNTs with
N = 30 having diameter D = 11.75 Å and equilibrium value of d = 3.088 Å, which can be compared
to the interplanar distance of graphite equal to 3.3 Å.
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Carbon nanotube bundle under uniform lateral compression can be efficiently described by the
Hamiltonian of the chain model [60]

H = K + UB + UA + UVdW, (1)

which includes kinetic energy

K =
M
2

I

∑
i=1

J

∑
j=1

N

∑
n=1

(ẋ2
ijn + ẏ2

ijn), (2)

energy of valence bonds

UB =
I

∑
i=1

J

∑
j=1

N

∑
n=1

V(|rijn+1 − rijn|), where V(r) =
k
2
(r − a)2, (3)

energy of valence angles

UA =
I

∑
i=1

J

∑
j=1

N

∑
n=1

P(θijn), where P(θ) = ε[cos(θ) + 1], (4)

and energy of van der Waals interactions

UVdW =
I

∑
i=1

J

∑
j=1

N

∑
n=1

I

∑
i′=1

J

∑
j′=1

N

∑
n′=1

W(|rijn − ri′ j′n′ |), where |n′ − n| > 3 when i = i′, j = j′. (5)

In Equation (2) M is the carbon atom mass, which is 12 amu. In our simulations, time is measured
in picoseconds, energy in eV, and distance in angstrom. In these units M = 12 × 1.0364 × 10−4. As it
can be seen from Equation (3), harmonic potential with stiffness k is used to model deformation of
the valence bonds. In order to reproduce the longitudinal stiffness of graphene sheet one should take
k = 405 N/m [60], which in the units adopted here gives k = 25.279.

In Equation (4), cosine of the angle between two valence bonds, rijn − rijn−1 and rijn+1 − rijn, is
calculated as

cos(θijn) =
(rijn − rijn−1, rijn+1 − rijn)

|rijn − rijn−1||rijn+1 − rijn| . (6)

Bending rigidity of graphene sheet is well reproduced with the value of the potential parameter
ε = 3.50 eV [60].

The van der Waals interactions in Equation (5) are given by the Lennard–Jones potential (5,11) [65]

W(r) =
ε

6

[
5
(σ

r

)11 − 11
(σ

r

)5]
, (7)

with the interaction energy ε = 0.00166 eV and the equilibrium bond length σ = 3.61 Å.
Further information on the chain model and on the procedure of fitting its parameters can be

found in [60,65].
As it has been mentioned, a CNT of sufficiently large diameter can have either cylindrical or

collapsed equilibrium configuration. In the present study we consider CNTs of relatively small
diameter (N = 30, D = 11.75 Å) with only circular stable state when unloaded.

The aim of this study is to evaluate mechanical response of CNT bundle to lateral biaxial
compression under plane strain condition with εxx = εyy ≤ 0 and εxy = 0. Firstly, equilibrium
configurations are found at zero temperature and then, their stability at room temperature (T = 300 K)
is analyzed.

Perturbation–relaxation molecular dynamics simulations are done at zero temperature in order to
find equilibrium structures at different values of applied strain and T = 0 K. The simulation protocol
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is as follows. The compressive strain is applied by increments Δεxx = Δεyy = −0.0025 starting from
zero strain. After each increment, the positions of atoms are perturbed by adding small random
displacements to their x- and y-coordinates. The displacements are uniformly distributed in the range
from −10−6 to 10−6 Å. Then the equilibrium structure is obtained by minimizing potential energy of
the system with the help of the gradient method. Energy minimization stops when the absolute value
of the maximal force acting on atoms becomes smaller than 10−10 eV/Å.

Different computational cell sizes were considered. Calculations with 24 × 24 = 576 CNTs have
revealed that structures with period doubling are formed as a result of instability at particular value
of compressive strain. Such structures can be analyzed with smaller cell size and most of the results
reported here are for the cell that includes 6 × 6 = 36 CNTs.

Classical molecular dynamics was used to assess stability of equilibrium structures with respect
to thermal fluctuations at T = 300 K. Temperature in our simulations is defined as

T =
M

2I JNkB(t2 − t1)

∫ t2

t1

I

∑
i=1

J

∑
j=1

N

∑
n=1

(ṙijn, ṙijn)dτ , (8)

where kB = 8.617 × 10−5 eV·K−1 is the Boltzmann constant and the averaging time is t2 − t1=10 ps.
For a given temperature T, the initial velocities of atoms are assigned according to the Maxwellian
distribution. Random initial displacements of atoms are assigned in a way to increase the potential
energy of the system by the amount equal to the kinetic energy.

Equations of atomic motion that stem from the Hamiltonian Equation (1) are integrated
numerically with the help of the Stormer method of order six with the time step of 0.1 fs. The
structure is considered to be stable if no structure transformations are observed within 100 ps.
Structure transformations can be very well seen on the time dependencies of kinetic and potential
energies during our simulations with NVE ensemble (constant number of particles, volume, and total
energy). When structure changes, kinetic energy increases in expense of potential energy.

3. Results

In this section the equilibrium structures of CNT bundle under lateral compression are reported
and their properties are analyzed. First, the potential energy and stress as functions of strain are
given and then the change of CNT geometry with strain is presented. Finally, stability of equilibrium
structures at T = 300 K is analyzed.

3.1. Energy and Stress in the System

We start with the analysis of potential energy per atom calculated for equilibrium structures at
different values of compressive strain. In Figure 2a, total potential energy per atom is shown as a
function of strain, while in Figure 2b–d this energy is decomposed into three parts: the energy of van
der Waals interactions, the energy of valence bonds, and the energy of valence angles, respectively.
Total potential energy in the range of strain below 3.75% increases with strain quadratically but for
larger strain a linear increase of energy with strain can be observed. These two regimes are separated in
Figure 2 by the vertical dashed line. This qualitative change in the behavior of potential energy is due
to structural changes observed in the system for strain exceeding the critical value of 3.75%. Below this
critical strain, all CNTs in the system have the same cross-section in the form of six-fold flattened
cylinders (see Figure 3a), while above the critical value the CNTs become elliptic. Two different
structures with elliptic CNTs can form, Structure I with the translational cell doubled in one direction
(see Figure 3b) and Structure II with the translational cell doubled in two directions (see Figure 4).
In Figure 2 results for Structure I are shown by red circles and for Structure II by black triangles.
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Figure 2. (a–d) Potential energy per atom and its parts as the functions of biaxial compressive strain.
(e–g) Components of stress tensor as the functions of biaxial compressive strain. Results for Structure
I [see Figure 3b] are shown by red circles and for Structure II (see Figure 4) by black triangles.
These structures with elliptic nanotubes are stable for 0.0375 < |εxx| = |εyy| < 0.09. For smaller
values of compressive strain one has six-fold flattened nanotubes [see Figure 3a]. For compressive
strain above 9% collapsed CNTs appear in the system (this regime is not studied here). The first critical
value of strain is shown by the vertical dashed lines.

From Figure 2a–d it is clear that below the critical strain the potential energy of all three kinds
increase with strain. At the critical value of strain just before the structure transformation one has
UVdW = 0.0041 eV, UB = 0.0056 eV, and UA = 0.0029 eV. The largest increase of energy is observed
for the valence bonds because main mechanism of lattice deformation in this regime is contraction of
valence bonds. The smallest contribution to the energy increase comes from the valence angles, since
they do not change much during transformation of CNT cylindrical shape into six-fold flattened shape.
This picture drastically changes for compressive strain larger than 3.75% when CNTs become elliptic.
The deformation of structure in this regime is mainly due to change of valence angles and UA increases
rapidly with strain while other two components of energy decrease with strain. The decrease of UVdW
with strain in this regime is explained by formation of new van der Waals bonds with increasing
ellipticity of CNTs. At strain of 8.75%, UA is already one order of magnitude larger than two other
components of energy. Note that both Structure I and Structure II have very close energies, and only for
strain above 7% is UVdW in Structure I slightly higher than in Structure II. Repetition of the simulations
with different random atomic displacements has revealed that Structure I and Structure II are formed at
the transition point with nearly equal probability, and this is because they have practically same energy.

Variation of stress components σxx, σyy, and σxy with strain is shown in Figure 2e–g, respectively.
For strain below the critical level, compressive stress increases so that σxx = σyy and σxy = 0. This is
because the structure with six-fold symmetry is elastically isotropic (see Figure 3a). For strain above
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the critical level, deformation occurs at nearly constant pressure p = −(σxx + σyy)/2. Both structures
become anisotropic. In particular, Structure I is orthotropic with |σxx| > |σyy| and σxy = 0. On the
other hand, Structure II has general anisotropy with |σxx| < |σyy| and σxy �= 0.

Figure 3. Equilibrium structures of CNT bundle observed at compressive strain of (a) 3.5% and (b)
5.5%. In (a) the displacements of atoms are multiplied by factor 4 to better reveal the six-fold flattened
cylindrical shape of CNTs. In (b) the CNT cross-section is elliptic. Translation cells of the structures are
shown by red lines. In (a) the cell includes single CNT, while in (b) period doubles in one direction.
The latter structure is referred to as Structure I.

Figure 4. Equilibrium structures of CNT bundle observed at compressive strain of (a) 5.5% and (b)
8.5%. Translation cells of the structures are shown by red lines. Here, period doubles in two directions
and this structure is called Structure II.

3.2. Geometry of CNTs

To better understand the relation between structure and macroscopic parameters of the system,
let us quantify the geometry of CNTs in different structures. For each CNT we calculate its minimal
and maximal diameters, Dmin and Dmax, and the angle α between the x-axis and the maximal diameter,
as shown in Figure 3b.

In Figure 5a,b the ratio Dmin/Dmax is shown for Structures I and II, respectively. In Figure 5c,d
the angle α is shown for Structures I and II, respectively.

Since the translation cell of Structure I includes two CNTs (numbered as 1 and 2 in Figure 3b), in
Figure 5a,c, two different values of Dmin/Dmax and α can be seen for strain above the critical value.
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The translation cell of Structure II includes four CNTs (numbered as 1 to 4 in Figure 4) and hence,
in Figure 5b,d, four different values of Dmin/Dmax and α can be seen for strain above the critical value.
For strain below the critical value, all curves merge into one since translation cell includes single CNT,
see Figure 3a.

Figure 5. (a,b) The minimal to maximal diameter ratio for CNTs in Structures I and II, respectively,
as functions of compressive strain. (c,d) Orientation angle of CNTs in Structures I and II, respectively,
as functions of compressive strain. Numbers near the curves link them to the CNTs in translation cells
of Structures I and II, as shown in Figures 3b and 4. The critical value of strain is shown by the vertical
dashed lines.

From Figure 5a, one can see that in Structure I the ellipticity of SNTs gradually increases with
increasing compressive strain. At the value of strain 8.75%, Dmin/Dmax is smaller than 0.5. Recall
that further increase of strain above 9% results in the formation of collapsed CNTs with non-convex
cross-section, but we do not analyze such structures here. As Figure 5c suggests, the orientation
of elliptic CNTs in Structure I is practically strain-independent. Carbon nanotubes 1 and 2 have
orientation angles α = 35 and 145 deg., with the difference equal to 110 deg.

Structure II demonstrates more complicated evolution with strain.
Two different regimes can be distinguished looking at Figure 5b. For strain between 4% and

6.5%, three CNTs (1, 2, and 4) in the translation cell have nearly the same ellipticity, while CNT 3 is
less elliptic (see Figure 4a). For larger strain, CNTs 2 and 4 become more elliptic than CNTs 1 and 3
(see Figure 4b). Orientation angles of CNTs also change with strain (see Figure 5d). At 8.75% strain,
CNT 4 is nearly aligned with the y-axis (α is close to 90 deg.), while CNT 2 with the x-axis (α is close to
180 deg.). Carbon nanotubes 1 and 3 have angles of about 50 and 130 deg., with a difference of about
80 deg.

3.3. Temperature Effect

The stability of all three types of equilibrium structures reported in Section 3.1 with respect to
thermal oscillations is investigated here at temperature T = 300 K.
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It was found that the structure with all identical CNTs (see Figure 3a) is stable at room temperature
up to compressive strain of about 4.0%, which slightly exceeds the stability range of this structure at 0 K
(3.75% strain). At a strain of 4.0% and temperature 300 K, the cross-sectional shapes of CNTs fluctuate
in time but on average all CNTs remain the same, preserving the high symmetry of the structure.
The pressure-induced phase transition from high-symmetry structure to the structures with period
doubling in one or two directions is the second-order phase transition. This is justified by the absence
of the jumps in macroscopic properties at the transition point (3.75% compressive strain), see Figure 2.
Low-symmetry Structures I and II under heating transform into high-symmetry structures, if the
compressive strain is not too high.

Within the range of compressive strain from 4.1% to 6%, Structures I and II are stable at 300 K;
they are preserved within the simulation time of 100 ps and no jumps of macroscopic parameters are
observed.

Both Structures I and II become unstable at 300 K for compressive strain exceeding 6%.
The instability of Structure I is illustrated in Figure 6 for compressive strain of 7%. In (a,b), one can
see the time evolution of kinetic energy per atom and components of compressive stress, respectively.
Until t = 10 ps, kinetic energy oscillates near the value of 0.0259 eV, which corresponds to 300 K,
but then it starts to increase in expense of the potential energy (total energy is conserved in the system).
Pressure drops at the transition point from 175 to 140 MPa. Jumps in the macroscopic parameters of
the system indicate that this phase transition is of the first order. In (c), a snapshot of the structure is
presented at t = 20 ps. One can see that the long-range crystal order is lost and an irregular structure
that includes collapsed CNTs with non-convex cross-section is formed.

Figure 6. Instability of Structure I at compressive strain of 7% and temperature T = 300 K. (a,b) Time
evolution of kinetic energy per atom and components of compressive stress, respectively. Structure
transformation begins at t ≈ 10 ps, which results in the change of macroscopic parameters. (c) Snapshot
of structure at t = 20 ps. As a result of structure transformation, collapsed, non-convex CNTs appear in
the system.

4. Discussion

The chain model introduced in the works [60,65] was developed here to enable simulation of
the mechanical properties of CNT bundles under plane strain conditions. The model was applied
to the analysis of structure transformations and mechanical properties of CNT crystal subjected to
biaxial lateral compression. Carbon nanotube diameter is relatively small, so that the collapsed shape
is unstable in the absence of external forces.

Three different crystalline structures stable at zero temperature have been found. For compressive
strain |εxx| = |εyy| < 3.75%, primitive translational cell of the crystal includes single CNT. In the range
of compressive strain from 4% to 9%, two phases of nearly the same potential energy were found, one
has two and the other one has four CNTs in a primitive translational cell. These structures are referred

79



Materials 2019, 12, 3951

to as Structure I and II, respectively. Pressure-induced phase transition from the high-symmetry
structure to the Structures I or II is of the second order because no jumps of macroscopic properties are
seen in Figure 2 at the transition point at strain of 3.75%.

Thermal fluctuations increase the stability range of the high-symmetry structure with single CNT
in the primitive translational cell. At 300 K, this structure is stable up to 4.0% compressive strain,
while at 0 K the stability threshold is at 3.75% strain. The transformation of low-symmetry phase
into high-symmetry phase under an increase in temperature is typical for the second-order phase
transitions [66,67].

Thermal fluctuations reduce the stability range of Structures I and II. At zero temperature, they
are stable from 3.75% to 8.75% of compressive strain, while at room temperature the stability range
of compressive strain is from 4.1% to 6%. The transition above 6% strain is of the first order, it is
accompanied by the jumps in macroscopic parameters (see Figure 6a,b), when crystalline structure
with a long-range order transforms into an irregular structure (see Figure 6c).

As for the mechanical properties of CNT bundles under lateral compression, the transition
to the structures with elliptic CNTs results in a considerable drop in rigidity of the bundle.
Indeed, the deformation of the structure in the range from 3.75% to 9% compressive strain is at
nearly constant pressure, see Figure 2e,f. Unloading of the system from any strain below 9% has shown
that the structure is non-linear elastic with no hysteresis effect. Also note that the high-symmetry
structure is elastically isotropic, while Structures I and II are anisotropic since for them σxx �= σyy,
see Figure 2e,f.

The results reported here are in agreement with the results of full atomic and continuum mechanics
modelling [6,8,39,51,53,54,56–58], but they were obtained at a very low computational cost. For
example, full atomic modelling with the same accuracy would require the use of the periodic boundary
conditions in the z direction with at least one zigzag carbon chain within the translational cell. The
calculation of interatomic forces between atoms within the considered cell and its translation images
would require additional summation, which is absent in the chain model since it has been done in
derivation of the effective potentials between the rigid atomic chains oriented along the z axis. For this
reason, the chain model gives at least one order of magnitude acceleration of computations with the
same accuracy, as compared to full atomic modelling.

Recall that the harmonic, unbreakable potential is used in this work to describe the valence
interactions between carbon atoms, which is sufficient for modelling structure transformations at
relatively small pressure considered here. In order to model irreversible deformation of CNT bundles
under very high pressure, see, e.g., the work [39], the harmonic potential Equation (3) should be
substituted with the breakable anharmonic potential, such as Morse potential [68].

In future works, it is important to study the effect of CNT diameter since new effects can be
expected for larger diameter when collapsed isolated CNT is stable. Crystals composed of such CNTs
can demonstrate irreversible plastic deformation with very peculiar mechanisms of plasticity. As for
the applications, CNT bundles under lateral compression can show hysteresis effect, when it acts as an
elastic damper [69], in a similar way to the compressed, vertically aligned CNT brushes [31].

The chain model proposed here can be readily adjusted to a number of newly found
graphene-analogous 2D nanomaterials [70] by fitting model parameters to the results of first-principle
or molecular dynamics simulations.

Consideration of bundles composed of different CNTs or multi-walled CNTs is straightforward.
Substitution of the harmonic valence bond potential in Equation (3) with a suitable breakable
anharmonic potential will enable the simulation of structure transformations in the CNT bundle
under very high pressure.
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5. Conclusions

We thus conclude that the chain model can be applied with a high numerical efficiency and
sufficient accuracy to the analysis of structural and mechanical properties of CNT bundles under plane
strain conditions.

The atomistic chain model proposed here, unlike continuum mechanics models, is able to describe
high curvature of collapsed CNT wall and fracture of the walls under high pressure.

The chain model proposed here can be readily applied to the cases of CNTs of different
diameter, collapsed CNTs, multi-walled CNTs, and even include graphene scrolls and cylindrically
crumpled graphene.

Author Contributions: Design of the research, E.A.K. and S.V.D.; simulations, L.K.R. and E.G.S.; methodology,
A.V.S.; writing—original draft preparation, E.A.K. and S.V.D.; discussion and analysis of results, E.G.S., E.G.E.,
M.A.I.

Funding: E.A.K. thanks financial support provided by the Russian Foundation for Basic Research, grant no.
18-32-20158.

Acknowledgments: For E.G.S. the research was carried out at Tomsk Polytechnic University within the framework
of Tomsk Polytechnic University Competitiveness Enhancement Program grant. For E.G.E. the work was
supported by Act 211 Government of the Russian Federation, contract No. 02.A03.21.0011. This work was
partly supported by the State Assignment of IMSP RAS No. AAAA-A17-117041310220-8.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Pérez, E.M.; Martín, N. Curves ahead: Molecular receptors for fullerenes based on concave-convex
complementarity. Chem. Soc. Rev. 2008, 37, 1512–1519. [CrossRef] [PubMed]

2. Lyapin, A.G.; Brazhkin, V.V.; Lyapin, S.G.; Popova, S.V.; Varfolomeeva, T.D.; Voloshin, R.A.; Pronin, A.A.;
Sluchanko, N.E.; Gavrilyuk, A.G.; Trojan, I.A. Non-traditional carbon semiconductors prepared from fullerite
C60 and carbyne under high pressure. Phys. Status Solidi B 1999, 211, 401–412. [CrossRef]

3. Popov, M.; Koga, Y.; Fujiwara, S.; Mavrin, B.N.; Blank, V.D. Carbon nanocluster-based superhard materials.
New Diam. Front. Carbon Technol. 2002, 12, 229–260.

4. Ferrari, A.C. Raman spectroscopy of graphene and graphite: Disorder, electron-phonon coupling, doping
and nonadiabatic effects. Solid State Commun. 2007, 143, 47–57. [CrossRef]

5. Ghosh, S.; Nika, D.L.; Pokatilov, E.P.; Balandin, A.A. Heat conduction in graphene: Experimental study and
theoretical interpretation. New J. Phys. 2009, 11, 095012. [CrossRef]

6. Tersoff, J.; Ruoff, R.S. Structural properties of a carbon-nanotube crystal. Phys. Rev. Lett. 1994, 73, 676–679.
[CrossRef]

7. Thess, A.; Lee, R.; Nikolaev, P.; Dai, H.; Petit, P.; Robert, J.; Xu, C.; Lee, Y.H.; Kim, S.G.; Rinzler, A.G.; et al.
Crystalline ropes of metallic carbon nanotubes. Science 1996, 273, 483–487. [CrossRef]

8. Saether, E.; Frankland, S.J.V.; Pipes, R.B. Transverse mechanical properties of single-walled carbon nanotube
crystals. Part I: Determination of elastic moduli. Compos. Sci. Technol. 2003, 63, 1543–1550. [CrossRef]

9. Rakov, E.G. Materials made of carbon nanotubes. The carbon nanotube forest. Russ. Chem. Rev. 2013, 82, 538–566.
[CrossRef]

10. Chen, H.; Roy, A.; Baek, J.-B.; Zhu, L.; Qu, J.; Dai, L. Controlled growth and modification of vertically-aligned
carbon nanotubes for multifunctional applications. Mater. Sci. Eng. R Rep. 2010, 70, 63–91. [CrossRef]

11. Bedewy, M.; Meshot, E.R.; Guo, H.; Verploegen, E.A.; Lu, W.; Hart, A.J. Collective mechanism for the evolution and
self-termination of vertically aligned carbon nanotube growth. J. Phys. Chem. C 2009, 113, 20576–20582. [CrossRef]

12. Lan, Y.; Wang, Y.; Ren, Z.F. Physics and applications of aligned carbon nanotubes. Adv. Phys. 2011, 60, 553–678.
[CrossRef]

13. Yu, M.-F.; Files, B.S.; Arepalli, S.; Ruoff, R.S. Tensile loading of ropes of single wall carbon nanotubes and
their mechanical properties. Phys. Rev. Lett. 2000, 84, 5552–5555. [CrossRef] [PubMed]

14. Dhanabalan, S.C.; Dhanabalan, B.; Chen, X.; Ponraj, J.S.; Zhang, H. Hybrid carbon nanostructured fibers:
Stepping stone for intelligent textile-based electronics. Nanoscale 2019, 11, 3046–3101. [CrossRef] [PubMed]

81



Materials 2019, 12, 3951

15. Bai, Y.; Zhang, R.; Ye, X.; Zhu, Z.; Xie, H.; Shen, B.; Cai, D.; Liu, B.; Zhang, C.; Jia, Z.; et al. Carbon nanotube
bundles with tensile strength over 80 GPa. Nat. Nanotechnol. 2018, 13, 589–595. [CrossRef] [PubMed]

16. Qiu, L.; Wang, X.; Tang, D.; Zheng, X.; Norris, P.M.; Wen, D.; Zhao, J.; Zhang, X.; Li, Q. Functionalization
and densification of inter-bundle interfaces for improvement in electrical and thermal transport of carbon
nanotube fibers. Carbon 2016, 105, 248–259. [CrossRef]

17. Cho, H.; Lee, H.; Oh, E.; Lee, S.-H.; Park, J.; Park, H.J.; Yoon, S.-B.; Lee, C.-H.; Kwak, G.-H.; Lee, W.J.; et al.
Hierarchical structure of carbon nanotube fibers, and the change of structure during densification by wet
stretching. Carbon 2018, 136, 409–416. [CrossRef]

18. Fernández-Toribio, J.C.; Alemán, B.; Ridruejo, Á.; Vilatela, J.J. Tensile properties of carbon nanotube fibres
described by the fibrillar crystallite model. Carbon 2018, 133, 44–52. [CrossRef]

19. Dang, Z.-M.; Yuan, J.-K.; Zha, J.-W.; Zhou, T.; Li, S.-T.; Hu, G.-H. Fundamentals, processes and applications
of high-permittivity polymer-matrix composites. Prog. Mater. Sci. 2012, 57, 660–723. [CrossRef]

20. Bakshi, S.R.; Lahiri, D.; Agarwal, A. Carbon nanotube reinforced metal matrix composites—A review. Int.
Mater. Rev. 2010, 55, 41–64. [CrossRef]

21. Dorri Moghadam, A.; Omrani, E.; Menezes, P.L.; Rohatgi, P.K. Mechanical and tribological properties of
self-lubricating metal matrix nanocomposites reinforced by carbon nanotubes (CNTs) and graphene—A
review. Compos. Part B Eng. 2015, 77, 448, 402–420. [CrossRef]

22. Reinert, L.; Lasserre, F.; Gachot, C.; Grützmacher, P.; Maclucas, T.; Souza, N.; Mücklich, F.; Suarez, S.
Long-lasting solid lubrication by CNT-coated patterned surfaces. Sci. Rep. 2017, 7, 42873. [CrossRef]
[PubMed]

23. Samsonidze, G.G.; Samsonidze, G.G.; Yakobson, B.I. Kinetic theory of symmetry-dependent strength in
carbon nanotubes. Phys. Rev. Lett. 2002, 88, 065501:1–065501:4. [CrossRef] [PubMed]

24. Shenderova, O.A.; Zhirnov, V.V.; Brenner, D.W. Carbon nanostructures. Crit. Rev. Solid State 2002, 27, 227–356.
[CrossRef]

25. Yu, M.-F. Fundamental mechanical properties of carbon nanotubes: Current understanding and the related
experimental studies. J. Eng. Mater. Trans. ASME 2004, 126, 271–278. [CrossRef]

26. Yu, M.-F.; Lourie, O.; Dyer, M.J.; Moloni, K.; Kelly, T.F.; Ruoff, R.S. Strength and breaking mechanism of
multiwalled carbon nanotubes under tensile load. Science 2000, 287, 637–640. [CrossRef]

27. Truong, T.K.; Lee, Y.; Suh, D. Multifunctional characterization of carbon nanotube sheets, yarns, and their
composites. Curr. Appl. Phys. 2016, 16, 1250–1258. [CrossRef]

28. Yao, S.; Yuan, J.; Mehedi, H.-A.; Gheeraert, E.; Sylvestre, A. Carbon nanotube forest based electrostatic
capacitor with excellent dielectric performances. Carbon 2017, 116, 648–654. [CrossRef]

29. Yao, X.; Hawkins, S.C.; Falzon, B.G. An advanced anti-icing/de-icing system utilizing highly aligned carbon
nanotube webs. Carbon 2018, 136, 130–138. [CrossRef]

30. Yao, X.; Falzon, B.G.; Hawkins, S.C.; Tsantzalis, S. Aligned carbon nanotube webs embedded in a composite
laminate: A route towards a highly tunable electro-thermal system. Carbon 2018, 129, 486–494. [CrossRef]

31. Cao, A.Y.; Dickrell, P.L.; Sawyer, W.G.; Ghasemi-Nejhad, M.N.; Ajayan, P.M. Super-compressible foamlike
carbon nanotube films. Science 2005, 310, 1307–1310. [CrossRef] [PubMed]

32. Pathak, S.; Kalidindi, S.R. Spherical nanoindentation stress-strain curves. Mater. Sci. Eng. R Rep. 2015, 91, 1–36.
[CrossRef]

33. Pathak, S.; Cambaz, Z.G.; Kalidindi, S.R.; Swadener, J.G.; Gogotsi, Y. Viscoelasticity and high buckling stress
of dense carbon nanotube brushes. Carbon 2009, 47, 1969–1976. [CrossRef]

34. Maschmann, M.R.; Zhang, Q.; Du, F.; Dai, L.; Baur, J. Length dependent foam-like mechanical response of
axially indented vertically oriented carbon nanotube arrays. Carbon 2011, 49, 386–397. [CrossRef]

35. Cao, C.; Reiner, A.; Chung, C.; Chang, S.-H.; Kao, I.; Kukta, R.V.; Korach, C.S. Buckling initiation and displacement
dependence in compression of vertically aligned carbon nanotube arrays. Carbon 2011, 49, 3190–3199. [CrossRef]

36. Liang, X.; Shin, J.; Magagnosc, D.; Jiang, Y.; Jin Park, S.; John Hart, A.; Turner, K.; Gianola, D.S.; Purohit, P.K.
Compression and recovery of carbon nanotube forests described as a phase transition. Int. J. Solids Struct.
2017, 122–123, 196–209. [CrossRef]

37. Koumoulos, E.P.; Charitidis, C.A. Surface analysis and mechanical behaviour mapping of vertically aligned
CNT forest array through nanoindentation. Appl. Surf. Sci. 2017, 396, 681–687. [CrossRef]

38. Parisa Pour Shahid Saeed Abadi; Hutchens, S.B.; Greer, J.R.; Cola, B.A.; Graham, S. Buckling-driven
delamination of carbon nanotube forests. Appl. Phys. Lett. 2013, 102, 223103.

82



Materials 2019, 12, 3951

39. Silva-Santos, S.D.; Alencar, R.S.; Aguiar, A.L.; Kim, Y.A.; Muramatsu, H.; Endo, M.; Blanchard, N.P.;
San-Miguel, A.; Souza Filho, A.G. From high pressure radial collapse to graphene ribbon formation in
triple-wall carbon nanotubes. Carbon 2019, 141, 568–579. [CrossRef]

40. Tangney, P.; Capaz, R.B.; Spataru, C.D.; Cohen, M.L.; Louie, S.G. Structural transformations of carbon
nanotubes under hydrostatic pressure. Nano Lett. 2005 5, 2268–2273. [CrossRef]

41. Zhang, S.; Khare, R.; Belytschko, T.; Hsia, K.J.; Mielke, S.L.; Schatz, G.C. Transition states and minimum
energy pathways for the collapse of carbon nanotubes. Phys. Rev. B 2006, 73, 075423. [CrossRef]

42. Shima, H.; Sato, M. Multiple radial corrugations in multiwalled carbon nanotubes under pressure.
Nanotechnology 2008, 19, 495705. [CrossRef] [PubMed]

43. Zhao, Z.S.; Zhou, X.-F.; Hu, M.; Yu, D.L.; He, J.L.; Wang, H.-T.; Tian, Y.J.; Xu, B. High-pressure behaviors of
carbon nanotubes. J. Superhard Mater. 2012, 34, 371–385. [CrossRef]

44. Islam, S.; Saleh, T.; Asyraf, M.R.M.; Mohamed Ali, M.S. An ex-situ method to convert vertically aligned
carbon nanotubes array to horizontally aligned carbon nanotubes mat. Mater. Res. Express 2019, 6, 025019.
[CrossRef]

45. Zhang, R.; Zhang, Y.; Wei, F. Horizontally aligned carbon nanotube arrays: Growth mechanism, controlled
synthesis, characterization, properties and applications. Chem. Soc. Rev. 2017, 46, 3661–3715. [CrossRef]
[PubMed]

46. Nam, T.H.; Goto, K.; Yamaguchi, Y.; Premalal, E.V.A.; Shimamura, Y.; Inoue, Y.; Naito, K.; Ogihara, S. Effects
of CNT diameter on mechanical properties of aligned CNT sheets and composites. Compos. Part A Appl. Sci.
Manuf. 2015, 76, 289–298. [CrossRef]

47. Qiu, L.; Wang, X.; Su, G.; Tang, D.; Zheng, X.; Zhu, J.; Wang, Z.; Norris, P.M.; Bradford, P.D.; Zhu, Y.
Remarkably enhanced thermal transport based on a flexible horizontally-aligned carbon nanotube array
film. Sci. Rep. 2016, 6, 21014. [CrossRef]

48. Qian, D.; Wagner, G.J.; Liu, W.K.; Yu, M.-F.; Ruoff, R.S. Mechanics of carbon nanotubes. Appl. Mech. Rev.
2002, 55, 495–532. [CrossRef]

49. Tang, J.; Sasaki, T.; Yudasaka, M.; Matsushita, A.; Iijima, S. Compressibility and polygonization of
single-walled carbon nanotubes under hydrostatic pressure. Phys. Rev. Lett. 2000, 85, 1887–1889. [CrossRef]

50. Karmakar, S.; Sharma, S.M.; Teredesai, P.V.; Muthu, D.V.S.; Govindaraj, A.; Sikka, S.K.; Sood, A.K. Structural
changes in single-walled carbon nanotubes under non-hydrostatic pressures: X-ray and Raman studies.
New J. Phys. 2003, 5, 143.1–143.11. [CrossRef]

51. Wittmaack, B.K.; Volkov, A.N.; Zhigilei, L.V. Phase transformation as the mechanism of mechanical
deformation of vertically aligned carbon nanotube arrays: Insights from mesoscopic modeling. Carbon
2019, 143, 587–597. [CrossRef]

52. Wittmaack, B.K.; Volkov, A.N.; Zhigilei, L.V. Mesoscopic modeling of the uniaxial compression and recovery
of vertically aligned carbon. Compos. Sci. Technol. 2018, 166, 66–85. [CrossRef]

53. Yakobson, B.I.; Brabec, C.J.; Bernholc, J. Nanomechanics of carbon tubes: Instabilities beyond linear response.
Phys. Rev. Lett. 1996, 76, 2511–2514. [CrossRef] [PubMed]

54. Rafii-Tabar, H.; Ghavanloo, E.; Fazelzadeh, S.A. Nonlocal continuum-based modeling of mechanical
characteristics of nanoscopic structures. Phys. Rep. 2016, 638, 1–97. [CrossRef]

55. Harik, V.M. Ranges of applicability for the continuum beam model in the mechanics of carbon nanotubes
and nanorods. Solid State Commun. 2001, 120, 331–335. [CrossRef]

56. Impellizzeri, A.; Briddon, P.; Ewels, C.P. Stacking- and chirality-dependent collapse of single-walled carbon
nanotubes: A large-scale density-functional study. Phys. Rev. B 2019, 100, 115410. [CrossRef]

57. Chopra, N.G.; Benedict, L.X.; Crespi, V.H.; Cohen, M.L.; Louie, S.G.; Zettl, A. Fully collapsed carbon
nanotubes. Nature 1995 377, 135–138. [CrossRef]

58. Chang, T. Dominoes in carbon nanotubes. Phys. Rev. Lett. 2008, 101, 175501. [CrossRef]
59. Ji, J.; Zhao, J.; Guo, W. Novel nonlinear coarse-grained potentials of carbon nanotubes. J. Mech. Phys. Solids

2019, 128, 79–104. [CrossRef]
60. Savin, A.V.; Korznikova, E.A.; Dmitriev, S.V. Scroll configurations of carbon nanoribbons. Phys. Rev. B

2015, 92, 035412. [CrossRef]
61. Savin, A.V.; Korznikova, E.A.; Dmitriev, S.V. Simulation of folded and scrolled packings of carbon

nanoribbons. Phys. Solid State 2015, 57, 2348–2355. [CrossRef]

83



Materials 2019, 12, 3951

62. Savin, A.V.; Korznikova, E.A.; Lobzenko, I.P.; Baimova, Y.A.; Dmitriev, S.V. Symmetric scrolled packings of
multilayered carbon nanoribbons. Phys. Solid State 2016, 58, 1278–1284. [CrossRef]

63. Savin, A.V.; Korznikova, E.A.; Dmitriev, S.V.; Soboleva, E.G. Graphene nanoribbon winding around carbon
nanotube. Comp. Mater. Sci. 2017, 135, 99–108. [CrossRef]

64. Savin, A.V.; Mazo, M.A. 2D chain models of nanoribbon scrolls. Adv. Struct. Mater. 2019, 94, 241–262.
65. Savin, A.V.; Korznikova, E.A.; Dmitriev, S.V. Dynamics of surface graphene ripplocations on a flat graphite

substrate. Phys. Rev. B 2019, 99, 235411. [CrossRef]
66. Dmitriev, S.V.; Abe, K.; Shigenari, T. One-dimensional crystal model for incommensurate phase. I. Small

displacement limit. J. Phys. Soc. Jpn. 1996, 65, 3938–3944. [CrossRef]
67. Dmitriev, S.; Shigenari, T.; Abe, K. Mechanisms of transition between and incommensurate phases in

a two-dimensional crystal model. Phys. Rev. B 1998, 58, 2513–2522. [CrossRef]
68. Brenner, W.; Shenderova, O.A.; Harrison, J.A.; Stuart, S.J.; Ni, B.; Sinnott, S.B. A second-generation reactive empirical

bond order (rebo) potential energy expression for hydrocarbons. J. Phys. Condens. Matter 2002, 14, 783.
69. Evazzade, I.; Lobzenko, I.P.; Saadatmand, D.; Korznikova, E.A.; Zhou, K.; Liu, B.; Dmitriev, S.V. Graphene

nanoribbon as an elastic damper. Nanotechnology 2018, 29, 215704. [CrossRef]
70. Liu, B.; Zhou, K. Recent progress on graphene-analogous 2D nanomaterials: Properties, modeling and

applications. Progr. Mater. Sci. 2019, 100, 99–169. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

84



materials

Article

Homoepitaxy Growth of Single Crystal Diamond
under 300 torr Pressure in the MPCVD System

Xiwei Wang 1, Peng Duan 1, Zhenzhong Cao 2, Changjiang Liu 2, Dufu Wang 1,2, Yan Peng 1,* and

Xiaobo Hu 1,*

1 State Key Laboratory of Crystal Materials, Shandong University, Jinan 250100, China;
xwang21@126.com (X.W.); 13256998266@163.com (P.D.); wangdufu@163.com (D.W.)

2 Jinan Diamond Technology Co. Ltd, Jinan 250101, China; 13608927651@163.com (Z.C.);
owlchj@163.com (C.L.)

* Correspondence: pengyan@sdu.edu.cn (Y.P.); xbhu@sdu.edu.cn (X.H.)

Received: 30 October 2019; Accepted: 26 November 2019; Published: 28 November 2019

Abstract: The high-quality single crystal diamond (SCD) grown in the Microwave Plasma Chemical
Vapor Deposition (MPCVD) system was studied. The CVD deposition reaction occurred in a 300
torr high pressure environment on a (100) plane High Pressure High Temperature (HPHT) diamond
type II a substrate. The relationships among the chamber pressure, substrate surface temperature,
and system microwave power were investigated. The surface morphology evolution with a series of
different concentrations of the gas mixture was observed. It was found that a single lateral crystal
growth occurred on the substrate edge and a systemic step flow rotation from the [100] to the [110]
orientation was exhibited on the surface. The Raman spectroscopy and High Resolution X-Ray
Diffractometry (HRXRD) prove that the homoepitaxy part from the original HPHT substrate shows a
higher quality than the lateral growth region. A crystal lattice visual structural analysis was applied
to describe the step flow rotation that originated from the temperature driven concentration difference
of the C2H2 ion charged particles on the SCD center and edge.

Keywords: single crystal diamond; Homoepitaxy growth; 300 torr

1. Introduction

Diamond is gaining more attention for its outstanding optical, electrical, mechanical, and thermal
properties. Since the first successful synthesis of diamond by General Electric more than half a century
ago, diamond has attracted researchers to develop new growth technologies and extend multiple
applications. Currently, High Pressure High Temperature (HPHT) and Microwave Plasma Chemical
Vapor Deposition (MPCVD) technologies are widely used to manufacture large, single crystal diamonds
with good quality and clarity. High-quality single crystal diamond (SCD) is available in superhard
cutting tools, optical components, semiconductor and high-power electronics, and even in quantum
applications [1–4].

Although the HPHT method still produces the overwhelming majority of a single crystal diamond,
the metallic impurity incorporation and high dislocation density in crystal edges limits its further
application in the semiconductor and quantum field. MPCVD technology has become a mature and
reliable method for high quality SCD growth since it has the advantages of the control of the nitrogen
concentration and dislocation density [5]. Many studies have indicated that the surface morphology,
growth rate, and crystal quality depend on the internal reaction chamber structural parameters such as
the substrate holder, input gas mixture, and chamber pressure. Accordingly, the growth mechanism
of high quality SCD was proposed. Qi Lang et al. reported a growth rate of 165 μm/h by doped
nitrogen into the reaction chamber [6]. Nad et al. compared different sizes of pocket holders to
control the substrate surface morphology under a chamber pressure of 240 torr. Silva et al. showed
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that increasing the process pressure can increase the diamond growth rate and improve the crystal
quality [7,8]. F. Lloret studied the stratigraphy of SCD lateral growth on a three-dimensional structure
and designed a geometric model for the growth sector configuration [9–11]. Among these, the reaction
pressure plays an important role in the overall carbon deposition and homoepitaxy growth because it
determines the shape, distribution, and available area of the activated plasma. Due to the limitation of
the CVD system parameter, achieving high chamber pressure during the growth meets a particular set
of problems and uncertainties [12]. Most research studies have reported that pressure was controlled
in a range of 100–250 torr [13–15] during diamond crystal growth. Growth pressures higher than 250
torr are still rarely seen.

In this study, we focused on SCD growth under a reaction pressure of 300 torr. The surface
morphology and growth rate were studied in order to optimize the growth rate to ensure the
crystal quality.

2. Materials and Methods

2.1. Preparation of the CVD Diamond Substrate

High quality HPHT diamond crystal, which is 7 × 7 mm in size, was grown in a cubic press system
by Jinan Diamond Technology Co., Ltd. The origin diamond was type I b with a nitrogen concentration
of about 1019/cm3, as measured by Secondary Ion Mass Spectroscopy (SIMS) from EAG laboratories
(Shanghai China) [16]. After the HPHT growth, the diamond crystal was boiled in the mixed solution
of perchloric acid, sulfuric acid, and hydrochloric acid for 3 h to remove the dirt covered on the crystal
surface (All the above acids are from Aladdin, Shanghai, China). The HPHT diamond substrate plate
was cut parallel to the (100) surface by the laser sawing system. The substrate was 5.97 mm × 5.57 mm
in size, and the thickness was 0.61 mm. Mechanical polishing was applied to remove the surface cracks
generated during the sawing process. Ultrasonic cleaning of the methanol and acetone separately for
half an hour was used to remove the organic substances on the surface of the substrate.

2.2. The Etching of the CVD Single Crystal Substrate

To achieve a nitrogen-free growth environment during the entire process, the chamber was
evacuated to 0.1 torr by dry pump before the supply of the hydrogen. Etching was followed for half an
hour under 300 torr pressure and 900 ◦C in a pure hydrogen environment to remove the impurities
and defects caused by the mechanical polishing.

2.3. Growth Parameter Investigation

After the etching, the CVD diamonds were grown on the substrates with different parameters
including the temperature, pressure, and methane concentration. The relationship between the
temperature, pressure, and microwave power was studied systematically to understand the system’s
plasma energy distribution and absorbance. All diamond substrates were laser cut to 0.5 mm thickness
and grown in the reaction chamber with a methane concentration of 3%.

The surface morphology and growth rate were investigated at different methane concentrations
under a pressure of 300 torr and 1150 ◦C with hydrogen flow at 600 sccm for 4 h of growth. The methane
concentration was varied from 2% to 5% in order to get an acceptable surface morphology and growth
rate to optimize the SCD growth.

2.4. The Growth of the CVD Diamond Layer

After that, the SCD layer was grown for 4 h after hydrogen etching of the substrate at 900 ◦C for
half an hour. The chamber pressure was 300 torr, while the substrate temperature was kept at 1150 ◦C
with a gas mixture of CH4:H2 to 18:600 sccm. During the CVD reaction, the thickness of the sample
increased and approached the lower edge of the plasma. The substrate surface temperature increased,
which changed the thermodynamics balance for the carbon deposition and hydrogen etching. A thermo
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pyrometer was used to measure the in situ substrate temperature. Since the sample thickness increases
during the CVD reaction, the self-control recipe mode was activated during the growth period in order
to self-adjust the input microwave power to maintain the substrate surface temperature through the
feedback of the thermo pyrometer. The temperature variation range was less than 10 ◦C throughout
the whole period of growth.

2.5. The Surface Morphology and Crystal Quality Analysis

A confocal laser scanning microscope OLS-4000 from Olympus (Tokyo, Japan) was employed to
examine the top surface morphology of the diamond. Single crystal quality was assessed via HRXRD
by D8 Discover operating with CuKα1 radiation with an anode on a fixed power supply at 40 kV/40
mA from Bruker. The room temperature Raman spectra were obtained by the LabRAM HR800 system
of Horiba Jobin Yvon (Paris, France) with a 514 nm solid laser as the excitation source to determine the
phase structure.

3. Results and Discussion

3.1. CVD System for SCD Growth

The System type Ardis 300 is equipped with a 2.45 GHz/6 kW microwave reactor by Optosystems
Ltd. The microwaves enter the reaction chamber through the quartz window from the corn shape guide
beneath the sample stage. Figure 1 shows a schematic diagram of the structure of the Ardis 300 reaction
chamber. The sample stage is made of copper with water channels inside to allow cooling during the
reaction. A molybdenum plate is placed on the top of the stage and a specially designed closed type
sample holder is located in the center for the substrates [8,17]. Quartz windows are implanted into the
stainless steel chamber shell on the top and side wall for inspection. A double interference infrared
radiation thermo pyrometer is installed to measure the temperature of the substrate with an emissivity
of 0.1 through a slit of 2 mm. In order to get a real-time substrate temperature measurement during the
deposition reaction, the system was managed to carve a guide channel hole throughout the encircled
ring, which is parallel to the ring surface. The pressure of the reactor was able to reach a maximum of
300.0 torr with an accuracy of 0.1 torr.

Figure 1. Schematic diagram of the Ardis 300 reaction chamber. The red rectangle on the Mo holder
represents the High pressure High Temperature (HPHT) diamond substrate, and the green arrow
stands for the direction and for the microwave transmission path.
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3.2. The Influence of the Chamber Pressure on the Microwave Power and Substrate Temperature

The chamber pressure plays a significant role in determining the growth rate, morphology,
and crystal quality prominently in terms of the homoepitaxy and lateral growth during the CVD
reaction. In order to obtain optimized parameters for homoepitaxy growth, a stable thermal and
electromagnetic field should be guaranteed by considering a series of deposition parameters such as
microwave power, chamber pressure, and methane concentration. Figure 2a shows the relationship
between microwave power and substrate temperature under different chamber pressures from 200
to 300 torr for Ardis 300. The results indicate that, under the same pressure of the reaction chamber,
the substrate temperature increases linearly with the microwave power. The slopes under the different
chamber pressures are calculated and fitted in Figure 2b. The slope of the curve increases from 0.134
(200 torr) to 0.234 (300 torr). The fitting curves follow the exponential function calculated as:

y = 0.13 + 6.2× 103e[
(x−197.87)

36.64 ]. (1)

Figure 2. (a) Relationship of the microwave power to the substrate temperature during the CVD
growth under different high chamber pressures. The chamber pressure varied from 200 to 300 torr.
(b) Calculated slopes of the curve from Figure 2a at different chamber pressures with fitting. Two photos
of the plasma were captured throughout the inspection window under 3800 kW, 1150 ◦C, 220 Torr,
and 300 Torr, separately.

The entire CVD deposition reaction system is a strong self-adaption multi-field environment with
different plasma particles generated by the microwave discharge in the chamber. The movement of
all deposition-related ionized particles is violently affected by the constantly changing compound
electromagnetic field provided by the reactor, which leads to different transmissions of the particles
throughout the plasma generation to the deposition position on the diamond substrate. As the chamber
pressure increases, the effective availability of the microwave increases to promote the methane and
hydrogen to discharge, which causes a dynamic acceleration for both the carbon deposition and
etching because of the different partial pressures [18]. The surface temperature difference of the
substrate acts as the driving force for the material transformation in the thermodynamic routine.
The present experimental result indicates a significant increase in the magnitude of the slope of
microwave power over the substrate temperature since the reaction pressure increases. It reveals that
there is enormous potential for plasma discharge absorption for the supplied power in an even higher
pressure environment (over 200 torr).

The plasma photos in Figure 2b were captured under the same microwave power of 3800 W and
temperature of 1150 ◦C. It shows that the plasma diminished in size and brightened in color from
220 to 300 torr separately. In this procedure, the plasma energy density increases. As a consequence,
the charged concentration of the carbon-atom-related growth species such as CH3 and C2H2 increases.
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No clear point microwave discharge around the substrate and Molybdenum ring edge was found
during the pressure change in the deposition reaction. The temperature gradient will be changed
accordingly and will bring a different thermodynamic approach to the substrate homoepitaxy and the
edge lateral overgrowth [19].

3.3. The Influence of the Methane Concentration on the Morphology and Growth Rate

As the only carbon atom provider, the methane concentration is particularly emphasized for the
SCD growth with the CVD method. The optimal methane concentration leads to a polycrystalline-free
layer surface with high quality and an acceptable growth rate. Besides the growth rate, another
significant parameter, known as the edge boundary of the substrates, should be fully considered,
which requires a controllable, sequential, and well organized epitaxial lateral overgrowth to exclude
the growth of the polycrystalline. Several typical surface morphologies are exhibited in Figure 3 for
methane concentrations from 2.0% to 5.0%. Harris and Goodwin [17,20] described the CVD diamond
growth reaction using a simple model in which the growth rate depended on a metastable competition
between the hydrogen etching and the methyl radical deposition. Figure 4 shows the relationship
between the methane concentration and the growth rate, which were obtained at a pressure of 300 torr
and 1150 ◦C and a hydrogen flow of 600 sccm throughout the entire experiment. An almost linear
relationship for the methane concentration with the growth rate was present. When the methane
concentration was 2%, which shows a recessive role in the competition, the substrate exhibited a
multi-hole structure with plenty of etch pits on the diamond surface. The violent etching reaction
restrained the appearance of the homoepitaxy step growth, which corresponded to a low growth rate
of about 15.6 μm/h. When the methane concentration increased to 3%, the surface showed parallel and
regular growth steps flow along the [100] direction, which indicates a well-controlled equilibrium of the
carbon transportation to the substrate from the charge plasma and, meanwhile, indicates an organized
arrangement of carbon atoms. As the methane concentration increased gradually, polycrystalline
appeared and the different domains were present on the surface.

The surface was severely covered with the disordered polycrystalline scale clusters when the
methane concentration increased to 5%, which proves that over-dosed methane led no approach to a
compromised diamond quality, even though this sample achieved a high growth rate of 51 μm/h.

In order to obtain a higher quality homoepitaxy of a single crystal diamond layer with a reasonable
growth rate, we decided to limit the methane concentration to 3% during the deposition growth.

Figure 3. Surface morphology evolution of the substrates grown under the environment of CH4:H2

at 2.0%, 3.0%, 4.0%, and 5.0%. The substrates were grown at 1150 ◦C and 300 torr. The images were
captured by the confocal laser scanning mode of the confocal laser scanning microscope.

89



Materials 2019, 12, 3953

Figure 4. Relationship between the methane concentrations versus the deposition growth rate.
The growth rate was calculated by the average measurement of the four corners and center after the
growth and divided by the time. The red line is the fitting curve of the dot distribution.

3.4. The Homoepitaxy Growth of the Single Crystal Diamond

After determining the temperature, pressure, and the methane concentration, we tried to optimize
the reaction parameter to achieve a high-quality CVD single crystal homoepitaxy diamond layer.
The average growth rate was 27.12 μm/h, which almost matches the result we obtained from Figure 4.

Figure 5a is an image of the diamond surface taken by the confocal laser scanning microscope.
Most of the surface area is covered with a regular step flow. Several large dark inclusions can be
observed in the center of the sample, which represents the metal compound catalysts left in the crystal
during the HPHT growth. The light yellow boundary shows the original HPHT diamond substrate
edge beneath the as-grown sample. Lateral growth can be clearly observed by comparing the edge
of the sample with the HPHT substrate boundary. Figure 5b–d show the photos captured in the
laser scan mode. Two domains can be observed from Figure 5b,c in different positions of the sample.
The center domain steps are along the [100] orientation, which can be easily observed on the surface
of SCD homoepitaxy layers. The step width is about 10–16 μm. However, the steps on the edge
domains go along the [110] orientation with a width of around 18–26 μm. Clear step merging along
the [110] orientation can be observed on the edge lateral growth. After comparing the diameter of the
as-grown sample with the original substrate before and after the growth, we confirmed that the [100]
orientation domain on the edge is generated by the lateral growth. The right edges in Figure 5b show
the generation of the polycrystalline. The polycrystalline can become an induction of the un-epitaxial
features on the edges and corners and leads to the formation of asymmetric nuclei, which exhibit the
pyramid structure revealed in the red block [21,22]. Shreya Nad et al. reported that the non-uniform
surface temperature shall be generated at the sharp edges of the substrate during the CVD growth.
This phenomenon may be caused by the difference in the plasma density in the corresponding ambient
region between the substrate, holder surface, and the local heat transmission to the cooling water,
which leads to the generation of higher index symmetric planes such as (110) and (111) in pyramid
structures or polycrystalline [7].

Figure 5d shows the crack along the [100] direction, which may be caused by the metal inclusion.
A. Ababou et al. reported that metal inclusions play a role in the CVD homoepitaxy growth by
accelerating the formation of the sp2 phases because of non-epitaxial growth. The dislocations brought
by the metal inclusions will be propagated from the center of the substrate to the epitaxy layer
throughout the entire growth process even if they are concealed inside. The stress will be relieved as
the defects accumulate to generate enough lattice mismatch before breaking and cracking [23].
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(a)                                  (b) 

 
(c)                                 (d) 

Figure 5. (a) Image of the entire diamond substrate surface after 4 h of growth at 300 torr/1150 ◦C,
CH4:H2 = 16:600 sccm. Three detailed images are labeled as positions 1, 2, and 3. (b) The image of
the sample of 50× amplification at position 1. The red box reveals the pyramid structure in the edge
neighboring the polycrystalline. (c) The image of the 50× amplification at position 2. (d) The image of
the 50× amplification at position 3 with a deep crack in the center. The red arrows show the direction
of the step flow.

3.5. CVD Homoepitaxy Growth Diamond Quality

In order to understand the quality of the homoepitaxy layer and the lateral edge, we measured
the rocking curves of the High Resolution X-Ray Diffractometry (HRXRD) and Raman spectra of
the samples. Figure 6a shows the X-Ray Diffractometry (XRD) rocking curves of (400) reflection on
different sections of the CVD substrate. The section positions are labeled from 1 to 7 corresponding to
those points on the substrate. The distance between two measured points is 1 mm. Since the distance
of the SCD layer in the labeled direction was about 6.13 mm, points 1 and 7 were on the lateral edges,
and points 2 to 6 were on the homoepitaxy layer from the original substrate, as designed. The FWHM
values of the rocking curve of points from 1 to 7 are shown in Figure 6b. The layer structural quality is
similar to that of points 2 to 6. The FWHM values of the rocking curve for homoepitaxy layer were
about 57–59” while those of the edge section were 86.98” and 70.98” at points 1 and 7, respectively. The
measurement was accomplished in a high-intensity configuration of the variable slit mode and indicates
a high uniformity on the homoepitaxy growth and an imperfect crystalline quality on the lateral edges.
Figure 7 shows the Raman spectra of the CVD layer at positions 1 and 4, which represents the structural
quality of the homoepitaxy and lateral sections. Two spectra are dominated by a single sharp peak at
1332.43 cm−1, which reveals that the internal stress did not increase by an order of magnitude. No
peak related to the sp2 carbon phase can be observed. The full width at the half maximum (FWHM)
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value of point 1 is somewhat larger than that of position 4, which indicates higher residual stress on
the lateral edges than in the center. This matches the XRD rocking curve result. This means that the
stress around position 4 is smaller than that of point 1. Both of the XRD rocking curves and Raman
spectra prove that the sample layer shows a high crystal quality in both the center and edge parts of
the sample, while the homoepitaxy region inherited from the HPHT substrate presents a high crystal
quality with fewer defects and low internal stress compared with the edge overgrowth.

Figure 6. (a) HRXRD rocking curve of the (400) direction symmetric reflections of the location points
from 1 to 7. The distance of each neighbor point was designed to be 1 mm. As a result, points 1 and 7
were located on the lateral growth area of the CVD layer. (b) The XRD FWHM of the location positions
from points 1 to 7.

Figure 7. Raman spectrum of the CVD homoepitaxy layer at room temperature, the black and red lines
correspond to location points 1 and 4, respectively.

3.6. Crystal Lattice Visual Structure Analysis of the Step Flow Rotation

In order to understand the growth mechanism of the homoepitaxy and lateral growth as well
as the step flow rotation on the edges, diamond lattice structure analysis was used to describe what
happened on the edges. Figure 8a shows the basic double unit cells of the carbon atom’s cubic region
at the center of the face during diamond phase formation. The blue atoms form the (100) unit face
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while the red ones are in (110) faces. After the deposition of the (100) surface, following the original
step flow, the step flow rotates 45◦ in the [110] direction on the edge of the sample. Figure 8b simulates
the step flow of the CVD sample edge to describe the appearance of the step rotation. The black
atoms are on the sample surface linked by the blue lines, forming the [100] orientation step surface.
The green surface represents the (110) surface. Alexandre Tallaire et al. reported this phenomenon
generated from the (100) face to the (110) face on the lateral side, which is almost the same as our
result of the transformation of the step flow. Their team explained that the face rotation should evolve
due to the temperature difference between the center and the edge [13,24]. E.V. Bushuev et al. also
considered the dependence of the diamond epitaxial growth rate on the substrate temperature. They
predicted that the microwave power would play a minor role in the growth kinetics via the plasma
distribution [25]. C.C. Battaile et al. reported the CH3 and C2H2 groups are the main source for the
growth of the (100) and (110) surfaces, respectively, during the CVD diamond deposition. Furthermore,
acetylene is particularly important for aiding in the formation of multi-carbon clusters on the nuclei on
the different orientation surfaces [26,27]. In sum, we predict that the step flow rotation of our sample
was caused by the anomalous distribution of the C2H2 on the substrate surface. Different from the
CH3 guided nuclei, which dominated the primary surface for the crystal growth, for the C2H2 guiding
mode, two carbon atoms were first combined to form a double bond bridge onto the ravine of the (110)
surface before further deposition, which resulted in a 45◦ guide to the lattice formation. As a result, the
generation of the C2H2 cluster needed extra time and energy to generate equivalent growth on the
(110) surface. The thermodynamic of the growth of the center and edge of the sample were driven by
the temperature gradient provided by the optimized microwave plasma. The higher temperature of
the edge provided the required surface energy for the growth of the (110) surface. According to the
Gibbs–Wulff principle, the (110) plane has a lower surface free energy than that of the (100) surface.
Meanwhile, it has a lower growth rate as well [24]. As the time elapsed during the reaction, the (110)
surface was found to have a lower surface energy level than that of the (100) surface on the edge and
lateral growth regions. Additionally, the lower growth rate of the (110) surface led to the step merging
at the rotation site from the [100] to [111] steps. Similar morphology can be observed in Figure 5d
because of the poor thermo conductivity of the surface crack. The temperature on the crack edge was
higher than that of the other regions. It may have also been caused by the plasma point charge.

(a)             (b) 

Figure 8. (a) Atom lattice visual structure of the diamond double unit molecule cell. The green lines
are links of the carbon molecules on the (100) surface. The red lines are the (110) surface. (b) The lattice
visual structure indicates the edge rotation transformation from the direction [100] to [110]. The black
atoms are the carbon atoms on the surface of the substrate. The blue lines contact the atoms on the
(100), (010), and (001) surfaces. The green lines link the carbon atoms and form the faces vertical to the
[110] direction.
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4. Conclusions

In this paper, we introduced an HPHT diamond substrate as the seed of the homoepitaxy growth
in a CVD system under a high chamber pressure of 300 torr. The relationships among the input power,
substrate temperature, and chamber pressure were first studied in order to understand the plasma
behavior during the deposition reaction. A series of methane concentrations, growth rates, and surface
morphologies were investigated to optimize the growth parameter. After that, a high quality SCD layer
was achieved with a 27.12 μm/h growth rate under a 300 torr high pressure environment. The sample
surface presented a regular uniform [100] orientation surface step flow in the original substrate area
and a [110] orientation step in the lateral growth edges. Raman spectroscopy and the HRXRD rocking
curve were used to investigate the internal stresses and crystal quality of both the homoepitaxy and
lateral layers. The lattice visual structure model was employed to explain the step flow rotation in the
lateral growth edge. Different from the CH3 guided [100] orientation deposition model, C2H2 acted
as the preponderant growth source of the [100] orientation step flow, which relies on higher energy
provided by the higher temperature on the substrate edges.
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Abstract: We model, with the use of the force field method, the dependence of mechanical
conformations of graphene sheets, located on flat substrates, on the density of unilateral (one-side)
attachment of hydrogen, fluorine or chlorine atoms to them. It is shown that a chemically-modified
graphene sheet can take four main forms on a flat substrate: the form of a flat sheet located parallel
to the surface of the substrate, the form of convex sheet partially detached from the substrate with
bent edges adjacent to the substrate, and the form of a single and double roll on the substrate. On the
surface of crystalline graphite, the flat form of the sheet is lowest in energy for hydrogenation density
p < 0.21, fluorination density p < 0.20, and chlorination density p < 0.16. For higher attachment
densities, the flat form of the graphene sheet becomes unstable. The surface of crystalline nickel
has higher adsorption energy for graphene monolayer and the flat form of a chemically modified
sheet on such a substrate is lowest in energy for hydrogenation density p < 0.47, fluorination density
p < 0.30 and chlorination density p < 0.21.

Keywords: graphene; one-side modification; hydrogenation; fluorination; chlorination

1. Introduction

Recently, intensive studies have been performed of various derivatives of graphene (hexagonal
monolayer of carbon atoms) [1–4], such as graphane CH and fluorographene CF (a monolayer of
graphene, completely saturated on both sides with hydrogen or fluorine) [5–8], grafone C2H (graphene
monolayer saturated with hydrogen on one side) [9–12], one-side fluorinated graphene C4F [13,14],
chlorinated graphene C4Cl [15]. Valence attachment of an external atom to a graphene sheet leads
to the local convexity of the sheet as result of the appearance of the sp3 hybridization at the joining
point [16,17]. Therefore, if hydrogen atoms are attached on one side in the finite domain of the sheet,
creating a local peace of graphone on the sheet, a characteristic convex deformation of the sheet occurs
in this region [18]. If the hydrogen, fluorine or chlorine atoms are attached uniformly to one whole
side of the sheet, the whole small sheet will take a convex shape while a large sheet will fold into a
roll [19–22].

From the macroscopic point of view, the bending of a graphene sheet under the effect of one-side
chemical modification is similar to the bending of a thin solid film caused by the difference of surface
stresses on its sides. Such difference is created during the thin film growth on a substrate with lattice
mismatch [23] or during the one-side epitaxial growth of a surfactant on the film [24,25]. This effect is
used, for example, for the measurements with optical technique of the change in surface stress caused
by the monolayer and sub-monolayer adsorption of a surfactant [26,27]. On the other hand, the equal
surface stresses on both sides of elastic thin film cause the change of the film thickness inversely
proportional to its thickness [28–31], which can also be used for the characterization of the modification
of film surfaces state induced by surface treatment. Corrugated conformation of a graphene sheet can
also be controlled by the patterned vacancy ’defects’ in its hexagonal lattice [32].
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The most convenient way to obtain graphene sheet modified on one side is to attach the sheet to a
flat substrate and further chemically modify its outer surface. For getting a graphone sheet, the latter
needs to be hydrogenated being attached to a substrate. Modeling of the hydrogenation of a graphene
sheet [33,34] has shown that the substrate has a significant effect on this process, and it is very difficult
to obtain a perfect graphone-like structure with the formula C2H (one hydrogen atom per two carbon
atoms). Hydrogenation leads to the formation of randomly distributed uncorrelated domains with
average hydrogenation density of the sheet p < 0.5.

Important experimentally observable consequence of the coupling of two-dimensional atomic
layer with elastic substrate is the appearance of the gapped resonance modes in the vibrational
spectrum of the two-dimensional system of distributed oscillators on elastic substrate [35–40].
In Section 2 we use the value of the spectral gap in transverse oscillations of the monolayer on
elastic substrate for the evaluation of the coupling strength of carbon, fluorine and chlorine atoms with
nickel substrate.

In this paper, we model with the use of the force field method, the dependence of the mechanical
conformations (formation of secondary structures) of graphene sheets, placed on flat substrates
(flat surfaces of molecular crystals), on the density of one-side attachment of hydrogen, fluorine or
chlorine atoms.

2. Model of Modified Graphene Sheet

In our modeling, we use the force field AMBER (Assisted Model Building with Energy
Refinement) [41]. To model the chemically modified graphene sheet, we use the force field in
which distinct potentials describe the deformation of valence bonds and of the valence, torsion and
dihedral angles, and of non-valent atomic interactions [42]. In this model, the strain energy of the
valence sp2 and sp3 C–C and C–CR bonds, and of O–H, C–R bonds (here an atom or group of atoms R
= H, F) is described by the Morse potential:

V(ρ) = εb

[
e−α(ρ−ρ0) − 1

]2
, (1)

where ρ and ρ0 are the current and equilibrium bond lengths, εb is the binding energy, and the
parameter α sets the bond stiffness K = 2εbα2. The values of potential parameters for various valence
bonds are presented in Table 1.

Table 1. Values of the Morse potential parameters (1) for different valence bonds X—Y (C and C′ are
carbon atoms involved in the formation of the sp2 and sp3 bonds).

X—Y εb (eV) ρ0 (Å) α (Å−1)

C—C 4.9632 1.418 1.7889
C—C′ 4.0 1.522 1.65
C—H 4.28 1.08 1.8
C′—F 5.38 1.36 2.0
C′—Cl 3.40 1.761 2.0

Energy of the deformation of the valence angles X–Y–Z is described by the potential

U(u1, u2, u3) = U(ϕ) = εa(cos ϕ − cos ϕ0), (2)

where the cosine of the valence angle is defined as cos ϕ = −(v1, v2)/|v1||v2|, with vectors v1 =

u2 − u1, v2 = u3 − u2, the vectors u1, u2, u3 specify the coordinates of the atoms forming the valence
angle ϕ, ϕ0 is the value of equilibrium valence angle. Values of potential parameters used for various
equilibrium valence angles are presented in Table 2.
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Table 2. Values of the parameters of the potential of the valence angle X–Y–Z (2) for different atoms
(atom W = H, F, Cl).

X—Y—Z εa (eV) ϕ0 (◦)

C—C—C 1.3143 120.0
C—C′—C 1.3 109.5

C′—C′—C′ 1.3 109.5
C—C—H 0.8 120.0
C—C′—W 1.0 109.5
C′—C′—H 1.0 109.5
H—C′—H 0.7 109.5

Deformations of the torsion and dihedral angles, in the formation of which edges carbon atoms
with attached external atoms do not participate (torsion angles around sp2 C–C bonds), are described
by the potential:

W1(u1, u2, u3, u4) = εt,1(1 − z cos φ), (3)

where cos φ = (v1, v2)/|v1||v2|, with vectors v1 = (u2 − u1)× (u3 − u2), v2 = (u3 − u2)× (u3 − u4),
the factor z = 1 for the dihedral angle (the equilibrium angle φ0 = 0) and z = −1 for the torsion angle
(the equilibrium angle φ0 = π), the energy εt,1 = 0.499 eV (the vectors u1,...,u4 determine equilibrium
positions of the atoms, which form the angle). More detailed description of the deformation of the
torsion and dihedral angles is given in [43].

Deformations of the angles around sp3 bonds C–C′ are described by the potential:

W2(u1, u2, u3, u4) = εt,2(1 + cos 3φ), (4)

with energy εt,2 = 0.03 eV.
It is worth mentioning that the attachment of two hydrogen atoms on one side of the sheet to the

carbon atoms bonded by valence bond is not energetically favorable [44]. Therefore, we will consider
such attachment configurations on one side of the sheet of X atoms (X = H, F, Cl), in which if an X atom
is attached to one carbon atom, the X atoms are not attached to the three neighboring carbon atoms.
The valence bonds CX–CX, and the valence and torsion angles formed by these bonds, are absent in
such structures. Therefore the corresponding potentials can be omitted.

The nonvalent van der Waals interactions of atoms are described by the Lennard-Jones potential

W0(r) = 4ε0[(σ/r)12 − (σ/r)6], (5)

where r is the distance between interacting atoms, ε0 is the interaction energy (equilibrium bond length
r0 = 21/6σ). The used values of the potential parameters for different pairs of atoms are presented
in Table 3. The values of the potential parameters for carbon atoms of the graphene layer are taken
from [45], for the remaining atoms are taken from [46].

Table 3. Values of the parameters of the Lennard-Jones potential (5) for different pairs of interacting
atoms X, Y.

X, Y ε0 (eV) σ (Å−1)

C, C 0.002757 3.393
H, H 0.000681 2.471
C, H 0.001369 2.932
F, F 0.002645 3.118
C, F 0.002700 3.256

Cl, Cl 0.009843 3.516
C, Cl 0.005209 3.455
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In the simulation, the polarization of the C–F and C–Cl valence bonds was taken into account.
At the atoms forming these bonds, the charges −q, +q were used from the PCFF force field (for the first
bond, the charge q = 0.25e, for the second bond q = 0.184e). The interaction of two hydroxyl groups
(hydrogen bond OH· · ·OH) was described with the use of the potentials from the PCFF force field.

We define the interaction of the sheet with a flat substrate using the potential Ws(h), which
describes the dependence of the atomic energy on its distance to the substrate plane h. For a flat surface
of a molecular crystal, the energy of the interaction of an atom with a surface can be described with a
good accuracy by the (k, l) Lennard-Jones potential [47]:

Ws(h) = εs[k(h0/h)l − l(h0/h)k]/(l − k), (6)

where l > k is assumed for the exponents. The potential (6) has a minimum value Ws(h0) = −εs

(εs is the binding energy of an atom with the substrate). For a flat surface of crystalline graphite,
the exponents in the potential are l = 10, k = 3.75. The binding energies are εs = 0.052, 0.0187, 0.0465
and 0.1026 eV for the C, H, F, and Cl atoms, respectively, the corresponding equilibrium distances are
h0 = 3.37, 2.92, 3.24, and 3.435 Å.

When graphene is located on the surface of crystalline nickel, a stronger chemical interaction of
carbon atoms with the atoms of the substrate occurs. Therefore, the interaction of the carbon atom
in the graphene sheet with the (111) surface of the Ni crystal is more convenient to describe by the
Morse potential:

Ws(h) = εs{exp[−β(h − h0)]− 1}2 − εs. (7)

For a carbon atom, the interaction energy with the nickel surface is εs = 0.133 eV [48] and the
equilibrium distance to the substrate plane is h0 = 2.135 Å [49].

In result of the interaction of a graphene sheet with a crystal surface, a gap of the magnitude
ω0 = 240 cm−1 appears at the bottom of the frequency spectrum of transverse oscillations of the
sheet [40]. From this we can estimate the harmonic coupling parameter of the interaction of the sheet
atom with the substrate K0 = ω2

0 M = 41 N/m (M is a mass of carbon atom), see also [35], as well as
the value of the parameter β =

√
K0/2εs = 3.1 Å−1. For the fluorine atom we obtain εs = 0.13 eV,

h0 = 1.655 Å, β = 3.75 Å−1, for the chlorine atom we obtain εs = 0.299 eV, h0 = 2.115 Å, β = 3.17 Å−1.
In the following we will consider only these two substrate potentials. The first potential describes

the weak interaction of the sheet with the substrate while the second potential describes the strong
interaction. Other commonly-used substrates (surfaces of crystalline silicon Si, silicon dioxide
SiO2. silicon carbide 6H-SiC, hexagonal boron nitride h-BN and gold Au) are characterized by the
intermediate values of the coupling parameters—see Table 4.

Table 4. Values of the parameters of the substrate potential Ws(h) for different flat substrates (harmonic
coupling parameter K0 = W ′′

s (h0), frequency gap ω0 =
√

K0/2M ).

εs (eV) h0 (Å−1) l k K0 (N/m) ω0 (cm−1)

SiO2 0.037 4.13 16 3.75 2.1 54.5
graphite 0.052 3.37 10 3.75 2.8 62.4
Si (100) 0.061 3.85 14 3.75 3.4 69.8
6H-SiC 0.073 4.19 17 3.75 4.2 77.5

Au (111) 0.073 2.96 10 3.5 4.7 81.4
h-BN 0.090 3.46 10 3.75 4.5 80.1

Ni (111) 0.133 2.14 - - 41.0 240

3. Stationary Structures of Square Sheet

To find the stationary state of the modified graphene sheet, it is necessary to find the minimum of
the potential energy

E → min : {un}N
n=1, (8)
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where N is the total number of atoms on the sheet, un is a three-dimensional vector defining position of
the nth atom, E is a total potential energy of the molecular system (given by the sum of all interaction
potentials of atoms in the system). The minimization problem (8) will be solved numerically by the
conjugate gradient method. Choosing the starting point of the minimization procedure, one can obtain
all the main stationary states of the modified sheet bonded with a flat substrate.

Consider a square graphene sheet of size 8.47 × 8.37 nm2, consisting of Nc = 2798 carbon atoms.
The sheet has Nb = 148 edge atoms. To simplify the model, we assume that only one hydrogen atom
is always attached to each edge carbon atom, see Figure 1a. With maximum one-side hydrogenation
of the sheet, Nm = 1324 hydrogen atoms can be attached (for every two internal carbon atoms
there is one hydrogen atom). Thus, the graphene sheet under consideration can be described by
the formula CNc HNb = C2798H148, and the corresponding graphone sheet by the formula CNc HNb+Nm

= C2798H1472. If 0 ≤ Nh ≤ Nm of hydrogen atoms are one-side attached to the graphene carbon
atoms, the dimensionless concentration of attached hydrogen atoms (hydrogenation density) is
p = Nh/(Nc − Nb) ∈ [0, 0.5].

The size of the graphene sheet was chosen on the basis of the possibilities of computer modeling.
For the larger sheet, we can reach higher precision in determining the maximal possible density of the
one-side hydrogenation (fluorination or chlorination). On the other hand, the increase in the sheet size
results in considerable increase in computation time. The used sheet size, 8.47 × 8.37 nm2, provides a
compromise between the computation time and the resulting precision. The use of a sheet with half
the area, with the size 6.02 × 5.81 nm2 which includes Nc = 1398 carbon atoms, gives practically the
same results.

For the modeling of random hydrogenation (fluorination, chlorination) of a graphene sheet,
first we consider the perfect graphone sheet, namely the graphene sheet with Nm hydrogen (fluorine,
chlorine) atoms attached to its outer surface. Then we randomly remove N0 atoms and get a sheet
with dimensionless hydrogenation density p = (Nm − N0)/(Nc − Nb). After that, having solved the
problem for the minimum of the energy (8), we find possible stationary structures of the modified sheet.
Each structure (atomic packaging) will be characterized by the specific energy Ec = E/Nc. To evaluate
this energy, the removal of N0 atoms will be carried out by 128 independent random ways. This allows
you to find the average value and standard deviation of the specific energy over 128 independent
random implementations of the hydrogenation of the sheet with a fixed attachment density p.

A free graphone sheet can have two main structures: the single roll and the double roll [11,22].
Two more stable structures are possible on a flat substrate: a flat form of a sheet placed parallel to the
surface of the substrate and a convex form of the sheet partially torn off the substrate with folded
edges attached to the substrate. The characteristic appearance of these four stable structures of a sheet
on flat substrate is shown in Figure 1. For the flat form, the sheet is located parallel to the substrate
plane and hydrogen atoms are randomly attached to its outer side. The structure of a single roll has
the form of densely-packed roll (scroll) of a sheet with an external hydrogenated side, lying on a flat
substrate. Double roll structure is realized by folding of the sheet into two scrolls simultaneously from
two opposite edges.

Dependencies of the normalized energy of the sheet Ec on the density of its hydrogenation
p for four main structures of a sheet located on the flat surface of a graphite crystal and on (111)
surface of nickel crystal are shown in Figure 2. On the surface of graphite, pure graphene sheet
(hydrogenation density p = 0) has only one stable flat structure. Sustainable roll structure can exist
only for the hydrogenation density p > 0.018, a stable double roll structure can exist only for p > 0.075,
and partially convex structure can exist only for p > 0.26. For lower hydrogenation density (for
p < 0.018, 0.075, 0.26), these structures become unstable on the surface of graphite and the graphene
takes the form of a flat sheet.

The flat sheet form remains stable for p ∈ [0, 0.49]. With full hydrogenation (for p = 0.5), the flat
form becomes unstable. The flat structure is most energetically favorable only for hydrogenation
densities p ∈ [0, 0.21], single roll structure—for p ∈ [0.21, 0.41], and the double roll structure—for
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p ∈ [0.41, 0.5]. Therefore, when a graphene sheet is located on a flat surface of crystalline graphite, it is
hardly possible to achieve its one-sided hydrogenation with density p > 0.21 because of the folding of
the sheet into a roll.

Figure 1. View of a square graphene sheet of size 8.47 × 8.37 nm2 (the number of carbon atoms
Nc =2798), placed on a flat surface of a graphite crystal with attachment density of hydrogen atoms
to graphene outer surface p = 0.3019 (the number of hydrogen atoms attached to the surface is
Nh = 800) in (a) planar structure parallel to the substrate, (b) convex structure with edges attached to
the substrate, and in structures of (c) single roll and (d) double roll. Dark (light) beads show carbon
(hydrogen) atoms.

The surface of crystalline nickel has a higher energy of the interaction with graphene sheet.
Therefore, the flat form of the graphene sheet remains stable in this case for any density of
hydrogenation of its outer side (for p ∈ [0, 0.5]). The flat structure is energetically favorable for
p < 0.47. Roll folding of the sheet will be stable only for hydrogenation density p > 0.038, and for
p ∈ [0.47, 0.5] it becomes the most energetically favorable, see Figure 2b. Double roll form can
exist for any hydrogenation density p ∈ [0, 0.5], but it will always be energetically disadvantageous.
The partially convex sheet structure is always the most energetically disadvantageous, and it is stable
for hydrogenation density p > 0.32. Therefore, the location of the graphene sheet on a flat surface of
nickel crystal substrate allows to achieve its hydrogenation with the density close to maximal possible.
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Figure 2. The dependence of the normalized energy Ec = E/Nc of a square graphene sheet of size
8.47 × 8.37 nm2 on the dimensionless hydrogenation density p for a sheet located on a flat surface of
(a) graphite crystal and (b) (111) surface of nickel crystal. Curves 1, 5 give the dependencies for the
flat structure, curves 2, 6 and 3, 7—for the single and double roll structures, curves 4, 8—for partially
convex structure with the edges attached to the substrate.

Four similar stable structures of the graphene sheet are obtained by its unilateral fluorination
(attaching fluorine atoms to the outer surface of the sheet with density p ∈ [0, 0.5]). The characteristic
appearance of these four stable structures of fluorinated graphene sheet on flat substrate is shown in
Figure 3. Dependencies of the normalized energy of the sheet Ec on the density of its fluorination p for
four main structures of the sheet located on the flat surface of graphite crystal and on (111) surface of
the nickel crystal are shown in Figure 4. Stable roll structures can exist on these substrates only for
fluorination density p > 0.018.

On the surface of crystalline graphite, the planar structure retains its stability for fluorination
density p ∈ [0, 0.42]. With higher fluorination density, the flat form becomes unstable. The partially
convex shape of the sheet is stable only for p ∈ [0.3, 0.5]. The flat structure is the most energetically
favorable only for fluorination density p ∈ [0, 0.20], the single roll structure – for density 0.20 < p <

0.35, and the double roll structure – for density 0.35 < p ≤ 0.5, see Figure 4a. Therefore, when a
graphene sheet is located on a flat surface of crystalline graphite, it is impossible to achieve its one-side
fluorination with density p > 0.20 (this will be prevented by the folding of the sheet into a roll).
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Figure 3. View of a square graphene sheet located on flat surface of nickel crystal with density of
fluorine atoms attached to its outer side p = 0.3396 (the number of fluorine atoms is Nh = 900)
in (a) planar structure parallel to the substrate, (b) convex structure with the edges attached to the
substrate, and in structures of (c) single roll and (d) double roll. Gray/white/yellow beads show
carbon/hydrogen/fluorine atoms.

On the surface of crystalline nickel, the flat structure of the sheet remains stable for fluorination
density p ∈ [0, 0.5], and partially convex form remains stable only for 0.30 < p ≤ 0.5. Here, the flat
shape is the most energetically favorable for fluorination density p ∈ [0, 0.30], and the double roll
structure—for 0.30 < p ≤ 0.5, see Figure 4b. Therefore by placing graphene sheet on a flat surface of a
nickel crystal, the higher density of one-side fluorination, p < 0.30, can be achieved. The decrease of
the maximal fluorination density with respect to the maximally achievable hydrogenation density is
related with the larger size of the fluoride atom.
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Figure 4. Dependence of the normalized energy Ec of a square graphene sheet on the dimensionless
fluorination density p for a sheet located on (a) flat surface of graphite crystal and (b) (111) surface
of nickel crystal. Curves 1, 5 give the dependencies for the flat structure, curves 2, 6 and 3, 7—for the
single and double roll structures, curves 4, 8—for partially convex structure with the edges attached to
the substrate.

Chlorine atoms are larger than the fluorine and hydrogen atoms, which should hinder the
chlorination of graphene. Characteristic view of four stable structures of the chlorinated graphene
sheet on a flat substrate shown in Figure 5. Dependencies of the normalized sheet energy Ec on the
chlorination density p for four main structures of a sheet located on the flat surface of a graphite crystal
and on (111) the surface of the crystal nickel are shown in Figure 6. On these substrates, a stable
single-roll structures can exist only for chlorination density p ≥ 0.019.

On the surface of crystalline graphite, the planar structure retains its stability for p ∈ [0, 0.25].
With higher chlorination densities, the flat form becomes unstable. The double-roll structure is stable
only for p ≥ 0.076, and the partially convex shape of the sheet is stable for p > 0.13. The flat structure
is the most energy-efficient only for chlorination densities p ∈ [0, 0.16], a single-roll structure—for
0.16 < p < 0.285, and the double-roll structure—for p > 0.285, see Figure 6a. Therefore, when a
graphene sheet is located on a flat surface of crystalline graphite, only the one-side chlorination with
the density p < 0.16 can be achieved.
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Figure 5. View of square graphene sheet located on a flat surface of nickel crystal at attachment
density of chlorine atoms to its outer side p = 0.2075 (the number of chlorine atoms is Nh = 550)
in (a) planar structure parallel to the substrate, (b) convex structure with the edges adjacent to the
substrate, and in structures of (c) single roll and (d) double roll. Gray/white/green beads show
carbon/hydrogen/chlorine atoms.

On the surface of crystalline nickel, the flat structure of the sheet remains stable for p ∈ [0, 0.264].
For the higher chlorination, the flat form becomes unstable. The double-roll structure is stable only for
p ≥ 0.094, and the partially convex shape of the sheet is stable for p > 0.15. The flat structure is the most
energy-efficient for chlorination densities p ∈ [0, 0.21], the single-roll structure—for 0.21 < p < 0.264,
and the double-roll structure—for p > 0.264, see Figure 6b. Therefore for the graphene sheet placed on
a flat surface of nickel crystal, the one-side chlorination can only be achieved for densities p < 0.21.
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Figure 6. Dependence of the normalized energy Ec of a square graphene sheet on the dimensionless
chlorination density p for a sheet located on (a) flat surface of graphite crystal and (b) (111) surface
of nickel crystal. Curves 1, 5 give the dependencies for the flat structure, curves 2, 6 and 3, 7—for the
single and double roll structures, curves 4, 8—for partially convex structure with the edges attached to
the substrate.

4. Conclusions

We have performed numerical modeling, based on the force field method, of mechanical
conformations of graphene sheets placed on flat substrates, caused by the change in the density
of one-side attachment of hydrogen, fluorine or chlorine atoms to the sheet. It is shown that the
chemically modified graphene sheet can take four main forms on the flat substrate: the form of a flat
sheet parallel to the surface of the substrate, the form of a sheet with convex shape partially detached
from the substrate with bent edges attached to the substrate, and the form of single or double rolls
on the substrate. On the surface of crystalline graphite, the flat sheet form is the most favorable in
energy for hydrogenation density p < 0.21, fluorination density p < 0.20 and chlorination density
p < 0.16. The surface of crystalline nickel has higher energy of graphene adsorption, here the flat form
of chemically modified sheet is the lowest in energy for hydrogenation density p < 0.47, fluorination
density p < 0.30 and chlorination density p < 0.21. Our modeling and quantitative estimates of
the attachment densities can serve for the determination of the maximal possible one-side chemical
modifications of the flat graphene sheets. At higher attachment densities, the rolling of the sheet will
prevent it from further chemical modification.
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Abstract: The diamond mosaic grown on the single-crystal diamond substrates by the microwave
plasma chemical vapor deposition (MPCVD) method has been studied. The average growth rate
was about 16–17 μm/h during 48 hours’ growth. The surface morphologies of the as-grown diamond
layer were observed. It was found that the step flow was able to move across the substrates and cover
the junction interface. Raman spectroscopic mapping in the central area of the junction revealed the
high stress region movement across the junction interface from one substrate to the other for about
200–400 μm. High-resolution X-ray diffractometry (HRXRD) results proved that the surface step flow
movement direction had nothing to do with the off-axis directions of the original substrates. It was
found that the surface height difference of substrate was the main driving force for the step flow
movement, junction combination and surface morphology changing. The mechanism of the mosaic
interface junction combination and step flow transformation on the mosaic surface was proposed.

Keywords: CVD mosaic; single crystal diamond; surface morphology

1. Background

The development of diamond growth technology makes diamond a promising material not only
in superhard industry, optical components, semiconductor and high power electronics but even also a
promising application in the quantum information and computing field [1–6]. To realize the actual
application of diamond, many researchers focus on the growth of the single-crystal diamond with
large size and high quality by the chemical vapor deposition (CVD) method. Due to the low lateral
growth rate during the CVD reaction, one can rarely achieve a large single-crystal diamond with small
substrates. Although 10 mm × 10 mm single-crystal diamond substrates are commercially available,
the size of the CVD single-crystal diamond is still not competitive with other wide gap semiconductor
materials, such as SiC and GaN. Furthermore, the quality problem and expensive price of the large
diamond substrate also makes it difficult for the further application [7,8].

One of the breakthroughs regarding the size limitation is called “mosaic” technology. It was first
proposed by Geis et al. in 1990s and the diamond was grown by a hot-filament CVD system. However,
due to the limitation of the system ability, the early mosaic wafers had poor crystal quality with pin
holes at the corner and junction boundaries. Yamada et al. created the “Clone” technology to prepare
free-standing diamond wafers in the MPCVD equipment and achieved a 2-inch mosaic plate later,
but the mosaic boundaries were easily identified by naked eyes and interface crystal quality remained
low [9]. Muchnikov et al. studied mosaic CVD diamond crystal growth and paid attention to the
crystallographic orientation inherits [10]. No specific correlation between the misorientation of the
diamond seed and the substrates junction boundary morphology was found. Shu et al. mapped the
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stress and defect distributions in the cross-section of the mosaic junctions with Raman spectroscopy,
measured and calculated the maximum stress value and corresponding position distance away from
the interface [11]. However, few studies focus on the relationship between the surface morphology
variation and the internal stress of the junction. Meanwhile, a lack of an evaluation standard for
the crystal quality of the junction also increase the difficulty in studying the crystal growth behavior
among the mosaic plates. As we know, a uniform step flow generation and movement on the interface
junction are quite important to achieve a high quality mosaic connection with low internal stress and
little dislocations.

In this paper, we fabricated a CVD single crystal mosaic layer on four seed pieces of high
temperature high pressure (HTHP) single crystal substrates. The substrate surface was roughly parallel
to (100) plane with a 2–4 °C misorientation. After the CVD growth for 24 and 48 hours, the mosaic
top surface morphology was observed by optical microscopy. Internal stress and crystal quality were
assessed by Raman spectroscopy and high resolution X-ray diffractometry.

2. Experiment

2.1. The Preparation of the Diamond Substrates

High-quality IIa type HTHP single crystal diamonds were grown in the cubic press system with a
solvent of metal Fe-Ni-Al system in 0.9 GPa by Jinan Diamond Technology Co., Ltd. (Jinan, China) After
HTHP growth, the diamond crystals were sawed parallel to the (100) surface with around 3◦ miscut
angle (Please check the text below for the detail angles) by a laser-cutting system [12]. The side faces
are polished parallel to (010) or (001) plane which is perpendicular to the growth surface. Mechanical
polishing was employed to remove the amorphous and graphite carbon, and the remaining thickness
was about 0.3 mm (Table 1). Eventually, the surface roughness average (Ra) reaches to 2 nm confirmed
by Atomic Force Microscope (Veeco, Plainview, NY, USA). Before the CVD growth, the substrates were
cleaned in a mixture of the sulfuric acid, nitric acid and perchloric acid for three hours. Then they were
placed into the acetone and methanol for ultra-sonic cleaning to remove the organic material from
the surfaces.

2.2. Mosaic Growth of the Chemical Vapor Deposition (CVD) Diamond

The CVD mosaic growth was operated in Arids-300 type MPCVD system (Optosystems Co. Ltd.,
Moscow, Russia) equipped with a 6 kW/2.45 GHz microwave reactor. In order to increase charged
plasma density and the crystal growth rate, closed type substrate pocket holder was used throughout
all the reaction. Four pieces of HTHP diamond substrates of 5 mm × 5 mm were placed in the center of
the substrate pocket holder next to each other in a 2 × 2 matrix in order to achieve a 10 mm × 10 mm
size mosaic plate. Hydrogen etching was operated before the growth to remove the surface impurity
and mechanical polishing scratching in 900 ◦C/300 torr for 30 min. The CVD reaction was performed
at 1100 ◦C/300 torr with a gas mixture of CH4/H2 at 16/600 sccm flow after the hydrogen etching.

2.3. Mosaic Growth Analysis

In the experiment, sample thicknesses were measured before and after 24 and 48 hours’ growth
respectively to calculate the growth rate. The top surface morphologies were captured by the confocal
laser scanning microscope with the type of Olympus OLS4000 (Tokyo, Japan). Raman mapping for the
sample surface was measured by the LabRAM HR800 Horiba Jobin Yvon (Kyoto, Japan) with 532 nm
solid laser system at room temperature. The mapping region was located in the center of the sample
covering the interface junction and vicinity homoepitaxy area from all the mosaic substrates. Substrate
off-axis angle directions and crystal quality were investigated by a high-resolution X-ray diffractometer
(HRXRD) by D8 Discover from Bruker (Karlsruhe, Germany). The system was operated at 40 KV and
40 mA with CuKα1 radiation. The X-ray was generated as a scattered beam and was aligned parallel
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by the Goebel mirror to the Ge (220) monochromator. The beam reflected from the mosaic sample was
collected by LynxEye detector (Karlsruhe, Germany).

2.4. Experiment Result

Homoepitaxy Growth and Morphology of the CVD Mosaic Layer

After the CVD mosaic growth, the sample did not show any crack on the junction edge and
the entire wafer appeared like a solid plate. The size of the mosaic diamond increased to 10.95 mm
× 10.94 mm and 11.75 mm × 11.75 mm after 24 and 48 hours’ growth due to the lateral growth.
The Table 1 is the substrates thickness and calculated growth rates of the mosaic after 24 and 48 hours’
growth. The substrate identification number is labeled in the clockwise direction as shown in Figure 1a.
The lateral overgrowth rates were calculated to be 16.98 μm/h and 16.25 μm/h while the vertical growth
rates of all substrates are about 16–17 μm/h.

Table 1. Thickness and calculated growth rate of the mosaic sample before and after chemical vapor
deposition (CVD) growth.

Thickness (mm) Substrate 1 Substrate 2 Substrate 3 Substrate 4

Before Growth 0.27 0.28 0.32 0.27
Growth 24 h 0.65 0.7 0.72 0.69
Growth 48 h 1.07 1.09 1.13 1.09

Growth Rate (μm/h) Substrate 1 Substrate 2 Substrate 3 Substrate 4

Growth 24 h 16.18 17.71 17.61 16.77
Growth 48 h 17.50 16.25 17.08 16.67

 
(a) (b) 

Figure 1. (a,b) The confocal laser-scanning images of the entire as grown mosaic sample after growth of
24 and 48 hours respectively, the substrate identification numbers are labeled as 1 to 4 in the clockwise
direction. The red arrows in Figure 1a corresponded to the off-axis directions of the (100) planes of the
original substrate 1 to 4 with the misorientation angles. The red block in Figure 1b shows the region
with a diameter of 3 mm × 10 mm area for the Raman mapping measurement, the red lines correspond
to the height scanning routine below.

Figure 1 shows the confocal laser scanning images of the entire as-grown mosaic sample after
24 and 48 hours’ growth. A clear brighter rim area can be observed near the edge of the mosaic
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sample in Figure 1b, which refers to the crystal lateral growth region over the original diamond
substrates. After the CVD growth, most of the area was covered by regular step flow on the top surface.
Small polycrystalline clusters with diameter ranges from 30 μm to 150 μm appeared after 24 hours’
growth on the center junction edges among the substrates, however, they disappeared after growth
of 48 hours as shown in Figure 1b. Same phenomena can be observed for the polycrystalline on the
lateral growth rim region.

The off-axis direction angles of the (100) faces were also measured by the HRXRD and shown
in Figure 1a. The arrows on the four substrates corresponded to the (100) crystallographic axis off
directions. Thus, the substrate surfaces were not strictly parallel to the (100) planes instead of having
different off-axis angles and directions. However, the entire mosaic surface morphology showed
anisotropy step flow domains along the orientations to the substrates off-axis direction after the
CVD growth.

Figure 2a,b are the images of mosaic interface area between substrate 3 and 4 after the growth
of 24 and 48 h with the height scanning images in the lower parts. The junction assumed a “Notch”
shape and appeared on the substrate 3 edge. Its length is about 43 μm along the substrate edge.
An obvious gap could be found between the two substrates and the height difference was about
9.045 μm. There was a narrow area with the width of 30 μm located in the substrate 4 near the junction
area showing a step kink with the rotation angle for about 35◦ to 50◦, which probably corresponded to
the lateral growth region of the substrate 1 in the center. After another 24 hours’ growth, the entire
junction region was covered by the (100) step with the same step flow direction as shown in Figure 2a,b
provides a clear image proving that the gap in the center disappeared. In this figure, the rotation step
flow can also be seen clearly. The height scanning image attached also revealed a uniform continuous
curve across the junction. The junction “Notch” on the former image transformed to a disturbance of
the step flow in the red block. The step flow exhibited a “zigzag” pattern. In contrast, the step flow in
other area showed a fluent and uniform pattern.

Figure 3 is the comparison of the surface morphologies from substrate 4 after the growth for 24
and 48 h. One can easily see the transformation of surface step flow directions and domains. The blue
lines separate two surface domains marked with red arrows presenting the step flow moving directions.
While, the yellow arrows correspond to the off-axis directions of the diamond seeds. Both step flow
directions in the two domains are different from the off-axis directions of the original seeds, i.e., the new
step flow moving direction has nothing to do with the off-axis direction of the original seed in the
procedure of growth. However, the primary step flow almost paralleled to the interface between
substrates 3 and 4 “invaded” into the secondary step flow region generated from the original seed
from the left to the right.

Figure 4a,b are the images of the height distribution of the cross junction covering four substrate
regions after the 24 and 48 hours’ growth respectively. The images are obtained by the laser height
scanning microscope in 1279 μm × 1279 μm area. From Figure 4a, an obvious height gap appeared
between the edges of substrate 3 and 4 which matched the result of Figure 2a. However, the height
difference of the substrate 1 and 2 junction was difficult to determine. The height order of the four
substrates in the interface junction ranks as 3 > 4 >2 > 1. The entire junction area was covered with
the step flow along the same direction from the left to the right. The step terrace width ranges from
9 to 12 μm after 24 hours’ growth. However, the junction was covered with the step rotation in the
interface of the edge, the step bunching happened while the terrace width broadened to 36–55 μm after
growth of 48 hours.
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(a) (b) 

Figure 2. (a,b) are the images of the junction between the substrates 3 and 4 after the growth of 24 and
48 h from the black block of the Figure 1a,b respectively. The red lines across are the surface height
scanning routine and height distributions are attached below.

 
(a) (b) 

Figure 3. (a,b) are the surface step flow transformation of substrate 4 after the growth of 24 and 48
hours’ growth. The blue lines mark the boundary of the two surface domains with different step flow
directions labeled by red arrows, while the yellow arrows are the (100) off direction of substrate 4.
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(a) (b) 

Figure 4. (a,b) are the height distribution images of the junction center of the substrates after the growth
of 24 and 48 hours captured by confocal laser scanning.

In order to investigate the internal stress and interior defect distribution of the mosaic sample,
Raman mapping was performed on the top surface of the center area for the sample after 48 hours’
growth. The mapping region is 10 mm × 3 mm and covers the cross junction of the homoepitaxy layer
from the four substrates, as shown in the Figure 1b. The mapping measurement was performed with
the scanning step of 50 μm and 200 μm respectively in the X and Y axes, while the integral time lasted
1.2 second for each point. Figure 5a is the full width at half maximum (FWHM) distribution image of
the Raman sp3 diamond carbon phase whose unstressed Raman peak is about 1332.5 cm−1. The result
was fitted by Lorentz simulation and exhibited color ranges from 1.760–7.960 cm−1. A clear narrow
“cross” shape region to a width of about 400 μm was revealed in the center with a larger FWHM than
that in the vicinity area, corresponding to the crystal quality distribution on interface junction and
the layer grown from the original substrates respectively. The FWHM of Raman peak at the central
junction illustrated indirectly that the crystal layer created by the lateral growth in the center was
single crystal with acceptable quality. The joint boundary between substrates 3 and 4 moved about
200–400 μm towards substrate 4 because of the step flow movement, which was confirmed by the
surface morphology in Figure 2. The FWHM of the Raman peak of the homoepitaxy layer grown from
original substrates was smaller and approximate to 3 cm−1, which represented the good quality of the
crystal layer grown on substrates. The FWHM of the junction area ranges from 3.000 to 8.000 cm−1 in
the center, only several small areas in the interface showed FWHM larger than 4 cm−1. Figure 5b shows
the Raman peak shift of diamond sp3 peak of the entire mapping area. The peak shift from 1332.37
to 1331.49 cm−1, i.e., the peak in all area shifts to the lower wave number in junction area compared
with the unstressed diamond peak of 1332.5 cm−1. The peak shift mapping distribution also present a
“cross” pattern similar with the FWHM distribution which shows a higher wave number shift from
the center to the periphery area. Steep discoloration can be observed in several areas on the central
junction and the peak shift changed for about 1–2 cm−1. Same spots appeared on the largest peak shift
area between the substrate 3 and 4 moves to the direction of substrate 4 for about 200–400 μm which
match the FWHM distribution image in the Figure 5a.

Figure 5c shows the internal stress distribution of the scanning area. The internal stress was
calculated by the following formula according to the result of Figure 5b:

P = 0.34
GPa
cm−1

× (υ− υ0)

where υ0 refers to the theoretical value of the unstressed diamond layer Raman peak, normally is
1332.5 cm−1. υ is the measured position of the Raman peak [13].

According to the calculated result of Figure 5c, the internal stress of the mapping region ranged
from −0.356 to −0.056 GPa. Therefore, the whole region was filled with a tensile stress. The central area
between substrate 1 and 2 shows the strong stress fluctuation, meaning the release of the accumulated
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tensile stress. The largest difference value of the stress is about 0.295 GPa from the red block in
Figure 5c.

(a) (b) (c) 

Figure 5. The Raman mapping area of the mosaic sample, the scanning region covered the junction
interface edge in the center for the 3 mm × 10 mm region. (a) The Raman full width at half maximum
(FWHM) of the mapping region, the FWHM ranges from 3.000–8.000 cm−1 and verified from the color
bright red to deep blue. (b) The Raman sp3 diamond peak shift of the mapping region, ranging from
1332.37 to 1331.45 cm−1. (c) The calculation result of the internal stress distribution of the mapping
region based on the result of (b).

In order to understand the evolution of the surface morphology and assess the layer crystal quality,
HRXRD was used to measure the rocking curves of (100) reflection in the different positions of the
mosaic sample. The FWHM of rocking curve reflects homoepitaxy layer quality. Figure 6 shows the
rocking curves of the (400) reflection measured from the mosaic layer grown from four substrates.
All the measuring results show a single narrow rocking curve peak and the position of the angle ω

varies from 55.43◦ to 57.19◦ which corresponded to a 2.31◦ to 4.07◦ misorientation generated from the
cutting and polishing. The FWHM are in the range of 60–90 arcsec, which reveals that the homoepitaxy
layer has good quality. However, substrate 2 and 3 possessed the smaller misorientation angles than
substrate 1 and 4, the step flows on substrate 2 and 3 showed the most aggression for the movement of
the interface in the center area after the CVD growth.
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Figure 6. The high-resolution X-ray diffractometry (HRXRD) rocking curves of the (400) reflections
from four positions on the mosaic homoepitaxy layer grown on the different substrates, the peak
positions reflected the misorientation of the original substrates.

3. Result Discussion

The above diamond homoepitaxy layers are different from those grown by the “clone” method.
The key of the “clone” technology is to apply the exact one single diamond plate to create numbers
of repetitive substrates with same crystallographic morphology on the top surface for the mosaic
growth to avoid crack of the junction boundary. However, unlike the method for “clone” technology,
the off-axis directions of substrates in our experiment were not controlled to the same crystallographic
direction before the growth since they may be not from one HTHP diamond. By contrast with the
report from Hideaki Yamada et al., we did not see the similar morphology and crack on the mosaic
junction area, since the angle between two off-axis directions for the substrate 3 and 4 was about to be
90◦. The off-axis direction from the original substrate did not affect the surface step flow direction
for the CVD mosaic growth [14,15]. The observation on the surface morphology in our experiment
indicated that the step flow across the central junction showed more correlation with the thickness of
all substrates used in mosaic growth.

As we know, unlike other crystal growth, such as liquid phase or melting method, MPCVD for
diamond growth is a method with growth rate violently influenced by the plasma generated by the
microwave and gas mixture instead of temperature gradient and material concentration. The single
diamond CVD deposition is a continuous reaction in a stable hydrogen/methane environment with a
self-coupled electromagnetic field. The chamber shape and gas pressure play an important role in
the transmission of the microwave to create plasma with acceptable shape and density for the carbon
deposition. The surface morphology could present a uniform step flow along the same direction
covering the entire substrate with an excellent control in the system parameters [16–18].

Many studies have focused on the environment design for the plasma generation and deposition
condition, including the shape of the chamber, gas pressure and substrate pocket holder [1,19–22].
Several reports simulated the substrate surface condition and found that the plasma-discharged electric
field intensity and surface temperature were much higher on the surface for the thicker substrates than
the thinner one [20,23,24]. This implies that more carbon ions with higher free energy may overcome
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the potential barrier to deposit on the diamond substrate when a thicker substrate is used. It causes
an excessive high growth rate compared to the lower area and generates the new step flow with the
direction perpendicular to the contour line of height distribution.

However, for the MPCVD diamond mosaic growth, more parameters should be considered,
such as the gap width, substrate shape and thickness difference. In this way, the substrate surface
morphology could receive secondary effects introduced by the other substrates during the mosaic
growth. A new step flow may generate along the different direction over the original one when
the substrate edges meet each other or polycrystalline was grown in the junctions [25,26]. Shu et al.
studied the stress and defects distributions in the cross-section of the mosaic junctions with Raman
spectroscopy, measured and calculated the maximum stress value and corresponding position distance
away from the interface [11,27]. They reported that the location of the major part of the defected zone
might move from one crystal to the neighbor crystal across the junction, which matches our result in
Raman surface mapping and the surface step flow movement.

In previous research, it was found that the internal stress of the diamond homoepitaxy growth
layer could be inherited from the defects of substrate [28,29]. The substrate defects could be introduced
from the internal inclusions of the HTHP single-crystal diamond or the cutting and polishing process
after the growth. Anatoly B. Muchnikov et al. pointed out that the surface stresses generated by the
thermochemical polishing should be also taken into consideration for the formation of the surface step
direction when preparing the diamond mosaic [10]. We believe that the scratches might introduce an
anomalous charge ion concentration and temperature gradient on the substrate surface. As a result,
step flow direction may be changed. In our experiment, a high-quality HTHP diamond was used for the
substrates preparation. The fine polishing was performed after the laser cutting and a scratching-free
upper and side surface with Ra smaller than 2 nm was achieved. In this way, the internal stress in both
the homoepitaxy and lateral growth area would be reduced during the CVD growth since anomalous
charged electric field on the deposition surface and edges was avoided in a smooth surface. As a result,
the central area eventually shows the uniform step flow without any cracking even though the clear
height gap appeared after the mosaic growth for 24 hours.

Mechanism of the Mosaic Junction Creation and Interface Step Flow Movement

Based on the surface morphology, Raman scanning and HRXRD result of the substrate interface,
we schematically proposed the mechanism to describe the combination of high quality mosaic interface
junction and the step flow movement and transformation across the junction on the deposition layer as
shown in Figure 7. Before the growth, the substrates were placed into the reaction chamber, with narrow
gap space among the diamond seeds. Even with carefully cutting and polishing, thickness differences
still existed among them. When the CVD reaction started, a homoepitaxy growth occurred on the
substrate surface and the original step flow was formed, which is normally caused by thickness
difference of the substrate surfaces. Simultaneously, lateral overgrowth happened on the substrates
edge and the gap distance between the substrates reduced persistently when the deposition proceeded.
With continuous lateral growth, the two edges contact and form interface junctions between the
substrates. Meanwhile the homoepitaxy growth causes the increase of the sample thickness, the mosaic
shall penetrate into the plasma in the chamber. As a consequence, the charged electric field density
will increase on the edges and corners of the sample, which results in a higher temperature and the
concentration of charged carbon on the interface. This leads to the slightly increase of the crystal
growth rate in center junction and the formation of the new step flow parallel to the interface and
perpendicular to the original surface step. The new step flow moves across the gap and consolidates
the two individual substrates into an entire block plate. After the combination of the interface junction,
the new step continues to move on the samples and cover the original step flow, and the whole mosaic
plate surface was eventually covered by a uniform surface step.
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Figure 7. The mechanism of the CVD diamond mosaic junction interface formation and the movement
of the surface step flow.

4. Conclusions

In this paper, a mosaic diamond was grown by MPCVD on HTHP single-crystal diamond plates.
After diamond growth, we observed the morphologies of the mosaic edges and center junction and
analyzed the step flow movement across the junction interface. Raman mapping images proved
that the mosaic layer in the center junction possessed high crystal quality and the junction stress
field moved for about 200–400 μm from one substrate to another. The HRXRD result indicated that
the mosaic surface step flow direction had nothing to do with the off-axis direction of the original
substrates. Furthermore, the surface height distribution proved that the surface step flow generation
and movement was driven by the height difference of the entire mosaic surface. The mechanism of the
junction interface formation and the mosaic surface step morphology transformation was proposed.
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Abstract: Employing density functional theory calculations, we obtain the possibility of fine-tuning the
bandgap in graphene deposited on the hexagonal boron nitride and graphitic carbon nitride substrates.
We found that the graphene sheet located on these substrates possesses the semiconducting gap,
and uniform biaxial mechanical deformation could provide its smooth fitting. Moreover, mechanical
tension offers the ability to control the Dirac velocity in deposited graphene. We analyze the resonant
scattering of charge carriers in states with zero total angular momentum using the effective two-
dimensional radial Dirac equation. In particular, the dependence of the critical impurity charge on the
uniform deformation of graphene on the boron nitride substrate is shown. It turned out that, under
uniform stretching/compression, the critical charge decreases/increases monotonically. The elastic
scattering phases of a hole by a supercritical impurity are calculated. It is found that the model of a
uniform charge distribution over the small radius sphere gives sharper resonance when compared
to the case of the ball of the same radius. Overall, resonant scattering by the impurity with the
nearly critical charge is similar to the scattering by the potential with a low-permeable barrier in
nonrelativistic quantum theory.

Keywords: graphene; substrates; energy gap; Dirac velocity; mechanical deformation; critical charge;
supercharged impurity; resonant scattering

1. Introduction

Since its experimental synthesis in 2004 [1], graphene has attracted considerable attention from
researchers due to its promising electronic properties. In terms of electronic characteristics, graphene
is a gapless semiconductor [2]. While a traditional semiconductor such as silicon or germanium has
an energy (semiconductor) gap, then graphene has a zero gap. In other words, the bottom of the
conduction band and the ceiling of the valence band converge at one point in graphene, which is
called the Dirac point. Moreover, ideal free-standing graphene possesses a linear dispersion relation
in the vicinity of the Dirac point [3]. Charge carriers in graphene behave like massless relativistic
particles that are called Dirac fermions, which determines their extremely high mobility. For example,
the mobility of charge carriers in graphene reaches extremely high values, up to ~200,000 cm2V−1s−1 [4].
In other semiconductors (such as silicon or germanium), it is fifty or more times lower. At the
same time, graphene has a number of other unique qualities. For example, Young’s modulus of
graphene, which characterizes the material’s resistance to mechanical deformation, is higher than
the corresponding values of steel and tungsten [5,6], and its thermal conductivity is significantly
higher than the conductivity of traditional conductors such as copper or silver [7]. Unfortunately,
the absence of a finite bandgap makes it impossible to get rid of leakage currents. This means that
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the current through graphene can never be turned off completely. The latter is a severe barrier to the
graphene use in logic devices, e.g., transistors. Therefore, for the practical applications of graphene
in nanoelectronics, a considerable energy gap should be opened. Various methods are proposed for
introducing the semiconductor gap in graphene. Among them are chemical functionalization [8–10],
the formation of graphene nanoribbons [11,12], mechanical strain [13,14], and the use of suitable
substrates. It should be noted that the most proposed substrate for creating a semiconducting gap
in graphene is a boron nitride substrate [15–19], but it is not the only possible one. Thus, properly
chosen substrates can significantly change the electronic band structure of graphene [20], and, along
with the mechanical stretching, it can become an alternative approach for straightforward tuning
the electronic properties of graphene and obtaining a required bandgap (see Review [21] for details).
Moreover, there are approaches that allow one to generate asymmetric deformation or doping between
layers and methods for its quantitative determination using a supported isotopically labeled bilayer
graphene studied by in situ Raman spectroscopy [22]. The mechanically controlled bandgap was
previously observed in other 2D materials [23–26]. However, the exceptional mechanical properties of
graphene [27,28] provide outstanding efficiency of mechanical strain engineering in this material.

In addition, graphene with a gap in the electronic spectrum in the presence of a multiple-charge
impurity is of particular interest. Such a system is similar to the relativistic Coulomb problem [29]. In the
two-dimensional case, the total angular momentum �J = �(M + 1/2), where �M is the orbital angular
momentum is a good quantum number by virtue of the axial symmetry [30]. In the three-dimensional
problem, the Dirac quantum number is conserved due to spherical symmetry [31].

Since graphene is an almost ideal planar system, the orbital angular momentum may be quantized
fractionally [32,33]. In addition, if one takes into account the motion reversal invariance, then M is
limited to half-integer values only [34]. Therefore, the possible values of the total angular momentum
J = M + 1/2 in graphene are either half-integers or integers with the zero included [35]. Therefore,
the radial two-dimensional Dirac equation, in the case of the Coulomb impurity, is identical to the
three-dimensional one only for the integer nonzero values J = − = ±1, ±2, . . ..

It has long been known that pure Coulomb potential is an excessive idealization in the
three-dimensional problem, which (for the ground state = −1) loses its meaning for a nucleus
charge Z > α−1 ≈ 137 [36]. Here, α = e2/�c is the Sommerfeld fine structure constant, which, in
graphene, is replaced by the effective fine structure constant αD = e2/�vD, where vD is the Dirac
velocity. Since αD ∼ 1 in graphene, regularization of the Coulomb potential is required already for
values of the impurity charge Z ≡ Z0/ε � 1, where we take dielectric properties of the environment
into account by means of the effective dielectric constant ε. Here, Z0 is the “bare” impurity charge.
According to Reference [37], the finite impurity sizes r0 should be taken into account, which can be
achieved by modifying the Coulomb potential at small distances.

The particular value Zs � 137 in the three-dimensional problem corresponds to the singular
effective charge value ZsαD = |J| in graphene. In two dimensions, the lowest energy level of the states
with the total angular momentum J, described by the equivalent of the Sommerfeld formula [38,39]

E = m∗v2
D

√
J2 −Z2α2

D (m∗ is the effective mass of the charge carriers), vanishes at Z = Zs and is
imaginary for Z > Zs. Thus, to eliminate this difficulty and make the effective radial Dirac Hamiltonian
self-adjoint, it is necessary to regularize the Coulomb potential [37].

After the regularization, a further increase in the charge results in the energy level below zero and,
at the critical charge value [37] Z = Zcr, crossing the boundary of the lower continuum of the Dirac
equation solutions, which, for the gapped graphene, is the ceiling of the valence band. The electron
level disappears from the spectrum at Z > Zcr [37], and the quasi-stationary state of the hole appears
in the lower continuum instead. This picture is described in detail in Reference [39], and, in the
semiclassical approximation, it is described in Reference [40]. In the latter case, the Dirac equation
is reduced to the Schrödinger equation [41,42] in which the effective potential has a low-permeable
barrier at E < 0 [43].
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Since the radial Dirac Hamiltonian is self-adjointed, one can interpret the solution of the Dirac
equation with the energy E < −m∗v2

D as the state of a hole with positive energy E = −E > 0 scattering
by a supercritical impurity. In this case, the complex energies Ep = E0 − iΓ/2 of quasidiscrete levels,
where E0 and Γ are their positions and widths, respectively, are given by the poles of the unitary partial
elastic scattering matrix SJ(E; r0) = exp

{
2iδJ(E; r0)

}
.

The Coulomb barrier is broad enough so that the quasistationary states have the small widths
Γ 	 E0 ∼ m∗v2

D, and Breit–Wigner resonances can arise in the scattering of holes, as in the nonrelativistic
theory of scattering by a potential barrier with a low permeability [44]. More specifically, the elastic
scattering phase δJ(E; r0) sharply changes when the hole energy E is within the width Γ near the
position E0 of the quasidiscrete level [39], and the holes scattering partial cross-section comes close to
the unitary limit. This can be detected in the current-voltage characteristics obtained experimentally
by means of scanning tunneling microscopy [45].

In the gapless case, one can legitimately call Zs the critical charge Zc, as is often found in
the literature [46,47], since the lower continuum states at Z > Zs are the scattering states of holes.
The validity of the approach to describe the dynamics of charge carriers in the gapless graphene
with Coulomb impurities using the radial Dirac equation was established in References [46,47],
where theoretical calculations based on this assumption are in good agreement with the spectra of
current-voltage characteristics dI/dV measured experimentally near the Dirac point. This is especially
clearly manifested by the presence of a peak in the current-voltage characteristics measured near
the center of a cluster containing five calcium dimers, which correspond to the scattering of a hole
with J = 1/2 by a supercritical impurity (see Figure 1E in Reference [46]). The emerging second
peak is possibly related to the resonance in the state with J = 1, i.e., with the half-integer value
M = 1/2 of the orbital angular momentum. There is not even a hint of its existence in theoretical
calculations. Apparently, this is due to the fact that the scattering states considered in these calculations
do not include ones with half-integer values of the orbital angular momentum, which are possible in
two-dimensional problems (half-integer quantization of the orbital angular momentum is realized in
circular quantum dots with an odd number of electrons [48,49]). In the gapless graphene, as opposed
to the gapped one, the holes scattering by a charged impurity in the state with J = 0 cannot lead to
Breit–Wigner resonances and, therefore, to the peaks in the dI/dV spectra since the scattering phase in
these states δ0(E; r0) is smoothly dependent on energy [39]. Therefore, in the current work, we mainly
focus on the state with J = 0.

In the presented study, we analyze the electronic behavior of monolayer graphene on the hexagonal
boron nitride (hBN) and graphitic carbon nitride (gC3N4) substrates under the mechanical biaxial strain
in the frame of density functional theory, supplemented by the van der Waals dispersion corrections.
It was obtained that the weak van der Waals interlayer interactions, alongside the uniform strain of the
graphene sheet on the substrate, leads to the considerable bandgap. Moreover, the value of bandgap
increases monotonically with an increasing stretch and vice versa. Note that, due to the remarkable
mechanical properties, some substrates allow reversible stretching of graphene up to 30% [50,51].
Therefore, the gap can vary in a broad region. It should be noted that the hBN or gC3N4 substrate has
a crucial role since free-standing graphene does not have an energy gap under uniform mechanical
stretching. We discuss a method to smoothly change the electronic properties of graphene, which has a
gap in the electronic spectrum by mechanical stretching or compression, which includes tuning the
critical value qcr = Zcre2/�vD of the effective charge q = ZαD due to the change in the Dirac velocity vD

as well as the effective mass m∗ of charge carriers. We suppose that the data obtained in the presented
study can allow one to create an effective way of tuning the electronic characteristics of graphene for
its further use in micro-electronic and nano-electronic as well as straintronics devices.

The rest of the presented article is organized as follows. In Section 2, we describe the ab initio
technique that is used to analyze the electronic characteristics of graphene deposited on substrates
and also explain the atomic structure of the samples. Section 3 gives a brief description of the Dirac
equation properties and analytical results in the case of a supercritically charged Coulomb impurity.
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In Section 4, we discuss the theoretical results obtained. Finally, Section 5 provides concluding remarks
on the presented study.

2. Materials and Methods

To study the geometry and electronic structure properties of graphene on the different substrates,
we used the ab initio approach, namely density functional theory (DFT) and its implementation in
the program Quantum ESPRESSO ver. 6.5 [52,53]. We consider Perdew-Burke-Ernzerhof (GGA-PBE)
functional for the description of exchange-correlation energy [54], and, for the electron-ion interaction,
we use the projector-augmented-wave method (PAW) [55,56]. The kinetic energy cutoff of 120 Ry
(1632 eV) was chosen. The weak van der Waals interactions between the non-covalently bound
graphene sheet and substrate are taken into the D3 Grimme (DFT-D3) dispersion corrections [57].
DFT-D3 approach possess improved accuracy due to the use of environmentally dependent dispersion
coefficients and the inclusion of a three-body component to the dispersion correction energy term.
The interlayer distance between the “graphene-on-the-substrate” layers is equal to 20 Å, which provides
sufficient space separation to avoid unphysical interactions. Thus, the lattice parameter optimization
along the Z-axis becomes unnecessary. The geometry optimization of the unstressed graphene
deposited on the substrate was carried out without symmetry constrains until the Hellman-Feynman
forces acting on the atoms became smaller than 10-6 hartree/bohr. The parameters of the supercells were
also optimized. However, we perform the structural relaxation of the samples strained uniformly along
the lattice vectors in the XY-plane with fixed parameters of the supercell. For the k-point sampling
of the Brillouin zone integrations, the 12 × 12 × 1 Monkhorst-Pack mesh grid [58] is used. For the
non-self-consistent field calculations, the k-point grid size has been increased to 24 × 24 × 1. For the
structural relaxation, the Methfessel-Paxton smearing [59] technique with the width of 0.02 eV was
used, and, for the density of electronic states calculation, the Böchl tetrahedron method [60] was
applied. The properties of the electronic structure were elucidated by analyzing the band structure of
the samples and their density of electronic states.

First, we attempted to select such substrates that would facilitate the opening of an energy gap
in graphene without imposing additional conditions, such as an external electric field or mechanical
stresses. We examined about fifty different substrates, including the common SiO2 and SiC, as well as
more complex systems such as Te2Mo, hBN/Ni(111), or C3B/C3N. At the level of theory used, we obtained
that, only quasi-2D hexagonal boron nitride (hBN) and graphitic carbon nitride (gC3N4), opened the
band gap in graphene. In all other cases, the “Dirac cone” on the electronic band structure conserved
its original shape, and graphene remained a gapless semiconductor, or the Fermi level shifted to the
conduction band. Thus, graphene began to exhibit a metallic nature.

Nevertheless, some previous studies revealed that the external electric field could effectively tune
the energy gap in graphene on the SiO2 and SiC substrates [61–63] by the Fermi level shifting to the
forbidden energy band. However, there are no additional conditions for bandgap opening in the case
of hBN and gC3N4 substrates. Peculiarities of the interlayer interactions between the graphene and
these substrates lead to the “pure gap” that is characteristic of the narrow-gap semiconductor.

We represent the graphene on the hBN and gC3N4 substrates by the hexagonal supercells. In the
case of the hBN substrate, the supercell contains eight carbon atoms, and, in the case of the gC3N4

substrate, the graphene sheet inside the supercell is represented by 18 carbon atoms (see Figure 1).
In both cases, periodical boundary conditions are applied. Such a size and shape of the supercells
are suitable for modeling the uniform graphene sheet stretching on the substrate. We carried out the
uniform stretching and compression of the graphene sheet by simultaneously increasing the lattice
parameters of the supercell in the XY-plane and further optimizing the atomic positions in the supercell.
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Figure 1. The atomic structures of hexagonal graphene supercells: graphene deposited on the hexagonal
boron nitride (perspective view (a), top view (b)) and graphitic carbon nitride (perspective view (c),
top view (d)). Gray, blue, and yellow balls represent C, N, and B atoms, respectively.

3. Theoretical Background

The dynamics of massive charge carriers in the state with energy E and total angular momentum
J in graphene in the presence of a multiply-charged impurity near the Dirac point is described in the
continuous limit by the effective two-dimensional radial Dirac equation.

HDΨε,J(ρ) = ε Ψε,J(ρ), Ψε,J =
(

F(ρ)
G(ρ)

)
,

HD =

⎛⎜⎜⎜⎜⎜⎝
1 + VR(ρ)

J
ρ +

d
dρ

J
ρ − d

dρ −1 + VR(ρ)

⎞⎟⎟⎟⎟⎟⎠,
(1)

See References [35,39,64]. Here:

E = m∗v2
Dε, J = M +

1
2
= 0, ±1

2
, ±1, . . . , |x| = lDρ, (2)

where x = (x, y) is a 2D position vector, lD = �/m∗vD is the “Compton length” in graphene, and

VR(ρ) = − q
R

(
R/ρ, ρ � R,

f (ρ/R), ρ � R
(3)

is modified at small distances (ρ � R	 1) of the Coulomb attraction potential [37].

VC(ρ) = − q
ρ

, q = ZαD, αD =
e2

�vD
, q > 0, (4)
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where Z = Z0/ε is the effective charge, Z0 is the “bare” impurity charge, ε = (1 + εs)/2 is the effective
dielectric constant, and εs is the dielectric constant of the substrate. Passing to the continuous limit is
justified if

aCC 	 r0 	 lD, r0 = RlD, (5)

where aCC is the distance between carbon atoms and r0 is the cutoff radius.
The rectangular cutoff f (ρ/R) ≡ 1 allows one to solve the system (1) analytically for any J � 0.

For the case J = 0, the analytical solution is possible with an arbitrary cutoff function [39]. Regularization
of the Coulomb potential at small distances ensures the self-adjointness of the Dirac Hamiltonian
HD and allows one to trace the motion of the level with the given E and J as the effective charge Z
increases. In particular, at some critical value Zcr [37], the electron level reaches the boundary of the
lower continuum of the Dirac equation solutions, i.e., the upper boundary of the valence band.

The work [64] considers the effect of a supercharged Coulomb impurity Z > Zcr on the system of
Dirac charge carriers in graphene with a gap in the electronic spectrum. It particularly discusses the
screening of the impurity charge by electrons produced together with holes from the Dirac sea, which
is in complete analogy with the spontaneous production of the electron-positron pairs at Z > Zcr in the
relativistic Coulomb problem [43,65–67]. According to the review [67], the electron level collides with
the positron level at Z = Zcr, and with a further increase in the charge Z > Zcr, it disappears from the
spectrum [37], plunging into the lower continuum. The creation of a virtual electron-positron pair does
not require the energy. The electron “lands” on the supercharged nucleus, becoming “superbound” [68],
and the positron goes to infinity. Therefore, the issue “cannot be solved in the framework of the
quantum mechanics of a single particle” [29].

However, due to the self-adjointness of the radial Dirac Hamiltonian, see Reference [39] and the
mathematically rigorous paper [69], the one-particle approximation for the Dirac equation is valid not
only for Z � Zcr, but also for Z > Zcr (see References [35,70] for the case of short-range potential [71]).
Qualitatively, this can be understood using the semiclassical approximation, when the system (1) near
the boundary of the lower continuum of solutions to the Dirac equation is equivalent to the Schrödinger
equation [41,42] with effective energy Eeff = (ε2 − 1)/2 and potential

Ueff(ρ; ε; J) = −1
2

V 2
R(ρ) − εVR(ρ) +

J2

2ρ2 , ε = −ε > 1, (6)

(see Figure 1 in Reference [40]). This means that, at small distances, both the particle with energy
ε and the anti-particle with energy ε = −ε is attracted to the center, in contrast to the Schwinger
mechanism of the pair production [72], when a constant electric field breaks the virtual e+e–-loop.
Therefore, the impurity charge screening mechanism specified in Reference [64], according to the
scenario described in the review [67], cannot be realized [35]. Therefore, the one-particle approach for
the effective radial Dirac equation (1) remains valid in the supercritical region Z > Zcr. This is necessary
so that the local density of states in graphene can be directly extracted from the experiment [45].

All these conclusions remain valid for the gapless radial Dirac equation in the presence of a
supercharged impurity Z > Zc = |J|αD. Noteworthy is the work [46], which shows that theoretical
calculations describing the electronic properties of gapless graphene agree with the experimental data
on the spectra of current-voltage characteristics obtained by the scanning tunneling microscopy. Thus,
for example, one can see a peak in the dI/dV spectra measured near the center of a cluster of five
calcium dimers corresponding to the resonant scattering of a hole in the state with J = 1/2, i.e., M = 0
by a supercharged impurity (see Figure 1E in Reference [46]). However, there is no peak corresponding
to the value J = 0, i.e., M = −1/2 since the scattering phase, in this case, is a smooth function of the
hole energy ε = −ε > 0 [39].

δ0(ε; R) = ZαD[ln(2εR) − c]. (7)

Here, the values c = 1 and c = 4/3 correspond to a uniform distribution of the impurity charge
over the sphere and the ball of radius r0, respectively.
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The scattering phase for states with the total angular momentum J = 0 is different for the graphene
with a gap in the electronic spectrum. In this case, δ0(ε; q; R) as a function of the hole energy ε abruptly
changes when q is close to its critical value, which can correspond to Breit–Wigner resonances in holes
scattering by the supercritical impurity (see Figure 7 in Reference [39]). Therefore, in the rest of this
paper, we will focus on discussing states with J = 0, i.e., half-integer orbital angular momentum
M = −1/2. The electron level with such a value of J first descends to the boundary of the lower
continuum, i.e., for the top of the valence band, see Figure 1 in Reference [39].

The critical charge qcr(n) = Zcr(n)αD at which the n-th level with the total angular momentum
J = 0 reaches the boundary ε = −1, is found from the equation below.

argΓ[2iqcr(n)] + qcr(n)
{
f0 − ln[2qcr(n)R]

}
= πn, n = 0, 1, 2, . . . (8)

Here, Γ(z) is the Euler gamma function, and the values f0 = 1 and f0 = 2 correspond to a uniform
charge distribution over the sphere and the ball of radius r0 = RlD, respectively.

At Z > Zcr the electron level disappears from the spectrum [37], and the system (1) at ε = −ε > 1
describes the scattering of a hole by a supercharged impurity. For the partial elastic scattering matrix,
we have the following [35,39].

S0(k) = e2iδ0(k) =
F ∗0 (k)
F0(k)

, (9)

where
F0(k) = −i[e

πq
2 −iη a− e−

πq
2 +iη b∗] (10)

is the analog of the Jost function in the nonrelativistic scattering theory [44], and the following notation
is used.

a = 1+ε−k
Γ[1−iq(1−ε/k)] , b = 1+ε+k

Γ[1−iq(1+ε/k)] ,

e2iη = e2iq[ f0−ln(2kR)] Γ(2iq)
Γ(−2iq) , k =

√
ε2 − 1.

(11)

The poles of the scattering matrix F0(k) = 0 lead to the equation for the spectrum of the
complex energies

1 + ε− k
1 + ε+ k

· Γ[1 + iq(1 + ε/k)]
Γ[1− iq(1− ε/k)]

= e−πq+2iη. (12)

The solutions give both the positions ε0 and the widths γ of the quasi-discrete levels.

ε = ε0 − iγ/2, ε0 > 1, γ > 0. (13)

Near the top of the valence band Z−Zcr 	 1, due to the low permeability of the Coulomb barrier
at ρ
 R in the effective potential (6), the width of the quasistationary state is small γ	 ε0 ∼ 1.

As in the nonrelativistic theory of scattering, see Chapter 13 in Reference [41], quasistationary
states can manifest themselves as resonances in the hole scattering if its energy ε is within the region
of a sharp change in the scattering phase. In this case, if the background phase is absent δbg = 0,
the partial cross-section is described by the Breit–Wigner formula.

σ0(ε) = sin2 δ0 =
(γ∗/2)2

(ε− ε∗0)2 + (γ∗/2)2 , (14)

The position of the resonance ε∗0 follows from the equality δ0(ε∗0; q; R) = π/2 when the scattering
phase changes abruptly from 0 to π over the width γ∗. At the same time, the width γ∗ is determined
from Equation (12) for such an effective charge q close to qcr, which corresponds to the value of ε∗0.
This leads to the appearance of peaks in the current-voltage characteristics measured near the center of
the supercharged impurity in graphene. However, when the background phase δbg � 0, and then near
the resonance ε ≈ ε∗0, the total phase δ0(ε; q; R) increases sharply from δbg to δbg + π, which leads to a
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change in the shape of the resonance, and the Breit–Wigner formula is replaced by a more general one
(see Reference [44]).

In the review [67], resonant scattering by supercritical nuclei was associated with the production
of e+e–-pairs, and the width γ was considered as the probability of such a process. This point of
view is shared by the authors of Reference [73]. However, due to the self-adjointness of the radial
Dirac Hamiltonian, the scattering phase δ0(k; q; R) is real, and the partial elastic scattering matrix
S0(k) = exp[2iδ0(k)] is unitary. Therefore, there are no inelastic processes, including spontaneous pair
production. This statement applies to any value of the total angular momentum J [39]. In the gapless
case, this fact was confirmed experimentally [46] for the states with J = 1/2.

4. Results and Discussion

First of all, we determined the unstrained reference configuration of the graphene sheet on
the hBN and gC3N4 substrates by optimizing the supercell parameters as well as atomic positions
inside the supercell. For considered samples (see Figure 1), we chose the types of packing, that
is, the mutual arrangement of graphene atoms and the substrate, which correspond to the lowest
total energy and, therefore, are more thermodynamically stable [74,75]. The structure of graphene
on the hBN is characterized as follows: one carbon atom is located directly above the boron atom,
and the other carbon atom is located above the center of the hBN hexagon (see Figure 1). In the
most energetically favorable graphene/gC3N4 system, graphene carbon atoms are located directly
above the carbon atoms of the substrate and above the center of the C-N hexagon (see Figure 1). It
should be noted that graphene conserves its plane structure, and there is no covalent bonding between
graphene and substrate. In the case of the hBN substrate, the intercarbon bond length in the unstrained
graphene is equal to 1.435 Å, and the distance between the graphene sheet and substrate is equal to
3.429 Å (experimental value is equal to 3.3 Å [76]). In the case of the gC3N4 substrate, the intercarbon
bond length in the unstrained graphene is equal to 1.407 Å, and the distance between the graphene
sheet and substrate is equal to 3.386 Å (experimental value is equal to 3.325 Å [77]). It should be
noted that the lattice parameters of gC3N4 are about three times larger than the corresponding values
for graphene. This means that for 1 × 1 supercell of the substrate corresponds to 3 × 3 supercells
of graphene. Taking this into account, the mismatch of the lattice parameters of the supercells for
graphene and gC3N4 substrate is about 3.6%. The lattice constants for graphene and hexagonal boron
nitride correspond much better to each other. Their discrepancy is only 1.8%. In addition, the gC3N4

substrate contains large holes. It is “atomically inhomogeneous” in contrast to the hBN substrate,
which leads to slight distortions of the graphene sheet. However, the intercarbon bond length in the
unstrained graphene is in good agreement with the previously obtained experimental data [78,79]. All
subsequent deformations and strains are defined with respect to this equilibrium honeycomb structure.

At the next step, we analyze the electronic characteristics, namely band structure and density of
electronic states, of the equilibrium honeycomb structure of graphene sheet on the hBN and gC3N4

substrates (see Figure 1). In both cases, we observe the energy gap. The presence of the hBN substrate
leads to the semiconducting gap in graphene that is equal to 22.9 meV, and the presence of the gC3N4

substrate opens the semiconducting gap that is equal to 22.2 meV. Therefore, hBN and gC3N4 substrates
contribute to a zero-gap semiconductor to a narrow-gap semiconductor transition. In the case of
the hexagonal boron nitride substrate, it was previously shown that the mechanism of the energy
gap appearing is concerned with the charge redistribution in the graphene layer and charge transfer
between graphene and boron nitride layers by modifying the on-site energy difference of carbon p
orbitals at two different sublattices [80]. It should be noted that, contrary to the free-standing graphene
or the graphene on the hBN substrate, the band structure of the graphene on the gC3N4 substrate
possesses a characteristic feature: the Dirac cone at the K point in the unit cell of graphene moves to
the Γ point. The corresponding data are shown in Figure 2.
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(a) 

 

(b) 

Figure 2. Band structure near the Dirac point (left), band structure (center), and density of electronic
states (right) of the graphene deposited on the hBN (a) and gC3N4 (b) substrates. Blackline corresponds
to the unstrained graphene, the blue line corresponds to the 10% compression, and the red line
corresponds to the 10% stretching of the graphene sheet on the substrate. Γ, K, and M are the standard
notations for the high-symmetry characteristic points in the Brillouin zone, where Γ corresponds to the
center of the Brillouin zone. The Fermi level is assigned at zero.

Our subsequent studies are focused on the effects of mechanical stretching and compression
on the behavior of the energy gap in graphene on the hBN and gC3N4 substrates. We analyze the
impact of uniform biaxial compression and stretching to the electronic characteristics of graphene.
These properties differ significantly from those of free graphene. Earlier, it was obtained that the
uniaxial (zigzag or armchair) stretching and shearing as well as inhomogeneous deformation opens
the energy gap in free-standing graphene [81–83]. On the contrary, isotropic biaxial stretching up
to 20% left the graphene gapless [40]. This is due to the fact that, in the case of uniform stretching,
the initial symmetry of the graphene lattice is retained, and, therefore, the band gap does not appear.
On the contrary, when uniaxial deformation is applied, the graphene lattice symmetry decreases.
Such deformations affect the irreducible part of the first Brillouin zone. It varies from its original
triangular to the polygonal shape. Thus, the tops of the Dirac cones are no longer located at the
high-symmetry points. They move along the Brillouin zone, either for deformations in the armchair or
zigzag direction, and the energy gap appears. This is also true in the presence of the other layer or
substrate. This effect is observed for the case of twisted bilayer graphene [84]. From a geometrical point
of view, the symmetry breaking caused by the presence of the substrate also leads to the appearance of
a gap. This effect also conserves during the uniform deformation of the graphene-substrate sample.
Therefore, the presence of hBN or gC3N4 substrate makes it possible to tune the bandgap in graphene.
In this case, stretching leads to an increase of the gap value, and compression leads to its decrease.
For example, uniform stretching of the graphene sheet on the hBN substrate results in the gap of
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36.8 meV, and, on the gC3N4 substrate, results in the gap of 36.9 meV (see Figure 3). These values are
higher than thermal energy at room temperature (kBT ~26 meV), which indicates the possibility of
maintaining the energy gap at normal conditions. Note that, in real straintronic applications, the limits
of strain transfer between graphene and substrate should be considered since biaxial deformation is
not always completely transferred from the substrate to graphene [85]. We plot the band structures
and densities of electronic states of unstrained graphene, graphene stretched by 10%, and graphene
compressed by 10% on the hBN and gC3N4 substrates (see Figure 2). Note that the bandgap of graphene
on gC3N4 grows faster than the bandgap of graphene on hBN under stretching (see Figure 3).

 
(a) 

 
(b) 

Figure 3. Semiconducting energy gap dependence on the uniform biaxial strain of the graphene
deposited on the hBN (a) and gC3N4 (b) substrates. Circles are the results of the calculation, and the
solid lines are the least-squares linear (a) and quadratic (b) fits.

Next, we try to estimate the behavior of the Dirac velocity of unstrained and uniformly
stretched/compressed graphene on the hBN and gC3N4 substrates. It is already known that, in a gapless
free-standing graphene energy dispersion relation has a linear form, i.e., E(k) = �vFk, where vF is Fermi
velocity, k is the modulus of the wave vector in two-dimensional space measured from the Dirac points,
and � is the reduced Planck’s constant. Thus, it can be said that electrons in pristine graphene have zero
effective mass [86]. However, if graphene has a semiconducting gap, as in our case, when it is located
on the hBN or gC3N4 substrate, the energy dispersion relation can no longer be considered linear near
the Dirac points, and the electrons have a nonzero effective mass. In this case, we can approximate the
bottom of the conduction band and the top of the valence band (k = k0) by the parabolic functions and

estimate the effective mass of particles from the expression m∗ = �2
(
∂2E(k)
∂k2

)−1
∣∣∣∣∣∣
k=k0

, where p = �k is the

momentum of the electron. On the other hand, taking into account that the effective mass of charge
carriers at the Dirac point given by equation m∗ ≈ Δ

2v2
D

[18], where Δ is the value of the energy gap,

we can estimate the Dirac velocity vD. Here, we use the notation for the Dirac velocity to avoid the
confusion with the Fermi velocity that is traditionally used for the gapless free-standing graphene.
Calculated results for the Dirac velocity for graphene on the hBN and gC3N4 substrate under uniform
compression and stretching up to 10% are presented in Figure 4. The obtained data for the Dirac
velocity depending on mechanical tension σ can be fitted with the following linear equation:

vD(σ)[Mm/s] = −0.0188σ+ 0.8703 (15)
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for the graphene on the hBN substrate, using the following linear equation.

vD(σ)[Mm/s] = −0.0157σ+ 0.8092 (16)

for the graphene on the gC3N4 substrate. Thus, uniform stretching can be an effective instrument for the
precise tuning of the energy gap of graphene on the considered substrates as well as the Dirac velocity.

 
(a) 

 
(b) 

Figure 4. Dirac velocity dependence on the uniform biaxial strain of the graphene deposited on the
hBN (a) and gC3N4 (b) substrates. Circles are the results of the calculation and the solid lines are the
least-squares linear fits.

As can be seen from Figure 2, the band structure near the Dirac point in the corner of the Brillouin
zone for graphene on the hBN substrate is not very different from the graphene on the gC3N4 substrate.
However, the Dirac point in the latter case is located in the center of the zone. Therefore, the presented
results for the electronic structure described by the two-dimensional radial Dirac equation are limited
only to graphene on the hBN substrate.

Figures 3 and 4 show that the gap Δ and Dirac velocity vD under stretching and compression in the
range from σ = −10 % to σ = 10 % change in opposite directions, which results in much larger regions
of variation for the effective mass of charge carriers m∗ = Δ

2v 2
D

and the “Compton length” in graphene

with a gap in the electronic spectrum lD ≡ �

m∗vD
= 2� vD

Δ (see Figure 5). A continuous transition to the
two-dimensional radial Dirac equation near the Dirac point is justified if aCC 	 r0. The value r0 = 15Å
that is used for calculations in this work, as well as in Reference [46] for the gapless graphene, is very
acceptable here since the distance between carbon atoms aCC ∼ 1.5Å at σ = 0 % in the considered
cases. Stretching and compression by 10% changes these values by no more than 10% so that the
dimensionless cutoff radius R = r0/lD can vary over a wider region.
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(a) 

 
(b) 

Figure 5. Dependence of the effective mass m∗ = Δ
2v2

D
(a) and the “Compton length” in graphene

lD ≡ �

m∗vD
= 2� vD

Δ (b) on mechanical tension σ for graphene deposited on the hBN substrate. The circles
correspond to the results calculated for Δ and vD. The solid lines correspond to their least-squares
quadratic fits (see Figures 3 and 4).

Figure 6 shows the critical charge Zcr(n), which is subject to Equation (8), as a function of the
radius R for graphene deposited on the hBN substrate. Here, the cutoff function f (ρ/R) for the
Coulomb potential (3) matches the uniform distribution of the impurity charge over the ball of radius r0

and corresponds to the value f0 = 2 in Equations (8) and (11). It is assumed that the effective dielectric
constant ε = 1. As one can see, the closest integer value of the impurity charge Z = 1 is already
supercritical for the first three levels n = 0, 1, 2 with the total angular momentum J = 0. For the level
n = 3, it can be both supercritical and subcritical, depending on the mechanical tension σ and the cutoff
radius R.

Figure 7 depicts the dependence of the critical charge Zcr(n) on the uniform deformation σ of
graphene on the hBN substrate at the cutoff radius r0 = 15Å for the levels n = 2, 3 with J = 0. It can
be seen that the uniform stretching/compression results in a decrease/increase in the critical charge
Zcr both for the rectangular cutoff of the Coulomb potential (3) f0 = 1, and for the cutoff function
corresponding to the distribution of the impurity charge over the ball f0 = 2. This statement also holds
for the first two levels, except for the ground level when f0 = 1 (see Table 1 and Figure 6). The impurity
charge Z = 1 is supercritical for f0 = 1 and the level n = 2 in the entire region of the considered
deformations, and for the third excited level, when passing from σ = −10 % to σ = 10 %, the value of
Z = 1 from subcritical becomes supercritical. At the same time, the charge Z = 1 is supercritical in the
entire range of σ for the cutoff function with f0 = 2 and the level n = 3.
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Figure 6. Dependence of the critical charge Zcr(n) on the dimensionless cutoff radius R = r0/lD with
the cutoff function corresponding to the value f0 = 2, i.e., to the uniform distribution of the impurity
charge over the ball of radius r0 for graphene on the hBN substrate. The shaded areas correspond to the
first four levels n = 0, 1, 2, 3 with the total angular momentum J = 0. The solid black lines correspond
to the absence of deformation σ = 0 %. The dashed blue lines correspond to the compression σ = −10 %.
The dotted line marks the closest integer value of the impurity charge Z = 1.

 
Figure 7. Dependence of the critical charge Zcr(n) on the mechanical tension σ for graphene on the
hBN substrate. The lines are shown for the levels n = 2, 3 with the total angular momentum J = 0,
and for the cutoff function corresponding to the value f0 = 2 (solid lines) and the rectangular cutoff
with f0 = 1 (dashed lines). The cutoff radius is equal to r0 = 15Å. The circles correspond to the results
calculated for Δ and vD. The lines correspond to their least-squares quadratic fits (see Figures 3 and 4).
The dotted line marks the closest integer value of the impurity charge Z = 1.
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Table 1. Values of the critical charge Zcr(n) versus the mechanical tension σ for graphene on the hBN
substrate. The data is given for the first four levels n = 0, 1, 2, 3 with the total angular momentum
J = 0, and for two kinds of cutoff function corresponding to the values f0 = 2 and f0 = 1, with a cutoff
radius r0 = RlD = 15Å.

f0 = 2 f0 = 1

σ, % 10 0 −10 10 0 −10

R = r0/lD 0.061 0.030 0.012 0.061 0.030 0.012
Zcr(0) 0.115 0.122 0.125 0.155 0.156 0.153
Zcr(1) 0.349 0.378 0.394 0.442 0.466 0.472
Zcr(2) 0.553 0.606 0.640 0.685 0.734 0.756
Zcr(3) 0.743 0.820 0.873 0.909 0.984 1.023

Figure 8 shows the phase δ0(E; Z; r0) (see Equation (9)) of hole scattering by the impurity with the
charge Z = 1 in graphene on the hBN substrate for the states with the total angular momentum J = 0
for those values of uniform deformation σ for which Z−Zcr 	 1, i.e., when δ0 changes sharply in the
region of the resonance E∗0 over the width Γ∗ (see Equations (13) and (14)). Figure 8a corresponds to
the resonant scattering of holes at energies close to the quasi-discrete level with n = 2 in the case of
the rectangular cutoff f0 = 1 of the Coulomb potential (3), and Figure 8b corresponds to the resonant
scattering of holes near the quasi-discrete level with n = 3 and with the cutoff function matching the
uniform distribution of the impurity charge Z over the ball f0 = 2. These quasistationary states with
complex energies (13) are described by Equation (12) and correspond to the poles of the partial elastic
scattering matrix S0(k) (9).

 
(a) 

 
(b) 

Figure 8. The scattering phase δ0(E; Z; r0) as a function of the hole energy E in states with the total
angular momentum J = 0 for graphene on the hBN substrate. The impurity charge Z = 1, the cutoff
radius r0 = 15Å, and the cutoff function corresponds to the uniform charge distribution over the
sphere of the radius r0 (a) and over the ball of the same radius (b). The asterisks mark positions of the
resonances E∗0 corresponding to the quasi-stationary states with n = 2 (a) and n = 3 (b), the shaded
areas mark their widths Γ∗. The numbers indicate the compression values σ.

It can be seen that the resonance E∗0 shifts under the uniform compression toward lower values
and becomes sharper, i.e., its width Γ∗ shrinks, which is due to a decrease in the supercriticality Z−Zcr

(see Figure 7). In addition, when replacing the cutoff corresponding to f0 = 2 with the rectangular
one f0 = 1, the resonance becomes sharper if it does not disappear completely, i.e., if the quasidiscrete
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level does not become the discrete one with E = −E < m∗v2
D. In contrast to the behavior of the phase at

resonance corresponding to the quasidiscrete level with n = 0 (see Figure 7 in Reference [39]), where an
abrupt change occurs from the value δ0 = 0 to δ0 = π, in this case, the phase sharply changes from the
value δ0 ≈ π/2 to the value δ0 ≈ 3π/2, which, apparently, is associated with the accumulation of the
background phase δbg when the level n rises. This means that the resonance should correspond not to
the “pure” Breit–Wigner one (14), but to a more general case. In particular, it should correspond to
a sharp minimum in the hole scattering cross-section σ0 (see Reference [44] and Figure 13.3 therein
for details).

5. Conclusions

In the presented study, we tried to answer the question of how the choice of the substrate and
uniform mechanical stresses can affect the electronic properties in graphene, and, in particular, opens
the energy gap and contributes to its fine-tuning. It was found that, when choosing the hexagonal
boron nitride (hBN) and graphitic carbon nitride (gC3N4) substrates, the behavior of the electronic
properties of deposited graphene is fundamentally different from the free-standing one. In this case,
graphene has an energy gap, which makes it possible to classify it as a narrow-gap semiconductor,
whereas the uniform stretching increases the value of the gap. These findings can help to overcome the
main barrier to using graphene as an element of nano-electronic and straintronic devices. Moreover,
uniform stretching affects the Dirac velocity in graphene on the substrate. Dirac velocity is linear with
mechanical tension. It increases with uniform compression and decreases with uniform stretching.
The Dirac point, near which the dispersion law is similar to the Einstein dependence of the particle
energy on its momentum, corresponds, as usual, to the corner of the Brillouin zone for graphene
deposited on the hBN substrate, while, for the gC3N4 substrate, it is located in the center of the zone.
However, in both cases, the dynamics of charge carriers near the Dirac points is described by the effective
two-dimensional radial Dirac equation for states with the total angular momentum J = M + 1/2.
The orbital angular momentum M can be either integer or half-integer M = 0, ±1/2, ±1, ±3/2, . . .,
which is possible in two dimensions. We have limited ourselves to a detailed discussion of states with
J = 0, i.e., with the half-integer orbital angular momentum M = −1/2, which is the first to descend to
the top of the valence band in the presence of a supercharged impurity in graphene with a gap.

The dependences of the critical charges Zcr on the homogeneous deformations of graphene on the
indicated substrates as well as on the radius of the cutoff of the Coulomb potential at small distances,
required for such values of the impurity charge, were calculated. The phases of the scattering of
holes by supercritical Z > Zcr impurities were also calculated, and their behavior under the uniform
stretching and compression was studied. The same applies to the poles of the elastic scattering matrix,
which determine both the position and the width of the quasi-discrete levels.

In addition, the resonant scattering of the holes by the Coulomb potential modified at small
distances in states with J = 0 was considered in detail for Z − Zcr 	 1, i.e., near the top of the
valence band. Such scattering is completely analogous to the resonant scattering in the nonrelativistic
single-channel problem on the potential with a low-permeable barrier. In both cases, the partial
scattering cross-section has a resonant (Breit–Winger) shape, and there are no other inelastic resonance
channels. This is an additional proof that the resonances in scattering at Z > Zcr cannot serve as evidence
in favor of the spontaneous production of particle-antiparticle pairs. Thus, the one-particle description
is valid not only for Z < Zcr, but also in the supercritical region Z > Zcr. Therefore, it is possible to
compare theoretical calculations with experimental data on the current-voltage characteristics obtained
by the scanning tunneling microscopy.

Based on such experimental data, it would be possible to conclude whether half-integer orbital
angular momenta are realized in the two-dimensional considered systems. In addition, the effective
two-dimensional radial Dirac equation with the integer total angular momenta J = ±1, ±2, . . .,
i.e., with half-integer orbital angular momenta M = 1/2, ±3/2, . . ., is exactly the same as the
three-dimensional one with the Dirac quantum number = −J = ∓1, ∓2, . . .. Thus, one could
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experimentally establish whether spontaneous production of e+e–-pairs exist in the supercritical
Coulomb problem. However, calculation of the effective dielectric constant of the considered systems is
necessary for the direct comparison of experimental data on the spectra of current-voltage characteristics
with the theoretical predictions.
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Abstract: Introduction of both nitrogen and transition metal elements into the carbon materials
has demonstrated to be a promising strategy to construct highly active electrode materials
for energy shortage. In this work, through the coordination reaction between Fe3+ and
1,3,5–tris(4–aminophenyl)benzene, metallosupramolecular polymer precursors are designed for
the preparation of carbon flakes co-doped with both Fe and N elements. The as-prepared carbon
flakes display wrinkled edges and comprise Fe3C nanoparticle and active site of Fe–Nx. These carbon
materials exhibit excellent electrocatalytic performance. Towards oxygen reduction reaction (ORR),
the optimized sample has Eonset and Ehalf-wave of 0.93 V and 0.83 V in alkaline system, respectively,
which are very close to that of Pt/C. This approach may offer a new way to high performance and
low-cost electrochemical catalysts.

Keywords: coordination; metallosupramolecular polymer; active site; carbon materials; oxygen
reduction reaction

1. Introduction

In recent years, much attention has been focused on the development of facile and applicable
methods to fabricate high-activity, low-cost oxygen reduction reaction (ORR) catalysts. This is
significant to overcome the challenges in the commercialization and industrialization of hydrogen fuel
cells. Nevertheless, Pt/C still acts as a main role in the commercialized ORR catalysts, even though
it is relatively expensive [1–4]. Therefore, non-precious metal-based materials with high catalytic
performance have attracted great research interest [5–8].

Indeed, transition metal elements have been widely introduced into the carbon materials to
achieve high electrochemical performances [9–12]. Incorporation of transition metal elements into
the carbon matrix generally relies on the design of composite precursors. For example, by using the
reaction between salts (like iron(III) nitrate nonahydrate, nickel(II) nitrate hexahydrate, manganese(II)
acetate tetrahydrate, and cobalt(II) nitrate hexahydrate) and graphite oxide, graphite oxide-metal-based
precursors can be generated. Subsequently, a thermal procedure leads to the formation of Mn, Fe, Co,
and Ni-coped graphene, which exhibited improved ORR performance [13]. Design of metal-organic
precursors has been demonstrated to be a controllable method to generate transition metal elements
doped carbon materials. It has been reported that precursors derived from the coordination between
transition metals salts (MClx, M = Cu, Ni, Co, Fe and Mn) and melamine/aniline, can be used to
prepare transition metal doped carbon materials with enhanced ORR properties [14]. More interesting,
utilization of metal-organic frameworks as precursors for the fabrication of transition metal-doped
carbon materials has attracted great attention, because of the designable composition, pore structure,

Materials 2020, 13, 4779; doi:10.3390/ma13214779 www.mdpi.com/journal/materials143



Materials 2020, 13, 4779

and tunable metal species [15]. Notably, co-doping of both iron and N elements in the carbon
materials is of great advantage for improving the electrochemical properties, due to the generation
of iron-nitrogen-carbon (Fe–N–C) active sites (Fe–Nx and Fe–Cx) [16–18]. Usually, Fe–N–C catalysts
were prepared by thermal cracking of iron macrocyclic polymers, iron-organic salts, or N-containing
compounds [19,20]. The complicated synthetic process and high cost greatly limited their practical
application [21,22]. So, it is still desirable to explore simple method to prepare Fe–N–C catalysts from
commercial resources.

In this report, we show that a simple ligand-Fe3+ coordination strategy using commercial resources
as starting materials, can create metallosupramolecular polymer precursors for the fabrication of Fe
and N elements co-doped carbon materials with high ORR activity. The organic ligand adopted in
this research is 1,3,5–tris(4–aminophenyl)benzene (denoted as TA) possessing three amine groups
and conjugated structure. Because of the rigid structure of TA, the as-formed TA–Fe coordinative
networks display uniform layer structure. After carbonization, carbon flakes with wrinkled edges
(denoted as CNSs) can be easily generated. We have found that Fe3C nanoparticle and active site of
Fe–Nx are formed in the carbon matrix, which can promote the ORR activity of the carbon materials.
In addition, the feature of this research lies in the simple synthesis of CNSs. It can introduce Fe3C
nanoparticle and Fe–Nx into the carbon matrix by one step. This synthetic route has certain universality
and representativeness. It is also found that the appropriate molar ratio between amino ligand and
Fe3+ was the most important factor that determines the activity of CNSs.

2. Experimental Section

2.1. Materials

1,3,5–Tris(4–aminophenyl)benzene, iron(III) chloride hexahydrate and dichloromethane were
supplied by Aladdin Company (Shanghai, China) and directly used. Anhydrous ethanol, anhydrous
methanol, KOH, and hydrochloric acid were purchased from Shanghai Chemical Reagent Industry
(Shanghai, China). Nafion (5 wt%) was supplied by Sigma-Aldrich (Shanghai, China).

2.2. Catalysts Preparation

TA (0.3 g, 0.85 mmol) was firstly dissolved in 100 mL of dichloromethane with vigorous stirring
for 3 h. Then, 1.38, 1.84, and 2.30 mL methanol solutions of Iron(III) chloride hexahydrate (100 mg/mL,
0.37 mmol/mL) were added into the solution drop by drop under vigorous stirring under N2 atmosphere.
Thus, the corresponding molar ratios between TA and Fe3+ were 1.0:0.6, 1.0:0.8, and 1.0:1.0, respectively.
The mixtures became yellow, and suspensions of metallosupramolecular polymers were formed after
12 h of reaction. The yellow powders were collected by centrifugation and washing with a mixed
solvent of 30 mL dichloromethane and 30 mL anhydrous methanol three times. After drying in vacuum
at 50 ◦C overnight, TA–Fe precursors were obtained (denoted as TA–0.6Fe, TA–0.8Fe and TA–1.0Fe).
These precursors were then carbonized at 850 ◦C for 2 h in argon gas with a heating rate of 5 ◦C/min to
generate the carbon materials. The carbon materials were washed by 6 M HCl for 5 h and 100 mL of
ultrapure water three times at room temperature, then dried by freeze-drying overnight. A second
carbonization was performed at 850 ◦C for 2 h in argon gas with a heating rate of 10 ◦C/min to get the
target carbon materials (denoted as CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe).

2.3. Characterization

The scanning electron microscopy (SEM) images were observed through an SU-70 microscopy
instrument (HITACHI, Tokyo, Japan). The FTIR measurements were tested by an AVATAR 360 FTIR
(Nicolet Instrument, Tokyo, Japan) at room temperature. The powder X-ray diffraction (XRD) patterns
were measured through a Desktop X-ray Diffractometer ((Rigaku, Tokyo, Japan) using Cu (600 W) Kα

radiation. Raman spectra were tested by a Labram HR800 Evolution (Horiba, Lille, France). The X-ray
photoelectron spectroscopy (XPS) were tested by PHI Quantum-2000 photoelectron spectrometer
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(Physical Electronics, Inc., Chanhassen, MN, USA). The pore volume and Brunauer–Emmett–Teller
(BET) were taken through an ASAP 2460 system (Norcross, GA, USA). Electron paramagnetic resonance
(EPR) experiments were conducted on an electron spin resonance spectrometer (Bruker EMX-10/12,
Bruker UK, Coventry, UK) at 90 K. Transmission electron microscopic (TEM) measurements were
performed using a JEM-2100 microscope (JEOL, Tokyo, Japan). The elemental energy-dispersive X-ray
spectroscopy (EDX) were obtained by using a FEI TECNAI F20 microscope (Hillsboro, OR, USA).

2.4. Electrochemical Measurements

The electrochemical experiments were conducted on an electrochemical workstation (CHI 760E,
Chenhua, Shanghai, China), by using the typical three-electrode system. A standard rotating disk
electrode with a glassy carbon disk (5 mm in diameter) was applied as working electrode. Before test,
CNS–0.6Fe, CNS–0.8Fe, and CNS–1.0Fe (5.0 mg) were dispersed in 1.0 mL of homogeneous solvent
with 500 μL of anhydrous ethanol, 450 μL of H2O and 50 μL of 5 wt% Nafion. The above newly made
slurry (4.5 μL) was carefully dropped onto a glassy carbon electrode as working electrode. The ORR
performance was tested in newly made KOH aqueous solution (0.1 mol/L) at room temperature. Pt foil
and Ag/AgCl (KCl saturation) electrode were separately applied as counter electrode and reference
electrode. The potential in this study was relative to the Ag/AgCl electrode.

3. Results and Discussion

3.1. Characterization of Metallosupramolecular Polymer Precursors

The synthetic process of precursor is very simple. As shown in Scheme 1, metallosupramolecular
polymer precursors are generated from the direct reaction between commercially available resources.
In a dichloromethane solution, the high coordination affinity between TA and Fe3+ can easily induce
the formation precipitates. After a pyrolysis treatment of the precursors, carbon materials comprising
both Fe3C nanoparticle and Fe–Nx active site can be fabricated easily.

Scheme 1. Synthetic process of the CNSs.

The typical SEM image of TA–0.8Fe is displayed in Figure 1a, from which sheet-like morphology
can be observed. The coordination reaction between TA and Fe3+ was verified by FTIR as shown
in Figure 1b. The peaks located at 3350–3343 cm−1 correspond to the characteristic signals of amino
groups of TA, and the peaks at 845, 685, and 600 cm−1 are derived from iron(III) chloride hexahydrate.
Comparing the spectra of precursors with TA, the characteristic peak of amino groups shifts and
becomes broaden. Also, the characteristic peaks of Fe3+ in the precursors were evidently weakened.
These results indicate the coordination between Fe3+ and TA [23].

In the EPR spectra (Figure 2a), all samples show a small radical signal of amino group at g’ = 2.00.
For TA–0.6Fe, TA–0.8Fe, and TA–1.0Fe, the representative signal of Fe3+ at g’ = 4.25 can be observed,
indicating the presence of Fe3+ in the precursor [24]. The XPS survey spectra of TA, TA–0.6Fe, TA–0.8Fe,
and TA–1.0Fe are displayed in Figure 2b. The representative signals of Fe 2p locate at 714.4 ± 0.1
and 725.4 ± 0.1 eV, which can be attributed to the binding energies of 2p3/2 and 2p1/2 orbitals of Fe3+,
respectively. Figure 2c–f shows the high-resolution XPS spectra of N 1s of TA and the precursors.
A signal at 399.4 ± 0.1 eV is attributed to the amino group. In the case of TA–0.6Fe, TA–0.8Fe,
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and TA–1.0Fe, a peak at 401.6 ± 0.1 eV is attributed to amino group perturbed by Fe3+ [25], which is
helpful for the formation of Fe–N–C active site during carbonization. As showed in Table S1, TA–0.8Fe
has higher content of Fe–NH2 than TA–0.6Fe and TA–1.0Fe, which may result in more content of Fe–Nx

active site after carbonization.

Figure 1. (a) SEM image of TA–0.8Fe. (b) FTIR spectra of TA, iron(III) chloride hexahydrate and
TA–0.6Fe, TA–0.8Fe, and TA–1.0Fe.

 

Figure 2. (a) EPR spectra of TA, TA–0.6Fe, TA–0.8Fe and TA–1.0Fe. (b) XPS survey spectra of TA,
TA–0.6Fe, TA–0.8Fe and TA–1.0Fe. High-resolution XPS spectra of N 1s of TA (c), TA–0.6Fe (d), TA–0.8Fe
(e) and TA–1.0Fe (f).
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3.2. Structure and Composition of CNSs

After twice carbonization at 850 ◦C, the as obtained CNSs can maintain the lamellar structure,
but the edges become wrinkled (Figure 3a,b and Figure S1a,b). This structure may be helpful for the
direct contact between the active sites with the oxygen, thus improving the electrocatalytic activity of
carbon materials. Notably, CNS–0.8Fe possesses the most uniform lamellar morphology (Figure 3b).
The high-resolution TEM images of CNS–0.8Fe show clear inter-planar distance of 0.201 nm derived
from the (031) plan of Fe3C nanoparticle (Figure 3c,d). The outer carbon coating on the Fe3C nanoparticle
has a good lattice structure with a spacing of 0.34 nm, corresponding to the (002) plan of graphitic
carbon (Figure 3c,d). The outer layer of graphitized carbon on Fe3C nanoparticles has good electrical
conductivity. During the ORR catalytic process, Fe3C nanoparticles may not contact with electrolyte
directly, but can play the catalytic role indirectly through the outer layer of graphitized carbon to
improve the catalytic activity. The Fe3C nanoparticle generated in CNSs can improve the ORR activity
of carbon materials, which was confirmed already [26]. Figure 3e–i gives the dark-field TEM image and
EDX mapping of CNS–0.8Fe. Obviously, elements of C, N, Fe, and O are homogeneously dispersed all
through the carbon materials.

 

Figure 3. SEM image of CNS–0.8Fe (a). TEM image of CNS–0.8Fe (b). High-resolution TEM images of
CNS–0.8Fe (c,d). Dark-field image and EDX mappings C, N, Fe, and O elements (e–i) of CNS–0.8Fe.

Figure 4a illustrates the Raman spectra of the CNSs. For CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe,
the intensity ratios between D band (1340 cm−1) derived from disordered graphitic structure and
G band (1571 cm−1) derived from ordered carbon structure are calculated to be 0.97, 0.95, and 1.04,
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respectively. This result indicates that the graphitic degree of CNS–0.8Fe is higher than that of the other
samples. The crystalline structures of CNSs were evaluated by the XRD. As displayed in Figure 4b,
a broad diffraction peak at about 25◦ is attributed to the (002) plane of ordered graphitic structure.
Moreover, the XRD results clearly confirm that the iron element is remained in the carbon matrix
as a Fe3C form. All the diffraction peaks are in good agreement with that of the Fe3C (JCPDS Card
No.65−2413). These results, in combination with the high-resolution TEM images, prove the presence of
Fe3C nanoparticle in the CNSs catalysts, which may promote the ORR activity of carbon materials [27].

Figure 4. (a) Raman spectra of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe catalysts. (b) XRD patterns of
CNS–0.6Fe, CNS–0.8Fe, and CNS–1.0Fe catalysts.

The pore character of CNSs was characterized through the physisorption of nitrogen at 77 K.
As shown in Figure 5, all samples show well-developed micro-pore and mesoporous-pore structures.
Table 1 shows the corresponding information about BET surface area as well as total pore volumes of
CNSs. The surface areas of CNS–0.6Fe, CNS–0.8Fe, and CNS–1.0Fe are 167.86, 196.20, and 145.20 m2·g−1,
with relevant pore volumes of 0.16, 0.17, and 0.17 cm3·g−1, respectively. Obviously, surface areas of
CNSs are resulted from both micro-pore and mesoporous-pore structures. The CNS–0.8Fe has a higher
BET surface area than CNS–0.6Fe and CNS–1.0Fe. We consider that the large surface area of CNS–0.8Fe
is attributed to the moderate crosslinking degree of the metallosupramolecular polymer networks.

Figure 5. (a) N2 adsorption and desorption isotherms of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe.
(b) Pore size distribution of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe.
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Table 1. Surface area, porosity of CNSs.

Samples SBET
a [m2·g−1] Smicro

b [m2·g−1] Smeso+macro
c [m2·g−1] Vtotal

d [cm3·g−1]

CNS–0.6Fe 167.86 73.36 94.49 0.16
CNS–0.8Fe 196.20 95.39 100.81 0.17
CNS–1.0Fe 145.20 62.43 82.77 0.17

a Specific surface area derived from BET. b Surface area about micropores calculated through the t-plot method.
c Surface area of mesopores and macropores calculated through the t-plot method. d Total pore volume.

The XPS survey spectra of the CNSs are shown in Figure 6a. Also, the high-resolution XPS spectra
of C 1s, N 1s, and Fe 2p of CNS–0.8Fe are displayed Figure 6b–d. The C 1s signal is split into three
representative peaks at 284.4 ± 0.1 (C=C, C–C), 285.4 ± 0.1 (C–O, C–N), and 288.2 ± 0.1 eV (C=O).
Four peaks of N 1s signal at 398.5 ± 0.1, 399.5 ± 0.1, 401.2 ± 0.1, and 404.5 ± 0.1 eV are respectively
belong to the pyridinic N, Fe–Nx, graphitic N, and oxidized N. Notably, Fe–Nx and pyridinic N
are recognized to be promising for the improvement of ORR activity [28,29]. The N 1s spectra of
CNS–0.6Fe and CNS–1.0Fe are also showed in Figure S2. For the Fe 2p spectrum, the peak located
at 725.4 ± 0.1 eV is assigned to the binding energy of Fe3+ for the 2p1/2 band, and the peak of Fe2+ is
detected at 723.2 ± 0.1 eV for the 2p1/2 band. Another two peaks at 714.4 ± 0.1 and 710.5 ± 0.1 eV
can be respectively attributed to the binding energies of 2p3/2 orbitals of Fe3+ as well as Fe2+ species.
The last signal at 719.6 ± 0.1 eV is the satellite peak. These XPS results, in combination with the XRD
results, clearly confirm that the presence of Fe3C nanoparticle, and active sites of Fe–Nx and pyridinic
N in the carbon matrix of CNSs. Moreover, as listed in Table 2, the pyridinic N and Fe–Nx contents of
CNS–0.8Fe are 0.28 and 0.43 at.%, respectively, which are much higher than that of CNS–0.6Fe (0.17 and
0.20 at.%) and CNS–1.0Fe (0.25 and 0.22 at.%). This result indicates that CNS–0.8Fe may have more
active sites towards ORR. In summary, the Fe and N elements co-doping effect leads to the generation
of both Fe–Nx active site and Fe3C nanoparticle when carbonization, which can greatly improve the
catalytic activity towards ORR. That is the main mechanism and contribution of the co-doping effect of
Fe and N elements in CNSs.

Figure 6. (a) XPS survey spectra of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe. High-resolution XPS
spectra of (b) C 1s, (c) N 1s, (d) Fe 2p of CNS–0.8Fe.
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Table 2. Contents (at.%) of nitrogen with different chemical environments calculated from the N1s
XPS spectra.

Samples
N (at.%) a

Pyridinic N Fe–Nx Graphitic N Oxidized N

CNS-0.6Fe 0.17 0.20 0.37 0.19
CNS-0.8Fe 0.28 0.43 0.89 0.21
CNS-1.0Fe 0.25 0.22 0.35 0.16

a The different contents of nitrogen (at.%) calculated by the analysis of the peak area as for pyridinic N, Fe–Nx,
graphitic N and oxidized N.

3.3. ORR Performance of CNSs

The CV curves of CNSs were tested in both Ar or O2-saturated 0.1 M KOH solution (Figure 7a).
The samples show no reduction peak in Ar-saturated solution but show a typical reduction peak
when changed into O2-saturated solution. The double-layer capacitance of the three samples was
researched, which are showed in Figure S3. The CV area of CNS–0.8Fe in Ar is larger than CNS–0.6Fe
and CNS–1.0Fe. This indicates that CNS–0.8Fe owns larger electrochemically active surface area than
the other two samples, which is helpful for improving the catalytic activity of ORR. Figure 7b list the
LSV curves of CNSs. The onset potential (Eonset) of CNS–0.6Fe, CNS–0.8Fe, and CNS–1.0Fe for ORR
are 0.89, 0.93, and 0.88 V vs. RHE, separately. The half-wave (Ehalf-wave) of the CNS–0.6Fe, CNS–0.8Fe
and CNS–1.0Fe are 0.78, 0.83, and 0.80 V vs. RHE, separately. The above results were confirmed by LSV
tests in the newly made O2-saturated solution at the scanned rate of 10 mV/s with the fixed rotation
speed of 1600 rpm. As a control experiment, the ORR activity of Pt/C catalyst was also tested with the
same experimental condition (Figure 7b). Apparently, the Eonset (0.93 V) and Ehalf-wave (0.83 V) values
of CNS–0.8Fe are very close to Pt/C catalyst (Eonset = 0.95 V and Ehalf-wave = 0.85 V). The Tafel plots of
CNSs were tested (Figure S4). The Tafel slopes of CNS–0.6Fe and CNS–1.0Fe are 89 and 84 mV·dec−1,
respectively. However, a Tafel slope of 73 mV·dec−1 is detected for CNS–0.8Fe, which is lower than
that of Pt/C (78 mV·dec−1) and directly indicating that CNS–0.8Fe owns faster ORR kinetics.

Figure 7. (a) CV curves of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe in Ar or O2, scan rate: 50 V/s. (b) LSV
curves of CNS–0.6Fe, CNS–0.8Fe and CNS–1.0Fe at 1600 rpm with a scan rate of 10 mV/s.

The evidently improved electrocatalytic performance of CNS–0.8Fe among the three samples
can be explained by the following four reasons. First, CNS–0.8Fe has relative higher specific surface
area in comparison with CNS–0.6Fe and CNS–1.0Fe, thus resulting in the expose of more active sites.
Second, CNS–0.8Fe possesses a better developed lamellar structure than CNS–0.6Fe and CNS–1.0Fe
as indicated by the TEM images, which is beneficial for the contact between active sites and oxygen
molecules during ORR process. Third, the calculated ID/IG value testified that the graphitic degree of
CNS–0.8Fe is higher than the others, thus endowing this sample with a better electrical conductivity.
Fourth and most importantly, CNS–0.8Fe possesses higher pyridinic N and Fe–Nx contents than
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CNS–0.6Fe and CNS–1.0Fe, which can provide more active sites towards ORR, thus greatly enhancing
the catalytic activity.

The LSV curves of CNSs were also collected with different rotation rates. The current density of
CNS–0.6Fe, CNS–0.8Fe, and CNS–1.0Fe increase gradually when consecutively changing the rotation
speeds from 400 to 1600 rpm, as listed in Figure S5. Probably, the shortening of the diffusion distance
directly leads to this regular phenomenon. To further explore the reaction kinetics of the ORR process,
rotating ring disk electrode (RRDE) experiments were performed to calculate the generation of HO2

−
also with electron transfer numbers (n) values. CNS–0.6Fe, CNS–0.8Fe, CNS–1.0Fe, and the commercial
Pt/C displayed higher disk current but minor ring current, as shown in Figure 8a. With the increase of
potential from 0.2 to 0.5 V, the corresponding HO2

− yield ranges of CNS–0.6Fe, CNS–0.8Fe, CNS–1.0Fe,
and Pt/C catalyst are 10.57 to 11.90%, 3.99 to 6.22%, 4.66 to 5.93%, and 1.81 to 2.71%, as shown in
Figure 8b. Also, the corresponding n values of CNS–0.6Fe, CNS–0.8Fe, CNS–1.0Fe, and Pt/C catalyst
are 3.67 to 3.78, 3.87 to 3.92, 3.88 to 3.90, and 3.94 to 3.96 as shown in Figure 8c. So, these results just
could indicate that CNSs catalyze ORR by the typical dominant four-electron transfer pathway [30–33].

Figure 8. (a) Rotating ring disk electrode (RRDE) tests of CNS–0.6Fe, CNS–0.8Fe, CNS–1.0Fe and Pt/C
at 1600 rpm. (b) The HO2

− yields, (c) electron transfer number.

Taking CNS–0.8Fe as an example, the durability of CNSs was evaluated at 1600 rpm with
consecutive 1000 cycles of CV scan in O2-saturated 0.1 M KOH solution (Figure S6). The decrease
of the onset and half-wave potentials is not evident. The LSV curves recorded before and after 1000
cycles reveal negative shifts of Ehalf-wave of 7 mV for CNS–0.8Fe, which is lower than that of Pt/C
(12 mV) as reported [21]. This result indicates that CNS–0.8Fe is relatively stable for ORR. The relevant
crossover effects tests were conducted by taking CNS–0.8Fe as an example through chronoamperometric
measurement to evaluate the catalytic selectivity of the catalysts. The methanol oxidation reaction
resulted that the current density of Pt/C catalyst directly decreased at once when scrupulously adding
3.0 M methanol, as shown in Figure 9. However, this was not the case for CNS–0.8Fe, as the current
density of that did not show evident change (Figure 9). These results confirmed that CNSs have good
catalytic selectivity for ORR [34–36].

 

Figure 9. Methanol crossover tests of CNS-0.8Fe and Pt/C at 1600 rpm.
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4. Conclusions

In summary, we prepared a new type of Fe and N co-doped carbon materials through a simple and
effective method in one step. Direct coordination between amino ligand and Fe3+ could easily afford
metallosupramolecular polymer precursors. After two carbonization processes, carbon flakes with
wrinkled edges and active site of Fe–Nx and Fe3C nanoparticle were fabricated. The catalytic activity
of the carbon materials towards ORR were detailed investigated. The carbon material of CNS–0.8Fe
possessed Eonset = 0.93 V and Ehalf-wave = 0.83 V vs. RHE in alkaline system, which were comparable
to Pt/C catalyst. The ligand TA and Fe3+ could generate more content of Fe–NH2 in the precursor at a
proper proportion through the coordination reaction and further led to the generation of more content
of Fe–Nx active site when carbonization. So, the appropriate molar ratio between amino ligand and
Fe3+ was the most important factor that determined the activity of CNSs. We considered that this
simple method and conclusion might be of practical interest for the exploration of electrocatalysts with
excellent ORR activity.
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Abstract: Modified cokes with improved resistance to CO2 reaction were produced from a high
volatile coking coal (HVC) and different concentrations of boron carbide (B4C) in a laboratory scale
coking furnace. This paper focuses on modification mechanism about the influence of B4C on coking
behavior and chemical structure during HVC carbonization. The former was studied by using
a thermo-gravimetric analyzer. For the latter, four semi-cokes prepared from carbonization tests
for HVC with or without B4C at 450 ◦C and 750 ◦C, respectively, were analyzed by using Fourier
transform infrared spectrum and high-resolution transmission electron microscopy technologies.
It was found that B4C will retard extensive condensation and crosslinking reactions by reducing the
amount of active oxygen obtained from thermally produced free radicals and increase secondary
cracking reactions, resulting in increasing size of aromatic layer and anisotropic degree in coke
structure, which eventually improves the coke quality.

Keywords: high volatile coking coal; boron carbide; coking behavior; chemical structure; coke quality

1. Introduction

Adding cheap materials into coal blends to produce metallurgical coke has been ex-
tensively researched, due to the gradual rise of coking coal price and inadequate supply of
the prime-coking coals with medium volatility. The most studied method is harnessing
non-coking coal to replace part of coking coals, but the caking property of coal blends
will deteriorate in such a situation. To improve the caking property, on the one hand,
various high bond-ability substances, such as pitches, coal tar pitches, coal extracts, and
solvent-refined coals, have been used in the carbonization process of coal blending with
low bond-ability [1–7]. On the other hand, non-coking coal was pretreated by thermal
treatments [8], hydrothermal treatments [9,10], and steam treatments [11,12]. Additionally,
to reduce the costs of coal blends and the amount of CO2 emission, adding small amount
of biomass material into coal blends to produce metallurgical coke has also been sug-
gested [13–15]. Although these methods can broaden coking coal resources, few industrial
applications about the above studies are successful because of factors such as coke quality,
cost, production conditions, etc.

It is widely known that the reserve of high volatile coking coal (HVC) occupies
about half of all coking coal reserves, and the price of HVC is relatively cheap. Therefore,
increasing the usage amount of HVC in coal blending to produce metallurgical coke is also
an effective solution to reduce the cost of coke and maintain the sustainable development
of the coke industry. However, the usage amount of HVC in coal blending is usually
limited to 20–30% in the producing process of metallurgical coke [5,12], which is extremely
disproportionate to the reserve of HVC. This is because HVC is a low proportion of
metamorphism coking coal and possesses plenty of oxygen-containing groups as well
as aliphatic side chains, which results in the rapid formation of large quantities of gases,
free radicals, and plastic mass with high fluidity during HVC carbonization, subsequently
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leaving a weak coke with a thin-walled porous structure [13,14,16–19]. In such a case,
Qian et al found that the addition of pitches could contribute to developing intermediate
texture during HVC carbonization [20]. This improves the coke quality, but the complex
operation process and plugging problem limit its industrial application. Vega et.al., asserted
that mild oxidation was an effective method to improve the coking performance of HVC
with low oxygen content (less than 5%) [19]. However, HVC usually contains high oxygen
content (more than 10%) so that mild oxidation will lead to excessive oxygen in HVC,
which worsens its thermoplasticity and coking performance.

Admittedly, exploring a new method which is able to improve the coking performance
of HVC, finally increasing its usage in coal blends, is urgent and essential. Previous studies
have indicated that during resin pyrolysis, B4C reacts with oxygen-containing fragments
released from resin to generate boric oxide, whose formation further affects the viscosity of
resin at high temperature [21,22]. The compositions of the oxygen-containing fragments
obtained from the pyrolysis process of resin and HVC are partly similar; that B4C may react
with the oxygen-containing fragments derived from the plastic zone of HVC. In such a case,
there are more indigenous donor hydrogen stabilizing free radicals due to the decrease in
reaction between oxygen-containing fragments and transferable hydrogen. Consequently,
B4C may be a promising additive to improve HVC’s coking performance and coke quality.

Initially, this work aims to investigate whether adding B4C can improve the quality of
coke obtained from HVC. Five carbonization tests were carried out in a laboratorial scale
coking furnace, and the quality of resulting coke was reflected by coke reactivity towards
CO2 (CRI) and coke strength after reaction (CSR) indexes. Secondly, one of the important
tasks of this work was to acquire the mechanism of improvement of coke quality in detail.
The influence of B4C on coking behavior during HVC carbonization was evaluated by using
a thermo-gravimetric analyzer (TG). Based on the coke quality data and TG analysis, four
semi-cokes with or without B4C were manufactured under two characteristic temperatures
and were analyzed by Fourier transform infrared spectrum (FTIR) and high-resolution
transmission electron microscopy (HRTEM) techniques to investigate the effects of B4C
on chemical structure during HVC carbonization. Having a better understanding of the
interactional mechanism between HVC and B4C contributes to increasing the proportion
of low-rank coking coal (such as HVC) in coal blending, especially in the case of adding
B4C, to produce low-cost metallurgical coke. Simultaneously, this method is easy to apply
in industry.

2. Materials and Methods

2.1. Samples and Carbonization Experiments of Coke

The HVC used in the current study was collected from Kubai coal field of Xinjiang
province, located in northwest China. The boron carbide (B4C) powder with particle
diameter <58 μm had a purity of 95%. The coke carbonization experiments between HVC
and B4C were carried out in a laboratorial scale coking furnace, and experimental schemes
are shown in Table 1.

The coking furnace temperature was controlled automatically by a programmable
controller and was heated by resistance wire. The density and moisture of coal blends were
limited to 0.95 g/cm−3 and 10 wt.%, respectively. Approximately 2 kg of the coal blend
(particle size of HVC less than 3 mm) was mixed evenly and placed in a coking retort with
an internal diameter of 100 mm and a length of 500 mm. Next, this coking retort was put
into the coking furnace after the experimental temperature reached 700 ◦C, combining with
a heating rate 10 ◦C/min. After that, it was consecutively heated to 1000 ◦C at the rate of
5 ◦C/min, and the target temperature was maintained for 5 h, finally cooling the retort to
room temperature in the atmosphere. The GB1997-89 standard was applied to produce
coke samples whose CRI and CSR indexes were measured using GB/T4000-1996 standard.
These indexes are shown as the average value of three trials in a later context.
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Table 1. Carbonization schemes for coke and semi-coke.

Samples High Volatile Coking Coal (HVC) (wt.%) B4C (wt.%) Temperature (◦C)

Scheme of Cokes

Coke-0 100.00 0 1000
Coke-1 99.75 0.25 1000
Coke-2 99.50 0.50 1000
Coke-3 99.25 0.75 1000
Coke-4 99.00 1.00 1000

Scheme of Semi-Cokes

C450 100.00 0 450
C450M 99.50 0.50 450
C750 100.00 0 750

C750M 99.50 0.50 750

2.2. TG Measurements

Generally, the carbonization process of coal is similar to its pyrolysis process under
an inert gas. In order to simulate and evaluate the influence of adding B4C on coking
behavior in the carbonization process of HVC, two groups of thermo-gravimetric analysis
experiments for HVC (particle size of <74 μm in diameter) with and without 0.5 wt.% B4C
were carried out on a NETZSCH STA 449 C analyzer (Nestal, Selbu, Germany). About
10 mg of coal blend was placed in an alumina cell and heated from ambient temperature
to 1000 ◦C at a rate of 10 ◦C/min under a continuous argon atmosphere with flow rate of
50 mL/min.

2.3. Carbonization Experiments of Semi-Coke

To investigate the influence of B4C on the chemical structure in the carbonization
process of HVC, the semi-coke carbonization experiment was carried out in an electrically
heated oven using a 200 mL crucible and corresponding schemes, based on the coke
quality analysis and characteristic temperatures analysis from TG, are listed in Table 1.
Approximately 100 g coal blending (particle size of HVC less than 1 mm) was loaded into
the crucible. The crucible was placed in the oven’s chamber filled with inert atmosphere,
heated at the rate of 10 ◦C/min to 450 ◦C and 750 ◦C, respectively, held at the target
temperature for 5 min, and then removed and cooled to room temperature under an
N2 atmosphere.

2.4. Preparation of Demineralized Samples

Raw coal samples and semi-coke samples were ground and sieved to obtain particles
of <74 μm in diameter. To eliminate the potential effects of minerals on the FTIR and
HRTEM analyses, these samples were acid-washed using HCl and HF solution at room
temperature as described in a previous study [23]. Generally, acid treatment under such
conditions does not cause significant structural changes [24]. These demineralized samples
were dried for 12 h in vacuum room at 60 ◦C and stored under nitrogen atmosphere.
Ultimate analyses of these samples were determined according to GB/T 476-208 criterion
and the analytical results are listed in Table 2.

Table 2. Elemental analyses of studied samples (wt.%, daf).

Sample H C N S O a H/C

Raw coal 4.83 76.93 1.32 0.51 16.41 0.753
C450 4.00 81.41 1.35 0.54 12.69 0.590

C450M 4.12 80.32 1.31 0.55 13.70 0.616
C750 1.75 86.47 1.53 0.47 9.78 0.243

C750M 1.71 86.83 1.51 0.48 9.47 0.236
a By difference; wt.%, daf: weight percentage of various elements on a dry and ash-free basis.
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2.5. FTIR Measurements

The FTIR spectra of the demineralized samples were recorded on a Thermo-Nicolet
iS5 FTIR spectrometer (Thermo Fisher Scientific, MMAS, Waltham, MA, USA). All samples
for the FTIR measurement were prepared by mixing the investigated sample with dried
KBr powder, and the mixture was pressed to form a pellet under 12 MPa for 2 min. All
spectra were obtained within the 400–4000 cm−1 wave number range at a resolution of
4 cm−1, and 32 scans per spectrum were performed.

2.6. HRTEM Measurements

The influence of adding B4C on lattice fringes in the carbonization process of HVC
was investigated by using HRTEM. The demineralized samples were grounded in ethanol
and sonicated in an ultrasonic washer for 10 min, and then sprayed on a copper microgrid
as HRTEM specimens. The HRTEM images of the samples were acquired from a 200 kV
transmission electron microscope (JEM-2100F, JEOL, Tokyo, Japan). Detailed procedures
and conditions of HRTEM analysis were derived from a previous thesis [25].

3. Results and Discussion

3.1. Coke Quality Analysis

In order to easily observe the changing trend of strength, two smooth curves in
Figure 1 were automatically performed by linking data points based on the B-spline mode
of software Origin 9.1. As shown in Figure 1, the CRI index of coke decreased by 26.3%,
while CSR index of coke increased by 18.5% when 0.25 wt.% B4C was added into HVC,
indicating that the coke quality is improved distinctly through the addition of B4C. In addi-
tion, these thermal strength indexes were further promoted when B4C content increased to
0.50 wt.%. However, continuing to increase the content of B4C to 0.75 wt.% even 1 wt.%
led to little change of these indexes. These results indicate that adding 0.5 wt.% B4C into
HVC to improve the coke quality is sufficient. Therefore, the addition amount of B4C was
set as 0.5 wt.% in the following research on the modification mechanism.

 
Figure 1. The relationship between thermal strength indexes of coke and the concentration of B4C in
coal blending. CRI: coke reactivity towards CO2; CSR: coke strength after reaction.

3.2. Ultimate Analyses

As listed in Table 2, raw coal has a high oxygen content (16.41 wt.%, daf) and low
carbon content (76.93 wt.%, daf), suggesting that raw coal is a low coalification coking coal
with abundant oxygen-containing groups. In the carbonization process, the contents of
hydrogen and oxygen decrease in semi-cokes while the content of carbon increases with
the increase in temperature (Table 2), which is largely caused by releasing small molecular
weight gases, such as CO2, CO, H2O, H2, etc. It is worth noting that some differences on
element content and H/C ratio were observed in semi-cokes under the same temperature,
indicating that B4C causes a change of carbonization process of HVC.
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3.3. TG Analysis

Figure 2 shows the curves of mass loss (TG) and their derivatives (DTG) for raw coal
and modified coal, respectively. According to previous research [26], seven characteristic
temperatures derived from the TG and DTG curves are defined and the two curves are
divided into five stages as shown in Figure 2. For the drying stage (room temperature—Ti)
and slow pyrolysis stage (Ti–Tm; the process with a low reaction rate—Figure 2), there is
little difference in both coals, indicating that the B4C has little effect on the dehydration
process, the releasing process of gas soaked in the pores, and the decomposition process of
unstable functional groups below 400 ◦C.

Figure 2. Thermo-gravimetric (TG) and DTG curves of raw coal and modified coal (addition of
0.5 wt.% B4C into raw coal) at a heating rate of 10 ◦C/min. T*,r: represents the characteristic tem-
peratures of raw coal; T*,m: represents the characteristic temperatures of modified coal; Tc: moisture
loss peak temperature; Ti: pyrolysis initial temperature; Tm: initial temperature of the pyrolysis
process with a fast reaction rate; Tmax: highest pyrolysis peak temperature; Tn: finish temperature of
the pyrolysis process with a fast reaction rate; Tc: second cracking peak temperature; Tf: pyrolysis
finish temperature.

For the fast pyrolysis stage (Tm–Tn), the process with a fast reaction rate, a weight
loss peak with a high mass loss rate (2.53 %/min) was observed in the DTG curve of raw
coal, indicating that many considerable reactions occurred, and these reactions caused the
formation of abundant volatile matters, free radicals, and molecular fragments in this stage.
Compared with the weight loss peak, however, the corresponding peak in modified coal
showed a lower mass loss rate (1.98 %/min), indicating that the reaction rate of pyrolysis
reactions in the fast pyrolysis stage are slowed down by adding B4C. This may be because
partial active oxygen obtained from thermally produced molecular fragments are combined
with B4C to form boron oxide [21,27–29], which decreases the consumption of transferable
hydrogen used to stabilize reactive oxygen substances so that more transferable hydrogen
can be used to stabilize the free radicals. In such a case, on the one hand, more stable
free radicals can be arranged in an ordered structure, resulting in the development of
anisotropic mesophase structures in semi-coke [30]. On the other hand, the reaction rate
of condensation and crosslinking reactions will be reduced in modified coal, which is
consistent with a lower mass loss rate peak in the fast pyrolysis stage.

For the fast polycondensation stage (Tn–Tf), the peak at Tp,m is more intensive than the
peak at Tp,r, indicating that the intensity of secondary cracking reactions in modified coal is
higher than that in raw coal. This is because, with the development of mesophase structures
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in modified coal, more macromolecular weight polymers will form and participate in
secondary cracking reactions [26].

For the slow polycondensation stage (Tf–1000 ◦C), there were no obvious differences
in the transformation process from char to coke for both coals, but the weight of pyrolytic
residues of modified coal was higher than that of raw coal after the pyrolysis finished. This
is attributed not only to the residue of boron oxide, but also the lower release of small
molecular weight gases in the fast pyrolysis stage.

3.4. FTIR Analysis

Figure 3a shows the FTIR spectra of raw coal and the four semi-coke samples, which ex-
hibit similar absorption bands primarily consisting of oxygen-containing groups, aliphatic
C–H groups, aromatic nucleus C=C, and substituted aromatic rings, while their intensities
of absorption bands vary considerably. For further observing the changes of significant
functional groups in the FTIR spectra, the baselines of zone representing aliphatic C–H
groups from 3000 to 2800 cm−1, zones representing oxygen-containing functional groups
from 1800 to 1500 cm−1 and 1350 to 1000 cm−1, and zone representing aromatic C–H groups
from 900 to 700 cm−1 were corrected, as shown in Figure 3b–e, respectively. According to
the literature [23,24,26,31–33], band assignments are shown in Table 3.

Table 3. Band assignments derived from FTIR spectra.

Band Position (cm−1) Assignments

3415–3350 –OH stretching vibration
2975−2955 Aliphatic CH3 asymmetric stretching vibration
2925−2919 Aliphatic CH2 asymmetric stretching vibration
2855−2850 Aliphatic CH2 symmetric stretching vibration
1705-1695 Aromatic (carbonyl/carboxyl groups) (C=O)
1640–1605 Aromatic ring stretching C=O or C=C
1470−1450 aliphatic chains CH3–, CH2–
1274−1260 C–O stretching vibration in aryl ethers
1165−1155 C–O stretching vibration in phenols, ethers
1098−1095 C–O stretching vibration in alcohols or aromatic ring C–H bending vibration
1035−1030 Aromatic ring stretching vibration or C–O stretching vibration

1010 C–O stretching vibration
876–872 Aromatic nucleus CH, one adjacent H deformation
810–801 Aromatic nucleus CH, two adjacent H deformation

750 Aromatic nucleus CH, four adjacent H deformation

As shown in Figure 3a,b, the intensities of peaks at 2955 cm−1, 2920 cm−1, 2852 cm−1,
and 1465 cm−1 for aliphatic C–H functional groups steadily decrease with increasing
temperatures due to the thermal cleavage of aliphatic chains. Besides, these fractured
aliphatic segments will participate in polycondensation reactions during aromatization
to form larger condensed aromatic nucleus polymers. It is worth noting that the peak
intensity at 3000–2800 cm−1 of C450M is greater than that of C450, indicating that C450M
has a higher concentration of aliphatic C–H groups as well as a lower condensation degree
of aromatic nuclei. Conversely, the content of aliphatic C–H groups of C750M are slightly
lower than that of C750, suggesting that the condensation degree of aromatic nuclei in
C750M increases with the addition of B4C.

As can be seen in Figure 3a,c,d, the intensities of peaks at 3400 cm−1, 1702 cm−1,
1262 cm−1, 1097 cm−1, 1032 cm−1, and 1010 cm−1 for oxygen-containing functional groups
monotonously decrease with the increasing temperatures, even the four peaks at 1702 cm−1,
1165 cm−1, 1032 cm−1, and 1010 cm−1 disappear in semi-cokes at 750 ◦C. This is because
these –COOH, O–H, and C–O bands are gradually broken or destroyed in the HVC
carbonization process and released through small molecules gases [17,18]. It is interesting
that the intensity of peak at 1610 cm−1 for C=C stretching band also declines with the
increase in temperature. Ideally, the C=C stretching band representing the condensation
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degree of aromatic nuclei will increase with increasing carbonization temperature, but the
presence of plenty of phenolic groups and COO– groups in low-rank HVC (C 76.93 wt.% in
Table 1) is likely to increase intensity of the 1610 cm−1 band [34]. Therefore, the decrease in
intensity of the peak at 1610 cm−1 is mainly due to the decomposition of oxygen-containing
groups in the carbonization process of HVC.

Figure 3. FTIR spectra of raw coal and four semi-cokes: (a) FTIR spectra from the 4000–400 cm−1

zone; (b) FTIR spectra after subtracting the baseline from the 3000–2800 cm−1 zone; (c) FTIR spectra
after subtracting the baseline from the 1800–1500 cm−1 zone; (d) FTIR spectra after subtracting the
baseline from the 1350–1000 cm−1 zone; (e) FTIR spectra after subtracting the baseline from the
900–700 cm−1 zone.

It is worth noting that a new peak at 1121 cm−1 (in Figure 3d) attributed to a B–O
bond is observed in C450M [29,35,36], indicating that partial active oxygen obtained from
oxygen-containing fragments were consumed by reaction with B4C to form the boron
oxide in the plastic zone of HVC. In addition, by comparing the peak strength of oxygen-
containing functional groups at the same position in C450 and C450M, the strength of all
oxygen-containing peaks was increased by adding B4C. One of hypotheses was that substi-
tution reactions between boron compound and oxygen-containing functional groups occur,
which leads to the formation of organically bound B–O groups with higher bond energies.
Simultaneously, a shift of the C=C stretching band from 1630 cm−1 (in C750) to 1634 cm−1

(in C750M) and a new band at around 1219 cm−1 representing B–C stretching vibration are
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observed. Generally, an increase in wavelength of the C=C stretching band is attributed to
the generation of the B–C band. Meanwhile, boron atoms should be incorporated in the sp2

C networks in coke structure. These two explanations are clarified in related articles [29,36].
However, compared with conditions in these articles, the experimental temperature in this
work was lower. Therefore, whether the explanations introduced in the above articles are
suitable to support the phenomena in this work still needs to be illustrated.

As shown in Figure 3e, these fingerprint absorption peaks at 900–700 cm−1 are caused
by aromatic C–H out-of-plane bending vibrations. It is generally accepted that the degree of
aromatic substitution and condensation of aromatic nuclei rely on the number of adjacent
hydrogens per ring [24]. The intensities of peaks at 812 cm−1 and 750 cm−1 decrease
gradually and the intensity of peaks at 870 cm−1 increases gradually with increasing
temperature, indicating that the concentrations of highly-substituted aromatic rings and
aromatic structures with 1–2 rings decrease in the carbonization process and the size of
condensed aromatic nuclei becomes larger. It is noteworthy that the peak intensity at
876 cm−1 of C450M is lower than that of C450, but the peak intensity at 876 cm−1 of C750M
is higher than that of C750 when the temperature arrives at 750 ◦C. Simultaneously, both
peak intensities at 801 cm−1 and 750 cm−1 of C450M are higher than those of C450, but
both peak intensities of C750M are lower than those of C750. These results show that
the addition of B4C can retard condensation reactions in the plastic zone and increase the
secondary cracking reactions in the fast polycondensation zone of HVC, which will lead to
the formation of larger sized condensed aromatic nuclei in C750M.

3.5. HRTEM Analysis

The lattice fringes cannot be observed directly from HRTEM images, so these original
images were organized to acquire the lattice fringe images and every step is briefly de-
scribed as follows: firstly, using Fourier transformation to cope with original images obtains
frequency domain images; secondly, using rounded filtering eliminates the disordered part
in these images; thirdly, using inverse Fourier transformation transfers the images obtained
after the second step to new images; then, using threshold segmentation to handle the new
images obtains black-and-white binary images that can present microcrystalline fringe;
next, initially etch, then expend, and finally skeleton process the black-and-white binary
images to obtain lattice fringe images [37]. HRTEM images and the corresponding lattice
fringe images of raw coal and four semi-coke samples are shown in Figure 4. According
to Figure 4, these lattice fringe images show a striking difference in the shape, size, and
orientation of the layers. For the raw coal, the majority of layers are small, twisted, and
lack orientation; that few stacks can be observed in Figure 4b, which is consistent with
its low coalification. With the elevation of carbonization temperature, aromatic layers’
stacking-number and their size increase while they become better-orientated in semi-cokes,
as shown in Figure 4d,f. In addition, these changes of aromatic layers become more evi-
dent in semi-cokes at 750 ◦C (in Figure 4h,j). These results show that the crystallinity of
semi-coke increases with the increase in carbonization temperature.

According to the literature [25,37], the number of aromatic carbon atoms can be
determined by the lattice fringe length of HRTEM image; therefore, the extracted lattice
fringe images were analyzed by image processing software (ImageJ V1.47) to calculate the
aromatic fringe size. The relationships between lattice fringe length and aromatic sheet
assignments are listed in Table 4, and the distribution frequency of lattice fringe length in
the samples is also shown in Table 4 through the form of the average value based on the
examination of three different regions containing 1000 aromatic fringes.

Table 4 shows a summary of the classification of the aromatic fringes by fringe lengths
and their frequency of occurrence in the aromatic fringe population. For raw coal, the
concentrations of benzene and parallelogram-shape aromatic structures of (<4 × 4) occupy
17.16% and 80.09%, respectively, while the ratio of parallelogram-shape aromatic structures
of (>3 × 3) are only 2.75%. This result indicates that HVC contains large quantities of small
size condensed aromatic structure, which are responsible for its weak thermal stability and
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the formation of plenty of free radicals in the plastic zone [13,16,26,38]. With increasing
carbonization temperature, the concentrations of parallelogram-shape aromatic structures
of (>3 × 3) increase significantly in semi-cokes, as shown in Table 4, suggesting that
large quantities of condensation and repolymerization reactions occur in semi-cokes at
450 ◦C and 750 ◦C. It is noticeable that the concentration of parallelogram-shape aromatic
structures of (>3 × 3) in C450M is lower than that in C450 whereas the concentration
of the above structures in C750M is higher than that in C750, indicating that adding
B4C contribute to constraining condensation reactions in the plastic zone and promoting
repolymerization reactions in the fast polycondensation zone.

Figure 4. High-resolution transmission electron microscopy (HRTEM) images and the corresponding
extracted lattice fringe images of coal and semi-coke samples: (a,b) raw coal; (c,d) C450; (e,f) C450M;
(g,h) C750; (i,j) C750M.

Table 4. Aromatic fringe assignments and distribution frequency based on the analysis of HRTEM
fringe images.

Aromatic Fringe Assignments Distribution Frequency of Aromatic Fringes (%)

Aromatic Sheet Grouping (Å) Raw Coal C450 C450M C750 C750M

Benzene 2.5–2.9 17.16 13.57 16.05 14.20 13.06
1 × 1 3.0–5.4 52.65 41.92 50.16 40.16 39.27
2 × 2 5.5–7.4 14.66 16.32 16.01 15.45 15.84
3 × 3 7.5–11.4 12.78 15.11 13.34 14.51 13.14
4 × 4 11.5–14.4 2.14 4.44 2.08 5.49 6.39
5 × 5 14.5–17.4 0.31 2.58 0.88 3.45 3.59
6 × 6 17.5–20.4 0.20 1.62 0.88 1.57 2.37
7 × 7 20.5–24.4 0.10 1.94 0.24 1.73 1.55
8 × 8 24.5–28.4 0 0.73 0.16 1.10 1.55

>8 × 8 >28.5 0 1.78 0.16 2.35 3.35
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3.6. Role of the B4C in the Improvement of Coke Quality

B4C reacts with active oxygen obtained from oxygen-containing compounds in the
plastic zone of HVC, which leads to reducing the reactions between active oxygen and
transferable hydrogen. Therefore, more transferable hydrogens are available to stabilize
free radicals, reducing the condensation and crosslinking reactions of free radicals. In this
case, the anisotropic mesophase structures develop in the plastic zone of modified coal,
which contributes to increasing the degree of anisotropy in coke. Simultaneously, more
stable free radical fragments will be involved in the polymerization reaction under higher
temperature, increasing the size of the aromatic sheet and condensed degree in semi-coke,
as shown in C750M. Consequently, with further elevating temperature, the size of aromatic
layer will increase in coke structures by adding B4C. In summary, adding B4C into HVC
to produce coke has the result of increasing the size of the aromatic layer and anisotropic
degree in the coke structure, which contributes to enhancing the coke resistance to CO2
reaction, ultimately resulting in the significant improvement of coke quality.

4. Conclusions

In this work, in addition to a new additive (B4C) that is primarily introduced, the
modification mechanisms of coke quality were analyzed by using TG, FTIR, and HRTEM
techniques. The main conclusions are summarized as follows:

(1) HVC contains large quantities of oxygen-containing functional groups, aliphatic side
chains, and small molecular weight aromatic molecules, resulting in the coke derived
from HVC with a high CRI index and low CSR index.

(2) B4C can considerably improve the quality of low-strength coke prepared from HVC.
Regarding optimal thermal strength indexes, the CRI index of coke decreases by
29.8%, while the CSR index of coke enhances by 23.1% when adding 0.5 wt.% B4C
into HVC.

(3) The reaction between B4C and active oxygen derived from oxygen-containing compounds
during HVC carbonization leads to reduced condensation and crosslinking reactions and
increased secondary cracking reactions, which result in phenomena—increasing size of
the aromatic layer and anisotropic degree in the modified coke structure—that are
responsible for significantly improvements of the coke quality.
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Abstract: Understanding the structural behavior of graphene flake, which is the structural unit of
bulk crumpled graphene, is of high importance, especially when it is in contact with the other types
of atoms. In the present work, crumpled graphene is considered as storage media for two types
of nanoclusters—nickel and hydrogen. Crumpled graphene consists of crumpled graphene flakes
bonded by weak van der Waals forces and can be considered an excellent container for different
atoms. Molecular dynamics simulation is used to study the behavior of the graphene flake filled with
the nickel nanocluster or hydrogen molecules. The simulation results reveal that graphene flake can
be considered a perfect container for metal nanocluster since graphene can easily cover it. Hydrogen
molecules can be stored on graphene flake at 77 K, however, the amount of hydrogen is low. Thus,
additional treatment is required to increase the amount of stored hydrogen. Remarkably, the size
dependence of the structural behavior of the graphene flake filled with both nickel and hydrogen
atoms is found. The size of the filling cluster should be chosen in comparison with the specific surface
area of graphene flake.

Keywords: crumpled graphene; Ni-graphene composite; hydrogen; molecular dynamics; storage media

1. Introduction

The transformation of nanoscale structural elements into three-dimensional (3D) com-
plex architecture is currently an important task of materials science. Since the discovery of
fullerenes in 1985, a lot of new carbon structures have been proposed. Carbon polymorphs
can be used to obtain nanostructures with unique mechanical and physical properties
applicable in nanoelectronics, energy storage devices, sensors, supercapacitors, Li-ion
batteries, etc. [1–7].

Graphene is capable of enhancing the performance, functionality as well as dura-
bility of many applications. The one-atom thin structure can serve as the platform for
other materials especially since the graphene layer can be bent or crumpled. Extensive
studies have been carried out in recent decades to investigate the crumpling behavior of
thin sheets like graphene, by both theoretical and experimental methods [8–19]. It was
shown that crumpled structures can have excellent compression and aggregation-resistant
properties [5,6,9,10,20–22]. Crumpled graphene can be used for the production of new
supercapacitors [19]. However, one of their new and important applications is that of a
natural container for other atoms.

It is known that coupling metal nanoclusters with carbon materials can efficiently pro-
mote catalysis and electrocatalytic activities [23,24] or prevent the corrosion of metals [25].
redAmong metals, some can be easily attached to its surface, while others even repulse
from the surface. The bigger the carbon solubility of metal, the more amounts of carbon can
be attracted to the metal surface. Metals such as Ni, Cu, Pt, or Au are the most preferable
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as catalysts for the growth of graphene [26–28]. However, nickel is one of the most broadly
used metals for a range of graphene applications, including the growth of carbon nanotubes
(CNTs) and graphene [29–31]. Lattice mismatch is one of the important factors for choosing
the metal for metal–graphene interface and Ni(111) surface is the closest matched interface
with respect to the graphene of all transition metals [26]. In [29], a simple and scalable
method for the synthesis of hollow graphene balls using a Ni nanocluster template was
developed. The interface between graphene and Ni attracts considerable interest due to
the possibility of the synthesis of large-area graphene on metal substrate [32–36]. Since the
fabrication of graphene layers on the metal substrate was very successful, the idea of the
fabrication of metal–graphene layered composites was raised by [37–40]. Graphene added
into the copper and nickel matrix by chemical vapor deposition can considerably improve
the strength of metal [38]. The overview of graphene–nickel composites can be found
in [39]. Both the theoretical and experimental works on Ni-graphene layered composites
showed that the mechanical properties of metal-matrix composite reinforced with the
graphene layer considerably improved. In the present work, the other approach to obtain
the Ni-graphene composite was applied: introducing metal nanoparticles to the crumpled
graphene matrix. In [41–44] it was shown that such composites can be obtained through
compression combined with high temperatures.

The other important advantages of such structures are a large specific surface area
(SSA) and, respectively, a high rate of gas adsorption, which makes it possible to predict
their use in hydrogen storage [45–53]. Various structural parameters can affect the degree of
hydrogen accumulation [45]. For example, the amount of adsorbed hydrogen increases with
an increase in the CNT diameter, since this increases the surface area on which hydrogen
can be adsorbed. An increase in the distance between graphene sheets in the structure also
leads to an increase in the gravimetric hydrogen absorption density. Another promising
carbon structure is two layers of graphene connected by short CNTs with graphene cones
added on top of the structure. The idea of such a structure appeared when it was shown
that the hydrogenation of graphene can lead to the buckling of the graphene sheet [54]:
the amount of accumulated hydrogen increased from only 3 wt% for the simple graphene
plane to 20 wt% for graphene plane with graphene cone. Carbon nanostructures doped
with alkali metals (Li and K) can adsorb even more hydrogen [48–53]: 14 wt% (Li) and
20 wt% (K) of hydrogen at moderate conditions, in contradiction with the lower values
reported later [50]. The Li-doped activated carbon [55] can store from 2.1 to 2.6 wt% of
H2 at 77 K and at 2 MPa, which shows that at given pressure–temperature conditions the
amount of stored hydrogen can be increased. It should be mentioned that the required
amount of stored hydrogen for carbon nanostructures was still not achieved. Thus, an
active search for new materials and structures for hydrogen storage and transportation is
of high importance.

In the present work, two types of nanofillers for crumpled graphene flake were
considered—Ni and hydrogen nanoclusters. Thus, the idea of using crumpled graphene
flake for the storage of different atoms using Ni and hydrogen clusters as the example was
realized. It is important to understand the dynamics of interaction between single graphene
flake and a metal or non-metal nanocluster before the study of storage in three-dimensional
crumpled graphene. The behavior of the hybrid structure is studied by atomistic simulation
at different temperatures. For the carbon–nickel system, room temperature (300 K) and
temperature close to the melting point of Ni (1000 K) were chosen. However, for the
carbon–hydrogen system, the temperature of liquid nitrogen (77 K) and room temperature
were chosen. The dynamics of the structure were studied during exposure for 20 ps.

2. Materials and Methods

To study the interaction between graphene flake (GF) and atomic nanocluster, an
initial structure composed of the GF of one size (NC = 252) and atomic clusters of different
sizes (N = 21; 38; 47; 66; 78) inside the flake was considered (see Figure 1a). One graphene
flake was a small CNT(11,11) 1.3 nm-long with two atomic rows deleted along the axis of
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the nanotube. Since the size of this small sample of graphene along three dimensions is
very small (1.3 nm along the z axis, 3.6 nm along the y axis and one-atom-thick along the x
axis) it is called “flake” rather than “nanoribbon”. This GF was filled with nanoclusters of
two types: (i) nickel nanocluster and (ii) hydrogen nanocluster.

Figure 1. (a) Initial structure: graphene flake with the diameter D filled with nanocluster with the
diameter d; (b) atomic and molecular hydrogen inside the graphene flake.

The maximum size of the nanocluster was chosen to almost completely fill the cavity
of the graphene flake. The size of the structural elements is shown in Table 1. The
distance between the edge of the nanocluster and the side of the flake can be defined as
a = (D − d)/2. However, these parameters affect the structural transformation just in the
case of metal nanocluster since it is a solid particle. a hydrogen cluster is gas and small H
atoms can easily spread inside GF.

Table 1. The size of the structural elements.

D, Å N d, Å a, Å

21 6.2 4.25
38 8.1 3.30

14.7 47 9.0 2.85
66 9.4 2.65
78 10.4 2.15

It should be mentioned, that nanocluster Ni78 was considered here as nanocluster of
critical size for the chosen size of the GF. However, for the metal cluster, this size was too
big and the sides of GF were closer than it should have been in a real system. To eliminate
the negative effect of the overly sized nanocluster, nanocluster Ni66 was considered the
characteristic for the case of metal–graphene interaction. While for the case of hydrogen–
graphene interaction, an even bigger size of the nanocluster could be considered since the
size of the hydrogen atoms was much smaller than the size of Ni atoms.

The simulation was conducted using a large-scale atomic/molecular massively paral-
lel simulator (LAMMPS). Equations of motion for the atoms were integrated numerically
using the fourth-order Verlet method with the time step of 0.2 fs. The Nose–Hoover ther-
mostat was used to control the system temperature. The periodic boundary conditions
were applied in all directions, however, the simulation box is much bigger than the size
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of GF filled with nanocluster. The adaptive intermolecular reactive empirical bond order
potential (AIREBO) [56] was used to describe the interatomic interactions between carbon
atoms, including both covalent bonds in the basal plane of graphene and van der Waals
interactions between GF and nanocluster. The simulation configurations were visualized
by Visual Molecular Dynamics (VMD) Software [57].

2.1. Graphene with Nickel Nanocluster

Graphene flake with the nanocluster was exposed at 300 K and 1000 K for 20 ps to
study the dynamics of nanocluster inside graphene flake. Previously [41], it was shown
that the melting temperature of the Ni nanocluster was about 1300 K. Thus, in the present
work, the highest considered temperature was 1000 K. At this temperature, Ni nanocluster
was close to melting but not melted yet, even for the smallest nanocluster, which consisted
of 21 atoms. Initially, Ni atoms were packed into the face-centered cubic lattice.

To describe the interatomic interaction between Ni–Ni and Ni–C, Morse interatomic
potential was used with the parameters De = 0.4205 eV, Re = 2.78 Å and β = 1.4199 1/Å for
Ni–Ni [58]; and De = 0.433 eV, Re = 2.316 Å, β = 3.244 1/Å for Ni–C. The parameters of the
Morse potential for describing the interaction of nickel and carbon atoms were recently
proposed using ab-initio simulation [59,60].

2.2. Graphene with Hydrogen Nanocluster

Graphene flake with hydrogen nanocluster was exposed at 77 K and 300 K for 20 ps.
The temperature of 77 K was chosen since it was previously shown that better sorption
of hydrogen can be found at 77 K [61]. The temperature of 300 K was chosen to study the
dynamics at room temperature, however, it is known that this temperature is too high for
hydrogen storage [46].

To describe the interatomic interaction between C and H, AIREBO interatomic poten-
tial was used.

It should be mentioned that the initially obtained structure contains atomic hydrogen,
however, H atoms transform to H2 molecules and just several H atoms remain single
(see Figure 1b). As it was shown, the lowest binding energy between graphene and H2
was observed when the distance between C and H2 in the range from 2.9 to 3.2 Å [61].
Hydrogen molecules can be bonded by van der Waals interaction when they move close
enough to the side of GF. Single hydrogen atoms can be chemically adsorbed on graphene
by covalent bonding.

3. Results

3.1. Graphene with Ni Nanocluster

At first, the evolution of the potential energy of the system during the crumpling
process for graphene flake filled within spherical the Ni nanocluster was analyzed. In
Figure 2, potential energy as the function of exposure time at 300 K (a) and 1000 K (b) for
five types of nanoclusters was shown. It was found that the total potential energy of the
system was saturated to a practically constant value at the end of the equilibration process,
indicating that the system reached equilibrium and a stable state. All the changes in the
energy curves correspond to some structural changes.

The longest time of stabilization at 300 K was found for Ni21 (5 ps). Curves for
nanoclusters of close diameter are almost the same. Graphene flake with Ni38 and Ni47
reach the equilibrium state at about 4 ps of exposure, while the GF with Ni66 and Ni78
reach equilibrium state at 3.2 ps. The bigger the diameter of the nanocluster, the less the
equilibration time. This can be explained by the mutual arrangement of the nanocluster
and GF. For a small nanocluster, the distance a is two times higher than for the biggest
one which means that the time required to attach the nanocluster by the graphene flake is
longer. For nanocluster Ni78, 3 ps is enough for GF to fully cover the nanocluster, while
for Ni21, not only coverage took place, but also the further crumpling of the flake with the
changing of the round shape of nanocluster.
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At higher temperature (1000 K), again a strong correlation between equilibration time
and the size of the nanocluster was found. For GF with Ni21 nanocluster, the transformation
was fast since the temperature was close to the melting point and the nanocluster can
be easily destroyed. Temperature fluctuations facilitate the crumpling process and the
appearance of new bonds between the edges of GF. For bigger nanoclusters, the temperature
slightly affects the time of equilibration. Again, the same values of equilibration time were
obtained for Ni38 and Ni47 (about 4 ps) and for Ni66 and Ni78 (about 3.2 ps). However,
temperature decreases the total potential energy of the system.

Figure 2. Potential energy as the function of exposure time at 300 K (a) and 1000 K (b) for five types of nanoclusters.

In Figure 3, the process of crumpling for nanoclusters Ni21 (a), Ni47 (b) and Ni66
(c) was shown in details after exposure at 300 K (blue line) and 1000 K (red line). At
the beginning of the crumpling process, GF startED to change its round shape, and the
fcc crystalline order of Ni nanocluster WAs destroyed. Metal atoms are attracted by the
graphene surface and tend to occupy equilibrium positions above the center of the carbon
hexagon, which was also mentioned in [41]. Ni atoms WEre interacting with graphene
hexagons by van der Waals forces. The edges of GF can be bonded during exposure.

At first, consider GF with Ni21 (see Figure 3a, lower line of snapshots). At 300 K, GF
lost its round shape at about 0.5 ps, edges of GF move towards each other, and at t = 1.5 ps
one covalent bond appeared between two edges. Nanocluster disturbed by the temperature
and several atoms attach to the graphene plane (state II). This leads to the spreading of
the Ni atoms over the graphene plane (state III). Simultaneously, such a small nanocluster
allowed the graphene flake to easily bend and the structural unit transforms to the bi-layer
graphene with Ni atoms spread inside (state IV). Several more covalent bonds appeared
on the side edges of GF. At 300 K, not many covalent bonds between the edges of GF can
appear, since the temperature is far from the melting temperature of graphene [62,63].

Increase in the exposure temperature to 1000 K facilitates the transformation. At
300 K, equilibration time is equal to 5 ps, while at 1000 K, it is equal to 3.5 ps. Subsquently,
the structure came to a stable state and no further changes were observed despite slight
thermal fluctuations. At 1000 K, more carbon atoms on the edges of GF found neighbors
since the structure is disturbed by thermal fluctuations.
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Figure 3. Potential energy as the function of exposure time for Ni21 (a), Ni47 (b) and Ni66 (c). Corresponding snapshots of
the structure of crumpled graphene flake filled with nanocluster during exposure at 300 K (bottom line of snapshots) and
1000 K (upper line of snapshots). Carbon atoms are shown by violet and nickel atoms are shown by green.

For structures with Ni47 and Ni66, the behavior is qualitatively close. An almost round
Ni nanocluster inside the graphene flake was observed at the initial state at both 300 K
and 1000 K (as can be seen in Figure 3b,c). The edges of GF can attach to each other with
the formation of new covalent bonds. During exposure, graphene flake transforms into
a capsule containing nickel nanocluster. The nickel nanocluster almost completely fills
the graphene flake, in comparison with Ni21. As a result, it is difficult to deform such a
structure. However, at 1000 K, the nanocluster is more disturbed and the stable state (state
III, the top line of snapshots) reached at a lower equilibration time. The nickel nanocluster
became more planar since GF is rigid and can bend the soft metal nanocluster. In the case
of Ni47, GF transforms the “bag” for nickel, while Ni66 nanocluster is too big and edges
on both sides cannot be attached. In the case of Ni66, GF just covers the Ni nanocluster as
much is possible.

A graphene flake with Ni38 behaves in a similar way to Ni47, while GF with Ni78
behaves similarly to Ni66. Note that GF always tends to wrap the metal cluster.

One of the important applications of such structural elements is the fabrication of
composites. In Figure 4, the initial structure (a, a’) was composed of graphene flake filled
with Ni nanocluster Ni21 and Ni78 correspondingly. The initial structure is compressed at
1000 K to obtain graphene–nickel composite material (c, c’). Composite can be fabricated
under hydrostatic compression at high temperatures [41–44].
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Figure 4. Snapshots of the structure of crumpled graphene filled with (a–c) Ni21 and (a’–c’) Ni78

nanocluster. Initial structure was obtained by annealing at 300 K, while composite was obtained
by hydrostatic compression at 1000 K. Ni atoms are shown by purple and C atoms are shown by
green color.

3.2. Graphene with Hydrogen Nanocluster

In Figure 5, the potential energy of GF filled with hydrogen cluster during exposure
at 77 K (a) and 300 K (b) is presented as the function of equilibration time. Similar to GF
with the Ni nanocluster, five structural units were divided into three groups—GF with
21 hydrogen atoms; GF with 38 and 47 H atoms; and GF with 66 and 78 H atoms. Despite
that the hydrogen atoms transform into hydrogen molecules, the initial number of atoms
was also used, since the number of H2 molecules and single hydrogen atoms can change
from one simulation run to another which depends on thermal fluctuations.

At 77 K (Figure 5a), the equilibrium state is the state when hydrogen atoms found
their sits and GF change the cylinder shape to the one with minimal energy. At 300 K
(Figure 5a), the equilibrium state is the state when all hydrogen atoms disrobed from the
side of GF or even fully leave the cavity of GF. This would be discussed later together with
the description of corresponding snapshots. The biggest drop of the energy value took
place during the first picosecond and connected with the change of initial nonequilibrium
configuration of the cluster and slightly with the change of shape of the GF.

At 77 K, the time of equilibration was the longest (3 ps) for hydrogen clusters consist
of 77, 66, and 38 atoms, and the shortest (1.5 ps) is for 21 and 47 atoms. At that temperature,
the size of the cluster plays quite an important role which is connected with the number
of sites for hydrogen on the side of GF. All hydrogen molecules and atoms can easily find
sites on graphene for an initial number of atoms less than 47, while for bigger clusters, the
number of sites is not enough and some molecules and atoms will move outside GF or seek
better sits near GF.
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Figure 5. Potential energy as the function of exposure time at 77 K (a) and 300 K (b) for five types of hydrogen nanoclusters.

At 300 K, the main point is the process of dehydrogenation which is quite quick at
such a high temperature, and for clusters with 38–78 atoms, about 1.5 ps is enough for all
molecules to detach the side of GF and move outside. The long time of equilibration for
cluster H21 can be explained simply: there are about nine molecules and three atoms and
all the time spent for the slow movement of this hydrogen. A large number of atoms in the
cluster pushes the sides of GF and opens it much faster.

To understand the dynamics of the hydrogen sorption/desorption, snapshots of the
structural units altogether with their potential energy are presented in Figure 6 for three
groups. If the hydrogen cluster is quite small (21 atoms), there are a lot of vacant places on
the graphene plane to attach hydrogen. Only several atoms or molecules can move outside
GF at a low temperature equal to 77 K. Most of the hydrogen molecules attached by van
der Waals force to graphene and slightly moving along graphene flake.

At 300 K, hydrogen molecules and atoms have no chance to form even a weak bond to
graphene. At 300 K, all hydrogen atoms move outside GF which is quite understandable.
Numerous theoretical and experimental works confirm the sorption of molecular hydrogen
on carbon nanostructures [50,64–66] in a specific temperature range (50–200 K). Here, such
a high temperature was used to analyze how hydrogen will leave the cavity of GF. As it
can be seen from Figure 6a, this process is very fast and at 4 ps, only two molecules stay
inside GF (stage IV, upper line).

A large number of hydrogen atoms almost completely fills the cavity of the GF. At
77 K, hydrogen atoms are easily converted into hydrogen molecules and under the action of
chemical attraction or van der Waals forces, attach to the walls of the graphene flake. Mainly,
hydrogen, which is located in the center of the flake under the influence of temperature,
tends to leave the graphene cavity. Therefore, in structures with 66 and 78 hydrogen atoms,
the stabilization of the structure takes longer (3 ps), in contrast to small hydrogen clusters,
such as 21 and 47 (1.5 ps).
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Figure 6. Potential energy as the function of exposure time for three types of hydrogen nanoclusters: (a) 21 atoms;
(b) 47 atoms; and (c) 78 atoms. Corresponding snapshots of graphene flake filled with nanocluster during exposure at 77 K
(bottom line of snapshots) and 300 K (upper line of snapshots). Carbon atoms are shown by violet and hydrogen atoms are
shown by blue.

For a bigger nanocluster, energy curves almost coincide for two temperatures, since
hydrogen molecules at 77 K can find the places for sorption just after the first steps. In this
case, hydrogen atoms are placed near graphene and link it as far as the van der Waals radius
of the molecule reaches. Thus, the hydrogen adsorption capacities depend considerably
on the initial size of the hydrogen cluster. The SSA of the GF should be big enough for a
chosen number of H atoms and H2 molecules. Here, SSA is equal to 1153.9 m/g2, which is
enough to settle down 21–38 H atoms, but not enough for a bigger number of H atoms.

In Figure 7, snapshots of GF with 78 hydrogen atoms during exposure at 77 K for
20 ps are presented. As it can be seen, some hydrogen molecules attach the opposite side of
GF since there were no sites inside the cavity. During exposure, even at 77 K, GF opens and
then closes again. If the exposure time would be increased to even 100 ps, GF will move
like the wings of a flying bird with adsorbed hydrogen atoms. This state is equilibrium
and can be preserved for a long time.

As well as for a metal nanocluster, the three-dimensional structure of crumpled
graphene filled with hydrogen is presented in Figure 8. The corresponding structure was
considered in [46,47], where the effect of hydrostatic compression on the possibility of
hydrogen storage was studied. In Figure 8a, the initial structure of crumpled graphene
was presented. As it can be seen, initially there are too many channels for hydrogen to
move out of the structure. Thus, additional treatment was required to save hydrogen
inside the pores of crumple graphene. In Figure 8b, the structure after 40% of hydrostatic
compression was presented. In such a compressed structure, hydrogen can be stored much
more effectively than in undeformed crumpled graphene [46,47]. It can be concluded that
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crumpled graphene is an effective storage media for hydrogen. However, a search for
the improvement of the quantity of stored hydrogen should be found, for instance, in
the introduction of metal atoms. From this point of view, understanding the interaction
between hydrogen and metal nanoclusters and GF is of high importance.

Figure 7. Snapshots of graphene flake with 78 hydrogen atoms during exposure at 77 K for 20 ps.
Colors are as in Figure 6.

Figure 8. Snapshots of crumpled graphene filled with hydrogen atoms before (a) and after (b)
hydrostatic compression. Colors are as in Figure 6.

4. Conclusions

Molecular dynamics simulation is used to study the dynamics of graphene flakes
filled with the nanoclusters of two different types: metal and non-metal. The obtained
results can shed the light on understanding the possibility of using crumpled graphene as
a storage media from the point of single flake behavior.

It was found that cavities of crumpled graphene (the structure consists of crumpled
graphene flakes) can be used as containers for metal nanoclusters—for instance, for Ni. A
nanocluster consisting of 21 to 78 Ni atoms was considered. A graphene flake can easily cover
nanocluster, however, the dynamics of the interaction strongly depend on the nanocluster
size. Small nanoclusters can be easily bent by rigid graphene flake, while the biggest conserve
the shape. Such a structure, composed of Ni nanoclusters and graphene flakes, can be further
used to obtain composite material with improved mechanical properties.

The problem of hydrogen storage has been of high importance for decades and the ap-
plication of carbon nanostructures from this point of view also looks promising. Crumpled
graphene has a high specific surface area, light weight and a lot of pores and cavities which
can be filled with hydrogen. It was shown that at 77 K, hydrogen molecules and atoms
can be absorbed by both sides of graphene flakes. However, a single flake cannot store
enough hydrogen for practical application. However, when graphene flakes composed
in another structure and with additional treatment like hydrostatic compression [46,47], it
can be successfully used for hydrogen storage and transportation.
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