
Edited by

Waveform Design 
for 5G and 
beyond Systems

Kwonhue Choi

Printed Edition of the Special Issue Published in Electronics

www.mdpi.com/journal/electronics



Waveform Design for 5G and beyond
Systems





Waveform Design for 5G and beyond
Systems

Editor

Kwonhue Choi

MDPI • Basel • Beijing •Wuhan • Barcelona • Belgrade •Manchester • Tokyo • Cluj • Tianjin



Editor

Kwonhue Choi

Department of Informaion and

Communication Engineering

Yeungnam University

Gyeongsan

Korea, South

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Electronics

(ISSN 2079-9292) (available at: www.mdpi.com/journal/electronics/special issues/waveform 5g

systems).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-3175-5 (Hbk)

ISBN 978-3-0365-3174-8 (PDF)

© 2022 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

www.mdpi.com/journal/electronics/special_issues/waveform_5g_systems
www.mdpi.com/journal/electronics/special_issues/waveform_5g_systems


Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”Waveform Design for 5G and beyond Systems” . . . . . . . . . . . . . . . . . . . . . ix

Kwonhue Choi

Waveform Design for 5G and beyond Systems

Reprinted from: Electronics 2021, 10, 2124, doi:10.3390/electronics10172124 . . . . . . . . . . . . . 1

Dongjun Na, Sangmin Jang, Won-Gi Seo and Kwonhue Choi

Field Trials of SC-FDMA, FBMC and LP-FBMC in Indoor Sub-3.5 GHz Bands

Reprinted from: Electronics 2021, 10, 573, doi:10.3390/electronics10050573 . . . . . . . . . . . . . 5

Hojun Kim, Yulong Shang, Seunghyeon Kim and Taejin Jung

Improved Pair-Wise Detections of Differential Quasi-Orthogonal Space-Time Modulation with

Four Transmit Antennas

Reprinted from: Electronics 2021, 10, 1675, doi:10.3390/electronics10141675 . . . . . . . . . . . . . 21

Pingping Shang, Hyein Lee and Sooyoung Kim

Waveform Design for Space–Time Coded MIMO Systems with High Secrecy Protection

Reprinted from: Electronics 2020, 9, 2003, doi:10.3390/electronics9122003 . . . . . . . . . . . . . . 29

Imane Khelouani, Fouzia Elbahhar, Raja Elassali and Noureddine Idboufker

Performance Analysis of LDS Multi Access Technique and New 5G Waveforms for V2X

Communication

Reprinted from: Electronics 2020, 9, 1094, doi:10.3390/electronics9071094 . . . . . . . . . . . . . . 41

Lei Jiang, Haijian Zhang, Shuai Cheng, Hengwei Lv and Pandong Li

An Overview of FIR Filter Design in Future Multicarrier Communication Systems

Reprinted from: Electronics 2020, 9, 599, doi:10.3390/electronics9040599 . . . . . . . . . . . . . . . 57

v





About the Editor

Kwonhue Choi

Kwonhue Choi (Senior Member, IEEE) received B.S., M.S., and Ph.D. degrees in electronic

and electrical engineering from the Pohang University of Science and Technology, Pohang, South

Korea, in 1994, 1996, and 2000, respectively. From 2000 to 2003, he worked for the Electronics and

Telecommunications Research Institute, Daejeon, South Korea, as a Senior Research Staff Member.

In 2003, he joined the Department of Information and Communication Engineering, Yeungnam

University, Gyeongsan, South Korea, where he is currently a professor. He has authored a textbook:

Problem-Based Learning in Communication Systems Using MATLAB and Simulink (Wiley, 2016). His

research interests include signal design for the communication systems, multiple access schemes,

diversity schemes for wireless fading channels, multiple antenna systems, and in-band full duplex

systems. He has invented advanced waveforms for wireless communications such as LP-FBMC.

FRAC-OFDM, and FD-FBMC.

vii





Preface to ”Waveform Design for 5G and beyond

Systems”

5G traffic has very diverse requirements with respect to data rate, delay, and reliability.

The concept of using multiple OFDM numerologies adopted in the 5G NR standard will likely

meet these multiple requirements to some extent. However, the traffic is radically accruing

different characteristics and requirements when compared with the initial stage of 5G, which

focused mainly on high-speed multimedia data applications. For instance, applications such as

vehicular communications and robotics control require a highly reliable and ultra-low delay. In

addition, various emerging M2M applications have sparse traffic with a small amount of data

to be delivered. The state-of-the-art OFDM technique has some limitations when addressing the

aforementioned requirements at the same time. Meanwhile, numerous waveform alternatives,

such as FBMC, GFDM, and UFMC, have been explored. They also have their own pros and cons

due to their intrinsic waveform properties. Hence, it is the opportune moment to come up with

modification/variations/combinations to the aforementioned techniques or a new waveform design

for 5G systems and beyond. The aim of this Special Issue is to provide the latest research and advances

in the field of waveform design for 5G systems and beyond.

Kwonhue Choi

Editor
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1. Aims and Objectives

Currently, 5G communication systems are being commercially deployed in many
countries. It is also true that several new applications are expected to be realized within
the pre-defined 5G capabilities. To accommodate these various new applications, 5G traffic
has very diverse requirements for data rate, delay, and reliability. Such challenging require-
ments are met when the deployment of 5G is based on proper radio access technology.
Consequently, multiple OFDM numerologies were adopted in the 5G NR (New Radio) stan-
dard, i.e., legacy OFDM of the 4G system was scaled up to cope with the requirements for
enhanced mobile broadband, enhanced machine-type communications, and ultra-reliable
low latency communications.

The concept of using multiple OFDM numerologies likely meets the multiple require-
ments for a 5G system to some extent. However, this cannot be an ultimate solution,
because the traffic is radically accruing more varied characteristics and requirements when
compared to the initial stage of 5G, which focused mainly on the high-speed multime-
dia data application. For instance, applications such as vehicular communications and
robotic control require high reliability and ultra-low delay. In addition, various emerging
machine-to-machine (M2M) applications have sparse traffic, with a small amount of data to
be delivered. The state-of-the-art OFDM technique has some limitations when addressing
the aforementioned requirements at the same time. Meanwhile, numerous waveform alter-
natives, such as FBMC, GFDM, and UFMC, have been explored to overcome this situation.
However, they also have their pros and cons due to their intrinsic waveform properties.
Hence, it is very timely to come up with modifications/variations/combinations to the
waveform alternatives to OFDM, together with the state-of-the-art OFDM technique, or a
new innovative waveform design for 5G systems and beyond. This Special Issue aims to
provide the latest research and advances in the field of waveform design, along with the
related issues of 5G systems and beyond.

2. Review of the Contributions in This Issue

As previously mentioned, this Special Issue collects the latest research and advances
in the field of waveform design for 5G systems and beyond, and issues related to it. This
Special Issue presents five high-quality articles on these subjects. The contents of the
articles in the Special Issue are summarized below.

It is important to note that the research on waveform design needs to come with an
exact performance assessment and well-balanced comparison with their competitors. In
light of this objective, the first pair of articles, [1,2], provide intensive comparisons among
the various waveforms used for 5G systems and beyond, and the employed pulse shapes,
respectively. In the first article “Field Trials of SC-FDMA, FBMC, and LP-FBMC in Indoor
Sub-3.5 GHz Bands” [1], a common issue in conventional methodologies for the comparison
among the promising waveforms for the 5G system and beyond was addressed. These
conventional comparisons all have the same critical limitations that the results were based
on—a stereotyped channel model and the simple nonlinearity model of analog circuits.
They are substantially different from the performance results of the waveforms in a real
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channel with a real transceiver. To address this difference, the authors have compared
the performances of three waveforms, i.e., SC-FDMA, FBMC, and LP-FBMC, in a real
uplink indoor channel. From these studies, they figured out that the LP-FBMC is a suitable
waveform for real indoor applications. The second article, “An Overview of FIR Filter
Design in Future Multicarrier Communication Systems” [2], presents a comprehensive
survey on the recent advances in finite impulse response (FIR) filter design methods in
multicarrier modulation (MCM)-based communication systems. First, the fundamental
aspects were presented, including an introduction to existing waveform candidates and
the principle of FIR filter design. Then, the methods of FIR filter design were summarized,
focusing on the following three categories: frequency sampling methods, windowing-based
methods, and optimization-based methods. Finally, the performances of various FIR design
methods were evaluated and quantified by power spectral density (PSD) and bit error
rate (BER). This paper also discusses different MCM schemes, as well as their potential
prototype filters.

Furthermore, the Special Issue also addresses another aspect of waveform design,
considering the fact that multi-antenna transmission has become a basic and crucial element
in communication systems. A lot of work is performed on multi-antenna signal design, in
conjunction with the employed waveforms. Accordingly, this Special Issues includes two
articles, [3,4], which are focused on advanced signal design for space-time multi-antenna
techniques for 5G systems and beyond. In the article, “Waveform Design for Space-Time
Coded MIMO Systems with High Secrecy Protection” [3], the authors have presented a
novel secrecy-enhanced waveform design for the quasi-orthogonal space-time block code
scheme. The proposed waveform embeds dynamic artificial interference (AI) that depends
on the signal, as well as on the channel gain of the legitimate receiver. The dependency
of the AI on the information signal is used to reduce the difference in power allocations
across the transmit antennas. In addition, the dependency of the AI on the channel gain is
used to cancel the AI only at the legitimate receiver, while imposing serious interference
on the passive eavesdropper. As a result, the secrecy capacity of the waveform is highly
enhanced. Since the proposed method does not incur any power loss due to the addition
of AI, it can be efficiently utilized in many wireless systems using STBC, resulting in
diversity gain, as well as security protection. As part of this category of research, the article
“Improved Pair-Wise Detections of Differential Quasi-Orthogonal Space-Time Modulation
with Four Transmit Antennas” [4] proposes a new complex and real pair-wise detection for
conventional differential space-time modulations, based on a quasi-orthogonal design with
four transmit antennas for general QAM. Owing to the independent joint ML detection of
two complex and real symbol pairs, respectively, the decoding complexity is the same as,
or lower than, the conventional differential detections. The proposed detections exhibit
almost identical performance to an optimum maximum-likelihood receiver, as well as an
improved performance when compared with conventional pair-wise detections, especially
for higher modulation order.

Last but not least, the topic of this Special Issue is multiple access (MA) capabil-
ity, which is one of the most crucial measures in designing waveforms. The last article
“Performance Analysis of LDS Multi Access Technique and New 5G Waveforms for V2X
Communication” [5] contributes to the waveform design for 5G and beyond, concerning
multiple access capability. The authors of this article have proposed new efficient MA
schemes, where the low-density signature (LDS) structure is combined with two waveforms
for 5G systems and beyond, i.e., universal filtered multi-carrier (UFMC) and filtered-OFDM
waveforms. They also have simulated their proposed schemes under a vehicular channel of
a vehicle to everything (V2X) communication. From this simulation, it was shown that the
LDS-F-OFDM significantly achieves higher performance improvements when compared
with the LDS-OFDM and LDS-UFMC in all scenarios, while maintaining an affordable
complexity at the transmitter and receiver sides. These improvements are attributed to the
advantages that the filtered-OFDM waveform offers through addressing the adequate filter.
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Abstract: LP-FBMC (low peak-to-average power ratio filter bank multicarrier) was recently proposed

to ameliorate the high peak-to-average power ratio (PAPR) issue of filter bank multicarrier (FBMC).

The previous simulation study showed that LP-FBMC achieves a similar PAPR as that of single

carrier frequency division multiple access (SC-FDMA) while being very robust to inter-user tim-

ing/frequency offsets. However, the simulation results that were obtained assuming the stereotyped

channel model and the simple nonlinearity model of analog circuits substantially differ from the

performance results in a real channel with a real transceiver. To address this, the main purpose of this

work is to compare the performances of three waveforms, i.e., SC-FDMA, FBMC, and LP-FBMC, in a

real uplink indoor channel. We investigate how the bit error rate (BER) performance gaps of three

waveforms in the indoor channels change by the system parameters, such as the carrier frequency

within sub-3.5 GHz band and the number of sub-carriers or the sub-carrier spacing, which was

not found in the previous simulation study. Our investigation confirms that LP-FBMC is a suitable

waveform for real indoor applications.

Keywords: 5G waveform; SC-FDMA; FBMC; Low PAPR FBMC (LP-FBMC); access timing offset;

carrier frequency offset; high-power amplifier (HPA) nonlinearity; software defined radio (SDR)

device; uplink indoor channel; out-of-band (OOB) emission

1. Introduction

The single-carrier frequency division multiple access (SC-FDMA) scheme was adopted
as the uplink scheme in 4G and 5G wireless networks [1]. SC-FDMA has lots of merits,
such as low implementation complexity, low peak-to-average power ratio (PAPR), and ease
of application to massive multiple-input and multiple-output (MIMO) systems. However,
the SC-FDMA system is very sensitive to inter-user timing/frequency offsets and it has
high out-of-band (OOB) emission, and solving these problems has been challenging [2,3].
Especially, for the heterogeneous network or the massively connected applications in 5G
network scenario, the waveforms with highly localized spectrum are required to mitigate
interference between users (or systems) in adjacent bands caused by inter-user (or inter-
system) timing/frequency offsets. Thus, many studies on new multiple access schemes are
being conducted in order to prepare the standards for the future generations [4–6].

As an alternative to SC-FDMA for next-generation networks, various modulation
waveforms are being considered, such as the filtered orthogonal frequency division multi-
plexing (f-OFDM), filter bank multicarrier (FBMC), universal filtered multicarrier (UFMC),
and generalized frequency division multiplexing (GFDM) schemes. Among those wave-
forms, FBMC has the lowest OOB emission and, thus, inter-user interference that is caused
by inter-user timing/frequency offsets can be eliminated using only one guard subcarrier.
Additionally, inter-carrier interference that is caused by a multipath fading channel can be
overcome without using a cyclic prefix (CP) [6,7]. Because of these benefits, FBMC has been
considered to be a promising candidate for multiple access schemes of next-generation
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communications. Meanwhile, an enhanced version of FBMC, called LP-FBMC (low PAPR
FBMC), was proposed to reduce the PAPR of the conventional FBMC by applying discrete
Fourier transform (DFT) spreading with special conditions [8–10].

The performances of SC-FDMA, conventional FBMC, and LP-FBMC were intensively
compared by computational simulations in [6]. It was shown that LP-FBMC achieves
a substantially improved bit error rate (BER) performance than SC-FDMA in a uplink
channel with inter-user timing/frequency offsets and signal clipping. However, it is
difficult to generalize the simulation results in a theoretical channel model to the real
channel performance. This is because too many irregular factors to simulate are involved in
the real channel response. For instance, the multipath fading and shadow fading are highly
subject to the physical propagation environments, and the hardware impairment factors,
such as transceiver’s digital-to-analog-converter/analog-to-digital-converter nonlinearities,
oscillators’ phase noises, and high-power amplifier (HPA) nonlinearity, are determined
by the radio frequency (RF) circuitry of the transceiver and the carrier frequency band. In
addition, the problem with the artificial computational experimental model for channels
or hardware impairments is that it is likely to be biased or friendly to one particular
waveform. To address this, the main purpose of this work is to compare these three
waveforms, i.e., SC-FDMA, FBMC, and LP-FBMC, in a real uplink indoor channel from
various perspectives and confirm that LP-FBMC is a practically competitive solution for
beyond-5G indoor applications.

In the 5G standard, the millimeter wave (mmWave) band of 28 GHz and the mid-band
below 6 GHz are used interchangeably, and the mid-band range is allocated for indoor
wireless networks, because mmWave signals suffer severe propagation attenuation in
indoor environments [11]. Various studies on the SC-FDMA system in indoor wireless
communication bands are being widely conducted, because SC-FDMA has been adopted as
the standard uplink access scheme since 4G [12–15]. On the other hand, there has not been a
field test study on FBMC (or modified version of FBMC) in indoor wireless communication
bands, and it has not been verified that FBMC (or modified version of FBMC) can solve the
problems of SC-FDMA in the real indoor wireless environment. For reference, there have
been few studies on the spectrum shape of FBMC waveforms [16,17].

In this study, we intensively analyse the performance of SC-FDMA, FBMC, and LP-
FBMC via a field test in a real indoor wireless environment. To this end, we implement a
test bed utilising a software defined radio (SDR) device. As for the indoor wireless channel,
we test the various sub-3.5 GHz bands when considering the different indoor wireless band
allocations in the different countries (3.5 GHz band for South Korea; 600 MHz, 2.5 GHz,
and 3.5 GHz bands for US; and, 700 MHz and 3.5 GHz bands for Europe [18]). Specifically,
the three waveforms (The three uplink schemes in comparison, SC-FDMA, FBMC, and
LP-FBMC differ basically in the waveforms. Hence, the terms ’three waveforms’ and ’three
uplink schemes’ are used interchangeably for referring to {SC-FDMA, FBMC, LP-FBMC} in
this paper.) are compared in the following aspects:

• spectral density of the transmit waveform affected by the RF circuit and the HPA;
• point-to-point link performance according to distance and carrier frequency in two

distinct environments: line-of-sight (LoS) and non-line-of-sight (NLoS) environments;
• uplink BER performance according to the time/frequency offset among the users,

distance, and carrier frequency; and,
• uplink BER performance according to the subcarrier spacing, and the number of

subcarriers.

The remainder of this paper is structured, as follows. Section 2 describes the math-
ematical waveform models of SC-FDMA, FBMC, and LP-FBMC. Section 3 describes the
SDR test-bed for the field experiments in indoor wireless channels. The BER performances
are intensively tested and compared among the waveforms from various perspectives in
Section 4. Finally, we make conclusions in Section 5.
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2. Waveform Models for SC-FDMA, FBMC, and LP-FBMC

2.1. SC-FDMA

Figure 1 shows the structure of an SC-FDMA transmitter for the kth uplink user. The
number of users is denoted by K, the number of carriers allocated to each user is denoted
by N, and the number of symbols per data frame is denoted by M. The m-th complex data

symbol transmitted to the n-th subcarrier under SC-FDMA is expressed as x
(k)
n,m, and the

m-th complex data symbol vector is expressed as x
(k)
m = [xk

0,m, xk
1,m, ..., xk

N−1,m]
T , where [·]T

denotes the transposed matrix. In Figure 1, X
(k)
m is the N-point discrete Fourier transform

(DFT) output for input x
(k)
m . If the n-th component of X

(k)
m is expressed as X

(k)
n,m, then the

k-th user’s transmit signal s(k)(t) can be expressed, as follows [6]:

s(k)(t) =
M−1

∑
m=0

N−1

∑
n=0

p(t−mTs)X
(k)
n,mej

2πα(n)
T (t−mTs), (1)

where T is the data symbol duration, Ts is the symbol duration, including the cyclic prefix

(CP), and p(t) =

{

1
0

for 0≤t<Ts

elsewhere . The variable α(n) is the subcarrier index that is allocated

to the nth element of N-point DFT output of the k-th user. We consider the block sub-band
(SB) allocation, and one guard subcarrier between adjacent subcarrier blocks, which are
common to FBMC and LP-FBMC for fair comparison [19]. Therefore, α(n) is expressed as
α(n) = k(N + 1) + n.

Subcarriers

Add
Cyclic
Prefix

N
-p

o
in

t 
D

F
T

Figure 1. Structure of the k-th user’s single carrier frequency division multiple access (SC-FDMA)

transmitter.

2.2. FBMC

Figure 2 shows the structure of a conventional FBMC transmitter for the k-th uplink
user’s, where R{·} and I{·} are the real and imaginary parts of the input, and h(t) rep-
resents the impulse response of a prototype filter [20]. The m-th complex data symbol

transmitted to the n-th subcarrier of the k-th user denoted by x
(k)
n,m is expressed, as follows:

x
(k)
n,m = a

(k)
n,m + jb

(k)
n,m, 0 ≤ n ≤ N − 1, 0 ≤ m ≤ M− 1, (2)

where a
(k)
n,m and b

(k)
n,m are the real and imaginary parts of the x

(k)
n,m. Subsequently, the FBMC

signal of k-th user s(k)(t) is expressed, as follows [8]:

s(k)(t) =
N−1

∑
n=0

M−1

∑
m=0

{

a
(k)
n,mh(t−mT) +jb

(k)
n,mh(t−mT − T

2 )
}

ej
2πα(n)

T tejn π
2 , (3)
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where α(n) is expressed in the same way as in SC-FDMA.

}

}

Subcarriers

}

}

}

}

}

}

Figure 2. Structure of the k-th user’s filter bank multicarrier (FBMC) transmitter.

2.3. LP-FBMC

In [8], it was reported that simply applying DFT spreading to FBMC cannot achieve
the PAPR reduction effect, and there exist a special condition of phase coefficients to
maximize the single carrier effect of DFT spreading for PAPR reduction. This condition is
called the identically time-shifted multicarrier (ITSM) condition. In addition, in order to
further reduce the PAPR, LP-FBMC generates four ITSM-conditioned signal candidates for
each subframe and concatenates the ones with the lowest PAPR to form a frame. Figure 3
shows the transmitter structure for the k-th subframe of LP-FBMC. The four versions of
signal candidates are generated according to two switching control bits S1 and S2, as shown
in Table II of [8].

}

}

Subcarriers

}

}

}

}

}

}

N
-p

o
in

t 
D

F
T

s

s

s

s

EN

C
o
m

p
a
re

 P
A
P
R

s

s

s

Figure 3. Structure of the the k-th user’s low peak-to-average power ratio filter bank multicarrier

(LP-FBMC) transmitter.

In Figure 3, a complex vector X
(k)
m = [Xk

0,m, Xk
1,m, ... , Xk

N−1,m]
T denotes the DFT output

vector of complex data symbols, and the n-th element of X
(k)
m is given, as follows:

X
(k)
n,m = A

(k)
n,m + jB

(k)
n,m, 0 ≤ n ≤ N − 1, 0 ≤ m ≤ M− 1, (4)

where A
(k)
n,m and B

(k)
n,m denote the real and imaginary parts of X

(k)
n,m, respectively. The

transmitter structures of LP-FBMC and FBMC are almost the same, except that the DFT
is performed on the modulated data symbols, and two switches were added, as shown

8
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in Figures 2 and 3. After generating four transmission signal candidates according to
the two switches, the candidate signal with the lowest PAPR is selected for transmission.

In the l-th data block of the k-th user, the v-th candidate of transmit signal s
(k)(v)
l (t),

l = 0, 1, 2, . . . , M/W − 1, can be expressed, as follows [10]:

s
(k)(v)
l (t) =

N−1

∑
n=0

W(l+1)−1

∑
m=lW

{

A
(k)
n,m p

(v)
n,m(t) + B

(k)
n,mq

(v)
n,m(t)

}

ej
2πα(n)

T t, v = 1, 2, 3, 4, (5)

where W denotes the number of offset quadrature amplitude modulation (OQAM) symbols

in the l-th data block, and p
(v)
n,m(t) and q

(v)
n,m(t) are expressed, as follows [10]:

p
(v)
n,m(t) =







h(t−mT)ejn( 2π
T t+ π

2 ) if v = 1

h(t−mT)ejn( 2π
T t− π

2 ) if v = 2

jh
(

t− T
2 −mT

)

ejn( 2π
T t+ π

2 ) if v = 3

jh
(

t− T
2 −mT

)

ejn( 2π
T t− π

2 ) if v = 4,

(6)

q
(v)
n,m(t) =







jh
(

t− T
2 −mT

)

ejn( 2π
T t+ π

2 ) if v = 1

jh
(

t− T
2 −mT

)

ejn( 2π
T t− π

2 ) if v = 2

−h(t−mT)ejn( 2π
T t+ π

2 ) if v = 3

−h(t−mT)ejn( 2π
T t− π

2 ) if v = 4.

(7)

At the final stage, we successively concatenate the selected candidates. The concate-

nated waveform up to the l-th block of the k-th user c
(k)
l (t) can be expressed, as follows [10]:

c
(k)
l (t) = cl−1(t) + s

(k)(uk
l )

l (t), with c−1(t) = 0, (8)

where uk
l is a candidate index that is selected in the l-th data block of the k-th user.

3. Test-Bed and Field Trial Environment

3.1. Test-Bed Configuration

In order to implement a test-bed in a real wireless channel, we used an SDR device
(USRP-2901) and LabVIEW Comms 3.0 as a software platform. Table 1 shows the RF
specifications of the SDR device, and Figure 4 shows the overall configuration of the test-
bed. A Vert900 antenna was used for performance tests in the sub-1 GHz band, and an
LP0965 antenna was used in the band higher than 1 GHz.

The overall operation processes of the test-bed are as follows. On a host PC, the
transmit signal is modulated using LabVIEW Comms 3.0 and it is sent to the SDR device.
In the SDR device, the modulated signal is converted into a continuous analog signal and it
passes through I-Q mixing and up-conversion. Subsequently, an RF signal is generated and
it is propagated to the chosen frequency band through the RF antennas, Vert-900 or LP0965.
The SDR device of the receiver performs the reverse process of the transmitter. The received
signal is transmitted to the host PC, and then the host PC performs synchronization,
demodulation, and bit detection.

9



Electronics 2021, 10, 573

Table 1. RF specifications of the software defined radio (SDR) device and the antennas.

Item Value

SDR device:
USRP-2901

Frequency range 70 MHz to 6 GHz

Maximum output power 20 dBm

Maximum input power −15 dBm

Maximum instantaneous
real-time bandwidth

56 MHz

Antenna
LP0965 antenna gain 5–6 dBi

Vert900 antenna gain 3 dBi

Figure 4. Test-bed configuration.

3.2. Indoor Wireless Channel Environment Set-Up

Line-of-sight (LoS) and non-line-of-sight (NLoS) environments were both imple-
mented to measure the BER performance in typical indoor situations. The BER measure-
ment was performed in the various spots on the 3rd floor in the IT building at Yeungnam
University, Korea.

Figures 5 and 6 shows the transmitter (TX) (or user) and receiver (RX) (or base station
(BS)) location set-up for LoS and NLoS environments, respectively, in the floor map of
the building. The BS was tested at each of the three different positions specified with BSi
(i = 1, 2, 3). In the uplink system, the inter-user interference (IUI) from the very next (left
and right) sub-band (SB) is dominant over the those from the other SBs. Hence, for an
efficiently down-scaled field test, three consecutive subbands are allocated to three uplink
users (See Figure 7), and, then, we measured the performance of only the middle user who
undergoes the IUIs from the left and right SBs.

Figure 5. User area (shaded) and base station (BS) location in line-of-sight (LoS) environment.

10
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Figure 6. User area (shaded) and BS location in non-line-of-sight (NLoS) environment.
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Figure 7. Power spectra of the SC-FDMA , FBMC, and LP-FBMC, K = 3, N = 64, LoS environment,

∆ f = 15 kHz.

The maximum straight distance between the TX and BS is 24 m and 12 m for LoS
and NLoS environments, respectively. In the NLoS environment, the TXs were placed
inside the rooms (shaded area in Figure 6), and the BS was placed in the corridor. Thus,
there are more than one wall between TX and BS. Figure 8 is a sample shot of the NLoS
environment set-up. The locations for the three equipments labelled by BS1, BS2, and BS3
in Figure 8 correspond to the points that are specified by BS1, BS2, and BS3 in Figures 5
and 6, respectively. At each of three BS positions, the average uplink BER was separately
measured and then it was averaged. Note that, by the channel reciprocity of either direction
between two positions, i.e., TX→ BS, and TX← BS, the field test results that are obtained
with the TX and BS location combinations in Figures 5 and 6 inherently include the case
when the locations of TX and BS are switched.
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(a) Indoor corridor (RX) (b) Inside a room (TX)

Figure 8. Bit error rate (BER) performance measurement set-up for NLoS environment.

To synchronize the transmission(access) timings of the uplink users, or to apply
the intended (To realize the effect of the practical inter-user synchronization process, we
intentionally apply timing offsets at the transmission stage. The field test results for this
case are coverer in Section 4.3.) timing offsets among the users, the SDR devices of the
users’ TXs are wired to a clock distribution device. Figure 9 shows the configuration of
host PCs for users, SDR devices for users’ TXs, and the clock distribution device.

Figure 9. Configuration of host PCs for users, SDR devices for users’ transmitters (TXs), and clock

distribution device.

4. Experiment Results

In this section, we analyse and compare the temporal and spectral characteristics
of the three waveforms, i.e., SC-FDMA, FBMC, and LP-FBMC, and then we compare
the field-tested BER performance of the three waveforms in various real uplink wireless
channels. Table 2 shows the major system parameters that are used for the performance
measurements.
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Table 2. Major system parameters.

Parameters Value

0.6 GHz (USA), 0.7 GHz (Europe),
Carrier frequency F 2.5 GHz (USA),

3.5 GHz (USA, Europe, Korea)

Number of users K 3

Number of sub-carriers per user N 64, 128

Sub-carrier spacing ∆ f (=1/T) 15 kHz, 30 kHz

Oversampling factor 2

Modulation scheme QPSK

Number of symbols per frame M 20

Filter for FBMC
PHYDYAS pulse with
overlapping factor = 4 [20]

Cyclic prefix for SC-FDMA T/4

4.1. Spectra of SC-FDMA, FBMC, and LP-FBMC

In a previous study [6], we confirmed that LP-FBMC is robust to signal clipping,
because it achieves low PAPR. However, because a HPA in RF circuitry has different
nonlinearities, the actual transmit signal may be significantly different from the result
assuming a simple nonlinear model, such as signal clipping. In addition, the theoretical
PAPR curve has a limitation for quantitatively assessing how the waveform degrades
with this practical nonlinearity. Hence, we compare the spectra of SC-FDMA, FBMC, and
LP-FBMC when they go through the actual nonlinearity of RF circuits in the SDR device.

Figure 7 shows the received power spectra of the three waveforms when the carrier
frequency is 600 MHz and 3.5 GHz in the LoS environment of Figure 5, and the uplink
power control is performed so that the power of each user is the same in the BS. The number
of subcarriers N is 64, the subcarrier spacing ∆ f is 15 kHz, and the distances between the
transmitter and receiver are 10 m and 20 m. In accordance with the well known drawback
of OFDM-based waveforms, it is shown that SC-FDMA has the highest OOB emission
among the three waveforms. Whereas, since the FBMC-based waveforms are filtered for
each carrier, the its OOB emission is quite suppressed as compared to SC-FBMC. However,
the field test results shown in Figure 7 also confirmed that the OOB emission of FBMC
increases significantly as the distance increases from 10 m to 20 m. This is because, as the
distance increases, the transmit power is accordingly increased to compensate path loss
and, thus, the FBMC undergoes signal distortion due to its high PAPR characteristics. This
issue is even more critical in millimeter band (i.e., 3.5 GHz in our field test), where the path
loss is more severe when compared to the lower frequency bands (i.e., 600 MHz in our
field test). On the other hand, the OOB emission of the LP-FBMC is maintained almost
the same, irrespective the frequency band and the distances. Based on these results, the
LP-FBMC system maintains the superb OOB suppression, not only in theoretical signal
clipping model, but also in real RF circuits and wireless channels.

It is also shown in Figure 7 that the indoor wireless channel in the 600 MHz band
has higher frequency selectivity than in the 3.5 GHz band. This confirms a well known
property that the multipath delay spread gets smaller as the frequency increases.

4.2. BER Comparison According to Carrier Frequency and Distance

Figure 10 shows the BER performance of the three waveforms, according to the
distance between RX and TX (=D) and carrier frequency (=F). For the averaged performance
over the area, 10 different locations in the shaded areas in Figures 5 and 6 for LoS and NLoS
environments, respectively, were tested for each pair of (D, F), and then the measured
BERs are averaged. In general, as D increases, the TX power amplification gain (power
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gain in short) should be increased in order to compensate the path loss. However, if the
power gain is set too high considering only the pass loss, then the performance is degraded
by the nonlinear distortions of the transceiver circuit. Figure 11 shows the received signal
power versus the power gain of the employed SDR device (USRP-2901) for different
distances. In order to see the overall end-to-end link nonlinearities, i.e., not only HPA in
TX, but also LNA (low noise amplifier), down-conversion circuit, and analog-to-digital
converter (ADC) in RX, the received signal power was measured at the ADC output of
RX. Meanwhile, TX and RX were placed at the outdoor open space to exclude the channel
effect in the nonlinearity measurement. The received power tends to saturate when the
power gain is larger than a certain level (about 18 dB) by the nonlinear distortion, as shown
in Figure 11. Except that, due to the path loss, the graphs shift vertically according to the
distance, the overall nonlinear characteristics remain the same, irrespective of the distance.
Note that, even with the smaller received power due to the increased distance (12 m), the
received power still saturates at the identical range of power gain. This implies that the
main factor for the overall non-linearity is in the TX side, i.e., HPA in the TX. Hence, we
experimentally searched the optimal power gain at each location of the user. Figure 12
shows an example plot of the measured BER versus the power gain for the three waveforms
in LoS environment when F is 700 MHz and distance between TX and RX is 12 m. It is
shown that the BER is minimized at a gain of 16 dB for FBMC and at a gain of 17 dB for
LP-FBMC and SC-FDMA. The smaller optimal power gain for FBMC when compared to
those for LP-FBMC and SC-FDMA confirms the higher PAPR of FBMC as compared to
those for LP-FBMC and SC-FDMA. This is because, as PAPR becomes larger, the power
gain needs to be more tightly controlled to avoid nonlinear distortion.

In Figure 10, commonly to the three waveforms, the BER performance deteriorates
as the distance increases. This is because, as the distance increases, even optimal transmit
power gain cannot fully compensate the path loss in order to avoid the unacceptable
nonlinear distortion of the HPA. Hence, in the NLoS environment where the path loss is
more serious as compared to LoS environment, BER degrades more rapidly as the distance
increases. The BER degradations are more critical in higher carrier frequency due to higher
path loss.
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Figure 10. BER of the SC-FDMA, FBMC, and LP-FBMC, according to the distance and carrier

frequency, N = 64, ∆ f = 15 kHz.
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gain, F = 700 MHz, distance between TX and RX = 12 m, LoS environment.

FBMC has the significantly higher BER when compared to SC-FDMA due to high
PAPR. The BER gap between FBMC and SC-FDMA increases as the carrier frequency
decreases with larger distance. This is because. as the carrier frequency decreases, the fre-
quency selectivity increases and SC-FDMA exploits frequency diversity by DFT spreading,
whereas FBMC cannot exploit frequency diversity. Hence, in the NLoS environment where
the channel is more frequency-selective when compared to LoS environment, the BER gap
between FBMC and SC-FDMA further increases. On the other hand, LP-FBMC achieves
almost the same BER as that of SC-FDMA over the entire considered region of distance
and carrier frequency. This is because LP-FBMC has similar PAPR performance as that of
SC-FDMA, and its signal generation also includes DFT spreading. All of these trends are
common to LoS and NLoS environments.

4.3. BER Comparison According to Timing/Frequency Offsets

Even with inter-user (inter-node) synchronization, there exist inevitable timing and
frequency offsets among the uplink users. This is due to the imperfect dynamics of
ranging process between BS and the users or inexpensive oscillators having insufficient
resolution in the low cost user equipments. Note that the global reference timing set-
up in Figure 8 provides perfect synchronization among the users’ TXs. Hence, in our
field test, we apply intentional timing/frequency offsets to the modulated waveforms for
various offset ranges among the users. This allows for us to realize the practical inter-user
synchronisation effects without being tackled with the implementation of the complicated
inter-user synchronisation process. Note that the term ’timing/frequency offsets’ here refers
to the offsets among the users, i.e., inter-user offsets. These offsets cannot be eliminated
by the basic receiver synchronization process, because the receiver (BS) synchronization
process only separately tracks the frequency and timing of each user’s received signal.
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In addition, a power control process was performed in order to ensure that the received
powers of the user signals are identical. To this end, we first optimize the transmit power
amplification gain of the furthest user from the BS by trading off between high signal
strength and low signal distortion in HPA. Subsequently, we adjust the amplification gain
of the other users, so that the received signal power is the same as the furthest user.
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Figure 13. BER of the SC-FDMA, FBMC, and LP-FBMC, according to timing/frequency offset for

various carrier frequencies, N = 64, ∆ f = 15 kHz.

Figure 13 shows the field-tested uplink BER results for various carrier frequencies for
the case when each uplink user’s timing and frequency offsets are uniformly distributed in
[

− τT
2

τT
2

]

and in
[
− ǫ

2T
ǫ

2T

]
, respectively. The parameter τ denotes the symbol interval

(=T)-normalized inter-user timing offset limit and the parameter ǫ denotes the subcarrier
spacing (=1/T)-normalized inter-user frequency offset limit. Hence, τ and ǫ are unit-
less parameters. We randomly generated timing/frequency offset for each data frame
until the average measured BER converges to obtain the averaged performance over the
various uplink users’ link environment. In addition, 60 different combinations of the users’
locations randomly distributed in all of the shaded areas in Figures 5 and 6 were tested.
The measurement procedure is structured, as follows: first, once the three user positions
have been set, we perform out the aforementioned power control process. Second, the
BERs were separately measured for all pairs of (τ,ǫ) in Figure 13. Third, for each of 60
combinations of the users’ locations, the first and second steps that are mentioned above
are repeated. Lastly, 60 measured BERs for each pair of (τ,ǫ) are averaged. Note that, in
order to fully include inter-user interference, we measured the BER of the user allocated to
the middle of the three consecutive subbands, as mentioned previously.

It is shown that the BERs of SC-FDMA abrubtly increase as τ and ǫ increase. Even with
low PAPR advantage of SC-FDMA over FBMC, SC-FDMA performs worse than FBMC
if τ and ǫ become larger than the corresponding limits. These agree with computational
simulation results shown in [6]. However, note that, as compared to the theoretical simula-
tion results of [6] (see Figures 5, 6 in [6]), the performance degradation of SC-FDMA by
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inter-user interference is more drastic in Figure 13. This comes from the difference between
the channel that is assumed in the computational simulation of [6] and the actual channels
in our field test. In [6], the Vehicular-A channel model in the international telecommunica-
tions union-radio communication (ITU-R) sector was used. Thus, it is revealed that there
is more inter-user interference in the real indoor channel than in the Vehicular-A channel.
Note that this trend is most emphasized in the lowest carrier frequency, i.e., F = 600 MHz
in our field test. This implies that the inter-user interference becomes more detrimental
as the frequency selectivity increases. Meanwhile, the BERs of FBMC and LP-FBMC are
almost invariant to τ and ǫ. In particular, no matter how large τ and ǫ are given in the
considered region, LP-FBMC achieves the identical BER performance to that of perfectly
synchronized SC-FDMA. Again, the BER performance gains of LP-FBMC over FBMC and
SC-FDMA are biggest in the lowest carrier frequency, i.e., F = 600 MHz.

4.4. BER Comparison According to Per-User Bandwidth

We can change the bandwidth (equivalently data rate) per user by two different ways.
One is to change the subcarrier spacing while keeping the number of users and the other
way is to change the number of subcarriers while keeping the subcarrier spacing. Figure 14
shows the BER results with the same system parameters as those for Figure 13d, except that
the per-user bandwidth is enlarged twice as that of Figure 13d by doubling the number of
sub-carriers N. It is shown that the BER of LP-FBMC decreases due to increased frequency
diversity by increased DFT-spreading size (equal to N). This also holds for SC-FDMA, but
it is limited to the case with perfect inter-user synchronization. Whereas, owing to lack of
DFT-spreading, FBMC is relatively much worse than SC-FDMA and LP-FBMC.
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Figure 14. BER of the SC-FDMA, FBMC, and LP-FBMC according to timing/frequency offset,

N = 128, ∆ f = 15 kHz, F = 3.5 GHz.

In 5G and beyond, various subcarrier spacings (i.e., ∆ f (= 1
T ) = 15 kHz, 30 kHz, and

60 kHz) are used to support high-quality service [1]. Figure 15 shows the case when the
per-user bandwidth is enlarged twice by doubling the subcarrier spacing. For doubling
the subcarrier spacing, the symbol duration decreases to one half of that presented in
Figure 13d and, thus, the CP length (=T/4) also decreases to one half. The reduced CP
results in larger inter-symbol interference (ISI) to SC-FDMA. This explains a remarkable
result in Figure 15 that SC-FDMA more severely deteriorates with increasing timing offset
as compared to the case in Figure 14. Summing up, the BER performance gain of LP-FBMC
over SC-FDMA is more increased for lower carrier frequency, larger subcarrier spacing,
and larger timing/frequency offset among the users.
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Figure 15. BER of the SC-FDMA, FBMC, and LP-FBMC according to timing/frequency offset,

∆ f = 30 kHz, N = 64, F = 3.5 GHz.

5. Conclusions

In this study, we intensively analysed the performance of SC-FDMA, FBMC, and
LP-FBMC via field test using SDR devices in the real indoor wireless environments. As for
indoor wireless channel, we tested the various sub-3.5 GHz bands when considering the
different indoor wireless band allocations in the different countries. Basically, the benefits of
LP-FBMC over FBMC and SC-FDMA, i.e., low PAPR, and the robustness against inter-user
synchronization errors were confirmed in our field test. For instance, LP-FBMC achieves a
BER of less than 1/10 of that of the FBMC in a practical indoor distance between the BS
and user. In addition, no matter how large inter-user timing/frequency offset ranges are
given in the considered region, LP-FBMC achieves the identical BER performance to that of
zero offset case, whereas SC-FDMA severely degrades, even with slight offsets. Summing
up the major observations of our field test, the BER performance gain of LP-FBMC over
SC-FDMA is more increased for lower carrier frequency, larger subcarrier spacing, and
larger timing/frequency offset among the users. In light of these results, we expect that
LP-FBMC is a promising waveform solution for beyond 5G uplink waveforms in indoor
sub-3.5 GHz Bands.
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Abstract: In this paper, we propose new complex and real pair-wise detection for conventional

differential space–time modulations based on quasi-orthogonal design with four transmit antennas

for general QAM. Since the new complex and real pair-wise detections allow the independent joint

ML detection of two complex and real symbol pairs, respectively, the decoding complexity is the

same as or lower than conventional differential detections. Simulation results show that the proposed

detections exhibit almost identical performance with an optimum maximum-likelihood receiver,

as well as improved performance compared with conventional pair-wise detections, especially for

higher modulation order.

Keywords: space time codes; differential space time modulation; differential detection; pair-wise

detection; maximum likelihood detection

1. Introduction

So-called quasi-orthogonal (QO) design, adopted in coherent space–time codes
(STBCs) [1–3], enjoys some preferable features of full spatial diversity gain as well as
simplified maximum-likelihood (ML) detection based on complex or real pair-wise sym-
bols for any type of signal constellation. These QO-STBCs have been developed to be
applicable not only to 4G long-term evolution (LTE) [4], but also to a 5G new radio (NR)
communication system [5,6] that is currently commercializing beyond standardization.

However, for so-called differential space–time modulations (DSTMs) [7,8] based on the
QO design, hereafter referred to as QO-DSTM, the efficient pair-wise ML detection applied
in the conventional QO-STBCs is no longer available at a receiver when using general QAM.
This is mainly since power-normalization with a constraint of fixed total transmit energy
in a transmitter inevitably generates dependencies among all differentially modulated
signals on each other. Hence, [7,8] presents alternative pair-wise, but not ML, detections
showing degraded performance compared to the ML decoding. Furthermore, ref. [9] does
not exhibit significant performance loss unlike [7,8], but has a critical disadvantage due to
its decoding complexity greatly increasing as the modulation order increases.

For this reason, in this paper, new complex and real pair-wise detections for the
conventional QO-DSTMs [7,8] with four transmit antennas were proposed for general
QAM without additional operation. A key feature in the proposed detections is that when
decoding a given complex or real symbols pair, all the other pairs’ variant power values
contained in an ML metric are simply replaced by or estimated to be their constant mean
values. This mean-based estimation effectively cuts off the dependencies between the given
differential symbols which pair with all the other pairs, thus enabling the independent
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joint detection of two complex or real symbols, such as the conventional ones [7,8], with
the resulting performances much closer to ML decoding.

2. Conventional QO-DSTMs and Differential Pair-Wise Detections

The conventional QO-DSTMs [7,8] with four transmit antennas can be constructed
by serially concatenating the coherent QO code with differential encoding, as shown in
Figure 1.
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Figure 1. Block diagram of conventional QO-DSTM [7,8] with four transmit antennas.

The transmitter of Figure 1 first encodes a kth input vector xk = [xk
1, xk

2]
T of length 4

through the conventional coherent QO encoder [2,3] consisting of precoder Θ and Alamouti
encoder [10], resulting in:

Vk
1 =

1√
2

[
rk

1,1 rk
2,1

−
(

rk
2,1

)∗ (

rk
1,1

)∗

]

, (1)

Vk
2 =

1√
2

[
rk

1,2 rk
2,2

−
(

rk
2,2

)∗ (

rk
1,2

)∗

]

(2)

where rk
i = [rk

i,1rk
i,2]

T
= Θxk

i with an unitary precoder Θ. Notice that the precoder Θ is

chosen so that the precoded vector rk
i has different values for any distinct xk

i [2,3], and thus

is mapped to xk
i in a one-to-one relationship. Then, each Vk

l is differentially modulated
with an iterative fashion as follows:

S0
l = I2, Sk

l =
Vk

l

ak−1
l

Sk−1
l , k ≥ 1 (3)

where ak−1
l =

√

1
2

(

|rk−1
1,l |

2
+|rk−1

2,l |
2
)

is a power-normalization factor to satisfy Sk−1
l

(

Sk−1
l

)H

=
(

ak−1
l

)2
I2 with an 2× 2 identity matrix I2. (•)H denotes a Hermitian operator. The

differentially modulated Sk
l are finally transmitted through four transmit antennas in a

time-multiplexed form as shown in Figure 1, and finally arrive at a receiver through 4× 1
independent and identical MIMO fading channels.
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Assuming a receive vector yk
l = [yk

l,1yk
l,2]

T
corresponding to Sk

l , Zhu’s QO-DSTM [7]

presents a near-ML complex pair-wise detection of xk
i , where i = 1, 2 for an optimal complex

precoder ΘC = 1√
2

[
1 ejπ/4

1 −ejπ/4

]

, given as

x̂k
i = min

rk
i

2

∑
l=1




||yk−1

l ||2

2ak−1
l

|rk
i,l |2 −

{〈

y′k−1
l,i , y′kl,1

〉

rk
i,l

}R



 (4)

where y′k−1
l,1 = [(yk−1

l,1 )∗yk−1
l,2 ]T and y′k−1

l,2 = [(yk−1
l,2 )∗ − yk−1

l,1 ]T . (•)T is a transpose operator

and 〈a, b〉 = aHb.
Furthermore, in order to further reduce the decoding complexity of (4), Chang’s QO-

DSTM [8] uses a real precoder ΘR =

[
cos θ sin θ

− sin θ cos θ

]

with θ = π/4 + 13.28◦, producing

real pair-wise detection of
(

xk
i

)R
and

(

xk
i

)I
, i = 1, 2, given as

(

x̂k
i

)R
= min

(rk
i )

R

2

∑
l=1




||yk−1

l ||2

2ak−1
l

∣
∣
∣
∣

(

rk
i

)R
∣
∣
∣
∣

2

∓
{〈

y′k−1
i,l , y′kl

〉R(

rk
i,l

)R
}


, (5)

(

x̂k
i

)I
= min

(rk
i )

I

2

∑
l=1




||yk−1

l ||2

2ak−1
l

∣
∣
∣
∣

(

rk
i

)I
∣
∣
∣
∣

2

∓
{〈

y′k−1
i,l , y′kl

〉I(

rk
i,l

)I
}


. (6)

In (4)–(6), (•)R and (•)I denote real and imaginary parts, respectively.

3. New Pair-Wise Detections

Before deriving new pair-wise decoding, we first rearrange the exact ML decoding ([3],
Equation (33)) in a vector form as follows:

x̂k = min
xk

2

∑
l=1







σ2+(ak−1
l )

2

ql
||yk

l ||
2
+

σ2+(ak
l )

2

ql
||yk−1

l ||2

− 2ak−1
l
ql

[(

yk−1
l

)H
Vk

l yk
l

]R

+ 2σ2 ln (ql)







(7)

≈min
xk





∥
∥
∥
∥
∥

ak−1
1 yk

1

µ1
− Vk

1yk−1
1

µ1

∥
∥
∥
∥
∥

2

+

∥
∥
∥
∥
∥

ak−1
2 yk

2

µ2
− Vk

2yk−1
2

µ2

∥
∥
∥
∥
∥

2


 (8)

= min
xk

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥











ak−1
1 yk

1,1/µ1

ak−1
1

(

yk
1,2

)∗
/µ1

ak−1
2 yk

2,1/µ2
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2

(
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2,2

)∗
/µ2











−






Yk−1
1
µ1

02
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2
µ2














rk
1,1

rk
2,1

rk
1,2

rk
2,2









∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

2

(9)

where ql = σ2 + (ak−1
l )

2
+ (ak

l )
2

with σ2 = 1/SNR, µl =

√

(ak
l )

2
+ (ak−1

l )
2

and Yk−1
l =

[

yk−1
l,1 yk−1

l,2

(yk−1
l,2 )∗ −(yk−1

l,1 )∗

]

. The approximation of (8) uses an assumption of high SNR, i.e.,

σ2 ≈ 0 [7,8]. Furthermore, the equality of (9) comes from no change of magnitude of any
conjugated signal.
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Here, let us define a 4 × 4 unitary matrix B =

[

Yk−1
1 /ρk−1

1 02

02 Yk−1
2 /ρk−1

2

]

with

ρk−1
l = ‖yk−1

l ‖ to satisfy BHB = I4. Then, by multiplying the left of (9) with BH , the ML

metric can be written as the summation of two equations, including each xk
i as follows:

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

BH
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

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




− BH





Yk−1
1
µ1

02

02
Yk−1

2
µ2










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∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
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∥
∥
∥
∥
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
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





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2 0
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(10)

=

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

[
1/µ1 0

0 1/µ2

]([

zk
1,1

zk
1,2

]

−
[

ρk−1
1 0

0 ρk−1
2

][

rk
1,1

rk
1,2
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+

[
1/µ1 0
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]([

zk
2,1
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2,2

]

−
[

ρk−1
1 0

0 ρk−1
2

][

rk
2,1
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2,2

])

∥
∥
∥
∥
∥
∥
∥
∥
∥
∥

2

(11)

=
∥
∥
∥Λ

(

zk
1 − ρ

k−1
Θxk

1

)∥
∥
∥

2
+
∥
∥
∥Λ

(

zk
2 − ρ

k−1
Θxk

2

)∥
∥
∥

2
(12)

where diagonal matrix Λ=diag(1/µ1,1/µ2), zk
i =[zk

i,1zk
i,2]

T
with zk

i,l =
{

ak−1
l

〈

y′k−1
l,i ,y′kl,1

〉}

/ρk−1
l

and ρk−1 = diag
(

ρk−1
1 , ρk−1

2

)

. The equality of (10) uses an energy conserving property of

the unitary matrix BH .
From (12), we can see that if all µl in Λ are independent of xk, each xk

i can be sep-

arately decoded by minimizing
∥
∥
∥Λ

(

zk
i − ρk−1

Θxk
i

)∥
∥
∥

2
. Unfortunately, the values µl =

√

1
2

(

|rk
1,l |

2
+ |rk

2,l |
2
)

+ (ak−1
l )

2
in Λ are variant with respect to rk

i,l or all the input QAM

signals xk, implying the unfeasibility of pair-wise ML detection at the receiver. Specifically,
in order to decode xk

1, we need to know the two exact values of |rk
2,1|2 and |rk

2,2|2 in µl

containing the other signals xk
2. Conversely, for decoding xk

2, the two values |rk
1,1|2 and

|rk
1,2|2 corresponding to the other xk

1 need to be known. Considering that µl are normalizing

terms including ak
l and ak−1

l , we conclude that the dependency between two symbol pairs

xk
1 and xk

2 indeed originates from the power-normalization with the constraint of total
transmit power in (3), thus implying that this dependency will be not avoidable for the
general QAM.

Hence, in order to make separate detections of xk
i possible, it should be done to break

up the dependency relationship between xk
1 and xk

2 in µl . For this goal, when decoding
xk

1, we simply replace or estimate the values of the other |rk
2,1|2 by their mean values, i.e.,

E
{

|rk
2,1|2

}

= E
{

|rk
2,2|2

}

= 1, and also when decoding xk
2, E
{

|rk
1,1|2

}

= E
{

|rk
1,2|2

}

= 1. In this

way, the decoding of xk
1 can be performed only by using rk

1,l elements containing xk
1 and the

same can be done for decoding xk
2 only by using rk

2,l elements.
Hence, this simple mean-based estimation produces a new complex pair-wise decod-

ing of xk
i , given as

x̂k
i = min

xk
i

∥
∥
∥Λ̂i

(

zk
i − ρ

k−1
Θxk

i

)∥
∥
∥

2
, i = 1, 2 (13)
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where Λ̂i =diag(1/µ̂i,1,1/µ̂i,2) with µ̂i,l =

√

1
2

(

|rk
i,l |

2
+1
)

+(ak−1
l )

2
.

Moreover, for a real Θ, the mean-based estimation can be applied to

µ̂i,l =

√

1
2

(

|(rk
i,l)

R|2 + |(rk
i,l)

I |2 + 1
)

+ (ak−1
l )

2
in (13) one more time for the separate de-

coding of
(

xk
i

)R
and

(

xk
i

)I
, i.e., E

{

|(rk
i,l)

I |2
}

= 1
2 , ∀l when decoding

(

xk
i

)R
and also

E
{

|(rk
i,l)

R|2
}

= 1
2 , ∀l when decoding

(

xk
i

)I
, resulting in:

(

x̂k
i

)R
= min

(xk
i )

R

∥
∥
∥
∥

Λ̂
R
i

[(

zk
i

)R
− ρ

k−1
Θ

(
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i

)R
]∥
∥
∥
∥

2

, i = 1, 2 (14)

(

x̂k
i

)I
= min

(xk
i )

I

∥
∥
∥
∥

Λ̂
I
i

[(

zk
i

)I
− ρ

k−1
Θ

(

xk
i

)I
]∥
∥
∥
∥

2

, i = 1, 2 (15)

where Λ̂
R
i = diag

(

1/µ̂R
i,1, 1/µ̂R

i,2

)

with µ̂R
i,l =

√

1
2

(

|(rk
i,l)

R|2 + 3
2

)

+ (ak−1
l )2 and Λ̂

I
i =

diag
(

1/µ̂I
i,1, 1/µ̂I

i,2

)

with µ̂I
i,l =

√

1
2

(

|(rk
i,l)

I |2 + 3
2

)

+ (ak−1
l )2.

Obviously, the new pair-wise detections of (13)–(15) are not equal to the ML decoding
of (12), but exhibit performances within only about 0.5 dB compared to the ML receiver for
all simulation cases, which will be shown in the following simulation results.

Notice that with some manipulations, the conventional detection of (4) can be shown

to be equal to the new one of (13) setting µ̂i,l to be
√

ak−1
l , i.e., Λ̂i = diag

(√

ak−1
1 ,

√

ak−1
2

)

,

given as

min
xk

i

∥
∥
∥Λ̂i
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∥
∥

2
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∥
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(16)
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∑
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〉
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i,l

}R
]

(17)

where the equality of (16) is from that Λ̂i is absolutely irrelevant to the current input
signals xk

i or rk
i . Following the same derivations, (5) and (6) can also be proven to be

equal to the new ones of (14) and (15), respectively, setting µ̂
R(I)
i,l to be

√

ak−1
l . This

means that the conventional detections can be seen as the ones to cut off the dependency

between two xk
i or four

(

xk
i

)R(I)
from each other by estimating µl to be simply

√

ak−1
l .

Moreover, since the proposed methods are the same symbol by symbol decoding as the
conventional methods except for the ml computation, performance improvement can be
expected without increasing the same decoding complexity.

Defining ε(µ̂l) = E
{

(µl − µ̂l)
2
}

, Table 1 compares the accuracies of µ̂ls used in the

conventional and new detections for the QO-DSTMs [7,8] with perfect knowledge of ak−1
l .

From Table 1, the estimation errors of µ̂l in the new detections are shown to be
greatly lower than those of the convention detections. Furthermore, the gap between both
detections becomes slightly larger as increasing the modulation order. This is obvious since
the conventional detections do not consider the values of current QAM input signals xk for
estimating µl unlike new ones, and thus the estimation error increases much more for a
higher modulation order.
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Table 1. Comparisons of ε(µ̂l) for the conventional and new detections.

Mod.

ΘC [7] ΘR [8]

ε

(√

ak−1
l

)

, (4) ε
(
µ̂i

l

)
, (13) ε

(√

ak−1
l

)

, (5), (6) ε

(

µ̂i
l,R(I)

)

, (14), (15)

16-QAM 7.462 0.195 2.679 0.359

64-QAM 44.593 0.866 6.558 0.754

256-QAM 263.204 2.898 16.042 1.381

4. Simulation Results

All simulations are done based on an independent data frame consisting of 128 blocks.
Each block has four QAM symbols. For propagation channel models, it is assumed that
the four MIMO channel gains have independent and identical Rayleigh distributions, and
also are constant during each frame with independent distribution. Furthermore, in all
decodings, we use ak−1

1 and ak−1
2 calculated from previously detected symbols.

Figure 2 shows average bit error rates (BERs) of the new and conventional complex
pair-wise detections for the Zhu’s QO-DSTM [7] using ΘC. For the comparison of perfor-
mances, the ML results of (12) are also included. Firstly, the new pair-wise detection is
shown to achieve more improved performance compared to the conventional one for all
simulation cases. The performance gain is much larger especially as the modulation order
increases. Specifically, for 16, 64 and 256 QAMs, the respective SNR gains at BER = 10−4

are about 0.8, 1.0, 1.2 dBs. This is mainly because the new detection is performed based
on more accurately estimated µ̂l compared to the conventional one, especially for a higher
modulation order, as shown in Table 1. Furthermore, we note that the proposed detection
shows an SNR loss of less than only 0.2 dB compared to the ML decoding for all cases.
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Figure 2. Average BERs for the QO-DSTM [7] with ΘC.
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Figure 3 shows the average BERs of the new and conventional real pair-wise detections
for the Chang’s QO-DSTM [8] using ΘR. Here, the ML results are also included for
comparing performances. First the performance trends in Figure 3 are almost the same as
those of Figure 2 with the identical reasons as in Table 1. Specifically, the respective SNR
gains for 16, 64 and 256 QAMs at BER = 10−4 are about 0.3, 0.6, 0.9 dBs. Furthermore, the
proposed detection shows an SNR loss of less than 0.5 dB compared to the ML decoding
for all cases.
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Figure 3. Average BERs for the QO-DSTM [8] with ΘR.

Comparing the simulation results in Figures 2 and 3, we can see that the performance
gain comparing to the conventional system is more significant when using the complex
precoder in Figure 2. This is mainly due to the difference in estimation errors between the
proposed and conventional methods listed in Table 1. Namely, when using the complex
precoder, the gap of estimation errors for µl between these two methods are larger than
those when using the real precoder for all modulation cases, as shown in Table 1.

5. Conclusions

In this paper, we proposed new complex and real pair-wise detections for the conven-
tional QO-DSTMs with four transmit antennas for general QAM. The proposed detections
exhibit a greatly improved performance compared to the conventional ones, especially, for
a higher modulation order and also a performance almost identical with the ML decoding.

Hence, considering decoding the complexity and error performances, the new pair-
wise detections are much more attractive for demodulating the QO-DSTMs. The mean-
based estimation used in the proposed detections can indeed be applied to any other
DSTMs based on amicable orthogonal [11] or QO [12] space-time codes with more than
four transmit antennas and general QAM. In addition, it can be applicable for the other
differential modulation systems in such as radio frequency technology [13], underwater
communications [14], heterogeneous networks [15] and wireless sensor networks [16],
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which can also be applied to the artificial intelligence field [17] which is in the spotlight
these days.
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Abstract: In this paper, we present a new secrecy-enhancing scheme for multi-input-multi-output

(MIMO) systems using a space–time coding scheme. We adopt a quasi-orthogonal space–time block

coding (QO-STBC) scheme that was originally designed to improve the performance of the MIMO

system, and propose an efficient waveform design that can enhance the secrecy, as well as improve

the error rate performance. Channel- and signal-dependent artificial interference (AI) is added to

the proposed waveform, so that only a legitimate receiver can successfully retrieve information.

We investigate the secrecy capacity of the proposed scheme, and demonstrate that the proposed

scheme provides highly enhanced secrecy performance, compared to the conventional schemes. The

performance simulation results reveal that the transmitted information can be properly extracted

only at the legitimate receiver.

Keywords: multi-input-multi-output (MIMO); space time block coding; physical layer security (PLS);

secrecy capacity

1. Introduction

Most technology development in wireless systems has mainly focused on the enhancement of

spectral efficiency and/or power efficiency (error rate performance). The explosion of multiple-input

multiple-output (MIMO) technology can be one of the representative examples that have largely

contributed to enhancing spectral or power efficiency. Due to their inherent broadcasting nature,

wireless communication systems are vulnerable to security and privacy protection. However,

waveform design for the past generation systems has not focused mainly on the secrecy performance

aspect. Although the classical cryptography protocols in the network layer may guarantee secure

communications, the involved secret-key distribution and management processes are generally

unaffordable, and are fragile to attacks, especially in wireless systems [1]. For this reason, security

protection needs to be considered during the waveform design process along with power and

spectral efficiency.

Physical layer security (PLS) schemes can be considered as one of the effective waveform design

techniques to provide security protection, and a number of study results have been reported by

exploiting the characteristics of wireless channels [2–4]. Because MIMO techniques are now almost

mandatory in most wireless systems, PLS schemes combined with MIMO techniques have recently

gained a lot of attention. As a measure of secrecy protection, Reference [5] derived the secrecy capacity

of a MIMO system. Later, Reference [6] proved that perfect secrecy protection could theoretically be

achieved for MIMO systems, and these results accelerated the development of PLS techniques for

MIMO systems. Reference [7] considered utilization of spatial modulation (SM) and adding artificial
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noise (AN) as effective means to increase the secrecy capacity for MIMO systems. The essence of AN

technology is to add a noise that is orthogonal to the legitimate channel, so that it can be null to the

legitimate receiver, while presenting interference to the illegal receiver.

On the other hand, there have been efforts to utilize space–time block coding (STBC) schemes for

PLS [8–13]. The Alamouti scheme was utilized for PLS [8–12]. As a cooperative multi-user transmission

technique, Reference [8] proposed the idea of transmit antenna selection (TAS)-Alamouti scheme for

PLS enhancement. Reference [9] proposed another cooperative Alamouti scheme, where Alamouti

users collaborate with each other with an AN-aided technique to secure the transmissions. They

demonstrated that the secrecy sum-capacity was improved by adding AN aligned with the null space

of the legitimate channel matrix. The Alamouti scheme was also utilized in SM with AN, where

SM was used to increase the secrecy performance while the Alamouti scheme was used to enhance

the performance [10]. Reference [11] proposed a PLS scheme employing a coordinate interleaved

orthogonal design, while Reference [12] proposed a transmission technique for PLS by applying the

Alamouti coded non-orthogonal multiple access scheme.

Furthermore, secrecy outage probability was derived for a quasi-orthogonal STBC (QO-STBC)

scheme that linearly combines two Alamouti codes [13]. The results in this research demonstrate

the secrecy outage probability according to the power ratio of legitimate and illegal receivers. This

QO-STBC scheme utilized a power scaling (PS) method, but the PS itself did not contribute to enhancing

the secrecy performance. Instead, the PS was used to achieve the full rate and full diversity effect.

Reference [14] also proposed a similar idea, presenting a new encoding matrix for QO-STBC to achieve

full orthogonality of the channel matrix.

In this paper, we propose a new waveform design for the MIMO system using STBC, which

is targeted at enhancing the secrecy, as well as the error rate performance. We modify the idea of

combing AN with STBC, and adopt a QO-STBC scheme with linear detection capability [14]. The

advantage of the QO-STBC scheme in [14] lies in the full orthogonality of the channel matrix, and

thus it was termed a linear decoding QO-STBC (LD-QO-STBC) scheme. However, its disadvantage

lies in the non-uniform signal power distribution. In the proposed scheme, we utilize this property,

and add the artificial interference (AI) by considering non-uniform signal distribution. The waveform

with time-varying AI is received at the legitimate receiver without any interference, while the added

interference at the illegal receiver prevents proper detection.

We note that STBC schemes are widely used in modern wireless systems to improve performance.

Even though the STBC schemes were investigated for PLS in the previous studies, they can achieve

reasonable secrecy protection only with a limited condition, i.e., when the power strength of

the legitimate receiver is sufficiently higher than that of the illegal receiver. An approach with

AN can be used, but this requires additional power allocation. Therefore, the proposed PLS

scheme can be efficiently utilized for many wireless systems equipped with STBC, without any

performance degradation.

Compared to the conventional PLS schemes with STBC, we summarize the superiority of our

work as follows. First, the proposed scheme can be utilized in the STBC MIMO systems with more

than two transmit antennae, and thus it can achieve more diversity gain compared to the previous

works with the Alamouti scheme [8–12]. Second, the proposed scheme does not allocate additional

power to AN for security protection, and thus it is power efficient. The probability distribution of

the LD-QO-STBC signal waveform is newly derived. By using the investigation results of the signal

distribution, the power reallocation is dynamically performed across the multi transmit antennae. This

power reallocation contributes to equalizing power distribution across the transmit antennae as well

as transmit time. In addition, it imposes severe interference on the eavesdropper. The novelty of the

proposed idea lies in using the new waveform for STBC MIMO systems with power reallocation. By

virtue of the above two strong advantages, the proposed scheme can achieve perfect security protection

even though the eavesdropper has almost the same power as the legitimate receiver.
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The rest of this paper is organized as follows. Section 2 describes the related works with the

proposed scheme. We first introduce the PLS scheme that combines the Alamouti-code with AN, and

present the LD-QO-STBC scheme [14]. Section 3 presents the proposed waveform design for PLS using

the LD-QO-STBC scheme. We first investigate the characteristics of the signal constellation of the

LD-QO-STBC scheme. Afterwards, we propose a method to generate signal- and channel-dependent

AI that can be perfectly canceled only at the legitimate receiver. Section 4 evaluates the secrecy capacity

of the proposed scheme, and compares it with that of the conventional scheme. In addition, we present

a bit error rate (BER) performance simulation results to demonstrate proper security protection. Finally,

Section 5 draws the conclusions.

Notation: Bold lower case letters represent vectors, while bold upper case letters denote

matrices. AT , AH , and ‖A‖ denote the transpose, Hermitian transpose, and Euclidean norm of

matrix A, respectively. The superscript (·)∗ denotes the complex conjugate, while ∗ denotes the

convolution operator.

2. Related Works

2.1. Alamouti Coded PLS with AN

The generic model for the PLS scheme, comprises a cooperative wireless network that consists

of three nodes. Suppose that a legitimate transmitter node is referred to as Alice, which is the source

node. The corresponding destination node is referred to as Bob, which is the legitimate receiver node.

On the other hand, the third node, named Eve, is the passive eavesdropper node.

Figure 1 shows a block diagram for the Alamouti-coded PLS with AN [10]. In this system, it

is assumed that Alice is equipped with three antennae, while Bob and Eve are equipped with only

one antenna, respectively. At the transmitter, the bit stream emitted by a binary source is divided

into a block containing one bit to select one antenna among Ant 1 and Ant 2 for SM, and the other

blocks containing information bits to transmit. The selected antenna will form the first virtual antenna

for the Alamouti scheme, while Ant 3 in Figure 1 will form the second virtual antenna for the 2× 1

Alamouti scheme. Therefore, the first virtual antenna is dynamically changed by time. During the

first symbol period, s1 and s2 which are mapped by using m bits for each will be transmitted through

two antennae, respectively. In addition, AN will be injected for secrecy purpose. During the second

symbol period, the Alamouti encoded symbols, −s∗2 and s∗1 , are transmitted along with ANs through

two antennae, respectively.
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Figure 1. System model of the Alamouti-coded physical layer security (PLS) with artificial noise (AN).

It is assumed that the channel coefficients are constant within each transmission block, i.e., two

symbol periods, and they are changed independently from block to block, as in the conventional
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Alamouti scheme. The perfect channel state information (CSI) is assumed to be available at Bob and

Eve, but it may not be available at Alice. The encoding matrix for the Alamouti code with AN, XAN

can be expressed as:

XAN =

[

s1 + β11v s2 + β12v

− (s2 + β21v)∗ (s1 + β22v)∗

]

, (1)

where s1 and s2 are modulation symbols used for the Alamouti code during two symbol periods,

and they are drawn from the M-ary quadrature amplitude modulation (QAM) constellation, where

M = 2m. In addition, v is the complex Gaussian AN with zero-mean and unit variance, and βijs are

the coefficients of the v for the i-th timeslot at the j-th antenna. The coefficients βijs are designed to

be nulled at the legitimate receiver. Therefore they should be computed by exploiting the CSI of the

legitimate channel, which results in the following two possible sets of solutions for each symbol period,

i.e., for the first time period:

β11 = h2, β12 = −h1, or β11 = −h2, β12 = h1, (2)

and for the second time period:

β21 = h∗2 , β22 = h∗1 , or β21 = −h∗2 , β22 = −h∗1 , (3)

where, h1 and h2 are the channel gains from the first and second virtual antennae at Alice to

Bob, respectively.

With the above solution, the received signal at Bob during two symbol periods, yb1 and yb2 can

be represented by:

yb1 = h1s1 + h2s2 + nb1, (4)

yb2 = −h1s∗2 + h2s∗1 + nb2,

where nb1 and nb2 are additive white Gaussian noise (AWGN) at Bob for the first and second symbol

periods, respectively. Because the added ANs are perfectly canceled due to (2) and (3) at Bob, the

detection can be successfully made as in the conventional 2× 1 Alamouti scheme. On the other hand,

the received signal at Eve will contain serious interference terms as follows:

ye1 = g1 (s1 + β11v) + g2 (s2 + β12v) + ne1, (5)

ye2 = −g1 (s2 + β21v)∗ + g2 (s1 + β22v)∗ + ne2,

where g1 and g2 are the channel gains from the first and second virtual antennae at Alice to

Eve, respectively. In addition, ne1 and ne2 are AWGN at Eve for the first and second symbol

periods, respectively.

2.2. Linear Decoding QO-STBC Scheme

After Alamouti first proposed the orthogonal STBC scheme with two transmit antennae [15],

efforts were made to invent full-rate STBC schemes with a larger number of transmitting antennae.

In an effort to increase the antenna size and achieve the full data rate, by loosening the orthogonality

condition, several QO-STBC schemes have been proposed [16,17]. These QO-STBC schemes could

achieve the full rate, but at the cost of higher decoding complexity, due to the non-perfect orthogonality

of the encoding matrix.

In order to solve this problem, a new QO-STBC scheme providing a simple linear detection

capability was proposed [14]. By applying the Givens rotation to the detection matrix of a conventional
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QO-STBC scheme, new encoding matrices for three and four antenna systems were derived. The

encoding matrix, X, for four transmit antennae can be expressed as follows:

X =








s1 + s3 s2 + s4 s3 − s1 s4 − s2

−s∗2 − s∗4 s∗1 + s∗3 s∗2 − s∗4 s∗3 − s∗1
s3 − s1 s4 − s2 s1 + s3 s2 + s4

s∗2 − s∗4 s∗3 − s∗1 −s∗2 − s∗4 s∗1 + s∗3








. (6)

As shown above, a signal transmitted for each time slot at each antenna has now become a linear

combination of two modulation symbols. By assuming a single receive antenna, the received signal

during four time slots can be expressed as

[y1 y2 y3 y4]
T = X [h1 h2 h3 h4]

T + nT , (7)

where hi is the channel gain from the i-th transmit antenna to the receive antenna, and n = [n1 n2 n3 n4]

is an AWGN vector for the four time slots. For detection, the received signal vector can be represented

by using the equivalent channel matrix, H, as follows:

[y1 y∗2 y3 y∗4 ]
T = H [s1 s2 s3 s4]

T + [n1 n∗2 n3 n∗4 ]
T , (8)

where

H =








h1 − h3 h2 − h4 h1 + h3 h2 + h4

h∗2 − h∗4 h∗3 − h∗1 h∗2 + h∗4 −h∗1 − h∗3
h3 − h1 h4 − h2 h1 + h3 h2 + h4

h∗4 − h∗2 h∗1 − h∗3 h∗2 + h∗4 −h∗1 − h∗3








. (9)

The channel matrix H is orthogonal, although the encoding matrix X is quasi-orthogonal. For this

reason, maximum likelihood (ML) decoding can be achieved via simple linear detection, as given by:

ŝ = HH [y1 y∗2 y3 y∗4 ]
T . (10)

3. Secrecy-Enhancing LD-QO-STBC Scheme

3.1. Waveform Analysis for LD-QO-STBC

In order to design an efficient waveform for secrecy enhancement, we first investigate the signal

constellation of the LD-QO-STBC scheme. By letting combinations of modulation symbols be used in

(6) as follows:
x1 = s1 + s3, x2 = s2 + s4,

x3 = s3 − s1, x4 = s4 − s2,
(11)

the encoding matrix X in (6) can be represented as:

X =








x1 x2 x3 x4

−x∗2 x∗1 −x∗4 x∗3
x3 x4 x1 x2

−x∗4 x∗3 −x∗2 x∗1








. (12)

Because each element of X is a linear combination of any possible values of si and sj, the waveforms

of si and xi will be different. In order to investigate the signal distributions, we denote constellation

symbol sets used for si and xi as a ∈ Oa and b ∈ Ob, respectively. We note that for any Gray-coded

QAM constellation symbol mapping, si,−si, s∗i , and−s∗i are all in the same set Oa, due to its symmetric

constellation. Likewise, elements of X that are either xi, −xi, x∗i , or −x∗i , are in the same set Ob.

Nevertheless, it is clear that Ob forms a different set from Oa.
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Figure 2 demonstrates an example of waveform transformation from Oa to Ob when 4-QAM is

used for a. In the figure, we denote ai and bi as one of the complex constellation symbols included in Oa

and Ob, respectively. In addition, we derive the probability density function (PDF) of b, and show that

it is not a uniform distribution. For any M-ary QAM, we can assume that without loss of generality,

the PDF of a follows a uniform distribution. That is,

fa(a) = 1/M, a ∈ Oa. (13)

By assuming the independency of the real and imaginary parts of a,

faR(aR) = 1/
√

M, faI (aI) = 1/
√

M, a ∈ Oa, (14)

where aR and aI are the real and imaginary parts of a complex value a, respectively.
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Figure 2. Signal constellations and PDFs for a ∈ Oa and b ∈ Ob used for si and xi, respectively.

For any symbol b, we note that it is the sum of two independent random variables, so its PDF

can be found by first taking the convolution of fbR(bR) and fbI (bI) in their real and imaginary parts,

respectively. Therefore,

fbR(bR) = faR(aR) ∗ faR(aR),

fbI (bI) = faI (aI) ∗ faI (aI), a ∈ Oa,
(15)

and finally using the independency of real and imaginary parts,

fb(b) = fbR(bR) fbI (bI), b ∈ Ob. (16)

Figure 2 compares the PDFs, fa(a) and fb(b) when 4-QAM is used for Oa. We find that the number

of elements in Ob is greater than that in Oa, and that there is a null value 0 + j0 in Ob, which is denoted

by b1 in the example of 4-QAM of Figure 2. Whatever M-ary QAM is used for Oa, this null value exists.

We also find that the probability of having the null value of b is the maximum among the other possible

values, i.e., fb(b1) is the maximum amongst, and Figure 2 also demonstrates this. These findings will
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be applicable to higher-order M-ary QAM. The resultant Ob from the LD-QO-STBC scheme will incur

zero-crossing amongst non-zero modulation symbol values.

3.2. The Design of Artificial Interference

From the investigation in the previous section, we note that the probability of having the null

value of xi, i.e., xi = 0 + j0 is the maximum amongst all possible values in Ob. We also note from (6)

that whenever we have zero value of xi, there will be 2si value in the same row in X. For example,

consider the case when x1 = 0, which means s1 = −s3, because x1 = s1 + s3 as defined in (11). This

implies that x3 = 2s3, because x3 = s3 − s1, as in (11). We refer to these two elements that have the

null value and 2si as a pair. Investigation of (6) reveals that there are two pairs in each row; that is,

the first and third elements form one pair, and the second and fourth elements form the other pair.

We design the AI in order to satisfy the following condition. First, by adding AI, we escape the

zero value transmission. For this, whenever we have a zero value of xi, we add AI that will change

the transmitted symbol to a non-zero value. At the same time, we subtract the added value from the

paired elements, which reduces the original amplitude. Second, the AI is added in such a way that the

paired elements contribute to canceling each other’s AI at the receiving end. For this, we multiply the

channel gains in such a way that the added AI is canceled.

To achieve the above design goal, we represent the received signal at Bob during the i-th time

period, ybi, as follows:

ybi =
4

∑
j=1

(
χij + ωij

)
hj + nbi, (17)

where, χij is the element of X in the i-th row and j-th column, ωij is the AI term, and nbi is the noise at

Bob during the i-th time period. Because χij and χi(j+2), j = 1, 2, always form a pair, we represent (17)

as the following pairwise form:

ybi =
2

∑
j=1

{(
χij + ωij

)
hj +

(

χi(j+2) + ωi(j+2)

)

hj+2

}

+ nbi. (18)

In order to satisfy the first condition, when χij = 0, we set ωij to a non-zero value, so that it

can increase the power of χij. At the same time, we decrease the same amount of power from the

paired element. In other words, we set ωij = ωi(j+2) = χi(j+2)/2, in the case χij = 0. This pairwise

power reallocation will contribute to decreasing the difference of power allocations across the transmit

antennae. Even though AI is added, it is a kind of reallocation of power, and thus there will be no

additional average power allocation. In addition, thanks to the following solution to the second

condition, this AI will be perfectly eliminated.

The second condition requires that AI should be canceled at the legitimate receiver. For this, we

represent (18) by separating the signal and AI terms, that is

ybi =
2

∑
j=1

(

χijhj + χi(j+2)hj+2

)

+
2

∑
j=1

(

ωijhj + ωi(j+2)hj+2

)

+ nbi. (19)

Because the AI term in (19) is ∑
2
j=1

(

ωijhj + ωi(j+2)hj+2

)

, we need to make it zero, i.e.,

2

∑
j=1

(

ωijhj + ωi(j+2)hj+2

)

= 0. (20)

A simple solution to (20) can be letting ωij and ωi(j+2) contain −h(j+2) and hj terms, respectively.
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By combining the above two conditions at the same time, ωij can be defined as follows:

ωij =
χi(j+2)hj+2

2 , ωi(j+2) = −
χi(j+2)hj

2 , if j = 1, 2, and χij = 0,

ωij =
χi(j−2)hj−2

2 , ωi(j−2) = −
χi(j−2)hj

2 , if j = 3, 4, and χij = 0,

ωij = 0, χij 6= 0, χi(j±2) 6= 0.

(21)

As shown above, ωij has a non-static time-varying value that is dependent on χij, as well as on hj.

At the transmitter part, this AI contributes to reducing the difference of power allocations, while at

the receiving end, it will be perfectly canceled out. Therefore, by using (21), (18) can be represented

without any AI, as follows:

ybi =
2

∑
j=1

(

χijhj + χi(j+2)hj+2

)

+ nbi. (22)

In summary, the received signal at Bob during the four time slots can be represented as:

[yb1 yb2 yb3 yb4]
T = (X + W) [h1 h2 h3 h4]

T + nT
b , (23)

where W is the AI matrix with ωij as the element in the i-th row and j-th column. Then, the received

signal after the interference cancelation can be equivalently represented as:

[yb1 y∗b2 yb3 y∗b4]
T = H [s1 s2 s3 s4]

T + [nb1 n∗b2 nb3 n∗b4]
T , (24)

and the detection can be made exactly the same as in the conventional detection using (10).

On the other hand, the received signal vector at Eve is expressed as follows:

[ye1 ye2 ye3 ye4]
T = (X + W) [g1 g2 g3 g4]

T + nT
e , (25)

where gj is the channel gain from the j-th transmit antenna from Alice to Eve. Because the added AI

matrix W has factors related to the channel gains of hjs for Bob, it cannot be canceled out at Eve. That

is, the received signal at Eve during the i-th time slot is expressed as follows:

yei =







2

∑
j=1

{(

χij +
χi(j+2)hj+2

2

)

gj +
(

χi(j+2) −
χi(j+2)hj

2

)

gj+2

}

+ nei, if χij = 0,

2

∑
j=1

{(

χij −
χijhj+2

2

)

gj +
(

χi(j+2) +
χijhj

2

)

gj+2

}

+ nei, if χi(j+2) = 0,

2

∑
j=1

{

χijgj + χi(j+2)gj+2

}

+ nei, if χij 6= 0, χi(j+2) 6= 0.

(26)

Even though, there is the probability of not having AI, i.e., χij 6= 0 and χi(j+2) 6= 0, and thus

ωij = 0, frequent uncanceled AI will cause serious performance degradation.

4. Performance Evaluation

This section presents the secrecy and BER performances of the proposed waveform design using

LD-QO-STBC over a Rayleigh-faded MIMO channel, and compares them with the conventional

schemes. In order to consider the worst-case for secrecy protection, we assume that not only Bob but

also Eve have perfect CSI, and that they have the same signal-to-noise ratio (SNR). On the other hand,

Alice only shares the CSI for Bob. We also assume that Alice transmits information using 4-QAM

through the MIMO channel without frequency selectivity. All channel gains for each transmit symbol

are assumed to be independent and constant over four consecutive symbol periods. In the simulations,

the aggregated power from all the transmit antennae was normalized to one.
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We first compare the secrecy capacity of the proposed scheme with the conventional schemes. It

is well known that the secrecy capacity Cs can be expressed by [6]:

Cs = max (CB − CE, 0) , (27)

where CB and CE are the capacities achieved at Bob and Eve, respectively. Because the added AI can

be canceled at Bob, CB can be estimated as in the conventional MIMO systems, as follows:

CB = log2 det

(

I +
P

σ2
b

HHH

)

, (28)

where P and σ2
b are the transmit power and noise variance at Bob, resulting in P/σ2

b being the SNR.

On the other hand, CE is estimated by accounting for the added AI, as follows [18]:

CE = log2 det

(

I +
P

(‖W‖2 + σ2
e )

GGH

)

, (29)

where, σ2
e is the noise variance at Eve.

We estimate the secrecy performance in terms of Cs in (27), and Figure 3 compares the simulation

results of the average secrecy capacity. For comparative purpose, we implement a number of

conventional schemes: (1) the Alamouti scheme [15], (2) the LD-QO-STBC scheme [14], (3) the

QO-STBC scheme with power scaling [13], (4) the Alamouti scheme with AN [10], and (5) the proposed

scheme. Because we assume that Bob and Eve have perfect CSI of their own and the same SNR, the

secrecy capacities of the conventional schemes without any AN or AI, i.e., (1), (2), and (3), are almost

zero. On the other hand, the addition of AN to the Alamouti scheme contributes largely to enhancing

the secrecy capacity, even though Eve has the same SNR as Bob. Moreover, the proposed scheme

achieves the best secrecy performance amongst the various schemes.
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Figure 3. Secrecy capacity of the proposed scheme over a Rayleigh fading channel compared to the

conventional space–time block coding (STBC)-based PLS schemes.

Next, Figure 4 compares the BER performance simulation results. With the conventional schemes,

(1), (2), and (3), Bob and Eve will have almost the same BER performance. On the other hand, due to

the highly enhanced secrecy protection in (4) the Alamouti scheme with AN, and (5) the proposed

scheme, the BER performance at Eve approaches to 0.5. This means that there is no information leakage

to Eve. However, at the expense of power usage of adding AN in scheme (4), we have to sacrifice
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power loss. For example, in scheme (4) the same power is allocated to AN as to the information signal,

so we can find a 3 dB power loss in the performance. On the other hand, the proposed scheme utilizes

the pairwise power reallocation for AI, and thus it does not incur any power loss.
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Figure 4. Comparison of bit error rate (BER) performances for various STBC-based PLS schemes over a

Rayleigh fading channel at the legitimate (Bob) and illegal (Eve) receivers.

5. Conclusions

In this paper, we presented a novel secrecy-enhancing scheme by tailoring the waveform of the

LD-QO-STBC scheme. The proposed scheme employed dynamic AI that was dependent on the signal,

as well as the channel gain of the legitimate receiver. The dependency on the information signal

was used to reduce the difference of power allocations across the transmit antennae. In addition,

the dependency on the channel gain was used to cancel the AI only at the legitimate receiver, while

imposing serious interference on the passive eavesdropper. As a result, the secrecy capacity was

highly enhanced. The BER simulation results showed that the proposed scheme prevented information

leakage to the illegal listener, even in the case when the illegal listener has a perfect CSI and the same

SNR as the legitimate receiver. Because the proposed method does not incur any power loss due to the

addition of AI, it can be efficiently utilized for many wireless systems using STBC, resulting in diversity

gain as well as security protection. Based on the promising results of the proposed scheme, our future

work can be directed to the investigation of dynamic waveform design and efficient detection schemes

utilizing artificial intelligence techniques [19,20].
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Abstract: Low Density Signature (LDS) is an emerging non-orthogonal multiple access (NOMA)

technique that has never been evaluated under a vehicular channel in order to simulate the

environment of a vehicle to everything (V2X) communication. Moreover, the LDS structure has

been combined with only Orthogonal Frequency Division Multiplexing (OFDM) and Filter-Bank

Multi-Carrier (FBMC) waveforms to improve its performances. In this paper, we propose new

schemes where the LDS structure is combined with Universal Filtered Multi-Carrier (UFMC) and

Filtered-OFDM waveforms and the Bit Error Rate (BER) is analysed over a frequency selective

channel as a reference and over a vehicular channel to analyse the effect of the Doppler shift on the

overall performance.

Keywords: V2X; LDS-F-OFDM; LDS-UFMC; EVA channel model

1. Introduction

Vehicular communications have recently caught a lot of attention in the research community

thanks to the advantages that they can provide the overall vehicular experience. In fact, several

technologies have provided the requirements for this type of communication. Connected to the

infrastructure (V2I), to another vehicle (V2V) or to a pedestrian (V2P), the vehicle to everything (V2X),

as it is referred to, is a new solution for road users to enhance safety and improve the traffic efficiency.

The Long Term Evolution (LTE) as a widely deployed infrastructure is proposed to be extended in order

to support the V2X services, namely the LTE-based V2X [1]. The 3rd Generation Partnership Project

(3GPP) Release 14 is an evolutionary standard that is dedicated to the LTE-based V2X and published

on September 2016 defining two new modes, mode 3 and mode 4 [2,3]. In mode 3, the radio resource

is managed by the cellular network, consequently vehicles can only communicate under a cellular

coverage. Meanwhile in mode 4, the radio resource is managed autonomously by the vehicle itself for

the direct V2V communication overcoming the coverage limitation of mode 3. However, LTE-based

V2X standard suffers from severe performance degradation in a high density environment—it does

not allow a high number of users access to the network. In addition, LTE-based V2X is based on Single

Carrier Frequency Division Multiple Access (SC-FDMA) which requires high complexity equalizers.

The ITS-G5 is another standard that is introduced by the European Telecommunications Standards

Institute (ETSI) and operates in 5 GHz frequency band [4]. The main advantage of ITS-G5 is its low

latency, the short transmission delay is due to the fact that data is being transferred directly between

neighbours. However, in best case scenarios, ITS-G5 has a short range of 1 km and is extremely sensitive

to dense environment which reduces the total throughput and increases the end-to-end latency. Similar

to the IEEE 802.11p US standard, both LTE-based V2X and ITS-G5 rely on Orthogonal Frequency

Division Multiplexing (OFDM) on the PHY layer, while maintaining the subcarriers orthogonality
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could be challenging in the vehicular environment leading to a high Bit Error Rate (BER). This is why

the 5G cellular network can be a promising technology to support the vehicular communications [5],

namely New Radio-V2X (NR-V2X).

The 3GPP Release 16 defines the first specifications for NR-V2X sidelink where it supports

subcarrier spacings of 15 kHz, 30 kHz, 60 kHz and 120 kHz. Their associations to Cyclic Prefix

(CPs) and frequency ranges are as for NR Uplink/Downlink (UL/DL), but using only the CP-OFDM

waveform. The modulation schemes available are Quadrature Phase Shift Keying (QPSK), Quadrature

Amplitude Modulation 16-(QAM), 64-QAM and 256-QAM [6]. Meanwhile, another study has been

published for non-orthogonal multiple access (NOMA) signature candidates [7] proposing some of

the main technologies such as Interleaver Division Multiple Access (IDMA) [8–10], Pattern Division

Multiple Access (PDMA) [11,12] and Sparse Code Multiple Access (SCMA) [13,14]. However, for V2X

communication, no specifications invoke NOMA.

As an efficient multiple access technique, we have chosen to modulate Low Density Signature

(LDS) and analyse its performances under a vehicular channel for V2X communication. Its sparse

structure enables each user to spread its data over a small subset of subcarriers, which means that a

single subcarrier will support only a small number of users or symbols, hence reducing the multiuser

interference (MUI). Firstly, it is proposed in [15] for a Code Division Multiple Access (CDMA) system

and proves that it can afford a high system overload with affordable complexity. To improve its

performances, LDS is enhanced by combining it with OFDM [16] to apply the spreading over OFDM

subcarriers and evaluate over a frequency selective channel. Furthermore, the LDS has been recently

combined with FBMC [17] and a joint sparse graph receiver combing pulse shaping property, NOMA

and channel coding is proposed to improve the overall result at the cost of very high complexity.

Although LDS-OFDM and Joint Sparse Graph-Isotropic Orthogonal Transfer Algorithm (JSG-IOTA)

have shown improved performance evaluation, these schemes have only been analysed over a

frequency selective channel. Our objective is to extend the state-of-art work to evaluate the performance

of LDS over a high mobility channel to simulate the vehicular environment for V2X applications and

combine it with other advanced 5G waveforms, specifically for an application that requires a high data

rate, a medium number of users connected to the network in a certain geographical area and a time of

latency smaller than 1 ms [5].

Among these promising 5G waveforms, Universal Filtered Multi-Carrier (UFMC) [18] has drawn

attention due to its ability to overcome OFDM shortcomings. By applying properly designed sub-band

filtering, UFMC reduces the high out-of-band (OOB) power emission while retaining the simplicity of

the conventional OFDM signal. In fact, one of the main advantages of UFMC is its compatibility with

the OFDM signals which achieves low system complexity in the NOMA schemes.

Filtered-OFDM [19,20] is also one of the proposed advanced waveforms for the future cellular

network. Both UFMC and f-OFDM signals use filtering per subband in order to achieve a low OOB,

the main difference is the filter length and its flexibility. F-OFDM uses a long filter with different

lengths for each subband (Windowed Sinc filter) exceeding the CP while UFMC signals use short

fixed length filters for each subband (Chebyshev filter). In this paper, our goal is to propose a

scheme that benefits from the waveforms robustness and multi-carrier transmission combined with

the non-orthogonality of a spreading based NOMA to provide a system with less complexity while

keeping the transmission model flexible to any future changes and maintaining a certain compatibility

with the current techniques. It is why, we have developed a new LDS-UFMC and LDS-F-OFDM

schemes in which the LDS spreading is applied to UFMC and f-OFDM signals. Among the different

filters that f-OFDM can offer, we adopt computing the Hann, Hamming and Blackman filters thanks

to the great performance they shown in terms of BER and OOB reduction [21] and also to provide a

better comparison. These schemes will be BER analysed for a V2X communication i.e., a high mobility

channel. The multiuser detector will be based on Message Passing Algorithm (MPA ) [22]. It will be

proved that LDS-F-OFDM outperforms the LDS-OFDM and LDS-UFMC by allowing the filter length

to exceed the CP length of OFDM and designing the filter appropriately.
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The remainder of this paper is organised as follows. Section 2 introduces the system model of

LDS-UFMC. Section 3 is devoted to the LDS-F-OFDM system model. Section 4 presents simulation

results of LDS-UFMC and LDS-F-OFDM compared to LDS-OFDM in different environments. Finally,

Section 5 concludes this work.

2. LDS-UFMC System Model

In this section, we are going to define the major blocks of an LDS-UFMC system. The LDS-UFMC

block diagram is shown in Figure 1. After coding and modulation, the symbols are multiplied with low

density spreading sequences then modulated and transmitted simultaneously. Afterwards, spreaded

data are shaped into a time-frequency grid. In this configuration, we address the pilots aided channel

estimation. For simplicity, we propose to insert the pilots using the Comb Type arrangement. Then,

this grid is UFMC modulated using an N-point Inverse Fast Fourier Transform (IFFT) and filtered by a

L-length Dolph–Chebyshev filter. At the receiver side, the received signal is UFMC demodulated, then

the pilots extraction is performed in order to estimate the channel using the Least Square (LS) method

and linear interpolation. The equalizer block uses Zero-Forcing to eliminate the channel effect. The

output of the equalizer is passed to the LDS detector where an iterative detection process based on

MPA is performed to separate the users’ symbols.

Figure 1. Low Density Signature-Universal Filtered Multi-Carrier (LDS-UFMC) block diagram.

2.1. LDS Spreader

Consider an LDS-UFMC system with K users and the users are indexed as follows; k = 1, ..., K and

all users are assumed to transmit the same number of data streams M and they are indexed as follows;

m = 1, ..., M. Assume the number of subcarriers is N, and they are indexed as follows; n = 1, ..., N. We

define the spreading matrix of the kth user as:

Sk = [sk,1, ..., sk,M ] ∈ C
N×M (1)

sk,m = [s1
k,m, ..., sN

k,m]
T is the sparse vector of length N used to spread the mth symbol of the kth user.

Thus, the matrix of spreading of all users can be represented as :

S = [S1, ..., SK ] ∈ C
N×MK (2)

Thanks to the sparse nature of this matrix, only a small number of users can share the same

subcarrier, we define it as dc the interference degree. Hence, among N subcarriers only dv will be used

to serve one user, dv is called the effective spreading gain. Unlike the conventional CDMA system, we

require dv ≪ N and dc ≪ K. Let ak be user’s k symbols:

ak = [ak,1, ..., ak,M]T (3)
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After the spreading process, the signal of the kth user xk = [x1
k , ..., xN

k ]T is a vector of length N and

can be written as follows:

xk = Sk × ak (4)

and xn
k will be the data transmitted over the nth subcarrier by the kth user:

xn
k =

M

∑
m=1

ak,msn
k,m (5)

Hence, the signal transmitted over the nth subcarrier is given by (6):

xn = ∑
k∈ξn

xn
k (6)

ξn is considered as the group of users interfering in the nth subcarrier.

Figure 2 represents the spreading process of the LDS. In this example, we consider that each

user transmits one symbol (i.e., M = 1). The system transmits over 4 subcarriers and serves 8 users

which means that the overloading is at 200%. Each subcarrier is allocated to 4 users (dc = 4), and

each user spreads its data over 2 subcarriers (dv = 2). The symbols are the variable nodes and the

subcarriers are the functions nodes respectively. The edges that connect the nodes define if a symbol

will be spreaded over the adjacent subcarrier. For instance, the first user is connected to subcarriers

1 and 2, consequently, the first symbol will be spreaded over these adjacent subcarriers only. This

representation of the spreading process is called the Tanner Graph [16].

Figure 2. Spreading process of LDS-UFMC system.

2.2. Signal Model

After the LDS spreading, the UFMC modulation is applied to each subcarrier. In fact, UFMC

divides the entire bandwidth B of N subcarriers into multiple subbands Su, each subband consists of

Q subcarriers. Hence, the nth subcarrier can now be regarded as the qth subcarrier of the sth subband.

After that, the IFFT is performed over the signal of each subband and will be filtered using a L-length

prototype filter, usually, the filter is a Dolph–Chebyshev window. The subbands are then superimposed

and sent over the channel. The baseband discrete UFMC signal is represented in (7):

xLDS−UFMC[n] =
Su−1

∑
s=0

gs[n]× xs[n] (7)

gs[n] defines the filter used in the sth subband :

gs[n] = g[n]ej(2πnQ/2)/Nej(2πn(S0+sQ))/N (8)

where S0 denotes the starting frequency of the lowest subband and g[n] is a well-localised Chebyshev

pulse filter of length L. The third term of the equation is the one responsible for frequency shifting

44



Electronics 2020, 9, 1094

to the appropriate subband. xs[n] is signal transmitted over the sth group of subcarriers. It can be

expressed as follows:

xs[n] =
Q−1

∑
q=0

xs,qej(2πnq/2)/Nej(2πn(S0+sQ))/N (9)

Hence, xs,q can be nothing but the signal transmitted over the qth subcarrier of the sth subband

and just like in (6), it is given by:

xs,q = ∑
k∈ξs,q

x
s,q
k (10)

where ξs,q is considered as the group of users interfering in the qth subcarrier of the sth subband.

The received signal is represented as follows:

yLDS−UFMC[n] = h[n]× xLDS−UFMC[n]+ z[n] (11)

where z[n] and h[n] are the additive white gaussian noise with variance σ2
z and the channel impulse

response respectively. The length of the signal yLDS−UFMC is Ny = N + L− 1 due to the convolution

with the subband filter, consequently, a 2N-point Fast Fourier Transform (FFT) is performed at the

UFMC receiver. After the UFMC demodulation process, the input of the LDS Detector corresponding

to the nth subcarrier is :

Yn = Hn ∑
k∈ξn

M

∑
m=1

ak,msn
k,m (12)

where Yn and Hn are the 2N-point FFT of the time domain signal respectively. In our system, we have

chosen to use the equalizer embedded with the LDS detector for a better performance. Regarding

the LDS decoding, firstly, the LDS turbo receiver uses MPA and Forward Error Correction (FEC)

decoder to find the reliability of the symbols. Secondly, the JSG receiver uses pulse shaping, NOMA

and channel coding, however, it is highly complex. For simplicity, we chose to implement the basic

LDS detector that uses the Tanner Graph for implementing the MPA receiver in which we consider

subcarriers and symbols as function nodes and variable nodes, respectively. Adjacent nodes are

connected via edges. Based on an extrinsic manner, each node will update its information containing

the reliability of the symbol based on the received reliability from other edges and send it back. After an

appropriate number of iterations, the reliability which is the log likelihood ratio (LLR) of the symbols

will converge and the symbols are transmitted to the FEC decoder. The major goal behind this complex

implementation is to find the value of â that maximises the joint a posteriori probability based on the

observed signal:

â = arg max
a∈X

p(a|y) (13)

where X is the modulation constellation. The first LLR update can be written as follows:

ℓcn←uk
(ak) = log

Pext,n(ak = +1)

Pext,n(ak = −1)

= ∑
m∈ϕk\n

ℓcm→uk

where u nodes are the variable nodes and c nodes are the function nodes, hence ℓcn←uk
is the message

sent from uk node to the cn node and ℓcn→uk
message sent from cn node to the uk node, respectively.

It is clear from the above equation that the update of ℓcn←uk
(ak) is dependent to all nodes besides

the node n i.e., m ∈ ϕk \ n, hence, the notation of extrinsic update. Second Update can be calculated

as follow:

ℓcn→uk
(ak) = log( ∑

an∈X

P(yn|an) ∏
l∈ξn\k

Pn(al))
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where ϕk is the group of subcarriers allocated to the kth user and P(yn|an) is the channel observation

function at subcarrier yn. Further explanations are provided in [22].

3. LDS-F-OFDM System Model

Based on the same LDS spreader used in LDS-UFMC, LDS-F-OFDM applies Filtered-OFDM

waveform on the users’ spreaded signals and transmits them over the channel. The LDS based on

f-OFDM block diagram is presented in Figure 3. As depicted, the signal is mapped into a time-frequency

grid and then the pilots are inserted for channel estimation. Afterwards, a N-point IFFT is performed

to transfer the grid from the frequency domain to the time domain, data is then serialised and CP is

added to combat Inter Symbol Interference (ISI) effect. Like UFMC, the main advantage of f-OFDM

is its compatibility with OFDM, with a difference of passing the signal through a long length filter

before the transmission. Extended over the CP, the filter helps to lower the high OOB radiation while

maintaining the OFDM orthogonality between the subcarriers. Usually, a truncated sinc window is

used as a shaping filter, however in our system we have chosen to implement other types of filters for

a better comparison. For LDS-F-OFDM, we consider all the subcarriers as one subband to lower the

overall complexity. Therefore, our transmitted signal is an OFDM modulated signal passed through an

appropriate shaped filter. Without loss of generality, the signal expression can be written as follows:

xLDS−F−OFDM [n] = xLDS−OFDM[n]× fTX [n] (14)

where fTX(n) represents the well-designed filter and xLDS−OFDM [n] is the discrete LDS-OFDM signal

after the spreading and modulation, it is represented as follows:

xLDS−OFDM [n] =
N−1

∑
q=0

xqej2πnq/N (15)

The transmitted signal is given by (16):

xLDS−F−OFDM [n] =
N−1

∑
q=0

xqej2πnq/N × fTX [n] (16)

Figure 3. LDS-F-OFDM block diagram.

3.1. Filter Design

The main reason behind the filtering is to eliminate the side lobes for an efficient transmission, it

is why filters based on cardinal sin are taken into consideration thanks to their sharp filter response.

However, the filter characteristic should be truncated due to its infinite impulse response. As a result,

we obtain a finite sinc filter and a window pulse w[n] is applied to smooth its transitions. Once the

filter is computed, it should be shifted around the central frequency of the subband.

p[n] = sinc(
W + 2δW

N
n) (17)
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pB[n] =
p[n]w[n]

∑n |p[n]w[n]| (18)

fTX [n] = pB[n]e
j2πn fc

N∆ f
(19)

where W is the number of active subcarriers, δW is the tone offset, N is the FFT size, fc is the frequency

of the centre subcarrier in the baseband and ∆ f is the subcarrier spacing. The window function of the

chosen windows are defined in Table 1.

Table 1. Window function of the filters.

Window Window Function

Hann w[n] = 0.5× (1 + cos( 2πn
L−1 ))

Hamming w[n] = 25
46 + 21

45 × cos( 2πn
L−1 )

Blackman w[n] = 7938
18608 + 9240

18608 × cos( 2πn
L−1 ) +

1430
18608 × cos( 4πn

L−1 )

At the receiver side, a matching filter fRX [n] to the transmission filter fTX [n] is performed at the

received signal, after that the CP is removed and the signal is transmitted to an OFDM receiver. After

the grid demapping and pilot extraction, channel estimation is performed based on the pilots. The

output data are then considered as the input of LDS detector explained in Section 2.

4. Performance Evaluation

In this section, we propose to compare the performances of the proposed LDS-F-OFDM and

LDS-UFMC schemes with the LDS-OFDM over a vehicular channel with different speed limits and

over a multipath fading channel. The main simulation parameters are used to match the 3GPP Release

16 standard. Based on 3GPP Release 16, we have fixed the total bandwidth to B = 10 MHz and a carrier

frequency of fc = 5.9 GHz to match the NR-V2X operating bands in FR1 [23]. Table 2 summarises the

simulation parameters.

Table 2. Simulation parameters.

Parameters Symbol Value

Release 16 Parameters

Bandwidth B 10 MHz

Carrier frequency fc 5.9 GHz

Number of symbols Nsym 14

Subcarriers spacing
∆ f

15 kHz
30 kHz

Number of Resource Blocks
NRB

52
24

FFT Size
NFFT

1024
512

Cyclic Prefix Length
LCP

72
36
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Table 2. Cont.

Parameters Symbol Value

Pilots Parameters

Pilots Arrangement - Comb type

Pilots Spacing Nps 4

Number of Pilots per symbol
NP

156
72

UFMC

Filter Length
LU

65
33

Filter Type - Dolph-Chebyshev

Side Lobe Attenuation - 50 dB

Number of Subbands
S

52
24

Subband size Q 12

F-OFDM

Filter Length
LF

513
257

Window function
-

Hann
Hamming
Blackman

LDS Scheme Parameters

Effective Processing gain dv 3

Interference Pattern dc 3

Number of Users
Nu

468
216

Modulation - BPSK

No error correction is employed, so the evaluation is carried out for uncoded bits. The LDS

spreading matrix is generated randomly for all the simulated schemes. However, we do believe

that a well designed matrix with small number of cycle-of-four and a high girth can achieve better

performance.

In order to respect the 3GPP recommendations, no overloading scenario is deployed due to the

use of pilots and the waveforms offset. We have overcome this circumstance by respecting the rule of

interfering several users in the same resource and allocating a few subcarriers to the same user i.e.,

respecting the LDS structure to justify these new schemes performances. The maximum number of

iterations of the LDS detector is ten.

The first channel we have chosen to evaluate the performance of these schemes is the Tapped

Delay Line model, specifically the TDL-A channel. The TDL-A channel model has a Doppler spectrum

which is characterised by a Jake’s spectrum shape. The Power Delay Profile (PDP) of the model is

presented in [24] and the delay spread used to scale the normalised taps delays is Ds = 93 ηs. This

delay spread is chosen to correspond to a short delay profile in an Urban Macro environment for a

5.9 GHz carrier frequency.

Figure 4 depicts the simulation results of LDS-F-OFDM and LDS-UFMC over TDL-A channel.

We first fix the bandwidth at B = 10 MHz, then we investigate the schemes under two systems, the

first with 1024 subcarriers and ∆ f = 15 kHz subcarrier spacing and the second with 512 subcarriers

and ∆ f = 30 kHz. According to the simulation results, the LDS-F-OFDM shows better performance

over both LDS-UFMC and LDS-OFDM. The fact that the f-OFDM subband regroups all the available
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subcarriers concentrates the energy in one main lobe. This results in less ISI, and thanks to the LDS

structure, the MUI are eliminated, thus, reducing the overall interference. Hence, it is expected that the

f-OFDM with the LDS structure achieve a better BER performance. Meanwhile, LDS-UFMC shows a

slight performance degradation compared to LDS-OFDM. However, UFMC offers lower OOB and the

main advantage of UFMC is the increased spectral efficiency. Consequently, a trade-off must be taken

in consideration depending on the requirements of the application.

(a) ∆ f = 15 kHz

(b) ∆ f = 30 kHz

Figure 4. Performance of the proposed schemes over a Tapped Delay Line (TDL)-A channel.

The second and main channel used to simulate these schemes is the Extended Vehicular A

(EVA) model channel, its power delay profile is provided in [25]. Similarly to the TDL-A model,

the EVA model is characterised by a Jake’s Doppler spectrum and the maximum speed simulated is

300 km/h, hence the maximum Doppler shift fd = 556 Hz and specifically modelled to simulate a

vehicular channel.

Figure 5a shows the BER performance of the LDS-F-OFDM and LDS-UFMC compared to

LDS-OFDM over an EVA channel with a computed speed of 100 km/h which means that the maximum

Doppler shift is fd = 185 Hz with a subcarrier spacing of ∆ f = 15 kHz and an FFT size of 1024, hence

only 468 subcarriers left for data transmissions. For simplicity, we consider 468 users each sending

one BPSK modulated symbol with a power of 1 Watt. In fact, this is the worst loading scenario where

we have the number of users equal to the number of subcarriers allocated to data transmission which
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means that each user will be able to send only one symbol. It can be noticed that the LDS-F-OFDM

slightly outperforms once more both LDS-OFDM and LDS-UFMC with its all different types of filters

deployed. While Hann, Hamming and Blackman windows achieve almost the same BER performance,

Hann window function is the filter susceptible to give better OOB performance. In terms of spectral

efficiency, LDS-UFMC compared to LDS-F-OFDM and LDS-OFDM comes first due to the removal of

the CP. However, observing the used subcarriers for data transmission due to the use of the pilot with

only 4 subcarrier spacing, we notice the overall degraded spectral efficiency. This is completely justified

by the need of an efficient channel estimation because of the high changing nature of the channel.

(a) ∆ f = 15 kHz

(b) ∆ f = 30 kHz

Figure 5. Performance of the proposed schemes over an Extended Vehicular A (EVA) channel with

speed of 100 km/h.

The BER performance of the proposed schemes with a computed speed of 100 km/h and a

subcarrier spacing of ∆ f = 30 kHz and 512 subcarriers is presented in Figure 5b. It is worth noting

that LDS-F-OFDM shows again better performance at low SNR, while at higher SNR, all the proposed

schemes face slight performance degradation. In fact, while employing higher subcarrier spacing

to combat the Doppler shift, the spectral efficiency is reduced and also the number of subcarriers

allocated to pilots is reduced (156 subcarriers in the first system vs. 72 in the second). Consequently,

the channel estimation will not be as efficient as in the first system. Furthermore, in order to investigate
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how the LDS-F-OFDM and LDS-UFMC can be affected by the mobility, the schemes are also simulated

over an EVA channel with a speed of 300 km/h.

Figure 6a,b represents the simulation results for ∆ f = 15 kHz and ∆ f = 30 kHz, respectively.

It can be seen that LDS-F-OFDM shows better performances than LDS-OFDM and LDS-UFMC in

low SNR. Moreover, all the techniques demonstrate huge improvements in the second system with

∆ f = 30 kHz subcarrier spacing than the first. Thanks to the large subcarrier spacing, the Doppler

shift does not impact severely the subcarriers orthogonality. In addition, comparing Figure 5a with

Figure 6a, all the techniques face severe performance degradation due to the high mobility of the UEs.

Meanwhile, Figure 5b with Figure 6b presents almost the same BER performances thanks to the large

subcarrier spacing.

(a) ∆ f = 15 kHz

(b) ∆ f = 30 kHz

Figure 6. Performance of the proposed schemes over an EVA channel with speed of 300 km/h.

Figure 7 depicts the comparison of the proposed schemes over the EVA channel with different

speed limits with both systems. We have chosen to evaluate the schemes also over the EVA channel

with a 500 km/h velocity and analyse the degradation of the performance in such an environment.

Obviously, the performance decreases due to the high speed, however as shown in Figure 7b i.e.,

with a large subcarrier spacing, both LDS-F-OFDM and LDS-UFMC seem to suffers less. Meanwhile
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with ∆ f = 15 kHz, all the techniques seem unable to converge at high speed. To improve this, other

receivers can be considered such as the JSG and Expectation Propagation Algorithm EPA receivers.

(a) ∆ f = 15 kHz

(b) ∆ f = 30 kHz

Figure 7. Schemes comparison over the EVA channel with different speed limits.

5. Conclusions

In this paper, we have proposed two efficient multiple access techniques namely LDS-F-OFDM

and LDS-UFMC in which the LDS structure is combined with the new 5G waveforms. First of all,

we have presented the state-of-art of the previous work done on LDS and we have detailed the

transmitters and receivers of these new schemes. Then, we have highlighted our contribution that

consists in evaluating these new schemes over different types of channels, specifically, a vehicular

channel with a high mobility. Simulation results show that LDS-F-OFDM significantly achieves

higher performance improvements compared to LDS-OFDM and LDS-UFMC in all scenarios, while

maintaining an affordable complexity at the transmitter and the receiver side. The improvements are

directly related to the advantages that f-OFDM waveform offers by addressing the adequate filter.

In future work, we propose to analyse these schemes with different types of receivers in manner to

reduce the complexity and to improve the performances. Some of the receivers that can be found

in the literature are the SIC-MPA where we combine SIC and MPA to reduce the overall complexity

and the JSG receiver which is a very high complex receiver but provides a lot of improvements to the
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system. Furthermore, we consider evaluating theses schemes over different vehicular channels such as

a confined channel and with different channel specifications considering the other operating band of

FR1 i.e., 25 GHz.
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Abbreviations

The following abbreviations are used in this manuscript:

OFDM Orthogonal Frequency Division Multiplexing

FBMC Filter-Bank Multi-Carrier

UFMC Universal Filtered Multi-Carrier

BER Bit Error Rate

LTE Long Term Evolution

3GPP 3rd Generation Partnership Project

SC-FDMA Single Carrier Frequency Division Multiple Access

ETSI European Telecommunications Standards Institute

NR-V2X New-Radio V2X

CP Cyclic Prefix

UL Uplink

DL Downlink

QPSK Quadrature Phase Shift Keying

QAM Quadrature Amplitude Modulation

IDMA Interleaver Division Multiple Access

PDMA Pattern Division Multiple Access

SCMA Sparse Code Multiple Access

CDMA Code Division Multiple Access

JSG-IOTA Joint Sparse Graph-Isotropic Orthogonal Transfer Algorithm

MPA Message Passing Algorithm

FEC Forward Error Correction

EPA Expectation Propagation Algorithm

IFFT Inverse Fast Fourier Transform

LS Least Square

FFT Fast Fourier Transform

ISI Inter Symbol Interference

OOB Out Of Band

PDP Power Delay Profile

EVA Extended Vehicular A
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Abstract: Future wireless communication systems are facing with many challenges due to their

complexity and diversification. Orthogonal frequency division multiplexing (OFDM) in 4G cannot

meet the requirements in future scenarios, thus alternative multicarrier modulation (MCM) candidates

for future physical layer have been extensively studied in the academic field, for example, filter

bank multicarrier (FBMC), generalized frequency division multiplexing (GFDM), universal filtered

multicarrier (UFMC), filtered OFDM (F-OFDM), and so forth, wherein the prototype filter design

is an essential component based on which the synthesis and analysis filters are derived. This paper

presents a comprehensive survey on the recent advances of finite impulse response (FIR) filter design

methods in MCM based communication systems. Firstly, the fundamental aspects are examined,

including the introduction of existing waveform candidates and the principle of FIR filter design.

Then the methods of FIR filter design are summarized in details and we focus on the following

three categories—frequency sampling methods, windowing based methods and optimization based

methods. Finally, the performances of various FIR design methods are evaluated and quantified by

power spectral density (PSD) and bit error rate (BER), and different MCM schemes as well as their

potential prototype filters are discussed.

Keywords: multicarrier modulation; prototype filter design; frequency sampling methods;

windowing based methods; optimization based methods

1. Introduction

The rapid increase of mobile devices and the emergence of new technologies as well as services

demand more efficient wireless cellular networks [1–4]. The 5th generation (5G) communication

networks need to support abundant business scenarios, such as Internet of Vehicles [5–7], Internet of

Things [8–10], virtual reality [11,12], device-to-device communications [13–16], and so forth. Therefore,

plenty of important technologies are worth studying in future communication networks, for example,

multicarrier modulation, massive multiple-input multiple-output (MIMO), millimeter wave, and so

forth [1–4]. Due to the critical role of the prototype filter played in multicarrier modulations, that is,

it determines the system performance such as stopband attenuation, inter-symbol interference (ISI),

inter-channel interference (ICI) and phase noise caused by high operating frequencies, herein various

prototype filter design methods in multicarrier communication networks are summarized.

It is known that cyclic-prefix orthogonal frequency division multiplexing (CP-OFDM) as the

air interface of the 4th generation (4G) communication networks is capable of avoiding ICI and ISI.

The modulated and demodulated signals are respectively generated through inverse fast Fourier

transform (IFFT) and fast Fourier transform (FFT), thereby greatly reducing the system complexity

and improving the signal transmission rate. OFDM has been used in conjunction with other

technologies, for example, wavelet OFDM (WOFDM) [17,18], orthogonal frequency division multiple
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access (OFDMA) [19–21], Alamouti coded OFDM (AC-OFDM) [22–25], and MIMO-OFDM [26–28].

Although OFDM has been widely applied, it also has the following limitations: serious out-of-band

leakage characteristic; strict synchronization and orthogonality among the subcarriers are needed;

high peak to average power ratio (PAPR) resulting in non-linear distortion of the signal; sensitive to

frequency offset, which has a significant impact on the system performance [29,30].

The above situations drive the urgency to conceive an appropriate modulation scheme in future

communication networks. Faced with the requirements of the ultra-low latency, high spectrum

efficiency, high transmission rate and business diversity in the future networks, researchers and

practitioners in related fields have exerted a tremendous fascination on a number of alternative

single-carrier or multicarrier modulation techniques [31], including CP-Discrete Fourier Transform

spread OFDM (CP-DFT-s-OFDM) [32], filter bank multicarrier (FBMC) [33–39], generalized

frequency division multiplexing (GFDM) [40,41], universal filtered multicarrier (UFMC) [42–44],

and filtered-orthogonal frequency division multiplexing (F-OFDM) [45–47], and so forth. Apart from

typical waveform design methods where waveform parameters are obtained manually, with the

development of machine learning, waveform design methods with data-driven models have attracted

increasing attention [48,49]. These modulation waveforms have their own merits and drawbacks in 5G

communication scenarios, respectively. The prototype filter determines the performance of a specific

modulation waveform, thus the evaluation standard of prototype filter is primarily characterized

by minimizing the stopband energy, minimizing the maximum stopband ripple, minimizing the

total interference (ISI and ICI) [50,51], and so forth. Digital filters are very important in digital

communications and are generally divided into two categories—infinite impulse response (IIR) filter

and finite impulse response (FIR) filter [52]. Based on the fact that only linear phase FIR filters are

suitable for wireless communication systems [53], the FIR filter design has been the major research

topic to realize prototype filters in the literature.

There have already been a few representative survey works related to prototype filters.

In Reference [4], a survey of multicarrier communications about prototype filters, lattice structures

and the implementation aspects is reported by A. Şahin et al., and this work provides four classes of

filters according to the design criteria—energy concentration, rapid decay, spectrum nulling and

channel/hardware characteristics. In Reference [54], the methods of prototype filter design for

cosine modulated filter banks (CMFBs) with nearly perfect reconstruction (NPR) are reviewed by

K. Shaeen et al., and these methods are categorized into nonlinear optimization methods [55–63],

spectral factorization methods [64], linear search methods [65–70], interpolated finite impulse response

(IFIR) methods [71–73], and frequency response masking (FRM) methods [58,74–79], and so forth.

The authors of Reference [80] provide the basic introduction of the FIR filter, some relevant works on

FIR and various factors which effect the performance of FIR filter in communication systems.

In this paper, we pay more attention to the literature from more recent years and provide a survey

on various FIR filter design methods in multicarrier systems. Compared with the existing surveys in

References [4,54,80], this paper provides an in-depth introduction to advanced filter design methods,

which are not categorized based on the design criteria. In addition, this work can serve as an extension

of the survey in Reference [54], which is dedicated to the aspect of CMFBs. Specifically, we firstly

introduce the FIR filter design criteria, that is, the objective to be optimized. The evaluation criteria and

the implementation methods are summarized in canonical form. Subsequently, the design methods of

realizing the objectives are divided into three categories: frequency sampling methods, windowing

based methods and optimization based methods. Lastly, the reviewed filter design methods are

analyzed for multicarrier modulation schemes in terms of power spectral density (PSD) [81,82], bit

error rate (BER) [83–85], spectral efficiency, latency, computational complexity, and so forth, which

are important measurements to characterize the performance of modulation waveforms. We expect

that this survey can provide a reference on how to select multicarrier modulation schemes and their

corresponding prototype filters in future wireless communication systems.
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The remainder of this overview paper is organized as follows. Section 2 introduces the concepts

of different multicarrier modulations and the evaluation criteria of FIR filter design. In Section 3,

the classification of FIR prototype filter design methods and corresponding implementation procedures

are described in details. The discussions of different filter design methods in multicarrier modulation

systems in terms of PSD and BER performances are presented in Section 4. Finally, Section 5 concludes

the paper.

2. Multicarrier Modulations and FIR Filter

By splitting the transmitting data into several components and sending each of these components

over separate carrier signals, multicarrier modulation (MCM) has numerous advantages compared to

single carrier modulation, including the relative immunity to multipath fading, less susceptibility to

interference caused by impulse noise, and enhanced immunity to ISI. In the following subsection, five

important MCM waveforms—OFDM, FBMC, GFDM, UFMC and F-OFDM are introduced.

2.1. Modulation Waveforms

2.1.1. OFDM

Compared with conventional OFDM, windowed orthogonal frequency division multiplexing

(W-OFDM) has a similar transceiver structure but non-rectangular transmit windows are utilized to

smooth the edges of rectangular pulse, accordingly provide better spectral localization and reduce

ICI [86]. For a raised cosine shape based non-rectangular window used in W-OFDM, the CP needs

to be extended to maintain the orthogonality and the spectral efficiency will decrease for W-OFDM

compared to OFDM [87]. In order to utilize non-contiguous spectrum fragments, resource block filtered

OFDM (RB-F-OFDM) aims to split the available spectrum fragments into several resource blocks which

make a chunk of some contiguous subcarriers. It generates and filters the signal transmitted on each

resource block individually [88]. Analogous to the subcarrier filtering based modulation, spectrum

leakage among these resource blocks is unavoidable in the case that the spacing between these blocks

is narrow [89]. In CP-OFDM with weighted overlap and add (WOLA), some data parts are copied

and added to the right and left part of conventional OFDM, then a pulse with soft edges takes place

in the rectangular prototype filter, in the meanwhile, the soft edges are added to the cyclic extension

by a time domain windowing and this results in a sharper side-lobe decay in frequency domain [90].

Therefore, CP-OFDM with WOLA is a special case of OFDM, aiming to improve the prototype filter

such that it has more reasonable pulse shape used in regular CP-OFDM. Furthermore, for the sake

of addressing the sacrifice of time resource resulting from added parts and avoiding possible data

collision before transmission due to windowing process, overlap process is employed [91].

2.1.2. FBMC

The FBMC modulation technique, as one of the waveform candidates in 5G communication

networks, has attracted a great amount of research attention. In the 1960s, the concept of FBMC

modulation was firstly proposed by Chang and Saltherg [92]. However, it did not receive much

attention by researchers due to its complexity. The well-known discrete multi-tone (DMT) modulation

and discrete wavelet multi-tone (DWMT) modulation reported in the 1990s are two specific cases

of FBMC modulation [93]. Currently, FBMC based systems have been extensively studied from

the aspects of spectrum efficiency analysis [94–96], system complexity analysis [97], prototype filter

design [98–101], frequency offset estimation [102,103], MIMO [104–106], and so forth. Ever-emerging

research projects investigate the application of FBMC modulation in practical scenarios, for example,

PHYDYAS [107], METIS [108], 5GNOW [109]. FBMC is robust against frequency offset because of its

negligible spectrum leakage. Furthermore, FBMC does not need the guard band in frequency domain,

which greatly improves the spectrum efficiency, thus FBMC can flexibly control the interference

between adjacent subcarriers, and the synchronization requirement among subcarriers is relaxed [36].
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Simultaneously, there are still some underlying issues of FBMC, for instance, high PAPR, which may

well result in signal nonlinearities. Though many existing methods have been dedicated to lowing

PAPR of FBMC [110–113], it is actually a trade-off between low PAPR and other characteristics, that is,

in Reference [110], the PAPR reduction is at the expense of higher computation complexity. In spite of

this, advantages above still make FBMC popular in the academic field, and FBMC has already been

considered as the waveform candidate in future MCM networks [33].

2.1.3. GFDM

The GFDM modulation waveform, as a new 5G multicarrier modulation technique, was proposed

by Fettweis et al. in 2009 [41]. Compared to OFDM, GFDM aiming to generalize traditional OFDM is

based on separate block modulation, which makes it more flexible by configuring different subcarriers

and symbols. To accommodate various types of services, GFDM can work with different prototype

filters and different types of CPs. The design of the conforming prototype filter reduces the sidelobe

interference, and the modulation process is converted from linear convolution to cyclic convolution

through tail biting operation, thus shortening the length of CP. Similar to FBMC, GFDM is also robust

against time-frequency offset but has a low PAPR. However, each subcarrier in GFDM modulation

does not keep the orthogonality in the frequency domain and ICI is introduced even under ideal

channel, which increases the complexity of the receiver algorithm and meanwhile raises BER.

2.1.4. UFMC

UFMC modulation technique was proposed by Vida Vakilian et al. to solve the ICI problem in

OFDM systems [42]. UFMC modulation enjoys the following advantages of relaxing the requirement

of CP, having high spectrum efficiency, relaxing carrier synchronization, and being suitable for

fragmented debris spectrum utilization. In addition, UFMC supports short burst asynchronous

communication because the filter lengths depend on the sub-band widths. Nevertheless, similar to

OFDM, the performance of UFMC is also inevitably affected by the carrier frequency offset (CFO),

which has attracted a lot of research interest in order to mitigate the significant impact of CFO on

UFMC based system performance [114–116].

2.1.5. F-OFDM

The basic principle of F-OFDM technique is to divide the carrier bandwidth of OFDM into

sub-bands with different parameters, filter the sub-bands, and leave less isolation bands in the

sub-bands [46]. Firstly, to support diverse businesses, F-OFDM modulation supports flexible sub-band

configurations for different subcarrier spacing. Secondly, it supports different sub-band configurations

allowing different CP lengths to better adapt transmission channels, and different sub-bands on

asynchronous signal transmission are also supported, thus saving the signaling overhead. Finally,

with better out of band suppression characteristics compared to OFDM, it saves the cost of protection

zone, that is, the spectral efficiency is improved. However, filters need to be dynamically designed for

each fragment, which makes the use of F-OFDM systems challenging [88].

2.2. FIR Filter

In this subsection, we introduce the basic principle of digital FIR filters as well as the evaluation

criteria of a designed filter. It is known that the condition of distortionless transmission and filtering is

that the amplitude response of the system should be constant in the effective spectral range of the signal,

and the phase response should be a linear function of the frequency (i.e., linear phase). The prototype

filter is required to have linear phase characteristic in wireless communication applications. In contrast

to the IIR filter, the FIR filter has the ability to achieve linear phase filtering [117]. In addition, as an

all-zero filter, the hardware and software structures of the FIR filter could be established without

considering the stability problem. Therefore, FIR filters have been widely used in the field of wireless

communications [53].
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Assuming the length of the impulse response h(n) of a linear phase FIR filter is N, then the

frequency response function is defined as

H(ejω) =
N−1

∑
n=0

h(n)e−jωn, (1)

where ω is the angular frequency. According to the parity of N and the symmetry of h(n), there are

four types of FIR transfer functions. The condition for the most widely used low-pass FIR filter is

given by

h(n) = h(N − 1− n), 0 ≤ n ≤ N − 1. (2)

The ripples are observed in both the passband and stopband, and the maximum approximation

error δp is described by

1− δp ≤| H(ejω) |≤ 1, | ω |≤ ωp. (3)

The amplitude of the stopband is approximated by the maximum error δs, that is,

| H(ejω) |≤ δs, ωs ≤| ω |≤ π, (4)

where ωp and ωs are passband and stopband boundary frequencies, δp and δs are passband and

stopband ripples, respectively (Gibbs effect), and ωs − ωp is the transition bandwidth. In order

to make designed filters close to the ideal low-pass filter, several evaluation criteria are given

in [50,51], including least-squares (LS), minimax, peak-constrained least-squares (PCLS), minimum

total interference (ICI and ISI), and and so forth.

• LS criterion

The goal of the least-squares criterion is to minimize the stopband energy of the filter, whose

objective function is

J =
∫ π

ωs

| H(ejω) |2 dω. (5)

• Minimax criterion

The goal of the minimax criterion is to minimize the maximum stopband ripple, and its objective

function can be written as

J = max
ω∈[ωs ,π]

| H(ejω) | . (6)

• PCLS criterion

The PCLS criterion establishes a trade-off between the LS and the minimax criteria. The PCLS

criterion can be described as below

J =
∫ π

ωs
| H(ejω) |2 dω

s.t. | H(jejω) |≤ δ,
(7)

where δ is a prescribed value. If δ is close to zero, the PCLS criterion approaches the minimax

criterion, while in the limit of δ, that is, δ is up to infinite, the criterion turns out the LS criterion.

• Minimum total interference criterion

This criterion is to minimize the total interference of ICI and ISI for filter bank structure. Its

objective function is defined as

J = ISI + ICI, (8)

where

ISI = max
k

(

∑
n

([TTMUX(n)]k,k − δ(n−△))2

)

, (9)
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ICI = max
k

(
N−1

∑
l=0,l 6=k

∑
n

([TTMUX(n)]k,l)
2

)

, (10)

where TTMUX(n) is the transfer matrix, the element [TTMUX(n)]a,b represents the relationship

between the input signal X(zN) and the output signal Y(zN), where z is the complex argument of

z-transform. δ(n) is the ideal impulse, and△ denotes the delay of the TMUX system. Thus the

transfer function between input and output signals is given by

Y(zN) = TTMUX(z
N) · X(zN), (11)

where

X(zN) = [X0(z) X1(z) · · · XN−1(z)]
T , (12)

Y(zN) = [Y0(z) Y1(z) · · · YN−1(z)]
T . (13)

3. FIR Prototype Filter Design

As discussed in Section 2, there are some design criteria to customize the performance of FIR.

Thus, there must be some specific methods of FIR design corresponding to these criteria. In this work,

the filter design methods are divided into three major categories: the frequency sampling methods,

the windowing based methods, and the optimization based methods. For each type of method, we

firstly introduce their basic concepts and subsequently some typical design examples are given. At last

the advantages and disadvantages of the summarized methods are discussed.

3.1. Frequency Sampling Methods

The idea of frequency sampling is conceived from the frequency domain perspective. This kind

of method takes uniform spacing sampling of an ideal frequency response Hd(e
jω), which is given by

Hd(k) = Hd(e
jω)|ω= 2π

N k. (14)

Then Hd(k) is used as the sampled values of the actual linear phase FIR filter, written as

H(k) = Hd(k), k = 0, 1, · · · , N − 1. (15)

The N-point inverse discrete Fourier transform (IDFT) for H(k) yields the following

impulse response

h(n) =IDFT
[

H(k)
]

(16)

=
1

N

N−1

∑
k=0

H(k)W−kn
N , n = 0, 1, · · · , N − 1,

where WN = e−j 2π
N .

The exponential form of H(k) is given by

H(k) = A(k)ejθ(k), (17)

where A(k) and θ(k) are amplitude sampling and phase sampling, respectively. To design a linear

phase FIR filter in practical applications, the condition in Equation (2) should be satisfied. Thus certain

constraint conditions are imposed on A(k)

{

A(k) = A(N − k), N is odd,

A(k) = −A(N − k), N is even,
(18)
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and also on θ(k)

θ(k) = −ω

(

N − 1

2

)∣
∣
∣
∣
∣
ω= 2πk

N

= −
(

N − 1

N

)

πk. (19)

A series of frequency sampling based filter design methods have been reported according to the

above formulations. Some of commonly used methods are described in the following subsections.

3.1.1. Bellanger’s Method

In [118], Bellanger et al. use a typical frequency sampling method to design a filter, which is chosen

as the prototype filter of FBMC modulation system in PHYDYAS project. Specific implementation is as

follows [119]: assuming an integer K, the number of subcarriers is F and the number of samples is KF,

two conditions are proposed:

Condition 1: To approximately meet the Nyquist criterion, the following equation should

be satisfied 





H0 = 1,

H2
k + H2

K−k = 1,

HKF−k = Hk, 1 ≤ k ≤ K− 1,

Hk = 0, K ≤ k ≤ KF− K,

(20)

where Hk(0 ≤ k ≤ KF− 1) is the kth frequency weighting coefficient.

Condition 2: To ensure stopband performance, the following equation is satisfied

H0 + 2
K−1

∑
k=1

(−1)k Hk = 0. (21)

When K = 3 and 4, the filter weighting coefficients are

{
K = 3 : H0 = 1; H1 = 0.9144; H2 = 0.4114,

K = 4 : H0 = 1; H1 = 0.9720; H2 =
√

2; H3 = 0.2351.
(22)

Then the impulse response is obtained by IDFT

h(t) =







1 + 2
K−1

∑
k=1

(−1)k Hk cos(
2πt

KT
),− KT

2
≤ t ≤ KT

2
,

0, otherwise.

(23)

3.1.2. Viholainen’s Method

Similar to the design in [118], Condition 1 is also considered in Viholainen’s method [51],

but Condition 2 is relaxed and it is assumed that H1 = χ. When K = 3 and K = 4, the filter

weighting coefficients are







K = 3 : H0 = 1; H1 = χ; H2 =
√

1− χ2,

K = 4 : H0 = 1; H1 = χ; H2 = 1/
√

2; H3 =
√

1− χ2.

(24)

According to a specific objective function, the optimal solution can be obtained by a simple global

search algorithm.

In [51], the LS criterion and the minimax criterion are selected for comparison with the method

in [118]. The frequency responses of prototype filters in [118] and [51] based on the LS criterion are

shown in Figure 1a, where the number of subcarriers is 16. As can be seen, the side-lobes of the
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prototype filters when K = 4 are lower than those with K = 3, that is, better stopband performance is

benefited by a larger value of K. Furthermore, the first side-lobe of the prototype filter in [51] is a little

lower than that in [118]. Figure 1b shows the frequency responses of prototype filters in [118] and [51]

based on the minimax criterion. Similarly, the prototype filters in [118] have higher first side-lobe

levels. It is also observed from Figure 1, the prototype filters based on the minimax criterion improve

the stopband performance at the cost of sacrificing the main-lobe width.
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Figure 1. (a) Frequency responses of prototype filters implemented based on the least squares (LS)

criterion in [51] and the method in [118] (K = 3 and K = 4). (b) Frequency responses of prototype filters

based on the minimax criterion in [51] and the method in [118] (K = 3 and K = 4).

3.1.3. Cruz-Roldán’s Method I

A frequency sampling method for arbitrary length FIR filters is proposed in [120]. Define the

frequency response of the prototype filter H(ejω), let H[k] = H(ejωk ), where ωk = (k + α) · 2π/N,

0 ≤ k ≤ (N − 1) and α = 0 or 1/2. The authors in [120] assume h(n) is real and symmetric, thus the

filter coefficients are obtained according to [117] when α = 0

h[n] =
1

N

{

P[0] + 2
⌊N/2⌋−1

∑
k=1

P[k] cos
(

(n + 1/2) · 2πk

N

)
}

, (25)

where P[k] = H[k] · e−jkπ/N , ⌊M⌋ denotes the largest integer less than M. While if α = 1/2, the filter is

expressed as

h[n] =
2

N

⌊N/2⌋−1

∑
k=0

P[k] sin
(

(n + 1/2) · 2π

N
· (k + 1/2)

)

, (26)

where P[k] = H[k] · e−j(N−2k−1)π/(2N).
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Initial values of H[k] are determined before optimization, and the center of the transition band

is ωr = (r + α) · 2π/N, r ∈ Z+. In the transition band, the number of samples L (L > 1) should be

defined. Thus the magnitude response is defined as

| H[k] |=







1, 0 ≤ k ≤ r− ⌈L/2⌉,
(passband)

f (k), r− ⌈L/2⌉+ 1 ≤ k ≤ r + ⌊L/2⌋,
(transition band)

0, r + ⌊L/2⌋+ 1 ≤ k ≤ ⌊(N − 1)/2⌋,
(stopband)

(27a)

| H[N − 1− k] |=| H[k] |, ⌊(N − 1)/2⌋+ 1 ≤ k ≤ N − 1, (27b)

where ⌈M⌉ denotes the smallest integer more than M. And the phase response arg{H[k]} is defined as

arg{H[k]} =







− N − 1

2
· 2π

N
· (k + α),

0 ≤ k ≤ ⌊(N − 1)/2⌋,
N − 1

2
· 2π

N
·
(

N − (k + α)
)

,

⌊(N − 1)/2⌋+ 1 ≤ k ≤ N − 1.

(28)

The function f (k) in (27a) is to obtain the magnitude values of the transition band samples.

In [121], f (k) is chosen as

f (k) =
ωs − k · 2π/N

ωs −ωp
. (29)

While in [120] f (k) has a different expression as below

f (k) = 0.95−
(

ωs − (L + 1− k) · 2π/N

ωs −ωp

)2

. (30)

When the initial values are determined, the specific steps of the optimization procedure are

as follows:

(a) Initialize the filter length N and the required number of samples L in the transition band.

(b) Initialize the frequency response in (27) and (28). The resulting vector |H[k]| is presented as

follows

|Hopt[k]| =




 1 ... 1
︸ ︷︷ ︸

passband

f [q + 1] ... f [q + L]
︸ ︷︷ ︸

transition

0 ... 0
︸ ︷︷ ︸

stopband




 , (31)

where 0 ≤ k ≤ ⌊(N − 1)/2⌋, q = r− ⌈L/2⌉.
(c) Let f =

[

f [q + 1] f [q + 2] · · · f [q + L]
]

be the vector whose elements are the samples of the

magnitude response at the transition band. Find fopt and minimize an objective function ψ

defined as [122]

ψ = max
n,n 6=0

| g[2Mn] |, (32)

where M is related to the number of channels, G(ejω) is the DFT of g[n] and defined as G(ejω) =|
H(ejω) |2.
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(d) Calculate the optimum values of the frequency response samples Hopt[k]. These values are

obtained from (27) and (28), by replacing the initial values of the magnitude response in the

transition band in (27a) by the optimised values fopt obtained in the previous step

|Hopt[k]| =




 1 ... 1
︸ ︷︷ ︸

passband

fopt[q + 1] ... fopt[q + L]
︸ ︷︷ ︸

transition

0 ... 0
︸ ︷︷ ︸

stopband




 , (33)

|Hopt[N−1− k]| = |Hopt[k]|,
⌊(N − 1)/2⌋+ 1 ≤ k ≤ N − 1. (34)

(e) Based on Hopt[k], the prototype filter coefficients are obtained through (25) or (26).

In [65], the objective function ψ in step 3 is defined as

ψ = max
ω

{

|H(ejω)|2 + |H(ej(ω−π/M))|2 − 1
}

. (35)

The minimization algorithms in MATLAB Optimization Toolbox [120] can be used to solve this

optimization problem.

3.1.4. Cruz-Roldán’s Method II

In [123], a multi-objective optimization technique based on the Cruz-Roldán’s method I in [120]

is proposed. The difference between [123] and [120] lies in the objective function, and the objective

function of Cruz-Roldán’s method II is

ψ =
1

2π

∫ 2π−ωs

ωs

|H(ejω)|2dω

= hShT

=
1

N2
HT(W−1

N )TSW−1
N H,

s.t.







max
ω∈[0,π]

(|T0(e
jω)|)− min

ω∈[0,π]
(|T0(e

jω)|) ≤ δini
pp ,

MSA ≥ MSAini,

(36)

where h = [h(0), h(1), · · · h(N − 1)], hT = (1/N)W−1
N H, W−1

N is the IDFT matrix, and the elements of

N × N matrix S are given by

[Si,j] =







1− ωs

π
, i = j,

− sin[ωs(i− j)]

π(i− j)
, otherwise.

(37)

The values of δini
pp (amplitude distortion [121]) and MSAini (minimum stopband attenuation) are

the initially fixed goals of the problem. The overall distortion transfer function T0(e
jω) is obtained as

T0(e
jω) =

e−jω(N−1)

F

2F−1

∑
k=0

|H(ej(ω−k·π/F))|2, (38)

where F is the number of subcarriers. This method requires the values of δini
pp and MSAini to be selected

appropriately, and the MATLAB function fgoalattain can solve the multi-objective optimization problem.
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3.1.5. Salcedo-Sanz’s Method

In [124], the authors propose the variable limits evolutionary programming (VLEP) based on

the evolutionary programming (EP) to design the prototype filter, including variable limits classical

evolutionary programming (VLCEP) and variable limits fast evolutionary programming (VLFEP).

The final optimum solutions are sensitive to the initial values of f (k) in [120], while the algorithm

in [124] can solve this problem.

Three design methods in [120,123,124] are analyzed in terms of amplitude distortion peak, aliasing

error and minimum stopband attenuation, as presented in Table 1. The number of subcarriers is 128

and the length of the prototype filter is 2049. We select the VLFEP algorithm in [124]. Generally, all

of the three methods can obtain nearly perfect reconstruction (NPR) filter banks. By comparison,

the method in [123] achieves the best filter design performance. To summarize, the essence, pros and

cons of aforementioned frequency sampling methods are presented in Table 2.

Table 1. Analysis of prototype filter design in [120,123,124] by amplitude distortion peak, aliasing error,

minimum stopband attenuation.

Prototype Filter Design Amplitude Distortion Peak Aliasing Error Minimum Stopband Attenuation

Ref. [120] 7.0449× 10−4 −139.48 dB 78 dB
Ref. [123] 3.5001× 10−5 −151.39 dB 108 dB

Ref. [124] 1.2848× 10−4 −93.27 dB 69 dB

Table 2. Summary of frequency sampling methods.

Methods Comments Pros and Cons

Bellanger’s
method [118]

Design the filter parameter under the
constraints of controlling stopband
performance and satisfying Nyquist criterion.

Pros: Favorable stopband attenuation.
Cons: Long filter length (Long latency).

Viholainen’s
method [51]

Optimize the filter parameters according to
different evaluation criteria under the condition
of Nyquist criterion.

Pros: Good stopband attenuation; Flexibly
select suitable filter parameters according to
different evaluation criteria.
Cons: Need long filter length.

Cruz-Roldán’s
method I [120]

An optimization scheme based on frequency
sampling is proposed to obtain the filter
parameters.

Pros: Low computational complexity;
Design a filter with arbitrary length.
Cons: Difficult to choose the sampling
values of transition band for fast
convergence.

Cruz-Roldán’s
method II [123]

Based on the optimization algorithm proposed
in [120], the objective function is improved to
achieve multi-objective optimization.

Pros: The stopband energy and stopband
attenuation are minimized simultaneously.
Cons: Need to appropriately select initial
parameters to ensure the performance.

Salcedo-Sanz’s
method [124]

The VLEP algorithm [124] is proposed
based on the classical and fast evolutionary
programming algorithm.

Pros: Robust to the initial conditions; The
minimum of the objective function can be
reliably obtained.
Cons: High computational complexity.

3.2. Windowing Based Methods

The idea of windowing based methods is to use the digital FIR filter to approximate the desired

filtering characteristics. Assuming that the desired filter frequency response function is Hd(e
jω),

the impulse response is denoted as hd(n). Considering the windowing based methods focus on the

perspective of time domain, the ideal hd(n) with a certain shape of window function is intercepted

as h(n) with finite length, whose frequency response H(ejω) approximates the desired frequency

response Hd(e
jω). The specific design steps of windowing based methods are as follows:
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step 1: Taking linear phase low-pass FIR filter as an example, the general selection of Hd(e
jω) is

Hd(e
jω) =

{

e−jωτ , |ω| ≤ ωc,

0, ωc ≤ |ω| ≤ π,
(39)

where τ is a constant.
step 2: Determine hd(n) via IDFT

hd(n) =
1

2π

∫ ωc

−ωc

Hd(e
jω)ejωndω =

sin[ωc(n− τ)]

π(n− τ)
. (40)

step 3: The impulse response h(n) of the linear phase FIR filter is obtained by multiplying a specific

window w(n), as below

h(n) = hd(n)w(n). (41)

Thus the corresponding H(ejω) is obtained by DFT.

3.2.1. Jain’s Method

Like the concept of Bartlett-Hanning window, a new window consisting of a Hamming window

and a Blackman is proposed in [125], which is given by

w(n) =λ

(

0.54− 0.46 cos
2πn

N − 1

)

(42)

+ (1− λ)

(

0.42− 0.5 cos
2πn

N − 1
+ 0.8 cos

4πn

N − 1

)

,

where 0 ≤ |n| ≤ (N − 1)/2.

Note that the formula in (42) becomes a Hamming window if λ = 1 and a Blackman window if

λ = 0. Figure 2 shows the frequency responses of Hamming window, Blackman window and this

new window, where the variable λ is evaluated as 0.0625 to ensure superior performance than using

Blackman window or Hamming window alone, and the length of the filters is N = 128. Compared

with Blackman and Hamming windows, the new window has the best first side-lobe level, the best

maximum side-lobe level and the best spectral efficiency.

3.2.2. Kumar’s Method

In [126], the Hamming and Gaussian windows are combined as a new window function, whose

expression is

w(n) =

[

0.54 + 0.46 cos(
2πn

N − 1
)

]

e−
1
2 (

2αn
N−1 )

2
, (43)

where 0 ≤ |n| ≤ (N − 1)/2, and the value of the parameter α determines the performance of the filter.

Figure 3 shows the frequency responses of Hamming window, Gaussian window and the new

window proposed in [126] for N = 64. Note that the window in [126] has the best side-lobe attenuation

compare with Hamming and Gaussian windows. However, it increases the width of the main-lobe.
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Figure 2. Frequency responses of Hamming window, Blackman window and the new window

proposed in [125].
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Figure 3. Frequency responses of Hamming window, Gaussian window and the new window proposed

in [126].

3.2.3. Mottaghi-Kashtiban’s Method

In [127], a special case of raised cosine windows is presented. The proposed window function is

w[n] = a0 − a1 cos(
2πn

N − 1
)− a3 cos(

6πn

N − 1
), 0 ≤ n ≤ N − 1. (44)

For normalization, that is, w
[

N−1
2

]

= 1, then

a0 + a1 + a3 = 1. (45)

This new window is symmetric about (N − 1)/2, and it has linear phase, thus the window

function is obtained by

w[n] + w[n− (N − 1)/2] = 2a0,
N − 1

2
≤ n ≤ N − 1. (46)
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The expression in Equation (44) is a 4th order raised cosine window [128] and its third term is zero

w[n] =
3

∑
i=0

ai cos

(
2iπn

N − 1

)

, 0 ≤ n ≤ M, a2 = 0. (47)

The optimal values are found by optimization and approximation. The relationship between the

parameters in (47) and the length of window function N can be expressed as







a0 = 0.537− 0.3

N + 14
,

a1 = 0.46 +
0.25

N + 14
,

a3 = 1− a0 − a1.

(48)

Figure 4 shows the frequency responses of Hamming window, Gaussian window and the

new window proposed in [127] for a typical filter length of N = 41. All of the windows have

approximately equal mainlobe width. Compared with Hamming window, the new window has better

peak level of maximum side-lobes, meanwhile it has better performance of side-lobe attenuation than

Gaussian window.

3.2.4. Rakshit’s Method

In [129], a new form of adjustable window function combining a tangent hyperbolic function

and a weighted cosine series is proposed. In this paper, the modified tangent hyperbolic function is

given as

y1 = tan

{

n− N−1
2 + cosh2(α)

B

}

− tan

{

n− N−1
2 − cosh2(α)

B

}

, (49)

and the weighted cosine function is expressed as

y2 = 0.375− 0.5 cos

(
2πn

N − 1

)

+ 0.125 cos

(
4πn

N − 1

)

, (50)

where α and B are the constants, and the symbol n = 0, 1, 2, 3, · · · , (N − 1). Then the new window

function can be expressed as

w(n) =







(y1 × y2)
γ

1
5 , 0 ≤ n ≤ N,

0, otherwise,
(51)

where γ is a variable which controls the shapes and frequency response of window function, and “× ”

denotes dot product.

Figure 5 shows the frequency responses of Gaussian window and the new window proposed

in [129]. The length of the filters is N = 65, and B = 1, α = 2.5, γ = 1.5 for the new window in [129].

It can be observed that the new window has much less side-lobe peak level than Gaussian window

while its main-lobe width keeps exactly the same.
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Figure 4. Frequency responses of Hamming window, Gaussian window and the new window proposed

in [127].
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Figure 5. Frequency responses of Gaussian window and the new window proposed in [129].

3.2.5. Martin-Martin’s Method

In [130], a window designing method for cosine-modulated transmultiplexers is proposed, which

is called generalized windowing method for transmultiplexers (GWMT). A 4th order generalized

cosine window function is expressed as

w(n) =
3

∑
i=0

(−1)i Ai cos

(
2πin

N − 1

)

, (52)

where n = 0, 1, 2, · · · , N− 1, and Ai are the weights of the terms for i = 0, 1, 2, 3. The designed window

function is normalized as
3

∑
i=0

Ai = 1. (53)
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The weights Ai and the cut-off frequency ωc of the ideal low-pass filter can be adjusted by

minimizing the objective function

φ(x) = − 1

F

F−1

∑
f=0

E f (x)

βE
( f )
ICI(x) + (1− β)E

( f )
ISI (x)

, (54)

and 





E f =
1

π

∫ π

0
(|Tf f (e

jω)|2)dω,

E
( f )
ICI =

1

π

∫ π

0

(
F−1

∑
l=0,l 6= f

|Tf l(e
jω)|2

)

dω,

E
( f )
ISI =

1

π

∫ π

0

{

‖Tf f ‖1 − |Tf f (e
jω)|

}2
dω,

‖Tf f ‖1 =
1

π

∫ π

0
|Tf f (e

jω)|dω,

(55)

where F is the channel number, β is the compromise factor satisfying 0 ≤ β ≤ 1, T describes

the transfer function, x = [A0, A1, A2, ωc] denotes the adjustable parameter vector, and A3 can be

obtained by the Equation (53). This optimization problem is solved by the Nelder-Mead simplex

minimization algorithm.

Figure 6 displays the frequency responses of Blackman window, Kaiser window and the generated

window by GWMT method. The length of the filters is N = 2KF, where K = 3, F = 32. It is seen

that the GWMT method based window has the highest signal-to-overall-interference ratio levels.

The comments, pros and cons of the above windowing based methods are summarized in Table 3.
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Figure 6. Frequency responses of Blackman window, Kaiser window and the new window by

the GWMT [130].
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Table 3. Summary of windowing based methods.

Methods Comments Pros and Cons

Jain’s method [125]
Connecting Hamming window and
Blackman window by a parameter λ.

Pros: Best first side-lobe level and spectrum
efficiency compared to Hamming and
Blackman windows.
Cons: Large transition bandwidth.

Kumar’s
method [126]

Product of Hamming window and
Gaussian window.

Pros: Excellent performance of stopband
attenuation compared to Hamming and
Gaussian windows.
Cons: Under the same parameter setting,
the width of main-lobe will increase.

Mottaghi-Kashtiban’s
method [127]

Design a four-semester raised cosine
window by optimizing window parameters.

Pros: Narrower main-lobe under similar
conditions compared to Hamming window.
Cons: Although with improved
performance of stopband attenuation,
the performance gain is inconspicuous.

Rakshit’s
method [129]

A window function combining tangent
hyperbolic function and weighted cosine
series using an adjustable parameter γ.

Pros: Higher side-lobe roll-off ratio under
the same main-lobe width compared to
Gaussian window.
Cons: Need to constantly adjust the
parameters γ.

Martin-Martin’s
method [130]

The parameters of a four-term generalized
cosine window are optimized on the basis
of a given objective function.

Pros: Best performance of
signal-to-overall-interference ratio
compared to Kaiser and Blackman
windows.
Cons: High algorithm complexity.

3.3. Optimization Based Methods

In optimization based methods, some design parameters are usually given, including the filter

length, the passband cutoff frequency, the stopband cutoff frequency, the number of channels,

the maximum allowable distortion, and so forth. According to corresponding evaluation criteria,

different objective functions and algorithms are proposed to optimize the filter parameters. This type

of filter design methods is more flexible due to adjustable objective functions and constraints. Both

constrained and unconstrained optimization problems can be formulated for the filter design.

3.3.1. Ababneh’s Method

In Reference [131], the authors propose designing the FIR filter by the particle swarm optimization

(PSO) algorithm. For each particle i, the position Pi and the velocity Vi are shown as

Pi = (pi,1, pi,2, · · · , pi,D), (56a)

Vi = (vi,1, vi,2, · · · , vi,D), (56b)

vi,d+1 = µvi,d + c1β1(pbi,d − pi,d) + c2β2(gbd − pi,d), (56c)

pi,d+1 = pi,d + vi,d+1, (56d)

where D is the iteration of velocity and position, µ is the weighting function, c1 and c2 are the

acceleration constants, β1 and β2 are random numbers in the range [0, 1]. In addition, the pbest pbi,d

denotes the personal best of the ith particle vector at the dth dimension. The gbest gbd denotes the group

best at the dth dimension. During each iteration, the position and the velocity are calculated by the

Equations (56c) and (56d), respectively.
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3.3.2. Luitel’s Method

In Reference [132], the differential evolution particle swarm optimization (DEPSO) algorithm

combined by differential evolution and PSO is proposed to design the FIR filter. In the DEPSO

algorithm, the offspring is generated by the nutation of the parent, the Gaussian distribution is

considered and the parent can be represented by the gbest. For mutation, there are four random

particles chosen from the population to produce an offspring. A mutation operator is expressed as

below

i f (rand < RR or d == m)

Ti,d = gbd + δ2,d,
(57)

δ2,d =
(pb1,d + pb2,d) + (pb3,d + pb4,d)

2
, (58)

where RR is the reproduction rate, rand is a random number in the range of [0, 1], m means a dimension

which is randomly chosen, Ti,d is the offspring and δ2,d is the weighted error in different dimensions.

3.3.3. Gupta’s Method

In Reference [133], the restart PSO (RPSO) is used to design the FIR filter. Compared with PSO,

the RPSO algorithm depends on the two following criteria:

Criterion 1: Terminate if the fitness’s standard deviation of swarm is smaller than 10−3. In this

case, the particles are randomly redistributed in the search space with a probability of 1/D.

Criterion 2: Terminate if the change in fitness of the objective function is below 10−8 for certain

generations, then the particles are restarted by calculating derivatives to gbest.

Figure 7a shows the frequency responses of the PSO and RPSO algorithms, and Figure 7b shows

the frequency responses of the PSO and DEPSO algorithms. Note that the filters designed by the

three algorithms have similar performance. Compared to the PSO algorithm, the RPSO algorithm can

prevent the results from falling into a local optimal solution, while the DEPSO algorithm has better

convergence performance.

(a) (b)

Figure 7. (a) Frequency responses of the designed filters by the PSO algorithm and the RPSO algorithm.

(b) Frequency responses of the designed filters by the PSO algorithm and the DEPSO algorithm.

3.3.4. Li’s Method

In Reference [134], a method to design the FIR filter based on genetic algorithm (GA) is proposed.

We summarize this algorithm in Algorithm 1.

74



Electronics 2020, 9, 599

Algorithm 1 The GA Algorithm

Input: Initialize parameters: population size NP, current generation g = 1, maximum generation

Gmax, swarm S;
Output: The best resolution BS;

1: while g ≤ Gmax do
2: for i = 1 to NP do
3: Evaluate fitness of Sg;
4: end for
5: for i = 1 to NP do
6: Select operation to Sg;
7: end for
8: for i = 1 to NP/2 do
9: Crossover operation to Sg;

10: end for
11: for i = 1 to NP do
12: Mutation operation to Sg;
13: end for
14: for i = 1 to NP do
15: Sg+1 = Sg;
16: end for
17: g = g + 1;
18: end while
19: return The best resolution BS.

3.3.5. Karaboga’s Method

In Reference [135], an FIR filter is designed based on the differential evolution (DE) algorithm.

The main difference between DE algorithm and GA algorithm is that GA algorithm relies on the

crossover, while DE algorithm relies on the mutation operation. The specific steps of the DE algorithm

are provided in Algorithm 2.

In order to evaluate the performance of the designed FIR filters by GA and DE algorithms, the least

mean squared error (LMSE) is used, and the fitness function is defined as

Fitness =
1

LMSE
, (59)

and the LMSE is given as

LMSE =

(

∑
k

(|Hi(e
−jωk )| − |Hd(e

−jωk )|)2

) 1
2

, (60)

where Hi(e
−jωk ) is the frequency response of ideal filter, and Hd(e

−jωk ) is the frequency response of

designed filter.

Figure 8 shows the frequency responses of the FIR filters designed by GA and DE algorithms.

The length of the two filters is N = 21, and Table 4 shows the control parameters of GA and DE

algorithms, which have a significant effect on the performance of these two algorithms. As can be seen

from Figure 8, the FIR filters designed by GA and DE algorithms have similar performance, that is,

the stopband attenuation using GA is slightly better than that using DE. But the convergence speed of

the DE algorithm is faster than GA.
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Algorithm 2 The DE Algorithm

Input: Initialize parameters: population size NP, current generation g = 1, maximum generation

Gmax, dimension D, tolerance ε, swarm S, base vector s, mutant vector v, trial vector u ;
Output: The best resolution BS;

for i = 1 to NP do
for d = 1 to D do

sd
i,g = sd

min + rand · (sd
max − sd

min);
end for

end for
while (| f (BS)| ≥ ε) or (g ≤ Gmax) do

for i=1 to NP do
for d=1 to D do

vd
i,g = Mutation(sd

i,g);
ud

i,g = Crossover(sd
i,g, vd

i,g);
end for
if f (ui,G) < f (si,g) then

si,g = ui,g;
if f (si,g) < f (BS) then

BS = si,g;
end if

else
si,g = si,g;

end if
end for
g = g + 1;

end while
return The best resolution BS.

Figure 8. Frequency responses of the designed filters by the DE algorithm and the GA algorithm.

Table 4. The parameters of GA and DE algorithms.

GA Algorithm DE Algorithm

Population size = 100 Population size = 100
Crossover rate = 0.8 Crossover rate = 0.8
Mutation rate = 0.01 Scaling factor = 0.8
Generation number = 500 Combination factor = 0.8

— Generation number = 500
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3.3.6. Chen’s Method

In Reference [98], the prototype filter is designed by directly optimizing the filter coefficients.

This method is mainly designed for FBMC based systems, aiming to minimize the stopband energy

and constrain the ISI/ICI. The optimization problem is formulated as

min
h(0),h(1),···h(N−1)

∫ π

ω0

|H(ejω)|2dω

s.t.







h(n) = h(N − n− 1), C1

ISI and ICI ≤ T1, C2

∑
N−1
n=0 (h(n))

2 = 1, C3

(61)

where T1 is a threshold. However, this optimization problem is non-convex and non-linear,

which greatly increases the computational complexity. Through a series of approximation of the

constraints, the number of unknowns in the optimization problem is enormously reduced. Therefore,

the optimization problem can be solved and the computational complexity becomes acceptable.

3.3.7. Hunziker’s Method

In Reference [136], the design of filter banks for maximal time-frequency (TF) resolution is

proposed. Two properties should be satisfied to compute the optimal DFT filter banks. Firstly,

the window under the filter operation is orthogonal, thus for white input processes, the sampling

at the output of the filter banks generates uncorrelated random variables. Secondly, to ensure the

minimum leakage of signal components outside the target area in TF plane, the prototype window

shows the best TF localization feature. To satisfy the first property, the parametrization of paraunitary

filter banks in Reference [137] is used and longer pulses are extended in Reference [138]. As for the

second property, the Rihaczek distribution is used in TF region, and the objective function along with

the constraints is transformed into a form which can be solved by semi-definite programming (SDP)

algorithm.

3.3.8. Dedeoğlu’s Method

In Reference [139], the FIR filter design based on SDP is proposed. In order to satisfy both

constraints on magnitude and phase responses of the filter, a non-convex quadratic constrained

quadratic programming (QCQP) is constructed. Then, by relaxing the QCQP, a convex SDP is obtained,

where the variables of optimization are limited to rank-1. Finally the global optimum can be found by

using a convex solver. To obtain the rank-1 solution, a novel directed iterative rank refinement (DIRR)

algorithm providing monotonic improvement is proposed, and a sequence of convex optimization

problems are solved to minimize an adaptively chosen cost function. The performance of this design

method is extensively illustrated over design cases under a variety of constraints.

3.3.9. Kobayashi’s Method

A relatively new method of convex optimization is proposed to obtain the filter coefficients

for FBMC, in pursuit of superior spectrum features while maintaining high symbol reconstruction

quality [140]. The objective function is constructed as the minimization of out-of-band pulse energy.

At the meanwhile the constraints include a maximum tolerable self-interference level and a fast

spectrum decay. The main idea of the work in Reference [140] locates in transforming the formulated

problem, which belongs to a non-convex QCQP, into a convex QCQP. In order to circumvent the

non-convexity, a relaxation is utilized to transform the norm-2 equality constraint into a norm-1 equality

constraint. Thus the transformed problem benefits from existent optimization tools. The comments,

pros and cons of the above optimization based methods are summarized in Table 5.
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Table 5. Summary of optimization based methods.

Methods Comments Pros and Cons

Ababneh’s
method [131]

Design the filter using the PSO algorithm.
Pros: Simple and intuitive.
Cons: Poor stopband attenuation performance
of the filter under low-order conditions.

Luitel’s method [132] Design the filter using the DEPSO algorithm.

Pros: Compared with PSO algorithm, the filter
has better convergence consistency.
Cons: Improvement of the stopband
attenuation is not obvious.

Gupta’s method [133] Design the filter using the RPSO algorithm.

Pros: Compared with PSO algorithm, the filter
has better convergence and can avoid falling
into local optimum.
Cons: Improving the performance of the
stopband attenuation is not obvious.

Li’s method [134] Design the filter using the GA algorithm.
Pros: Obtain near global optimum solutions.
Cons: Slow convergence rate and poor
stopband attenuation performance.

Karaboga’s
method [135]

Design the filter using the DE algorithm.

Pros: Better convergence and acceptable
computational complexity compared to GA.
Cons: Improvement of the stopband
attenuation is not obvious.

Chen’s method [98] Directly optimize filter coefficients.
Pros: Minimize the ISI/ICI and the stopband
energy for FBMC modulation.
Cons: High computational complexity.

Hunziker’s
method [136]

An optimization algorithm aiming at
minimizing TF resolution.

Pros: Minimize the TF resolution.
Cons: High first sidelobe.

Dedeoğlu’s
method [139]

Design the filter by convex optimization using
DIRR algorithm.

Pros: Robust design under the phase and group
delay constraints.
Cons: Approximated solution.

Kobayashi’s
method [140]

Minimize the out of band pulse energy through
a relaxed QCQP.

Pros: High symbol reconstruction performance
and desirable spectral features.
Cons: Approximated solution.

4. Discussion

Future wireless communication networks will impose strict requirements on multicarrier

modulation schemes in terms of spectral efficiency, latency, computational complexity, and so forth.

As shown in Table 6, crucial characteristics and applicability of five promising modulation waveforms

are clearly reflected, including spectral efficiency, out of band, CP, synchronization requirement, latency,

effect of frequency offset, PAPR, computational complexity, and short-burst traffic, which implicate a

concrete limit to the real use of different MCM schemes. To further learn about the merits and defects

of various MCM waveforms, interested readers are referred to the related works in Reference [141]

for more detailed information. Since prototype filter design directly affects most characteristics of

modulation waveforms such as spectral efficiency [142,143], out of band [144], it has attracted extensive

research attention in the field of MCM communication. In recent years, various prototype filter design

methods are designed in accordance with the above practical requirements of modulation waveforms

in Table 6, and some commonly used FIR design methods for different multicarrier modulation

waveforms are concluded in Table 7. The contents of this table will be continuously enriched as

time goes on. In addition, we analyze the MCM system performance using three types of FIR design

methods in terms of PSD and BER, which are two another important evaluation criteria [81–83,145–147].

The simulation results of PSD and BER performances are presented in Figure 9, where the FBMC is

selected as the system modulation type, the number of subcarriers for FBMC is 1024, and the offset

quadrature amplitude modulation (OQAM) technology is adopted. In the following, some critical

characteristics and application scope of the three categories of FIR design methods are discussed and

summarized, respectively.
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Table 6. Respective characteristics and applicability of different multicarrier modulation waveforms.

OFDM FBMC GFDM UFMC F-OFDM

Spectral Efficiency Medium High Medium High Medium
Out of Band High Low Low Low Low
Cyclic Prefix Yes No Yes No Yes

Synchronized Requirement High Low Medium Low Low
Latency Short Long Short Short Short

Effect of Frequency Offset Medium Low Medium Medium Medium
PAPR High High Low Medium High

Computational Complexity Low High High High Medium
Short-Burst Traffic No No Yes Yes No

Table 7. Summary of filter design methods used in existing multicarrier modulation waveforms.

OFDM FBMC GFDM UFMC F-OFDM

Frequency Sampling Methods — [51,118] [148,149] — —
Windowing based Methods [150,151] [4] [40,152] [42] [45,46,145,153]

Optimization based Methods [154] [140,155–157] [158–161] [162–164] —

4.1. Frequency Sampling Methods

The performances of PSD and BER about different prototype filters using frequency sampling

techniques are given in Figure 9a and Figure 9b, respectively. From the Figure 9a, it can be seen that

the frequency sampling methods can achieve good PSD performance. The prototype filter designed

by Bellanger’s method has the best performance compared to other frequency sampling techniques,

on the other hand, the prototype filter designed in Reference [123] has the worst BER performance

while the others have the similar performance, as shown in Figure 9b.

Generally, a small number of parameters are simply designed in frequency domain, thus frequency

sampling methods are inclined to optimal design and narrowband filter design where only a few

non-zero values are needed. Furthermore, it is obvious that there are few side-lobes which result

in better spectrum utilization and improving spectral efficiency. For time complexity, Bellanger’s

method achieves the order of magnitude O(N log N) as most of other methods are its improved

versions, and N denotes the filter length. When the value of N increases, low side-lobes may appear

in the frequency domain and adjacent channel interference can be reduced, thus frequency sampling

methods can be taken into consideration while low interference is required. In addition, frequency

sampling techniques can satisfy the NPR condition, the research projects of 5G related networks,

such as PHYDYAS and 5GNOW, consider the frequency sampling technique for FBMC modulation.

Frequency sampling methods are also applied for GFDM modulation [148,149] as concluded in Table 7.

However, frequency sampling methods generally have long filter length, which results in long latency,

that is, there is a trade-off between high spectrum efficiency and low latency. Moreover, the position of

the frequency control point is limited by N-sampling points on the frequency domain. This implies

that the sampling frequency can only be an integral multiple of 2π/N, resulting in that the cutoff

frequency of filter is hard to control. If the cutoff frequency is freely selected, we must increase the

number of sampling points N, that is, increasing the filter length, which is not conducive to short

uplink burst communication in 5G scenarios.
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Figure 9. (a,c,e) The PSD performance comparison of FBMC based systems using different prototype

filter design methods. (b,d,f) The BER performance comparison of FBMC based systems using different

prototype filter design methods.
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4.2. Windowing Based Methods

The performances of PSD and BER about different prototype filters using windowing based

techniques are given in Figure 9c and Figure 9d, respectively. The aforementioned windowing based

techniques have similar PSD and BER performances while the method in Reference [129] performs

relatively poor compared with other methods.

The windowing based FIR filters are designed in time domain, and the basic idea is that the linear

phase FIR filter multiplies by a specific windowing function, thus the time complexity is proportional

to O(N). Generally, windowing based techniques can be seen as improved versions of classical

windowing functions, nevertheless the performance improvement is not very remarkable compared

with typical techniques such as Hamming window, Hanning window, Blackman window and so on.

From the view of practical use, windowing based functions are easy to implement and bring little

computational complexity burden on systems, therefore they are able to be used for the prototype

filter design in almost all multicarrier modulation systems, as shown in Table 7. However, it is difficult

to accurately control the passband cutoff frequency of the filter. The windowing process leads to

a truncation effect and hence produces a transition band. Although increasing the length of the

window can reduce the transition band, the amplitude of fluctuation cannot be suppressed due to

Gibbs phenomenon. Changing the windowing shape can reduce the passband/stopband attenuation,

but at the expense of increasing the width of transition band.

4.3. Optimization Based Methods

The performances of PSD and BER about different prototype filters using optimization based

techniques are given in Figure 9e and Figure 9f, respectively. The evolutionary algorithms in

References [131–135] are used for linear phase FIR filter design in recent years, and they could be taken

into account in multicarrier modulation applications. In this paper, FBMC based systems using five

different evolutionary algorithms are simulated, as shown in Figure 9e,f. By analyzing the simulation

of the filters with the same order, it is noted that different evolutionary algorithms achieve similar PSD

and BER performances.

Compared with frequency sampling techniques and windowing based techniques,

the corresponding filter parameters of optimization based methods, that is more concerned

with the local optimization and algorithm convergence problem, can be optimized depending on

different evaluation criteria, and the selected design parameters determine the effectiveness of the

solution to the optimization problem. The complexity of this type of design techniques seems to be

much higher than other two techniques, for instance, the complexity of PSO based method is about

the order of LPO(N2), where L is the iteration size and P is the population size. This complexity is

much less than QCQP based methods or non-convex optimization methods, of which the complexity

is up to O(N3) or higher [165]. Nevertheless, optimization based methods are much more flexible

as they focus on local optimization to support the constraints imposed by various scenarios such

as cognitive radio [157], massive MIMO [156] and so on. For example, when FBMC is applied for

opportunistic spectrum sharing, in order to avoid interfering with other bands, well localized filters

in time and frequency are prone to be designed to minimize Out of Band [140]. Similarly, there are

also some optimization based methods for different waveform candidates, for example, OFDM [154],

FBMC [140,155,156], GFDM [158–161], UFMC [162–164]. In general, the establishment and constraints

imposed on objective functions are often highly non-linear, which increases the computational

complexity and also sensitive to the selection of initial values. In addition, it is possible to fall into

local optimal range and fail to identify global optimal solution, which is one of the major issues to be

solved in optimization based design methods.

As discussed earlier, since multicarrier modulation can enlarge the system capacity and have

the relative immunity to defend the multipath fading effect, it dominates the main stream in future

communication technology. The critical part of multicarrier modulation lies in the FIR filter design.

A good filter design scheme can improve some important performances not only including PSD and
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BER but also some other crucial aspects, consequently increasing the competitiveness of waveform

candidates and improving the communication quality to suit various application scenarios of 5G or

future networks. FIR filters have been widely used in many engineering applications involved with

digital signal processing, such as the communication signal [166,167], the speech signal [168,169] and

the medical signal [170]. We can conclude without exaggeration that where digital signal processing is

needed, where there is a shadow of FIR.

5. Conclusions

The prototype filter plays an important role in multicarrier modulation systems and the FIR

filter is considered to be the suitable choice in wireless communication systems. This paper has

reviewed existing FIR filter design methods which are categorized into frequency sampling methods,

windowing based methods and optimization based methods. The concept and principle of each

method are described in detail, and the merits and drawbacks of corresponding prototype filters are

summarized. Finally, the performances of FIR design methods in different multicarrier modulation

systems are evaluated and discussed in terms of PSD and BER. It is expected that this survey work can

provide a basis for the selection of prototype filters in future wireless communication systems.
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139. Dedeoğlu, M.; Alp, Y.K.; Arıkan, O. FIR Filter Design by Convex Optimization Using Directed Iterative

Rank Refinement Algorithm. IEEE Trans. Signal Process. 2016, 64, 2209–2219.

140. Kobayashi, R.T.; Abrão, T. FBMC Prototype Filter Design via Convex Optimization. IEEE Trans. Veh. Technol.

2019, 68, 393–404.

141. Bizaki, H.K. Towards 5G Wireless Networks-A Physical Layer Perspective; IntechOpen: London, UK, 2016.

142. Zhang, H.; Ruyet, D.L.; Terre, M. Spectral Efficiency Analysis in OFDM and OFDM/OQAM Based Cognitive

Radio Networks. In Proceedings of the VTC Spring 2009-IEEE 69th Vehicular Technology Conference,

Barcelona, Spain, 26–29 April 2009; pp. 1–5.

143. Medjahdi, Y.; Terré, M.; Ruyet, D.L.; Roviras, D. On spectral efficiency of asynchronous OFDM/FBMC based

cellular networks. In Proceedings of the 2011 IEEE 22nd International Symposium on Personal, Indoor and

Mobile Radio Communications, Toronto, ON, Canada, 11–14 September 2011; pp. 1381–1385.

88



Electronics 2020, 9, 599

144. Kumar, R.; Tyagi, A. Computationally Efficient Mask-Compliant Spectral Precoder for OFDM Cognitive

Radio. IEEE Trans. Cogn. Commun. Netw. 2016, 2, 15–23.

145. Cheng, X.; He, Y.; Ge, B.; He, C. A Filtered OFDM Using FIR Filter Based on Window Function Method.

In Proceedings of the 2016 IEEE 83rd Vehicular Technology Conference (VTC Spring), Nanjing, China,

15–18 May 2016; pp. 1–5.

146. Zhong, Z.; Guo, J. Bit error rate analysis of a MIMO-generalized frequency division multiplexing scheme for

5th generation cellular systems. In Proceedings of the 2016 IEEE International Conference on Electronic

Information and Communication Technology, Harbin, China, 20–22 August 2016; pp. 62–68.

147. Kumar, P.P.; Kishore, K.K. BER and PAPR Analysis of UFMC for 5G Communications. Indian J. Sci. Technol.

2016, 9(S1), doi: 10.17485/.

148. Yoshizawa, A.; Kimura, R.; Sawai, R. A Singularity-Free GFDM Modulation Scheme with Parametric

Shaping Filter Sampling. In Proceedings of the 2016 IEEE 84th Vehicular Technology Conference (VTC-Fall),

Montreal, QC, Canada, 18–21 September 2016; pp. 1–5.

149. Lin, D.W.; Wang, P.S. On the Configuration-Dependent Singularity of GFDM Pulse-Shaping Filter Banks.

IEEE Commun. Lett. 2016, 20, 1975–1978.

150. Gudmundson, M.; Anderson, P.O. Adjacent channel interference in an OFDM system. In Proceedings of the

Vehicular Technology Conference-VTC, Atlanta, GA, USA, 28 April–1 May 1996; Volume 2, pp. 918–922.

151. Pauli, M.; Kuchenbecker, P. On the reduction of the out-of-band radiation of OFDM-signals. In Proceedings

of the 1998 IEEE International Conference on Communications, Atlanta, GA, USA, 7–11 June1998; Volume 3,

pp. 1304–1308.

152. Xia, X.G. A family of pulse-shaping filters with ISI-free matched and unmatched filter properties. IEEE

Trans. Commun. 1997, 45, 1157–1158.

153. Wu, D.; Zhang, X.; Qiu, J.; Gu, L.; Saito, Y.; Benjebbour, A.; Kishiyama, Y. A Field Trial of f-OFDM toward 5G.

In Proceedings of the 2016 IEEE Globecom Workshops (GC Wkshps), Washington, DC, USA, 4–8 December

2016; pp. 1–6.

154. Vahlin, A.; Holte, N. Optimal finite duration pulses for OFDM. In Proceedings of the 1994 IEEE GLOBECOM.

Commun.: The Global Bridge, San Francisco, CA, USA, 28 November–2 December 1994; Volume 1, pp.

258–262.

155. Floch, B.L.; Alard, M.; Berrou, C. Coded orthogonal frequency division multiplex [TV broadcasting].

Proc. IEEE 1995, 83, 982–996.

156. Aminjavaheri, A.; Farhang, A.; Doyle, L.E.; Farhang-Boroujeny, B. Prototype filter design for FBMC in

massive MIMO channels. In Proceedings of the 2017 IEEE Intternational Conference Communication (ICC),

Paris, France, 21–25 May 2017; pp. 1–6.

157. Chen, D.; Qu, D.; Jiang, T. Novel prototype filter design for FBMC based cognitive radio systems through

direct optimization of filter coefficients. In Proceedings of the International Conference on Wireless

Communications & Signal Processing , Suzhou, China, 21–23 October 2010; pp. 1–6.

158. Jahani-Nezhad, T.; Taban, M.R.; Tabataba, F.S. CFO estimation in GFDM systems using extended Kalman

filter. In Proceedings of the 2017 Iranian Conference Electrical Engineering (ICEE), Tehran, Iran, 2–4 May

2017; pp. 1815–1819.

159. Chen, P.C.; Su, B.; Huang, Y. Matrix Characterization for GFDM: Low Complexity MMSE Receivers and

Optimal Filters. IEEE Trans. Signal Process. 2017, 65, 4940–4955.

160. Nimr, A.; Matthé, M.; Zhang, D.; Fettweis, G. Optimal Radix-2 FFT Compatible Filters for GFDM.

IEEE Commun. Lett. 2017, 21, 1497–1500.

161. Han, S.; Sung, Y.; Lee, Y.H. Filter Design for Generalized Frequency-Division Multiplexing. IEEE Trans.

Signal Process. 2017, 65, 1644–1659.

162. Mukherjee, M.; Shu, L.; Kumar, V.; Kumar, P.; Matam, R. Reduced out-of-band radiation-based filter

optimization for UFMC systems in 5G. In Proceedings of the 2015 International Wireless Communications

and Mobile Computing Conference, Dubrovnik, Croatia, 24–28 August 2015; pp. 1150–1155.

163. Mukherjee, M.; Kumar, V.; Kumar, G.; Kumar, P.; Matam, R. Reduced out-of-band radiation-based filter

optimization for UFMC systems in 5G—Withdrawn. In Proceedings of the 2015 International Wireless

Communications and Mobile Computing Conference , Dubrovnik, Croatia, 24–28 August 2015; pp. 1–5.

89



Electronics 2020, 9, 599

164. Wang, X.; Wild, T.; Schaich, F.; dos Santos, A.F. Universal Filtered Multi-Carrier with Leakage-Based Filter

Optimization. In Proceedings of the 20th European Wireless Conference, Barcelona, Spain, 14–16 May 2014;

pp. 1–5.

165. Freund, R.M. Introduction to Semidefinite Programming (SDP); Massachusetts Institute of Technology:

Cambridge, MA, USA, 2004; p. 380.

166. Li, C.; Zhao, H.; Wu, F.; Tang, Y. Digital Self-Interference Cancellation With Variable Fractional Delay FIR

Filter for Full-Duplex Radios. IEEE Commun. Lett. 2018, 22, 1082–1085.

167. Yang, A.; Yang, X.; Han, Y.; Guo, Y.; Liu, J.; Zhang, H. Wireless Channel Optimization of Internet of Things.

IEEE Access 2018, 6, 54064–54074.

168. Srinivas, K.S.S.; Prahallad, K. An FIR Implementation of Zero Frequency Filtering of Speech Signals.

IEEE Trans. Audio Speech Lang. Process. 2012, 20, 2613–2617.

169. Moritz, N.; Anemüller, J.; Kollmeier, B. An Auditory Inspired Amplitude Modulation Filter Bank for Robust

Feature Extraction in Automatic Speech Recognition. IEEE/ACM Trans. Audio Speech Lang. Process. 2015,

23, 1926–1937.

170. Hong, Y.; Lian, Y. A Memristor-Based Continuous-Time Digital FIR Filter for Biomedical Signal Processing.

IEEE Trans. Circuits Syst. I Regul. Pap. 2015, 62, 1392–1401.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access

article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

90



MDPI

St. Alban-Anlage 66

4052 Basel

Switzerland

Tel. +41 61 683 77 34

Fax +41 61 302 89 18

www.mdpi.com

Electronics Editorial Office

E-mail: electronics@mdpi.com

www.mdpi.com/journal/electronics





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-3174-8 


	Blank Page

