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Luka Starčevič, Nenad Gubeljak and Jožef Predan
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Preface to ”Numerical and Experimental Analysis of
the Fracture Behaviour of Heterogeneous Welded
Structures”

Welding is the most widespread technology for the connection of different materials, elements

and structures. Loading capacity and knowledge about stress–strain behaviour is most important for

safety and the reliable use of structures for different purposes in energy supplies and the transport

of good and people. Filler material used in welding should be the same class as the base material;

however, welding codex often uses a filler with a higher yield strength than the base material (such

as by repair welding). Welded joints are also often the location of potential flaws, where flaw

assessments assume homogeneous material properties, although welds are heterogeneous. There

is a compendium of yield load solutions for mismatched strength fracture mechanics specimens

developed to address the heterogeneity in the weld joint. However, solutions for the yield

load at different combinations of the strength mismatch within the weld are missing, where

mechanical testing and finite element simulations are necessary. In addition to more conventional

approaches, a multi-scale approach recently introduced in the assessment of weld heterogeneity

sounds very promising. It is also efficient to consider residual stresses, which can strongly affect

the stress distribution around flaws in heterogeneous weldments. The multi-scale methodology is

computationally efficient and provides a possible means to bridge multiple length scales (from 10 nm

in MD simulation to 10 mm in FE models). This could be a useful tool by considering an acceptable

level of accuracy with respect to yield load in heterogeneous welds.

In this book, modern trends in testing and simulating heterogeneous welded joints, including

multi-scale approaches, resulting in appropriate flaw assessment procedures, are highlighted and

discussed. The eleven research papers presented in this book give some overview of recent analytical,

numerical, and experimental investigations in the field of yield strength mismatched welded joint

behaviour. The papers cover several important issues to more accurately characterise the fracture

mechanics behaviour and structural integrity assessment, as follows:

- New mathematical model for the determination of yield loads for the present yield strength

mismatch in weld configuration at different crack positions;

- New methodology for determining the actual stress–strain diagram based on analytical

equations, in combination with numerical and experimental data, using 3D digital image correlation

(DIC);

- Simulation of local variation in material properties of the fracture behaviour in a multi-pass

mismatched X-weld joint;

- Experimental procedures include the characterization of average material properties by tensile

testing and evaluations of base and weld metal resistance to stable tearing by the fracture testing of

fracture mechanics specimens containing a weld notch;

- Behaviour of welded joints in the simultaneous presence of several different types of multiple

defects, such as linear misalignments, undercuts, incomplete root penetration and excess weld metal;

- Modified equation for estimating the C* integral for a welded compact tension (CT) specimen

under creep conditions, etc.
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The editors of this book hope that the readers will find this chapters interesting and useful for

their everyday work in this challenging area.

Dražan Kozak, Nenad Gubeljak, Aleksandar Sedmak

Editors
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Yield Load Solutions for SE(B) Fracture Toughness Specimen
with I-Shaped Heterogeneous Weld
Pejo Konjatić 1,*, Marko Katinić 1, Dražan Kozak 1 and Nenad Gubeljak 2

1 Mechanical Engineering Faculty, University of Slavonski Brod, Trg Ivane Brlic Mazuranic 2,
35000 Slavonski Brod, Croatia; mkatinic@unisb.hr (M.K.); dkozak@unisb.hr (D.K.)

2 Faculty of Mechanical Engineering, University of Maribor, Smetanova 17, SI-2000 Maribor, Slovenia;
nenad.gubeljak@um.si

* Correspondence: pkonjatic@unisb.hr

Abstract: The objective of this work was to investigate the fracture behavior of a heterogeneous
I-shaped welded joint in the context of yield load solutions. The weld was divided into two equal
parts, using the metal with the higher yield strength and the metal with the lower yield strength
compared to base metal. For both configurations of the I-shaped weld, one with a crack in strength
in the over-matched part of the weld and one for a crack in the under-matched part of the weld, a
systematic study of fracture toughness SE(B) specimen was carried out in which the crack length,
the width of the weld and the strength mismatch factor for both weld metals were varied, and the
yield loads were determined. As a result of the study, two mathematical models for determination
of yield loads are proposed. Both models were experimentally tested with one strength mismatch
configuration, and the results showed good agreement and sufficiently conservative results compared
to the experimental results.

Keywords: yield load; heterogeneous weld; numerical analysis; SE(B) specimen

1. Introduction

Joining metals by welding is nowadays widely used in the construction of most
engineering structures. The requirements for high quality welded joints joining similar
or dissimilar metals, taking into account the mechanical properties of the metal, lead to
the production of welded joints with significant differences in strength compared to the
base metal.

Like all structures, welded structures are susceptible to damage during use, partic-
ularly in the weld or heat-affected zone, due to the change in metal properties and the
expected significant nonlinear deformations caused by mechanical heterogeneity. Repaired
welds are commonly used in steel structures either to correct initial fabrication defects or to
repair damage during service to extend the service life of the structure [1]. When welds are
repaired, additional heterogeneity is introduced into the already heterogeneous structure.

In the conventional evaluation of the safe operation of defect-free structures, the ap-
plied stresses are compared to a limit stress, such as the yield strength of the material.
When damage in the form of a crack is present, the assessment of welded joints is based
on the evaluation of the stress intensity factor, the J-integral and the crack tip opening
displacement (CTOD) [2]. On the other hand, the influence of mechanical heterogeneity
on the fracture behavior of welds is not explicitly included in the mentioned fracture me-
chanics parameters. However, methods and procedures for evaluating homogeneous and
heterogeneous structures, which have been developed recently, can be used to determine
whether or not the structure is safe for further exploitation.

One commonly used procedure for a structural integrity assessment is the SINTAP
procedure (Structural INTegrity Assessment Procedure) [3]. The application of the SINTAP
procedure is based on the implementation of the yield load solution in the failure assessment
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diagram (FAD) to determine the safe operation of the assessed structure. There are a number
of studies dealing with various aspects of the fracture behavior of homogeneous welds
with strength mismatch compared to the base metal, including recent ones [4–9], as well as
a number of studies dealing with heterogeneity in welds with strength mismatch [10–16].

A common parameter for describing the level of strength mismatch between individual
metals, in the context of this investigation, between base metal and weld metals, i.e.,
mismatch in yield strength between the weld metal and the base metal, is quantified by the
mismatch factor M:

M =
σYW

σYB
(1)

where σYW and σYB represent the yield strength of the weld metal and the yield strength of
the base metal (BM), respectively, while M < 1 refers to under-matching (UM) and M > 1 to
over-matching (OM).

Yield load solutions are available for a limited number of strength mismatch configura-
tions for over-matched and under-matched welds [17–20], but only very limited and partial
solutions in situations where additional heterogeneity due to repair weld metal is present
in another level of the strength mismatch [21,22]. Therefore, this research aims to extend
the existing yield load solutions to I-shaped heterogeneous weld solutions in order to gain
insight into the fracture behavior of the repaired weld and open the possibility of applying
structural assessment procedures for repair welds. As a result, a compendium of yield
load solutions for a standard fracture mechanics specimen SE(B) with a heterogeneous
weld is given, which can be used as the input parameter for an assessment using standard
structural integrity assessment procedures.

2. Problem Description and Investigation Plan

Since butt welds are used extensively in the welding industry, there is often a need
to repair such welds when defects occur during welding or during the service life of the
welded structure. If the repair involves the use of a filler metal different from the filler
metal used to weld the original weld, the result is a heterogeneous welded joint with two
different weld metals in addition to the base metal. When structures are put back into
service after repair, the occurrence of cracks in the original part or in the repaired part of
the weld is possible again.

For this reason, and for the reasons given in the introduction, a study of the fracture
behavior of an I-shaped butt weld was carried out. The effects of weld damage in the form
of a crack were analyzed.

Due to the complexity of the problem to be analyzed, it was necessary to introduce
certain idealizations and simplifications. In all previous studies on a similar topic, several
such idealizations were introduced, starting from the weld geometry idealized by a rect-
angle, and the observed cracks were located at the interface of dissimilar materials or in
the middle of the weld due to the nature of crack formation described in [18,23,24]. In this
study, the I-shaped weld was also idealized as a rectangular shape, as well as the original
and repaired part of the weld (Figure 1), and the crack was located in the center of the weld.
In [25], researchers have demonstrated that the mechanical properties of the heat-affected
zone have a negligible effect on the stress concentration at the crack tip when the crack
tip is located in the center of the weld. However, if the crack tip is located in or near the
heat-affected zone, the properties of the heat-affected zone have to be taken necessarily into
account [26]. Since the crack in the middle of the weld was analyzed here, the heat-affected
zone was omitted.

The difference in elastic properties of the material as well as the strain hardening of the
material affect the fracture behavior of the weld, but here, only the influence of the degree
of strength mismatch between the single welded metal and the base metal is studied. In
addition to the strength mismatch, the change in weld width and the crack size were also
analyzed. The influence of mentioned geometrical and mechanical parameters on the yield

2
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load was observed, i.e., the load at which the metal flows through the entire cross-section
of the weld, since at that moment a plastic hinge is formed.
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3. Finite Element Analysis

In order to investigate the influence of weld material heterogeneity on weld fracture
behavior, the weld area was divided into two zones of equal size but consisted of different
metals. The first zone represented the original weld before repair, while the second zone
represented the repaired portion of the weld. In the first variant, the zone of the original
weld was made of a metal whose yield strength was lower than the yield strength of the base
metal (UM), while the second half of the weld was made of a metal whose yield strength
was higher than the yield strength of the base metal (OM). In the second variant, positions
of the UM and OM part of the weld were reversed. Combinations where both weld metals
have over-match or under-match character were not covered by this investigation.

Due to the possibility of crack formation in the original and the repaired part of the
weld, both variants were analyzed. Due to geometry and load symmetry, a plane strain
two-dimensional numerical model of one half of an SE(B) specimen with homogeneous weld
metal (WM) was created in ANSYS [27] (Figure 2a,c). The model was verified comparing
finite element results with the analytical method of slip line field analysis [17] that is used in
the analytical analysis of strength mismatch welds. Results of verification showed very good
agreement between the results of numerical and slip line field analyses, and this verification
is already published in [21]. A single change was made to the verified numerical model, in
the form of splitting the homogeneous weld into two equal portions of over-matched and
under-matched weld metal to form a heterogeneous weld (Figure 2b,e).

To determine the influence of weld width H and crack length a on the yield load, the
width of the weld H was varied as H = W/2, H = W/4, H = W/8, H = W/16 and H = W/24,
while the crack length in relation to the height of the specimen W was varied as a/W = 0.1,
a/W = 0.2, a/W = 0.3, a/W = 0.4 and a/W = 0.5 (Figure 2d). The length of the specimen S
was kept constant.

The base metal (BM) and the weld metals (OM and UM) were modeled as isotropic
linearly elastic and nearly ideally plastic materials with Poisson’s ratio of 0.3 and with a
Young’s modulus of 202 GPa for base metal, 200 GPa for over-matched and 206 GPa for
under-matched metal. Elasticity mismatch also have an influence on the fracture behavior of
a welded joint [28,29], but this slight degree of elasticity mismatch did not show an influence
on the values of the obtained yield loads compared to ones obtained without elasticity
mismatch. The yield strength of the base metal was 545 MPa. The strength mismatch of
base and weld metals are varied on three levels: over-match metal with mismatch factor
MOM = 2, 1.5 and 1.19 and under-match metal with mismatch factor MUM = 0.86, 0.75 and
0.5. Yield strength and mismatch factors MUM = 0.86 and MOM = 1.19 were chosen due to
later comparison to experimental results.

Due to the faster convergence of the results, a practically negligible strain hardening
exponent was used, which did not affect the results but significantly reduced the computa-
tion time. To avoid the incompressibility problem, an isoparametric planar element with
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eight nodes, plane strain and reduced integration was used. Singular elements with a size
of 100 µm were used in the first ring of elements around the crack tip to produce the square
root singularity of the stress–strain field. Models were meshed with 1847 finite elements
and with 5690 nodes. Prepared models were loaded with a load large enough to cause the
material to yield through the entire cross-section of the model.
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Figure 2. Numerical model: (a) homogeneous weld for verification; (b) heterogeneous weld; (c) detail
of finite element mesh of homogeneous weld for verification; (d) key-points for variation of weld
width H and crack length a; (e) detail of finite element mesh of model with heterogeneous weld.

The load was increased gradually in small increments to accurately determine the
load of plasticization of the entire net section of the specimen, indicating the formation of a
plastic hinge and plastic collapse. As a criterion for material flow, the von Mises criterion
was used. A total of 450 simulations were performed for a crack located in an over-matched
and under-matched part of the weld.

4. Results of Finite Element Analysis

Obtained yield loads for heterogeneous weld were normalized with yield loads of
all base specimen according to [17] and presented in diagrams depending on the weld
slenderness (W − a)/H. To facilitate the interpretation of the results, the dependence of weld
slenderness on crack length and weld width is shown in Figure 3. It can be seen that the
slenderness of the weld increases significantly with decreasing weld width and becomes
less pronounced with decreasing crack length.
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4.1. Yield Load Solutions for a Crack in the Over-Matched Part of the Weld

Yield load solutions as a result of the analysis of a heterogeneous weld with a crack
in the over-matched part of the weld in the function of weld slenderness (W − a)/H are
presented in Figure 4.
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5



Materials 2022, 15, 214

From Figure 4, it can be seen that the dispersion of the yield load solutions at lower
weld slenderness depends on the present weld metals, while at higher weld slenderness,
the solutions of all metal combinations and all crack lengths approach an asymptotic value.
This value is slightly higher than the value 1, indicating a slight increase in the strength of
the weld compared to the component of the homogeneous base metal.

When the slenderness of the weld is lower, different effects occur depending on the
length of the crack in the weld. For the crack a/W = 0.5, there is only under-matched
metal in front of the crack, which is represented by the mismatch factor MUM. Therefore,
the solutions were the values 0.5, 0.75 and 0.86 because the dominant metal is in front of
the crack. Although the solutions were these values, it is noticeable that they are actually
slightly larger, which is a consequence of the formation of the yield zone partially through
the over-matched metal too, which has a higher value of the mismatch factor MOM.

Figure 5 shows formation of the yield zone in a heterogeneous weld with a crack in
the over-matched part of the weld for varying weld width H and constant crack length
a/W = 0.5 for mismatch factors MOM = 1.19 and MUM = 0.86.

Materials 2022, 15, x FOR PEER REVIEW 6 of 12 
 

 

 
(c) 

Figure 4. Mismatch yield loads for the heterogeneous weld and for a crack in the over-matched part 

of the weld: (a) shallow crack—a/W = 0.1; (b) medium length crack—a/W = 0.3; (c) deep crack—a/W 

= 0.5. 

From Figure 4, it can be seen that the dispersion of the yield load solutions at lower 

weld slenderness depends on the present weld metals, while at higher weld slenderness, 

the solutions of all metal combinations and all crack lengths approach an asymptotic 

value. This value is slightly higher than the value 1, indicating a slight increase in the 

strength of the weld compared to the component of the homogeneous base metal. 

When the slenderness of the weld is lower, different effects occur depending on the 

length of the crack in the weld. For the crack a/W = 0.5, there is only under-matched metal 

in front of the crack, which is represented by the mismatch factor MUM. Therefore, the 

solutions were the values 0.5, 0.75 and 0.86 because the dominant metal is in front of the 

crack. Although the solutions were these values, it is noticeable that they are actually 

slightly larger, which is a consequence of the formation of the yield zone partially through 

the over-matched metal too, which has a higher value of the mismatch factor MOM.  

Figure 5 shows formation of the yield zone in a heterogeneous weld with a crack in 

the over-matched part of the weld for varying weld width H and constant crack length 

a/W = 0.5 for mismatch factors MOM = 1.19 and MUM = 0.86. 

 

Figure 5. Formation of the yield zone in a heterogeneous weld with a crack in the over-matched part 

of the weld for varying weld width H and constant crack length a/W = 0.5. 

The appearance of the yield zones is similar for all geometries, and depending on the 

width of the weld, the yield zone extends through two or all three materials. For narrow 

weld widths H = W/24, H = W/16 and H = W/8, the material yield zone spreads through 

the base metal and both weld metals, while for wider welds H = W/4 and H = W/2, the 

yield zone stays within the weld metal. 

Figure 5. Formation of the yield zone in a heterogeneous weld with a crack in the over-matched part
of the weld for varying weld width H and constant crack length a/W = 0.5.

The appearance of the yield zones is similar for all geometries, and depending on the
width of the weld, the yield zone extends through two or all three materials. For narrow
weld widths H = W/24, H = W/16 and H = W/8, the material yield zone spreads through
the base metal and both weld metals, while for wider welds H = W/4 and H = W/2, the
yield zone stays within the weld metal.

As the size of the crack decreases, the metal in which the crack is located becomes more
influential. This is particularly pronounced for combinations of metals whose mismatch
factors MOM and MUM differ significantly, while the solutions for combinations of metals
with closer values of MOM and MUM approach the values of 1 of the base metal. For example,
for the combination of metals MOM = 2 and MUM = 0.5, the solutions range from 0.5 to 1.6,
and for the combination of MOM = 1.19 and MUM = 0.86, the solutions are almost everywhere
uniform and closer to the value 1.

The results of the numerical analyses for a crack in the over-matched part of the weld
were processed in the software package TuringBot [30] using a symbolic regression algorithm
to derive mathematical formulas from numerically obtained values with high efficiency. An
equation that estimates the values of the ratio of the yield loads for the heterogeneous weld
and the whole base metal was obtained. A high goodness-of-fit of the selected model was
confirmed with the R-squared value 0.938 and RMS error 0.03748. The equation considers
values of the over-match strength mismatch MOM, under-match strength mismatch MUM,
the weld width H and the crack length a/W:

FYM

FYB
= 1 −

1 + H
[(
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a

W
)(

1 + 2 a
W − 1

H

)
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]

−20 −
(

H
3 + 3
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4.2. Yield Load Solutions for a Crack in the Under-Matched Part of the Weld

Yield load solutions as a result of the analysis of a heterogeneous weld with a crack
in the under-matched part of the weld in the function of weld slenderness (W − a)/H are
presented in Figure 6.

Materials 2022, 15, x FOR PEER REVIEW 7 of 12 
 

 

As the size of the crack decreases, the metal in which the crack is located becomes 

more influential. This is particularly pronounced for combinations of metals whose mis-

match factors MOM and MUM differ significantly, while the solutions for combinations of 

metals with closer values of MOM and MUM approach the values of 1 of the base metal. For 

example, for the combination of metals MOM = 2 and MUM = 0.5, the solutions range from 

0.5 to 1.6, and for the combination of MOM = 1.19 and MUM = 0.86, the solutions are almost 

everywhere uniform and closer to the value 1. 

The results of the numerical analyses for a crack in the over-matched part of the weld 

were processed in the software package TuringBot [30] using a symbolic regression algo-

rithm to derive mathematical formulas from numerically obtained values with high effi-

ciency. An equation that estimates the values of the ratio of the yield loads for the hetero-

geneous weld and the whole base metal was obtained. A high goodness-of-fit of the se-

lected model was confirmed with the R-squared value 0.938 and RMS error 0.03748. The 

equation considers values of the over-match strength mismatch MOM, under-match 

strength mismatch MUM, the weld width H and the crack length a/W: 

( )

UM OM OM

YM

YB

1
1 1 2 2

1

20 3 10
3

a a
H M M M

W W HF

H aF
H

W

   
+ − + − + −   

   
= −

 
− − + − 

 

 (2) 

4.2. Yield Load Solutions for a Crack in the under-Matched Part of the Weld 

Yield load solutions as a result of the analysis of a heterogeneous weld with a crack 

in the under-matched part of the weld in the function of weld slenderness (W−a)/H are 

presented in Figure 6. 

  
(a) (b) 

 
(c) 

Figure 6. Mismatch yield loads for the heterogeneous weld and for a crack in the under-matched part of
the weld: (a) shallow crack—a/W = 0.1; (b) medium length crack—a/W = 0.3; (c) deep crack—a/W = 0.5.

Results of the analysis, shown in Figure 6, indicated that for lower weld slenderness,
the yield load solutions differ depending on the weld metals present in the weld, while for
higher weld slenderness, the yield solutions of all metal combinations, as well as for all
crack lengths, approached the value 1.

When the weld was less slender, the weld showed different behavior depending on
the length of the crack in the weld. For the crack a/W = 0.5, only the OM was in front of
the crack, therefore the yield loads were the values 1.19, 1.5 and 2. This happens because
the metal in front of the crack, which has the over-match characteristic, takes the dominant
role. Although the solutions were these values, it can be noted that they were somewhat
lower, which was a consequence of the partial propagation of the yield zone also through
the under-matched metal.

As the length of the crack decreases, the metal in which the crack is located also
becomes more influential. Similar to the case where the crack was in an over-matched metal,
it can be observed that the solutions with closer values of MOM and MUM approached the
values of 1 of the base metal. For example, for the combination of MOM = 2 and MUM = 0.5,
the solutions ranged from 0.9 to 2, and for the combination of MOM = 1.19 and MUM = 0.86,
the solutions were almost uniform and were everywhere closer to the value of 1.
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The results of the analysis for a crack in the under-matched part of the weld were also
processed in the software package TuringBot using a symbolic regression algorithm and an
equation for the estimation of the values of the ratio of yield loads for the heterogeneous
weld and the whole base metal was obtained:

FYM

FYB
=

H −
[

H · MOM
(

MUM + a
W
)
−
(

MOM − 3 a
W
)(

MOM − 1
H

)]

23
MUM

a
W − 34

+ 1 (3)

A high goodness-of-fit for model with a crack in the under-matched part of the weld
was confirmed with the R-squared value 0.953 and RMS error 0.04095.

5. Experimental Investigation

For this investigation, standard SE(B) test specimens were prepared from the welded
plate. For the base metal (BM), NIOMOL 490 was used as a high-strength, low-alloy,
fine-grain steel in the hardened and tempered condition according to the HT 50 grade.
Using the flux cord arc welding procedure and two tubular wires as filler material FILTUB
75 and VAC 60 as an over-match and under-match material, a heterogeneous weld was
produced with the strength mismatch factor 1.19 and 0.86. Mechanical properties of the
base metal and OM and UM part of the weld, shown in Table 1, were obtained by a tensile
test. Five round specimens with a 5 mm diameter were used for each metal. The position
and orientation of round specimens in the weld joint are shown in Figure 7a. The chemical
composition of BM, UM and OM metal, shown in Table 2, is provided by the manufacturer,
where OM and UM chemical composition is provided for pure weld metal.

Table 1. Mechanical properties of base and weld metals with mismatch factor.

Material Rp0.2, MPa Rm, MPa E, GPa M

Base metal (NIOMOL 490) 545 648 202 -
Over-matched (FILTUB 75) 648 744 184 1.19
Under-matched (VAC 60) 468 590 206 0.86

Table 2. Chemical composition of base and weld metals.

Material C Si Mn P S Cr Mo Ni

Base metal (NIOMOL 490) 0.123 0.33 0.56 0.003 0.002 0.57 0.34 0.13
Over-matched (FILTUB 75) 0.040 0.16 0.95 0.011 0.021 0.49 0.42 2.06
Under-matched (VAC 60) 0.096 0.58 1.24 0.013 0.160 0.07 0.02 0.03

For fracture toughness testing, specimens were prepared, and a single-sample method
was used according to the standard BS 7448 [31]. CTOD fracture toughness specimens with
dimensions and notch orientation are shown on Figure 7. The CTOD tests were carried
out at room temperature (+24 ◦C) under displacement control (1 mm/min). Load F, total
displacement, crack tip (CTOD) and crack mouth opening displacement (CMOD) were
recorded during the tests. Tests were performed for two configurations: with a crack in the
over-matched part of the weld and with a crack in the under-matched part of the weld. A
total of 14 specimens were tested: 7 specimens with a crack initiated in the OM part of the
weld and 7 with a crack initiated in the UM part of the weld.

The plots of load versus CMOD were obtained and shown in Figure 8a. During fatigue
pre-cracking in two specimens, with a notch in the OM part of the weld, a crack reached the
fusion line between the OM and UM and advanced to the UM part of the weld (Figure 8a
shown with dotted lines); therefore, they are omitted in later comparison with the yield load
solutions for a heterogeneous weld. For every sample, a crack location (OM or UM) and
initial crack length compared to the height of the specimen (a/W) is shown in the legend.
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Figure 7. Tensile and fracture toughness specimens: (a) position and orientation of tensile specimens;
(b) fracture toughness specimen notch orientation; (c) weld arrangement; (d) three point bending
specimen SE(B) for fracture toughness testing.
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Figure 8. Experimentally obtained results: (a) loading curves for specimens with a crack in the OM
and UM part of the weld; (b) comparison of experimentally obtained maximum load with a yield
load obtained by numerical analysis for a crack in the OM and UM part of the weld.

From the loading curve plots, it can be seen that every specimen for each configuration
shows a certain period of stable crack propagation and reaches a maximum load, followed
by a load decrease and unstable crack propagation. The difference in slopes in the diagrams
and values of maximum load were due to different initial crack lengths and position of the
crack (OM or UM part of the weld), and a separation of curves for the crack located in the
OM part of the weld and advancing to the UM and vice versa can be noted.

The maximum load was determined for each specimen and compared with the yield load
solutions obtained by expressions (2) and (3). This comparison is presented in Figure 8b with a
yield load versus maximum load plot. Grouping of results is noted for all specimens with a
crack in the OM part of the weld as well as with a crack in the UM part of the weld. This was
due to relatively similar crack lengths and location of the crack either in the OM or in the UM
part of the weld. Yield loads generated from numerically obtained mathematical models
for the crack located in the OM and UM part of the weld were lower and conservative
enough compared to experimental results. However, it is likely that even less conservative
results could be obtained if yield load solutions were implemented as input parameters for
evaluating the welded component using structural integrity assessment procedures.
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6. Conclusions

As a result of a systematic numerical study, the yield load solutions for SE(B) specimens
with a heterogeneous I-shaped weld with an equal share of over-matched and under-
matched metal in a welded joint were obtained. Comparing the numerically obtained
results in terms of crack position, it can be concluded that a heterogeneous welded joint
with a crack in the under-matched metal shows a higher loading capacity than a welded
joint with a crack in the over-matched part of a weld. This indicates that in the context
of yield load, the metal in front of the crack has a greater effect on the fracture resistance
than the metal in which the crack is located. This effect is more pronounced for welds with
lower values of weld slenderness (W − a)/H. After processing of the numerically obtained
results using a symbolic regression algorithm, solutions for the yield loads were proposed
with two models: for the crack in the under-matched and for the crack in the over-matched
part of the weld. The models were validated with experimental results and they provided
sufficiently conservative results compared to the experiment.
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Abstract: This paper presents new methodology for determining the actual stress–strain diagram
based on analytical equations, in combination with numerical and experimental data. The first step
was to use the 3D digital image correlation (DIC) to estimate true stress–strain diagram by replacing
common analytical expression for contraction with measured values. Next step was to estimate the
stress concentration by using a new methodology, based on recently introduced analytical expressions
and numerical verification by the finite element method (FEM), to obtain actual stress–strain diagrams,
as named in this paper. The essence of new methodology is to introduce stress concentration factor
into the procedure of actual stress evaluation. New methodology is then applied to determine actual
stress–strain diagrams for two undermatched welded joints with different rectangular cross-section
and groove shapes, made of martensitic steels X10 CrMoVNb 9-1 and Armox 500T. Results indicated
that new methodology is a general one, since it is not dependent on welded joint material and
geometry.

Keywords: actual stress–strain diagram; undermatching weld; martensitic steel; DIC; FEM

1. Introduction

The tensile diagram, commonly used in practice, is called engineering stress–strain
diagram, with both stress and strain defined with respect to the initial, cross-section A0
and gauge length l0. For many engineering problems this approximation is good enough,
because stresses and strains are close to their true values, as long as contraction and plastic
strains are not significant. Anyhow, in the opposite case, true stress–strain diagram is a
better option. In its simplest form, true stress and strains are defined as follows, [1]:

σt =
F
A

= σeng
(
1 + εeng

)
(1)

εt =
∆l
l

= ln
(
1 + εeng

)
(2)

where σt and εt denote the so-called true stress and strain, respectively, F is the acting nor-
mal force, A current cross-section, which takes into account the contraction, ∆l elongation,
l current referent length, l = l0 + ∆l, l0 initial length, while σeng and εeng denote engineering
stress and strain, respectively. It should be noted that terms true stress and strain are used
here to emphasize the difference with respect to engineering stress and strain, and should
not be understood literally. As a matter of fact, modifications of these equations have been
in the focus of many researchers for the past few decades.
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To start with, based on the fact that contraction is not the only contribution to true
stress, couple of other formulas have been proposed, like the formula for equivalent true
stress, as defined by Bridgman, [2]:

σeq =
σt

CB
(3)

where CB is the correction factor:

CB =

[(
1 +

2R
a

)1/2
ln

{
1 +

a
R
+

(
2a
R

)1/2(
1 +

a
2R

)1/2
}
− 1

]
(4)

with a and R representing the ligament and the radius of curvature at the site of contraction.
The same approach is used by Ostsemin [3], with a different correction factor CO:

σeq =
σt

CO
(5)

CO =
(

1 +
a

5R

)
(6)

In [3], a procedure is suggested for calculating the correction for neck formation for
round and plane specimens made of homogeneous material. Other correction factors
were used in [4] for deriving equivalent stress–strain curve with axisymmetric notched
tensile specimens, with experimental verification and good agreement with the Bridgman
correction at large strains. Another approach is based on equivalent strain, as defined by
Scheider [5]:

ε =

√
4
3

(
ε2

x + εxεy + ε2
y

)
(7)

leading to:

σ =
F

A0
e(εx) (8)

By measuring the mean value of axial strain, formula for the true stress was ob-
tained, [5]:

σt =
F

A0
e(εx) (9)

One should notice that homogeneous material with rectangular cross-section was
analyzed in [4,6], where the tensile properties of FH550 and X80 steels were investigated
using rectangular cross-section specimens with different thicknesses, respectively.

Tensile diagrams for welded joints have been determined in [7], using novel methods
for determining true stress–strain curves for homogenous materials with rectangular cross-
section and weldments with round cross-section. In the first case, the relation between the
total area reduction and the thickness reduction was derived, consisting of three parts—
geometry function, material function, and basic necking curve. In the latter case the central
idea was to force plastic deformation at a notch in the material zone of interest, and to
obtain the true stress–strain curve of that material zone from the recorded load versus
diameter reduction curve.

The same topic was considered in [8], but for different shape of welded joint, the
so-called tailor-welded blank weldment. It was concluded that the predicted strain distri-
butions were in good agreement with the measured ones, thus demonstrating the validity
of the proposed experimental method to accurately determine the true stress–strain values
of the weldment.

More conventional, notched cross weld tensile testing for determining true stress–
strain curves for weldments was considered in [9], whereas a method for determining
material’s equivalent stress–strain curve with any axisymmetric notched tensile specimens
without Bridgman correction was considered in [10]. Further in [11] the stress–strain
relation for the weld metal is determined through experimental investigations of round
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tensile specimens. The true stress–strain curve was developed by using the modified
version of the weighted average method. Yet another overmatched welded joint was
considered in [12], where mechanical behavior with planar type laminations in the base
metal (BM), heat-affected zone (HAZ), and welding bead (WB) was studied. By using
HV data, an equivalent true stress–strain curve in the HAZ was estimated, based on
corresponding hardness value obtained from the BM and WB. In [13] a method to determine
the mechanical properties for the weldment of two dual phase (DP) steels is discussed.
Inverse numerical simulation was used to simulate the indentation tests to determine and
verify the parameters of a nonlinear isotropic material model for the weldment. Results
are presented for tensile tests on smooth, notched, and notched-welded specimens. It
was shown that the yield and tensile strengths of the notched specimens are higher than
the strength of the smooth specimens of the base material due to the additional notch
stresses. Similar research is presented in [14], where the microstructure, macro and micro-
mechanical properties of dissimilar A302/Cr5Mo were investigated by metallographic
experiments, tensile and nanoindentation tests. Based on inversion analysis, elastoplastic
properties were estimated for parent metal, weld metal, as well as fine and coarse grain
heat-affected zones.

In neither case, presented here, material heterogeneity of a welded joint was not taken
into account if a weldment cross-section was rectangular at the same time. The only such
a case known to these authors is the welded joint with true stress–strain curves obtained
in a special iterative procedure for all local zones (base metal—BM, weld metal—WM,
heat-affected zone—HAZ), have different properties, as shown in a series of papers, [15–17].
Anyhow, the iterative procedure presented in [15–17] is not an option here, since it does not
lead directly to the result and requires both numerical analysis and experimental testing,
not only to verify numerical results, but also to obtain them.

Here, attention is focused to the so-called undermatched welded joint, meaning that
the yield stress is lower in a weld metal than in a base metal. One should notice that the
plastic strain in undermatched weld metal will appear even with relatively low level of
loading, not only due to lower yield stress, but also due to stress concentration, as shown
in [18,19]. Once plastic strain becomes significant, cross-section is changed and contraction
becomes important, although not the only factor affecting the stress increase. Namely, as it
will be shown in this paper, the stress concentration is equally important for this analysis.
Therefore, we will use the term actual for the stress–strain diagram exclusively for the case
when the stress concentration is taken into account, in addition to contraction.

Toward this aim, one important issue tackled here is the true stress evaluation, which
is based on Equation (1), and on contraction values measured by using DIC. As it is
shown in this paper, there are significant differences between analytical and measured
values of contraction, leading to different true stress–strain curves. For that reason, the
term true stress–strain curve is used here for curves obtained by using DIC, whereas the
curves obtained by using Equation (1) only are referred to as “true” stress–strain curves.
Taking this difference into account, the actual stress–strain curves, as presented here, are
based on true stress–strain curves obtained by using DIC, and finally, corrected for the
stress concentration.

One should notice that this procedure is a general one, since it will be shown that
it does not dependent on welded joint materials and geometry, so it can be applied to
overmatched welded joints, as well. Anyhow, since the contraction and plastic strain in
that case will be shifted to the base metal, there is almost no practical interest for such an
analysis from the point of view of welded joints.

In this work the actual stress–strain diagrams of undermatched welded joints with
rectangular cross-section, made of martensitic steel X10 CrMoVNb 9-1 and martensitic
armored steel Armox 500T are determined. The goal was to check if different levels of un-
dermatching and different shapes of cross-section, as well as different geometry of welded
joint, affect actual stress–strain curve, determined by using formulas proposed in this paper.
During the experiment, strains were measured in three dimensions using 3D DIC and
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software Aramis, to evaluate contraction of rectangular cross-section, i.e., to calculate the
current cross section of a specimen, so that true stress–strain diagram can be obtained.
Finally, correction for the stress concentration is made, using analytical expressions intro-
duced in [20] and verified by comparison with the results of finite element analysis, but
only in the case of one material (Armox 500T) and one geometry (specimen P1-1).

Manuscript structure, after the introduction, comprises materials and methods, results,
discussion, and conclusions.

2. Materials and Methods

Rectangular test specimens are made of martensitic steel X 10CrMoVNb 9-1 (1.4903–by
EN 10216) cut from a pipe, and martensitic steel Armox 500T (SSAB, OxelÖsund, Sweden),
cut from a plate. In both cases, a combination of TIG and MMA welding process was
used for pipe and plate welding. In both cases S Ni 6082 (EN ISO 18274) was used as
filler material for the root and hot pass, and filler material E 19.12.3 Nb R 26 (ISO 3581)
was used for filling passes. Chemical compositions of base and filler metals are shown in
Tables 1 and 2, respectively.

Table 1. Chemical compositions of base metals.

[%] C Mn Si Ni Cr Mo B Cu V Ti Zr Altot Nb N P S

1.4903 0.08–
0.12

0.3–
0.6

0.2–
0.5 ≤0.4 8–

9.5
0.85–
1.05 / ≤0.3 0.18–

0.25 / 0.01 ≤0.04 0.06–
0.1

0.03–
0.07 <0.02 <0.01

Armox
500T 0.32 1.2 0.4 1.8 1.0 0.7 0.005 / / / / / / / 0.01 0.003

Table 2. Chemical compositions of the filler metals.

[%] C Si Mn Cr Ni Mo Nb Cu Ti P S

S Ni 6082 max 0.01 max 0.1 3.2 20.8 72.9 / 2.5 max 0.1 0.3 0.003 0.001

E 19.12.3 Nb R 26 0.02 0.9 0.7 18.0 12.0 2.7 0.4 max 0.5 / 0.02 0.02

From Table 1 it can be concluded that the base metals used, although both of marten-
sitic microstructure, have significantly different chemical compositions. This is the case
because the martensitic microstructure is not obtained in the same way. For 1.4903 steel,
martensite was achieved by alloying and consequent heat treatment, whereas for Armox
500T increased carbon content was used, as well as the heat treatment. Materials will
not behave in the same way under loading, and this can be concluded by comparing the
mechanical properties presented in Table 3 for the base metals and in Table 4 for the filler
metals. Materials with different mechanical properties are used to find out if undermatch-
ing level affects the proposed formula for stress evaluation. Namely, as one can see from
Tables 3 and 4, the undermatching coefficient, defined the ratio between weld metal and
base metal yield stress (Rp0,2), is significantly different, circa 0.9 for steel 1.4903 (400/450)
and circa 0.32 (400/1250) for Armox 500T.

Table 3. Mechanical characteristics of the base metals (BM).

BM Yield Stress [MPa] min Tensile Strength [MPa] A [%] min

1.4903 450 630–830 19

Armox 500T 1250 1450–1750 8
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Table 4. Mechanical characteristics of the filler metals (FM).

FM Yield Stress
[MPa]

Tensile
Strength [MPa] A5 [%] KV [J], 20 ◦C

S Ni 6082 min 400 min 620 min 35 min 150

E 19.12.3 Nb R 26 min 400 min 590 min 30 min 47

Test specimens were made with “V” joint for 1.4093 steel and with “X” joint for Armox
500T, as shown in Figure 1. Dimension ratios for C1 specimens (steel 1.4903) are 8/10 = 0.8,
and for P1 specimens (Armox 500T) are 7.4/7.5 = 0.99, which is practically square. Different
shapes of the specimen cross-sections and grooves are also used to find out eventual effects
of welded joint geometry on the proposed formulas for stress evaluation.
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Digital image correlation (DIC) is a powerful non-contact technique for measuring
surface displacement/strain fields, [21]. Simple geometric shapes can be treated by 2D
analysis, while more advanced, 3D analysis, should be used for more complex geometric
shapes, including welded joints, as applied and presented in [22–24]. The force during the
experiment was controlled by strain, with the rate 2 mm/min. Setup of the experiment
with the position of cameras is shown in Figure 2. Using DIC method with two cameras
(3D deformation measurement) and the Aramis software (Version 2M, GOM GmbH, Braun-
schweig, Germany) the current cross-section area can be determined. Accuracy of this
method for strain measurement is very high, in order of micrometers, so it is a suitable
method for the experiment performed here.
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Finite element method (FEM) is nowadays a widely accepted numerical tool to get
stress and strain distribution for many engineering problems, including elastic-plastic
analysis of welded joints, even in the presence of cracks, and for other complex prob-
lems, [25,26].

Here, 3D FEM is used to evaluate stress concentration. Mesh was made with 3D
linear elements, C3D8, with 8 nodes, with decreasing size in the weld metal down to
0.4 × 0.2 mm, as shown in Figure 3, where one example of meshes deformed in weld
metal is given. One quarter of specimen was modeled due to two planes of symmetry and
appropriate boundary conditions applied (one rotation and two translations fixed). Load is
defined as the negative pressure, according to the force applied and remote cross-section.
More detailed description is given in [20].
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3. Results

Typical result for strain measurement by DIC is shown in Figure 4, as obtained by the
post-processing, using software Aramis.
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The current cross-section area of the specimen was calculated using data obtained by
Aramis, as shown in Figure 5 for specimen P1-1. One of the sides was actually measured,
the opposite one taken as the mirror image, and two remaining are obtained by rotating
the measured one for 90◦ and −90◦.
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Figure 6 shows three stress–strain diagrams for both specimens, types C1 and P1,
including engineering diagram, obtained by standard tensile test, marked in black. Re-
maining two diagrams represent true stress–strain curves, one determined according to
Equations (1) and (2), marked in red, and the other one determined using measured cross-
section areas of the specimen by DIC, marked in blue. One can see that the true stress is
increased, if contraction measured by DIC (Figure 5) is taken as relevant. This is why red
curves in Figure 6 are marked as “true” and blue ones as true.
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Results of FEM calculation are shown in Figure 7 for specimen C1-1 as an example of
the procedure applied. Results for C1-1 specimen, with deformed weld metal according to
strains and contraction obtained by DIC, show equivalent stress distribution, Figure 7a,
and normal stresses distribution, Figure 7b, for the applied load 4 KN, producing remote
tensile stress 100 MPa in the narrow part of the specimen, away from the welded joint area.
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From Figure 7 it can be concluded that the difference between maximum Misses
equivalent stress and maximum normal stress is just 3.91 MPa (215.9–212 MPa) or 1.84%.
This leads to the conclusion that the equivalent stress is not the dominant parameter for
stress increase, but it is rather the stress concentration due to contraction. To calculate
the actual stress with the stress concentration taken into account, the authors propose the
following equations:

σactual
max = σTCNM (10)

where CNM is the stress concentration factor and σT is calculated as:

σT =
F

Acurrent
(11)

Stress concentration factor CNM can be separated into two factors, as follows:

CNM = CZS + CEP (12)

where Czs takes into account the welded joint geometry and CEP stands for reduction of
thickness. According to [22], Czs can be expressed for point 1, as follows:

CZS1 = 1 +
b1

2(R1 + b1)
(13)

where b1 and R1 are defined in Figure 8 for two characteristic points in a weld metal,
together with their counterparts, b2 and R2, used for calculating Czs for point 2.
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Likewise, CEP can be defined as, [22]:

CEP =
∆t

2W0
=

∆t/t0

2W0/t0
(14)

where t0 and W0 are initial values of thickness t and width W, Figure 8. Therefore, the final
expression for the stress concentration factor is:

CNM =

(
1 +

b
2(R + b)

+
∆t

2W0

)
(15)

The current cross-sectional area of the specimen (Acurrent) was calculated using the
data obtained by the DIC.

In the further analysis, numerical verification of coefficients for specimens C1-1 and
P1-1 is shown for strains immediately before the fracture:

• Specimen C1-1

C1-1
t0 = 8
[mm]

W0 = 10
[mm]

F = 48342.18
[N]

Acurrent = 63.23293
[mm2]

σT =
764.50957

[MPa]

∆t =
1.0487
[mm]

Point 1 b1 = 18.866 [mm] R1 = 58.0536 [mm] CNM1 = 1.17507091 σactual
max1

= σTCNM1 = 898.353 [MPa]

Point 2 b2 = 8.2363 [mm] R2 = 11.3768 [mm] CNM2 = 1.262405968 σactual
max2

= σTCNM2 = 965.121 [MPa]

• Specimen P1-1

P1-1
t0 = 7.5
[mm]

W0 = 7.4
[mm]

F = 35885.96
[N]

Acurrent = 46.20984
[mm2]

σT =
776.587
[MPa]

∆t =
0.412963
[mm]

Point 1 b1 = 10.2741 [mm] R1 = 35.14171 [mm] CNM1 = 1.168917692 σactual
max1

= σTCNM1 = 907.766 [MPa]

Point 2 b2 = 10.2595 [mm] R2 = 35.042 [mm] CNM2 = 1.169041427 σactual
max2

= σTCNM2 = 907.862 [MPa]

The values obtained in ABAQUS for the quarter of the specimen C1-1 and P1-1 at
the characteristic points (1 and 2) are shown in Figure 9. Stress for specimen C1-1, the
maximum equivalent stresses (von Misses) are:

SMisses1 = 901.605 MPa, i.e., SMisses2 = 1004.67 MPa (16)

For specimen P1-1, the maximum equivalent stresses (Misses) by Abaqus are:

SMisses1 = 884.737 MPa, i.e., SMisses2 = 884.888 MPa (17)
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Figure 9. Maximum equivalent stresses in MPa at the characteristic points for specimens: (a) C1-1,
(b) P1-1.

The equivalent stress values, obtained by ABAQUS and the stresses calculated by the
formulas (10)–(15), are given in Table 5. One should notice difference between stress values
in points 1 and 2 for specimen C1-1 and almost the same stress values in these two points
for specimen P1-1.

Table 5. Comparison of the maximal stresses for the specimen C1-1 and P1-1.

Specimen Calculated
σactual

max1

Abaqus
Point 1 Difference [%] Calculated

σactual
max2

Abaqus
Point 2 Difference [%]

C1-1 898.4 901.6 0.36 965.1 1004.7 4.1

P1-1 907.8 884.7 2.6 907.9 884.9 2.6

In Figures 10 and 11, actual, true, and engineering stress–strain diagrams are presented
for the specimen C1-1 and for the specimen P1-1, respectively.
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4. Discussion

In this research the new methodology for true stress–strain curves are applied to
undermatched welded joints made of different base metals, with different geometries
(cross section and groove shape). One should notice that both base metals, used in this
research, are low plasticity materials, especially Armox 500T (elongation A = 8%). Therefore,
using only Equations (1) and (2) for determining the true stress–strain diagram produced
questionable result, since the force drop is followed by the stress drop, as shown in Figure 6
for both base metals. Thus, the real contraction, as measured by 3D DIC, should be also
taken into account, providing more realistic true stress–strain curves for both base metals,
also shown in Figure 6. As already mentioned, at this stage of development, one side of the
specimen was actually measured, and the opposite one taken as the mirror image, while
the remaining two sides are obtained by rotation. Anyhow, this issue will be tackled in
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future work by using at least four cameras to measure the two sides, and get the other
two as mirror images. Measuring all the sides is probably too complicated, but it will be
considered, as well.

Anyhow, in addition to previous, stress concentration due to geometry change should
also be taken into account. Toward this end, new analytical expressions, i.e., formulas
(10)–(15) have been introduced in the scope of this research, and verified by using the
FEM. This was enabled by using results for strains and contraction, as obtained by DIC,
to form FE models with different geometries of weld metal for different load levels, as
explained in more detail in [20] using one base metal and one welded joint geometry. Here,
this methodology is applied to both base metal and welded joint geometries to investigate
eventual effects on actual stress–strain curves.

From Figures 10 and 11 one can see that actual stresses σactual
max1

and σactual
max2

differ in
specimen C1-1, while in the specimen P1-1 they are almost the same. Clearly, this is the
effect of joint shape, since V joint (specimen C1-1) has different dimensions b1 and b2, and
thus different radii of curvature R1 and R2, leading to different stress concentration factors,
as well. For the specimen P1-1, difference between σactual

max1
and σactual

max2
is negligible due to

the symmetry of joint shape (X), having approximately same values of b1 and b2, and radii
of curvature, R1 and R2, leading to almost the same stress concentration factors.

It is also important to notice that differences in stresses calculated by the proposed
formulas (10)–(15) and equivalent stresses obtained by Abaqus for the moment immedi-
ately before the fracture, Figure 9, do not exceed 4.10% (specimen C1-1, Table 5). With
this in mind, it can be considered that the proposed formulas evaluate the actual stress
correctly for different levels of undermatching and different types of weld groove, as well
as different shape ratio of the specimen cross section. Therefore, it was proved here that
the proposed methodology is a general one, and can be applied to different materials and
welded joint geometries.

One should notice that these effects are important for undermatched welded joints,
since only in this case plastic strain and stress concentration develop in the weld metal,
contrary to the overmatching welded joint, where they shift to the base metal, i.e., out of
the critical zones of welded joint. Anyhow, it is still important to analyze overmatching
effect in future research, since it is the most often case in practice.

5. Conclusions

The proposed Equations (10)–(15) proved to be sound basis to determine the actual
stress–strain diagrams for undermatching the welded joints made of different base metals
with different welded joint geometries. Actual stresses obtained by these formulas are
in good agreement with the equivalent stresses obtained by Abaqus using finite element
meshes constructed according to the geometry obtained by DIC.

It can be concluded that the actual value of the tensile strength of a welded joint is
far above the value obtained by the standard tensile testing, presented by engineering
stress–strain curves. This difference is a consequence of cross-section contraction and stress
concentration in the most deformed zone, being the weld metal in the case of undermatched
welded joint.

Cross-section contraction turned out to be an important factor in the case of low
plasticity material, as used in this research, since the usual formulas for “true” stress–
strain curves provide questionable behavior with drop of stress after maximum tensile
force is reached.

The differences in normal and equivalent stress in rectangular specimens are not
significant, leading to the conclusion that the dominant effect in rectangular specimens is
not triaxial stress state, but the stress concentration due to contraction.

Further analysis should use more ductile material to analyze their behavior with
respect to cross-section contraction and stress concentration, as well as other types of
welded joints, such as overmatching joints and different welded joint geometries, to suggest
eventual corrections to the proposed formulas.
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Abstract: The aim of this work was to include a local variation in material properties to simulate the
fracture behaviour in a multi-pass mis-matched X-weld joint. The base material was welded with
an over and under-match strength material. The local variation was represented in a finite element
model with five material groups in the weld and three layers in the heat-affected zone. The groups
were assigned randomly to the elements within a region. A three-point single edge notch bending
(SENB) fracture mechanics specimen was analysed for two different configurations where either the
initial crack is in the over or under-matched material side to simulate experimentally obtained results.
The used modelling approach shows comparable crack propagation and stiffness behaviour, as well
as the expected, scatter and instabilities of measured fracture behaviour in inhomogeneous welds.

Keywords: weld metals; welded joints; damage mechanics; finite element analysis; crack growth;
ductile fracture

1. Introduction

Many researchers [1–6] who deal with numerical simulations of the strength and
fracture behaviour of welds are looking for a suitable numerical universal tool to describe
as faithfully as possible the behaviour of a weld with a crack. In particular, they focus on
crack propagation through different strength weld materials, as, in the case of confirmation
of the correctness of these tools, simulations can be performed for different weld shapes
and for different materials and different loading methods [7–9].

Welded joints represent heavily inhomogeneous material regions of structures, which
result in a local crack driving force and in a crack path deviation, where a crack propagates
through different strength regions. The effect is also reflected globally in the force vs.
displacement load curve. Many researchers [10–16] have investigated the influence of
the material properties’ inhomogeneities in a welded joint on fracture behaviour using
experimental and numerical methods. They developed an approach for local crack driving
force determination based on the configurational force concept [17]. The local crack driving
force is calculated by post-processing followed by a classical finite element analysis as
the sum of a far-field crack driving force and additional material inhomogeneity term.
Many studies have been published for different material inhomogeneity configurations and
spatial variations in material properties. They studied the effect of material inhomogeneities
for discrete jumps of material properties at the interfaces, as well as continuous variation in
properties in biomaterials. In the numerical simulations, they were focused on the point of
crack initiation of the stable crack growth [16], where they obtained a good match between
the experimental and numerical results, but, in the case of crack growth, they received
significant deviations due to the crack deviation from the initial pre-fatigue crack plane.

Globally, distinct strength inhomogeneous welds are repair multi-pass welds in high
loaded structures, where the part of the weld with the defect must be removed by grooving
and filling with an under-strength filler material. If hidden defects such as pores or
non-melted situ occur during repair welding, a crack is initiated in the low-strength
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weld material and propagates towards the high-strength part of the weld. Globally, two
regions with different material properties affect the local crack driving force magnitude
and direction, which influence crack growth rate and deviates the crack path from the
initial straight. Some fracture instabilities can be caused by the extremely increased local
crack driving force by the material inhomogeneity in the cases where the crack propagates
from the over to under-strength material, and vice versa, the crack can be arrested by the
diminishing local crack driving force in the case where the crack approaches the interface
from the lower strength material.

To ensure the structure integrity of the weld in the presence of a crack, it is important
to estimate the residual load capacity through the force displacement load curve.

The purpose of the study is to present the numerical simulation results of the load
vs. crack mouth opening displacement (CMOD) curve for the propagating cracks through
globally and locally inhomogeneous welds, taking into account the local mechanical
properties obtained from the standard and mini tensile specimens (MTSs), as well as with
the empirical correlation between the microhardness and strength.

The subject of the numerical simulation is the fracture behaviour of a multi-pass
inhomogeneous weld consisting of two different filler materials with an initial crack in the
under-strength weld part growing towards the over-strength half and with an initial crack
in the over-strength weld part growing towards the under-strength weld half.

It is well-known that weld joints have inhomogeneous mechanical properties. These
usually appear in multi pass mismatched welds, where the properties are combined in
order to achieve the desired fracture behaviour. Typically, the combination of mechanical
properties in a mismatched weld are the following: one half under (UM) and one half over
(OM) matched weld material, and on both sides of the heat affected zones (HAZs) and base
material (BM). Usually, the weld material should be an OM weld metal in order keep the
OM material elastic, while plasticity starts in the BM. Therefore, the higher probability to
failure is expected in the BM or HAZ than the OM weld metal. The combination of selected
weld materials can, therefore, affect the stiffness response and crack paths of the weld joint
significantly. Thus, the structural integrity of the cracked mismatched weld joint depends
mainly on the fracture toughness of the cracked zone and loading condition [18–20].

The local mechanical properties at the BM, HAZ and inhomogeneous weld should be
considered in order to consider the structural integrity for designing the weld structures.
In the past, detailed experimental investigations were carried out for multi pass welds to
analyse the local mechanical performance inside the weld and HAZ [21–25] in the SENB
specimen. It is known that mechanical properties such as spatial yield stresses vary within
the hardener and softer zones (HAZs) and the weld region. Therefore, this local material
inhomogeneity should be considered in the finite element (FE) simulation, as in the latest
approaches [26–28].

However, a sufficient approach for modelling a multi pass weld does not exist yet,
and is required to analyse failure potentials (crack paths) for welded structures. With such
a model, critical welds inside large structures (pressure vessels, welded components, etc.)
can be analysed and optimised to reach damage tolerant behaviour.

2. Materials and Experiments

In our case, we focused on two materials deposited in multi pass “X” -welded joints,
with two crack configurations, either the initial crack in the UM (configuration 1) or OM
(configuration 2) weld site, according to Figure 1 and Table 1. NIOMOL 490 was used as a
base metal (BM), FILTUB 75 as an OM and VAC 60 as UM materials for the weld.
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The material NIOMOL 490 is a high-strength low-alloy fine grain steel, with retard 
to coarse grain growing in the heat affected zone. Therefore, NIOMOL 490K has very good 
weldability and it is possible to welded without preheating with low strength consumable 
materials, e.g., VAC60. The mechanical properties and chemical compositions of the BM, 
the OM and UM weld metals are provided in Tables 2 and 3. A flux cord arc welding 
(FCAW) procedure was applied, and two different tubular wires were selected for weld-
ing in order to produce welded joints in over- and under-matched (OM and UM) config-
urations. The heat input of each weld pass was between 15 and 18 kJ/cm, corresponding 
to the cooling time between 500 and 800 °C ∆t8/5 = 8 − 12 s. Such weld metal configurations 
are common for repairing welding. 

Table 2. Tensile mechanical properties. 

Material Lebel Rp02 [MPa] Rm [MPa] M Charpy, Kv 
Base material NIOMOL 490 510 650 - >60 J at −50 °C 
Over matched FILTUB 75 700 780 1.37 >40 J at −50 °C 

Under matched VAC 60 437 556 0.86 >80 J at −50 °C 

Table 3. Actual chemical composition (in weight %). 

Material C Si Mn P S Cr Mo Ni 
Base material 0.123 0.33 0.56 0.003 0.002 0.57 0.34 0.13 
Over matched 0.040 0.16 0.95 0.011 0.021 0.49 0.42 2.06 

Under matched 0.096 0.58 1.24 0.013 0.16 0.07 0.02 0.03 

To determine the tensile behaviour, experimental testing of five specimens was car-
ried out to collect the yield strengths Rp02 and Rm as a reference for the material model 
development. 

The base material properties were kept constant, while the weld metal properties 
varied. This variation is described by the mismatch factor: 
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Figure 1. Schematic position of a mechanical notch in a bi-material welded SENB specimen.

Table 1. Tensile mechanical properties.

Configuration Crack Growth
Direction Material 1 Material 2

I UM→ OM OM (FILTUB 75) UM (VAC 60)
II OM→ UM UM (VAC 60) OM (FILTUB 75)

The material NIOMOL 490 is a high-strength low-alloy fine grain steel, with retard to
coarse grain growing in the heat affected zone. Therefore, NIOMOL 490K has very good
weldability and it is possible to welded without preheating with low strength consumable
materials, e.g., VAC60. The mechanical properties and chemical compositions of the BM,
the OM and UM weld metals are provided in Tables 2 and 3. A flux cord arc welding
(FCAW) procedure was applied, and two different tubular wires were selected for welding
in order to produce welded joints in over- and under-matched (OM and UM) configurations.
The heat input of each weld pass was between 15 and 18 kJ/cm, corresponding to the
cooling time between 500 and 800 ◦C ∆t8/5 = 8–12 s. Such weld metal configurations are
common for repairing welding.

Table 2. Tensile mechanical properties.

Material Lebel Rp02 [MPa] Rm [MPa] M Charpy, Kv

Base material NIOMOL 490 510 650 - >60 J at −50 ◦C
Over matched FILTUB 75 700 780 1.37 >40 J at −50 ◦C

Under matched VAC 60 437 556 0.86 >80 J at −50 ◦C

Table 3. Actual chemical composition (in weight %).

Material C Si Mn P S Cr Mo Ni

Base material 0.123 0.33 0.56 0.003 0.002 0.57 0.34 0.13
Over matched 0.040 0.16 0.95 0.011 0.021 0.49 0.42 2.06

Under matched 0.096 0.58 1.24 0.013 0.16 0.07 0.02 0.03

To determine the tensile behaviour, experimental testing of five specimens was car-
ried out to collect the yield strengths Rp02 and Rm as a reference for the material model
development.

The base material properties were kept constant, while the weld metal properties
varied. This variation is described by the mismatch factor:

M =
σYW

σYB
(1)
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where σYW and σYB present the yield strength of the weld metal and the yield strength of
the base metal, respectively. The weld metal is commonly produced with a yield strength
greater than that of the base plate; this case is designated as overmatching (OM) with
the mismatch factor M > 1. However, an increasing use of high-strength steels forces
the fabricator to select a consumable with lower strength to comply with the toughness
requirements, which are designated as under-matching (UM), where M < 1.

Later, the local variation in the tensile behaviour was tested and analysed in the
weld for the UM and OM weld material, as well as the HAZ, by using a set of mini
tensile specimens (MTSs). The orientation and position of both set of specimens is shown
in Figure 2. MTSs are fabricated by wire spark eroding techniques. MTS testing was
performed by uniaxial testing under a constant stroke velocity of 0.1 mm/min and by laser
extension measurement, with an initial length of 8 mm.
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With the presented sample, a three-point SENB specimen was analysed in accord-
ance with the standard ASTM E1820. The sample thickness was W = 25 mm, and the initial 
crack length a0 = 11.2 mm (configuration 1) or 7.9 mm (configuration 2). Figure 4 shows 

Figure 2. Positions of tensile specimens in weld joint and geometry of MTSs: (a) orientation and position of round tensile
specimen in weld metal; (b) round specimen geometry; (c) orientation and position of set of mini tensile specimens in weld
metal; (d) mini tensile specimen geometry.

The local mechanical properties for the OM and UM weld material and corresponding
HAZ are presented in Figure 3.
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Figure 3. Results of tensile testing of both welded metals from mini tensile specimens: (a) under-match weld joint;
(b) over-match weld joint.

With the presented sample, a three-point SENB specimen was analysed in accordance
with the standard ASTM E1820. The sample thickness was W = 25 mm, and the initial crack
length a0 = 11.2 mm (configuration 1) or 7.9 mm (configuration 2). Figure 4 shows schematic
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view of specimen orientation in a welded plate and testing manner. The fracture toughness
testing was performed at room temperature, 24.5 ◦C, and under a constant stroke velocity
of 0.5 mm/min. The CMOD versus the reaction force F was recorded and compared
with the simulation results. The experiments are performed at room temperature (+24 ◦C)
for standard, mini tensile and three point bending specimens by the servo-hydraulic
testing machine INSTRON. A single specimen method was used for the crack tip opening
displacement (CTOD) testing according to the standard BS 7448 [29]. The CTOD tests
were performed under displacement control at a loading rate of 1 mm/min. The load (F),
the load point displacement, and the crack mouth opening displacement (CMOD) were
recorded. Figure 10a shows the experimentally obtained F vs. CMOD load curve where,
after a certain amount of stable crack propagation in the OM metal and after achieving the
maximum load, a step of unstable crack propagation is exhibited, followed by stable crack
growth in the UM metal.
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(b) specimen for three point bending fracture toughness testing.

3. Finite Element Simulation

A two-dimensional model of a three-point SENB specimen was modelled according to
the testing procedure and specimen geometry, as is shown in Figure 5. All simulations were
performed using a commercial finite element method software, SIMULIA Abaqus [30], an
implicit dynamic solver with the quasi-static application (quasi-static loading also applied
in hardware). The FE model was assembled with the specimen-welded structure and the
loading roller (16 mm in diameter) as an analytic rigid body. Displacement over time was
defined on the upper roller. The supports on both sides were modelled with the prescribing
boundary conditions (y = 0) at two nodes; therefore, neighbouring elements had local
linear elastic material definition due to stress concentration issues. Therefore, the FE model
complexity and computation time were reduced, but the results were not affected by the
simplification.
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Figure 5. Schematic view on model for FEM with partition for each material enrolled in analysis: (a) UM/OM configuration
1 (initial crack in UM); (b) OM/UM configuration 2 (initial crack in OM).

The analysed samples are discretised with plane strain finite elements (first order,
CPE4 in the region of interest and CPE3 in the not interested regions). A structured mesh
with quad elements (size 0.25 mm) was applied between the weld materials and the HAZ.
Towards the outside, the element size increased up to 2.0 mm in length, since in this region,
the influence on the overall behaviour can be neglected (Figure 6). The FE model consisted
of 18,364 finite elements with 18,525 nodes and 18,359 finite elements with 18,525 nodes,
as is referred in Table 4, for initial crack in OM and initial crack in UM, respectively. The
model thickness was B = 25 mm as it was on the tested sample.

The analysed model for configuration 1 consisted of base material, and over- and
under-matched material (Figure 5). The initial notch was one finite element wide; the notch
length was according to the fatigue pre-crack length in Section 2. Since the mechanical
properties within the HAZ change with the distance from the weld interface, three layers
of equal thickness of HAZ were defined to describe the material properties’ variation in
the HAZ. Table 5 shows average material properties.

Table 4. Configuration of both models for FEM analysis.

Sample Configuration Number of Elements Number of Nodes

1 (initial crack in UM) 18,350 18,525
2 (initial crack in OM) 18,364 18,525
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Figure 6. Model for FEM analysis with crack tip in the middle of the weld metal: (a) mesh of the entire model; (b) detailed
mesh in the relevant area.

Table 5. Material parameters for reference BM, OM and UM.

Material Model E [GPa] ν [-] Rp02 [MPa] ε
pl
0 [-] upl

f [mm]

Base material 210.0 0.3 530 0.08 0.5
Over matched 210.0 0.3 605 0.08 0.3

Under matched 210.0 0.3 430 0.08 0.3

In addition to the elastic-plastic material model, the ductile damage formation [31]
was considered for the BM, OM and UM materials. All material parameters (Young’s
module, Poisson’s ratio, plastic strain hardening curve, plastic strain at damage initiation
and critical plastic displacement) were defined according to the uniaxial tensile testing
response in Section 2. We used an elastic-plastic ductile damage material model to describe
material behaviour because the comparison between curves from tensile experimental
testing (full lines) and simulations (dotted lines) showed excellent agreement with each
other, and they are plotted in Figure 7. The material damage properties were calibrated for
the finite elements size of the tensile specimen model, and the same size was used for the
three-point SENB specimen.
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Figure 7. Average mechanical tensile properties obtained by standard tensile testing of round tensile
specimens, as is shown in Figure 2a.

The used material models were the base for the material models defined inside the
weld and HAZ. As presented above, the global mechanical properties were inhomogeneous
in the model, and exhibited a slight local variation inside each material region. Our main
goal was to use a modelling technique that includes small local variations in the measured
values inside global material regions. The curve shapes were used for given regions and
scaled according to the variation in the yield strength Rp02 measured with micro tensile
specimens.

We focused on the Rp02 and Rm values and created five groups for the UM and OM
material with respect to how many measured points were inside each group-shares on
each level, as seen in Table 6. Figure 8 illustrates the grouping based on the Rp02 values.
Therefore, five material models were created for the UM and OM, and they were based
on the reference curve model, as shown in Figure 7, where the true plastic-stress values
and damage parameters were scaled according to Table 6. The length interval of each
group was proportional to the frequency of properties on the strength level. Further, all
elements inside a weld material were assigned randomly to a property, with respect to the
shares of each material/group. Figure 9 show the random distribution of elements, with
five different mechanical properties for both specimens with different two-filled material
properties.
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Table 6. Groups of mechanical properties used in FEM analysis.

Group Rp02 [MPa] Rm [MPa] Share

OM weld materials region

1 640.4 730.1 16%
2 664.6 745.2 16%
3 688.8 760.3 24%
4 712.9 775.4 12%
5 737.1 790.5 32%

UM weld materials region

1 419.5 520.2 27%
2 435.4 533.7 35%
3 451.4 547.3 12%
4 467.3 560.9 23%
5 483.2 574.4 4%

HAZ at OM side
HAZ1 578 707
HAZ2 471 614
HAZ3 539 634

HAZ at UM side
HAZ1 573 647
HAZ2 504 599
HAZ3 545 640

Figure 9. Random distribution of 5 group of mechanical properties in mesh elements for both combinations of specimens:
(a) UM/OM configuration 1 (initial crack in UM); (b) OM/UM configuration 2 (initial crack in OM).

The HAZ was modelled with three equal thick layers (1.25 mm wide, Figure 9)
according to the variation in material properties in the HAZ, see Table 5 and Figure 3,
with scaling of the plastic-stress values and damage parameters. The input parameters
for the scaling were the averages of the Rp02 and Rm values from both sides of the weld.
An example of the FE-Model with five groups for the UM/OM weld and additional three
layers for the HAZ is presented in the Figure 9.

4. Results

The reaction force on the middle loading roller and the CMOD were measured and
compared between the experimental and simulation responses for the three-point SENB
specimen. As mentioned above, the material properties were assigned randomly to the
elements inside each of the two weld regions; therefore, three models were analysed to
show the influence of the random distribution/assignment.

Figure 10 shows the reaction force versus CMOD for the two configurations compared
with the experimental curves. The behaviour between FE simulation and experimental
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testing showed a similar response along the whole loading and unloading sequences, as
well as some instabilities came out from the simulation, as they appeared during fracture
mechanics testing.
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Figure 10. Loading curves for both specimens obtained by experimental measurements and numerical simulations:
(a) UM/OM configuration 1 (initial crack in UM); (b) OM/UM configuration 2 (initial crack in OM).

Figure 10a shows the case when the crack start propagates from the UM along the
symmetry line and then bends on the interface between the UM and OM material region
and continues along the interface between OM and the neighbouring HAZ region for the
UM/OM configuration. Nearly the same observations were seen in the fracture mechanics
experiment. The three numerical models (configuration UM/OM) with different material
properties distribution, predicted different crack propagation paths due to the slightly
different material properties distribution. Nevertheless, the stiffness behaviour predicted
by the three random distributions was very similar.

In order to present the stress state at characteristic points of loading F vs. CMOD, for
each numerically obtained curve five characteristics points were selected, marked by I.–V.
Figure 11a I. Shows that the highest von Mises stress concentration appeared far from the
crack tip and behind the fusion line between the UM and OM weld metal. Figure 11a II.
shows that the crack path follows the maximum von Mises stress path (left or right) from
the crack tip to the HAZ-OM-UM triple point, where the crack turned and propagated
between the over-matched weld metal and the HAZ. Figure 11a from III. to VI. shows that
the maximum von Mises stress remained at the crack tip between the OM and HAZ fusion
line. Figure 11b I. shows that the maximum von Mises stress appeared at the crack tip in the
OM weld metal. At the point of maximum sustained loading (Figure 11b) II. a maximum
von Mises area appeared in the OM and stable crack growth straight to the fusion line
between the OM-UM weld metal, as shown in Figure 11b III.–VI. The numerically obtained
results, which were compared with the experimental fracture behaviour of the three-point
SENB standard specimens by ASTM E-1820, showed a good agreement on the load vs.
crack mouth opening displacement curves, as well as a comparable match between the
numerically simulated and metallographic measurement deviation of the crack paths. The
simulation results show that the fracture behaviour of a three-point SENB specimen with
a crack in the middle of a globally heterogeneous weld with good agreement with the
experimental results can be described on the basis of tensile stress-strain curves obtained
from standard, and scaled with mini-tensile specimens, for each material microstructure.
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Figure 11. Crack path obtained by FEM simulation of both specimens in characteristic points of loading: (a) UM/OM con-
figuration 1 (initial crack in UM); (b) OM/UM configuration 2 (initial crack in OM). 

Figure 11. Crack path obtained by FEM simulation of both specimens in characteristic points of loading: (a) UM/OM
configuration 1 (initial crack in UM); (b) OM/UM configuration 2 (initial crack in OM).
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Figure 12 shows crack paths for both specimens made by polishing and etching of
both halves of the tested specimens.
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5. Conclusions

A numerical investigation was carried out to analyse the effect of local variation
in material properties to simulate fracture behaviour in a mismatched X-weld joint. We
simulated the fracture behaviour of the strength mismatched multi pass welds numerically
successfully by using global and local variations in material properties. The input data
were the mechanical material property curves measured from the standard and mini-
tensile tests. In the simulations we used the elastic-plastic and ductile damage model
in the ABAQUS [31] software by arranging five local areas randomly for varying local
properties. The random variation in local material properties where the proportion of one
property remains constant did not cause significant deviations between the results of the
numerical simulations up to the maximum load for both simulated configurations. The
response curves differed after maximum load during the damage process, and the same
deviation appeared from the experimentally obtained response. We demonstrated that
the response mainly has an effect on the local variation in the properties, which evidently
appeared in the multi pass welds. The local crack growth instability phenomena appeared
simultaneously in the simulation for configuration 1, as is seen from the experimental
curve. We can conclude that, by the using finite element simulation, it is possible to analyse
fracture behaviour of the strength mismatched weld in detail by using global and local
material properties in the elastic-plastic ductile damage model.

The numerical results also show that the local changes in tensile properties in the
microstructure of an individual weld material (either in the OM or the UM) affect the load
crack mouth opening curve obtained during fracture mechanical testing of the bending
specimen significantly, as well as local instabilities were detected by the simulation. We
conclude that, due to the random distribution of locally unequal strength areas, we will
always obtain a partially different load curve; nevertheless we can describe the fracture
behaviour with very good accuracy globally with the damage model.

The following conclusions appeared in this study:

• The mechanical properties inside a multi pass weld region and HAZ are not constant,
and this inhomogeneity should be included in FE simulation. An FE-modelling
approach, where different properties inside a weld are distributed randomly, and
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where the inhomogeneity of the HAZ is included, shows sufficient correlation with
the experimental results;

• Similar stiffness responses, reaction force versus CMOD between experimental and
simulation were observed. Small changes in crack paths appeared due to the idealised
weld geometries;

• FE-modelling with randomly distributed material properties should be considered
further, together with simulation of similar welded structures, especially those weld
connections that present a “weak-spot” for the entire structure.
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Abstract: Current standards related to welded joint defects (EN ISO 5817) only consider individual
cases (i.e., single defect in a welded joint). The question remains about the behaviour of a welded joint
in the simultaneous presence of several different types of defects, so-called multiple defects, which is
the topic of this research. The main focus is on defects most commonly encountered in practice, such
as linear misalignments, undercuts, incomplete root penetration, and excess weld metal. The welding
procedure used in this case was metal active gas welding, a common technique when it comes
to welding low-alloy low-carbon steels, including those used for pressure equipment. Different
combinations of these defects were deliberately made in welded plates and tested in a standard way
on a tensile machine, along with numerical simulations using the finite element method (FEM), based
on real geometries. The goal was to predict the behaviour in terms of stress concentrations caused by
geometry and affected by multiple defects and material heterogeneity. Numerical and experimental
results were in good agreement, but only after some modifications of numerical models. The obtained
stress values in the models ranged from noticeably lower than the yield stress of the used materials
to slightly higher than it, suggesting that some defect combinations resulted in plastic strain, whereas
other models remained in the elastic area. The stress–strain diagram obtained for the first group
(misalignment, undercut, and excess root penetration) shows significantly less plasticity. Its yield
stress is very close to its ultimate tensile strength, which in turn is noticeably lower compared with
the other three groups. This suggests that welded joints with misalignment and incomplete root
penetration are indeed the weakest of the four groups either due to the combination of the present
defects or perhaps because of an additional unseen internal defect. From the other three diagrams, it
can be concluded that the test specimens show very similar behaviour with nearly identical ultimate
tensile strengths and considerable plasticity. The diagrams shows the most prominent yielding, with
an easily distinguishable difference between the elastic and plastic regions. The diagrams are the
most similar, having the same strain of around 9% and with a less obvious yield stress limit.

Keywords: welded joint; finite element method (FEM); multiple defects; stress concentration

1. Introduction

Welded joints are of crucial importance for structural integrity due to their crack sensi-
tivity and material heterogeneity [1,2]. For this reason, welded joints are often locations
for stress concentration and crack initiation and growth. The fact that welded joints are
typically accompanied by defects (to a lesser or greater extent) further emphasises their
importance when assessing the integrity of welded structures. The standards EN ISO 5817
and SRPS EN ISO 6520-1 define the acceptability criteria for welded joint defects, but they
consider the presence of a single type of defect in a welded joint. Some other procedures,
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such as the formerly used PD6493 (which was updated into the BS 7910 standard), consider
multiple different defects, but only if they are presented as one large single defect [3]. The
subject of multiple defects in welded joints was considered by researchers, but to a far
lesser extent. Jovičić et al. [2] pointed out the problems that can occur in welded joints
due to their geometry, as defects may cause considerable local increase in stress, possibly
resulting in crack initiation. In [1], the same authors analysed the effect of multiple defects
on fatigue in the existing standard EN ISO 5817, implying that this widely used standard
has additional room for improvement. On the other hand, Kozak et al. [4] considered
the influence of stresses induced by linear vertical misalignment of cylindrical parts of
a pressure vessel, a case that occurs frequently in practice. Other authors, such as Cerit
et al. [5], also focused on the numerical analysis of the influence of defects in welded joints,
centred on a specific type of defects—undercuts. As can be seen, even if multiple defects
are considered, they are actually repeated single defects, treated using a combination of
methods previously mentioned, including both experimental and numerical approaches.
Initial steps in this direction can be seen in [6].

In terms of defects, the main focus here is on vertical misalignment of plates, along with
excess weld metal, incomplete root penetration, and undercuts. Different combinations
of these defects (usually three) are introduced along the length of the welded joint for
each plate. The material heterogeneity of welded joints was also taken into account when
analysing the behaviour of both experimental test specimens and numerical models made
using the finite element method. In addition to the influence of welded joint geometry
resulting from the presence of multiple defects on the integrity, the effects of different
microstructures in a welded joint should be taken into account, as they can affect the
direction in which crack propagation and failure take place. It is of great importance
to mention that when analysing the heterogeneity of welded joints, all three zones (the
parent material, the heat-affected zone, and the weld metal) should be considered in terms
of their different mechanical properties resulting from the welding procedure itself. In
this case, only the weld metal and the parent material were taken into account, whereas
the heat-affected zone will be observed separately in future experiments and numerical
analysis once the approach described here is sufficiently developed and verified.

Hence, it can be seen that the ultimate goal of this paper (and the research that it is
a part of as a whole) is to unify all factors that influence the behaviour and integrity of
welded joints and structures in the presence of multiple defects, with a particular focus on
those that occur frequently in practice.

The research presented in this paper involved a number of stages, which will be
explained in detail—starting with the welding of plates with specific defect combinations,
followed by numerical simulations based on the dimensions measured on the welded
plates, after which the tensile tests were performed, with the goal of verifying the obtained
numerical results. Once these comparisons were made, it was concluded that additional
analyses are necessary for some numerical models and their corresponding specimens in
order to improve the existing models so that they would represent the specimen behaviour
more realistically.

Compared with other studies [6], the present research is considering a different
approach—taking into account defects and a combination of defects, combining experi-
mental and numerical method approaches, thus assessing the structural integrity of the
effect of multiple different defects in the welded joint.

2. Materials and Methods

The methods used for these investigations represent a combination of tensile testing
of welded joint specimens made of common low-carbon low-alloy steel and numerical
simulations of the same specimens. Thus, the main approach was to combine experimental
and numerical methods in order to determine and describe the effect of multiple different
defects simultaneously present in the welded joint on its structural integrity.
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The parent material used in the research is a common structural steel, S235JR steel [6],
with the aim of developing the research methodology, which will later be used also for
higher-strength steels. Tables 1 and 2 show the chemical composition and mechanical
properties of S235JR steel, respectively. The wire VAC 60 was used as a filler material due to
its good mechanical properties (Table 3), suitable chemical composition for the purpose of
this investigation (Table 4), and availability. This combination of parent and filler materials
resulted in significant overmatching since its yield stress was well above that of the parent
material. This fact, along with nonstandard welded joint geometry, largely contributed to
the results obtained by both numerical and experimental analyses.

Table 1. Chemical composition of S235JR steel [6].

Element C Mn P S N Cu

(%) 0.17 1.4 0.035 0.035 0.12 0.55

Table 2. Mechanical properties of S235JR steel [6].

Material Yield Stress
ReH (MPa)

Tensile Strength
Rm (MPa)

Thickness
(mm)

S235JR 235 360–510 12

Table 3. Mechanical properties of VAC 60 [7].

Material Yield Stress
ReH (MPa)

Tensile
Strength

Rm (MPa)

Elongation
(%)

Toughnessat
−40 ◦C

(J)

VAC 60 >410 510–590 >22 >47

Table 4. Chemical composition of VAC 60 [7].

Element C Si Mn P S

(%) 0.08 0.9 1.5 <0.025 <0.025

Regarding the preparation of the tensile test specimens, three specimens with a length
of 200 mm and a cross section of 25 × 10 mm2 were cut out from each group of defects.
The welded plates were made of two pieces with 500 × 200 mm dimensions, which were
then welded with one defect combination in the first half and a different combination in
the second half. As a result, four different defect combinations were obtained for half a
welded plate each. Hence, a total of 12 specimens were subjected to tensile testing in order
to obtain more accurate results in accordance with relevant standards.

The welding parameters that were used for the MAG procedure are shown in
Tables 5 and 6 for welded joints with and without misalignment. As regards the filler
material used, the VAC 60 wire diameter was 1.6 mm.

Table 5. Welding parameters for joints with misalignment.

Layer Interpass
Temperature

Current
(A)

Voltage
(V)

Welding Speed
(mm/s)

Heat Input
(kJ/mm)

Root Below 150 91 18.8 1.7 0.91
Fill 1 Below 150 110 19.4 2.6 0.74
Fill 2 Below 150 120 19.8 1.9 1.12
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Table 6. Welding parameters for joints without misalignment.

Layer Interpass
Temperature

Current
(A)

Voltage
(V)

Welding Speed
(mm/s)

Heat Input
(kJ/mm)

Root Below 150 111 19.3 2.2 0.87
Fill 1 Below 150 141 23.9 3.2 0.95
Fill 2 Below 150 150 22 4.1 0.71

The tensile tests in this research were performed at the Military Technical Institute in
Belgrade on an Instron tensile test machine (load capacity of 250 kN). The tensile testing
equipment that was used are shown in Figure 1. The test specimens were divided into four
defect combination groups. As can be seen in the figure, the specimens were not machined,
and the original geometry obtained during welding was preserved. The cross-section area
of the specimens was 250 mm2 (25 × 10), whereas the expected tensile strength was around
360 MPa. Based on these values, it was determined that failure of the specimens should be
expected at load levels of 90–95 kN, which was confirmed by an experiment. Tensile tests
were thoroughly monitored, including the making of images of all four types of specimens,
which will be shown at a later point in this paper. As a result, force-displacement diagrams
were obtained, which can then be used to determine the stress–strain curves for the needs
of numerical simulations.

Figure 1. Instron tensile test machine used for the experiments.

Experiment preparations were performed in accordance with the EN ISO 15614-
1:2017 standard (welding specification and qualification), and the specimens were also cut
according to this standard’s recommendations. With regard to the tensile test experiment,
it was performed based on the standard PN-EN ISO 4136:2013 for destructive testing of
welded joints in metallic materials, which is closely related to the EN ISO 6892-1:2020
standard, commonly used for such applications.

Finite element methods were used for numerical simulations due to their simplicity,
efficiency, and repeatability, as shown in [6–16], where Abaqus 2017 was used in similar
analyses. Both elastic and plastic behaviours were defined in these models, for the parent
material and weld metal, using data from Tables 1 and 3 as the input data for the simulation
of specimen behaviour under tensile loads. When defining plasticity, Abaqus requires
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the calculation of true stresses and strain based on the values taken from the stress–strain
diagram. This approach was used in the numerical models, which will be shown here.
Thus, before being used as input data, stress and corresponding strains are converted into
their true values using well-known formulas [17]:

σtrue = σ(1 + ε) (1)

εtrue = ln(1 + ε) (2)

where σ and ε are engineering stress–strain values.

3. Finite Element Method Simulations

In this research, a total of four numerical models were made with combinations of
defects, as shown in Figures 2–5. The finite elements used were CPS4R, four-node bilinear
plane stress quadrilateral elements, and their number was around 7500 to 8900 for all
models except for the one in Figure 5, which had 17,800 finite elements.

Figure 2. Model with excess weld metal, incomplete root penetration, and undercut.

Figure 3. Weld metal sagging and incomplete root penetration.

Figure 4. Model with vertical misalignment, incomplete root penetration, and undercut.

Figure 5. Model with vertical misalignment, undercut, and slight excess root penetration.

The defects represented by the model correspond to the ones in real welded plates in
terms of both location and dimensions. Regarding the boundary conditions, one vertical
edge of each model is fixed. The load is defined on the opposite edge in the form of tension
with a magnitude of 100 MPa. Which side of the model is fixed and which is subjected to
tensile loads depends on the experiment—it is based on how the specimen is placed in the
tensile test machine since not all specimens are facing the same direction. One advantage
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of the numerical approach is that boundary conditions and loads can easily switch places
if there is a need (e.g., when it turns out that the test specimen is placed in the tensile
test machine in the opposite direction). In other words, there is always a possibility that
the boundary conditions and loads in the model will be defined in one way, but the real
specimen will be placed in the tensile test machine in a way that the tensile load is applied
on the end of the specimen that was assumed to be fixed in the model and vice versa.
Normally, this would not matter, but the geometry resulting from various defects makes
the test specimens asymmetric, which means they will behave in different ways depending
on which end is fixed and which is subjected to tension.

The results of each simulation, with the main focus on stress distribution, are shown
in Figures 6–9. Stress magnitudes are observed in order to determine the locations of
stress concentrations and their relation to the defects. These results were also used as
a base in the aforementioned previous research [6]. The comparisons made during that
stage of the investigation were the inspiration for the following work in order to explain
the somewhat unexpected behaviour that was obtained as a result. As can be seen in
Figures 6–9, stress concentrations are indeed highest at the locations of various defects due
to the load direction and irregular geometries. In the case of models without misalignment,
stress is concentrated in the weld metal, but is still well below the yield stress; thus no
plastic strain is induced. Stresses in the parent material remained in the safe (elastic)
region. Regarding the models with misalignments, there are two significantly different
observations: they had two different locations with noticeably higher stress, and the highest
stresses were observed in the parent material, both slightly exceeding the yield stress, which
made these cases less favourable despite the overall lower maximal values compared with
the first two models. More particularly interesting results were obtained once tensile tests
were performed and numerical and experimental results were compared with each other.

Figure 6. Results for the model with excess weld metal, incomplete root penetration, and undercut.

Figure 7. Results for weld metal sagging and incomplete root penetration.
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Figure 8. Results for vertical misalignment, incomplete root penetration, and undercut.

Figure 9. Result for vertical misalignment, undercut, and slight excess root penetration.

4. Experimental Results

It is common practice to verify the results of numerical simulations via experiments,
which typically involve numerous types of destructive and nondestructive test methods,
as can be seen in [18–29]. The experimental stage that followed numerical simulations
involved testing four groups of specimens with each group consisting of three specimens
with one of four defect combinations. These specimens, with a cross section of 25 × 10 mm,
were cut out of plates with corresponding defect combinations (Figure 10a–d).

Figure 10. Cont.
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Figure 10. Tensile test specimens with different defect combinations: (a) group I—misalignment, undercut, slight excess
root penetration; (b) group II—misalignment, undercut, incomplete root penetration; (c) group III—weld face sagging,
incomplete root penetration; (d) group IV—excess weld metal, undercut, incomplete root penetration.

Figures 11–14 show the tensile test specimens during different stages of the experiment
and illustrate how they deformed until fracture for all four groups. This was used for
comparison with the obtained numerical results to determine whether the real stress
concentration locations (as well as the location where failure occurred) correspond to the
ones obtained by the numerical models.

Figure 11. Tensile test specimens during the experiment (misalignment model with slight excess root
penetration and undercut) from the initial state to fracture.

Figure 12. Tensile test specimens during the experiment (misalignment model with incomplete root
penetration and undercut) from the initial state to fracture.
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Figure 13. Tensile test specimens during the experiment (weld metal sagging and incomplete root
penetration) from the initial state to fracture.

Figure 14. Tensile test specimens during the experiment (excess weld metal, undercut, incomplete
root penetration) from the initial state to fracture.

5. Discussion of the Initial Results

Figures 7 and 12 (numerical and experimental results for the misalignment model
with incomplete root penetration and undercut), as well as Figures 9 and 14 (numerical
and experimental results for the model with excess weld metal, undercut, and incomplete
root penetration), indicate only partial agreement between the numerical simulations and
the actual experiment. Stress concentrations in both cases are similar and quite high in
the undercut (weld face) but different in the root. As can be clearly seen in Figure 12,
a crack initiated in the lower part of the root in the tensile test but was on the opposite
side of the root (near the ‘higher’ plate) in the numerical model (Figure 7). In both cases,
failure would initiate in the root, although at different locations. The way in which the
tensile test specimen ultimately failed indicates a significant plastic strain occurring in
the undercut after a certain crack length is reached in the root side. The same is implied
by the numerical model, wherein stresses in the undercut are only slightly lower than
the main stress concentration in the weld root region. Several possible explanations for
this phenomenon are considered: the presence of additional internal defects caused by
intentionally poor welding; the need for a more detailed information about the heat-affected
zone, which is not considered in this research; and the possibility of modelling the same
case with an initial crack in the weld root zone, in order to see how this would affect the
stress distribution and overall deformation of the model.

Without the misalignment, however, models and experiments have shown very good
agreement in terms of deformation. Test specimens have shown crack growth along the
fusion line, and the same would have happened in the models if the applied load had been
sufficient to cause the parent material to yield (corresponding to the fusion line in this case).
This could occur on either side of the specimen since it is the only perfectly symmetrical
one. Coincidentally, this did occur during the experiment—one specimen failed via crack
initiation and growth on the root side of the fusion line, opposite of the end of the applied
force.

Figure 12 illustrates the most interesting result obtained experimentally. Naturally,
the numerical model did not indicate this type of failure, and this result presents a unique
challenge on its own—explaining how and why the crack suddenly took an almost 90◦ turn
and went from the parent material/heat-affected zone to the much stronger weld metal.
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The answer will be sought via metallography and fractography tests, which are planned as
the next stage of this research.

Finally, the stress–strain diagrams obtained for each of the four groups are shown in
Figures 14–17. The first diagram, Figure 15, shows significantly less plasticity (especially
taking into account that the whole diagram is ‘displaced’ relative to the origin for reasons
related to the force-displacement results; this issue will be properly addressed in the next
stages, when higher-quality materials are tested using this methodology). Additionally, the
yield stress is very close to the ultimate tensile strength, which in turn is noticeably lower
compared with the other three groups. This suggests that welded joints with misalignment
and incomplete root penetration are indeed the weakest of the four, either due to the
combination of the present defects, or perhaps because of an additional unseen internal
defect.

Figure 15. Stress–strain diagram for the group with misalignment, undercut, and excess root penetra-
tion (group I).

Figure 16. Stress–strain diagram for the group with misalignment, undercut, and incomplete root
penetration (group II).
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Figure 17. Stress–strain diagram for the group with WM sagging and incomplete root penetration
(group III).

From the other three diagrams, Figures 15–17, it can be concluded that the test speci-
mens showed very similar behaviour, with nearly identical ultimate tensile strengths and
considerable plasticity. The diagram in Figure 18 shows the most prominent yielding, with
an easily distinguishable difference between the elastic and plastic regions. The diagrams
in Figures 18 and 19 are the most similar, having the same strain of around 9% and with a
less obvious yield stress limit. The aforementioned diagram in Figure 17 has a somewhat
higher strain, almost 12%. Another interesting aspect related to Figures 18 and 19 is that
they represent specimens from two very different groups—with and without misalignment.

Figure 18. Stress–strain curve for the group with excess WM, undercut, incomplete root penetration
(group IV).

Figure 19. New numerical model geometry, including lack of fusion on the lower side of the welded
joint.
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6. New Version of the Group 2 Specimen Model

Once the experimental approach confirms that there are noticeable differences in the
numerical model and the real specimen, the next step is to include this newly obtained
information into the simulation. For this purpose, the depth of lack of fusion is measured
and determined to be 4 mm (average value through specimen width). This lack of fusion is
then introduced into the numerical model, as shown in Figure 20. It should be noted that
this model is the same as the one previously presented in terms of mechanical properties
and boundary conditions, and the only changes to its geometry are the added lack of fusion
and an increase in gap width, with the second change not having any significant influence
on the obtained results.

Figure 20. Stress distribution with a tensile load of 100 MPa (top) and 120 MPa (bottom).

The results obtained for this new version of the model are shown in Figure 20. It
can be clearly seen that there are considerable differences compared with the previous
model in terms of both stress concentration locations and stress magnitude. The reason the
maximum stress in this case is much higher is that the yield stress of the parent material was
exceeded significantly, with stresses reaching as much as 270 MPa. This caused additional
deformation in the weld metal, with stresses reaching 427 MPa, very close to filler material
yield stress (unlike in the first case, where these values are much lower due to stress
concentrators not present in the modified version).

At first glance, the second stress concentration located in the undercut seems negligible,
and stresses at this location are insufficient to cause plastic strain. However, as can be seen
in the bottom image in Figure 20, the situation changes once the load increases. These
results are obtained after the tensile load increases to 120 MPa in order to determine the
behaviour of the model under a higher plastic strain. At this point, the regions around the
undercut also show stress values above the yield stress of the parent material. It should
be noted that some results appear grey since the limit for the maximum stress shown in
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the image is lowered to 270 MPa. This is done in order to obtain a more detailed stress
distribution in the PM region since the stresses in the overmatched weld metal are much
higher. At this point, the maximum stresses in the WM reached 463 MPa, slightly above
the weld metal yield stress, resulting in plasticity in both regions of the welded joint.

7. Conclusions

The aim of this paper is to improve the existing numerical model of a welded joint
with a number of surface defects based on real welded joint specimens. The problems with
the initial model occur after specimens are experimentally tested, and certain differences
are observed between the experimental and numerical results. It is decided to perform
additional destructive tests in order to determine whether there are additional factors that
contribute to this difference. It is assumed that the difference is influenced by the lack of
fusion on the root side of the weld, confirmed by analysing the fractured surface.

• The next stage involves optimisation of the model by introducing newly found defects
into the geometry. The obtained results show considerable improvement since the
numerical model now behaves in a nearly identical manner as the real specimens in
the experiment.

• Stress concentration locations are the same in the experiment and in the new and
improved model, and the model itself deforms in a way closely resembling real
specimens—with the crack initiating in the weld root—whereas the undercut is sub-
jected to a significant plastic strain, which becomes more prominent with load increase.

• After reaching plasticity in both weld metal and parent material, the behaviour of the
numerical model and the experiment show even better mutual agreement.

• In addition to the improved numerical model, based on information obtained on
the behaviour of welded joint specimens following the experiment, this model also
provides insight into how exactly various defects affect welded joint integrity.

• Incomplete root penetration, combined with lack of fusion, results in a significant
adverse effect, whereas the presence of excessive weld metal is completely irrelevant.
The undercut is also not of great importance initially, being subjected to compressive
stresses due to the combination of load direction and geometry. These stresses only
start affecting the welded joint after a significant plastic strain, but at this point, it is
already ‘too late’ for the sake of integrity since the welded joint load-bearing cross
section has already significantly decreased, causing failure.

This research results in a methodology that can be used in analysing and solving
problems previously not considered for welding defects. With a proper combination of
experimental and numerical methods, it is possible to accurately describe the behaviour
of a welded joint in the presence of several different defects. Future research, in the
aforementioned doctoral thesis, will include the application of this method to welded
joints of different materials in order to determine how various defect combinations affect
integrity since different types of steel can have rather various mechanical properties and
resistance to crack growth and so forth.

For this reason, later experiments that will follow this research will also:

• Consider the mechanical properties of the heat-affected zone of the welded joint, in
addition to the already-included properties of the parent material and weld metal,
which were both used as input parameters for the performed numerical simulations.

• Focus on a more detailed numerical simulation of the heat-affected zone in welded
joints. This further emphasises the importance of the experimental part of the re-
search, which will be taken into account in future research, which will also include
determining the heat-affected zone mechanical properties via Vickers hardness tests.
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1. Sedmak, S.; Jovičić, R.; Sedmak, A.; Arand̄elović, M.; Ðord̄ević, B. Influence of multiple defects in welded joints subjected to

fatigue loading according to sist EN ISO 5817:2014. Struct. Integr. Life 2018, 18, 77–81.
2. Jovičić, R.; Sedmak, S.; Tatić, U.; Lukić, U.; Walid, M. Stress state around imperfections in welded joints. Struct. Integr. Life 2015,

15, 27–29.
3. British Standards Institution. Guidance on Some Methods for the Derivation of Acceptance Levels for Defects in Fusion Welded Joints; BSI,

Standard PD 6493 from 1980; BSI: London, UK, 1980.
4. Dražen, K.; Pejo, K.; Franjo, M.; Darko, D. Weld misalignment influence on the structural integrity of cylindrical pressure vessel.

Struct. Integr. Life 2010, 10, 153–159.
5. Cerit, M.; Kokumer, O.; Genel, K. Stress concentration effect of undercut defect and reinforcement metal in butt welded joint. Eng.

Fail. Anal. 2010, 17, 571–578. [CrossRef]
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9. Kirin, S.; Sedmak, A.; Zaidi, R.; Grbović, A.; Šarkočević, Ž. Comparison of experimental, numerical and analytical risk assessment

of oil drilling rig welded pipe based on fracture mechanics parameters. Eng. Fail. Anal. 2020, 114. [CrossRef]
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Abstract: The C* integral for the compact tension (CT) specimen is calculated using the estimation
equation in ASTM E1457-15. This equation was developed based on the assumption of material
homogeneity and is not applicable to a welded CT specimen. In this paper, a modified equation for
estimating the C* integral for a welded compact tension (CT) specimen under creep conditions is
proposed. The proposed equation is defined on the basis of systematically conducted extensive finite
element (FE) analyses using the ABAQUS program. A crack in the welded CT specimen is located in
the center of the heat-affected zone (HAZ), because the most severe type IV cracks are located in the
HAZ. The results obtained by the analysis show that the equation for estimating the C* integral in
ASTM E1457-15 can underestimate the value of the C* integral for creep-soft HAZ and overestimate
for creep-hard HAZ. Therefore, the proposed modified equation is suitable for describing the creep
crack growth (CCG) of welded specimens.

Keywords: creep; C* integral; mismatched weld; CT specimen; finite element analysis

1. Introduction

Welding technology is one of the most common ways of joining metals in the chemical
and petrochemical industries. However, welds may contain imperfections such as lack
of fusion, under-cuts, porosity, and slag inclusion of certain height and length at certain
locations in the weld [1,2]. Such irregularities in welds usually act as crack initiation
sites. The failure of any of the welded joints in the process industry is uncomfortable
at best and can lead to catastrophic accidents at worst. For safe and reliable operation
of welded structures, periodic non-destructive testing and appropriate assessment of
structural integrity should be performed.

There are increasing demands for reducing CO2 emissions in the chemical and petro-
chemical industries and in thermal power plants. Increasing the operating temperatures of
the plant increases the energy efficiency, thus reducing CO2 emissions. Higher operating
temperatures and higher stresses increase the risk of welded structure failure due to creep
conditions. It is therefore necessary to develop a method to predict the CCG in welded
joints [3].

It is most likely that failure due to creep of high-temperature components begins in
welded joints. The most severe cracks in welded joints are type IV cracks in the HAZ. These
cracks occur due to multi-axial stresses caused by the material constraint effect between the
welding constituents and large creep strain of the soft HAZ [4]. Many previous studies [5–8]
have shown that material constraint plays an important role in CCG in welded joints. The
material constraint is due to the mismatch effect of creep properties in the welded joint
components. There are a number of experimental and numerical studies on the influence
of the mismatch effect on the fracture mechanics parameter C* and the CCG rate in welded
joints [9–14].

Many studies have shown that in addition to material constraint, the CCG behavior of
welded joints is also influenced by geometric constraint [15–17]. Li et al. [18] investigated
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the effect of the interaction of material constraint and geometry constraint on the CCG rate
in welded joints. A FE method based on the ductility exhaustion model was used in this
study. A FE method was applied to two specimen types (the compact tension and middle
crack tension specimen) with different material mismatches. The research established the
existence of the effect of the interaction between material and geometry constraints on the
CCG rate. Under the condition of low geometry constraint, the effects of material constraint
on the CCG rate become more obvious [18].

Creep crack growth under widespread steady-state creep conditions is characterized
by the C* integral. The C* integral for the compact tension (CT) specimen is calculated using
the estimation equation in ASTM E1457-15 [19]. However, this equation was developed
based on the assumption of material homogeneity. As the above studies have shown, the
influence of material and geometry constraints on C* and the CCG rate of welded joints
cannot be ignored. Therefore, the C* estimation equation according to ASTM E1457-15
needs to be modified for application to welded CT specimens. Xuan et al. [3] proposed
a model of equivalent material and developed a modified equation for the C* integral
applying limit load solutions. However, the HAZ was not taken into consideration in
this study.

In this paper, extensive elastic-creep two-dimensional finite element analysis was
performed for welded CT samples with different crack lengths located in the HAZ. The
general purpose finite element program ABAQUS [20] was used to calculate the C* inte-
gral. A systematic parametric study of the dependence of the C* integral on the mismatch
of material properties, HAZ width and crack length was performed. Based on the per-
formed analyses, a modified equation for estimating the C* integral for welded CT samples
is proposed.

2. Numerical Analysis
2.1. Geometry and Loading

A two-dimensional (2D) high crack-tip constrained plain-strain CT specimen of
welded joints was considered. This specimen consists of three materials, as described
in Figure 1. The general geometric dimensions of the CT specimen are also shown in
Figure 1. The width of specimen was selected to be W = 25 mm. The crack is located in
the center of HAZ. For the purpose of the investigation, the relative crack length a/W was
varied from 0.5 to 0.9 with a step of 0.1. Additionally, the relative width of the HAZ W/h
was varied from 6 to 12 with step 2. All considered specimens were initially loaded with
the same stress intensity factor K = 460 Nmm−3/2.
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2.2. Material Properties

The elastic-creep material model was used in FE analysis. Generally, the power law
relationship is appropriate for modeling the stress–strain response under steady-state creep.
Elastic-creep constitutive relation is as follows:

.
ε =

.
σ

E
+ Aσn , (1)

where
.
ε. is the uniaxial strain rate,

.
σ. is the uniaxial stress rate, and E is Young’s modulus.

A and n are the creep constant and exponent, respectively. Young’s modules and Poisson’s
ratio for HAZ and WM are assumed to be the same as those of BM. These values are as
follows: E = 175 GPa and ν = 0.3. The power law for the three materials (BM, WM, and
HAZ) is as follows:

.
εBM = ABMσnBM ,

.
εWM = AWMσnWM ,

.
εHAZ = AHAZσnHAZ , (2)

The selected power law parameters for BM are: ABM = 1 × 10−20 (MPa)−nh−1 and
nBM = 7. To investigate the influence of material constraints on the C* integral in welded
joints, different configurations of material mismatch in creep strain rate of BM, WM
and HAZ were designed. The material creep properties for HAZ and WM were cho-
sen so that the creep strain rate was lower or higher than that of BM. This was achieved
by varying the constant A. The creep exponent n for BM, WM and HAZ was identical
(nBM = nWM = nHAZ = 7). The effect of the mismatch in the creep properties for WM and
HAZ relative to BM is expressed by the mismatch factor. These mismatch factors are
defined as follows [18]:

MFWM =
AWM

ABM
, MFHAZ =

AHAZ

ABM
(3)

The selected values of MFWM and MFHAZ factors are 10, 1 and 0.1, respectively. Thus,
in order to investigate the effect of material constraints on the C* integral, nine possible
combinations of material mismatch were considered, as shown in Table 1.

Table 1. Considered material mismatches.

MFWM MFHAZ

10 0.1
10 1
10 10
1 0.1
1 1
1 10

0.1 0.1
0.1 1
0.1 10

2.3. Finite Element Analysis

Extensive elastic-creep FE analyses for welded CT specimens were performed in this
study. The general purpose FE program ABAQUS (2016, Dassault Systemes Simulia Corp.,
Johnston, RI, USA) [20] was used to calculate the C* integral. A seam crack is included
in a 2D CT specimen model. The selected crack front is equivalent to the crack tip. The
direction of crack propagation at the crack tip is defined using the virtual crack extension
direction. A small geometry change continuum FE model was applied. In order to avoid
problems associated with incompressibility, 8 node reduced integration elements for 2D
plain-strain problems (CPE8R) were used [3]. The elements of innermost ring at the crack
tip are degenerated into triangles. The three nodes along one side of the eight-node element
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are defined so that they share the same geometrical place. Each of the three collapsed nodes
can be displaced independently [21]. Figure 2 shows a typical FE mesh for the CT specimen
a/W = 0.5 and W/h = 6. The crack-tip zone is meshed finely. The mesh size at crack-tip
region is selected so as to eliminate mesh-sensitivity in determining the stress fields and C*
integral. Therefore, the element size selected in all further analyses was 0.05 mm.
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Figure 2. Typical FE mesh for the CT specimen with a/W = 0.5.

The load was applied in the center of the upper hole using the reference point RP-1
and the multi-point constraint (MPC) option within ABAQUS. The direction of the load
at the reference point was in the y direction. The displacement of the center of the upper
hole was constrained in x direction [18]. Additionally, the displacement of the center of
the lower hole was constrained in x and y directions [18]. Initially, the model was stress
free. The above load was firstly applied instantaneously to the FE model using an elastic
calculation at time t = 0 [3]. Then, the load was kept constant and a subsequent time-
dependent creep calculation was performed. In order to achieve better numerical efficiency
for time-dependent creep calculation, a combined implicit and explicit method within
ABAQUS was selected. Keeping the load constant, subsequent creep deformation causes
stress relaxation at the crack-tip region until a steady-state stress distribution is achieved.
The steady-state stress is characterized by path-independent integral C*. Five different
integral paths around the crack tip were considered and the average value of calculated
C*-integrals was taken as final result [21].

To gain confidence in the present FE analysis, elastic and elastic-creep analyses of a
homogeneous CT specimen were performed. Figure 3 shows the distribution of von Mises
stresses obtained by elastic-creep analysis (deformation scale factor is 10). Table 2 compares
the values of fracture mechanics factors KI and C* obtained by FE analyses with analytical
solutions for CT specimen [22,23]. It is evident that the FE results provide confidence in
the FE analyses for elastic and steady-state creep conditions.
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Table 2. Ratios of the FE KI and C* with analytical solutions.

KI(FE)/KI 1.005

C*(FE)/C* n = 5 0.978
n = 10 0.982

3. Results and Discussion

C* is estimated experimentally from measurements of creep load line displacement
rate according from tests carried out on CT specimens based on the recommendations of
ASTM E1457-15. The value of C* integral is determined using the following Equation [3]:

C∗ = η
n

n + 1
F

.
Vc

B(W − a)
, (4)

where F denotes the applied constant load, B is the specimen thickness,
.

Vc. is the creep load
line displacement rate, and η is an experimental calibration factor. The geometrical factor η
depends only on the specimen geometry and the crack length a. For the CT specimen, the
geometric factor η is determined according to the following expression:

η = 2 + 0. 522
(

1 − a
W

)
(5)

It is worth noting that Equation (4) is developed for homogeneous materials. This
means that this equation is not applicable to heterogeneous materials such as welded joints.
A directly measured

.
Vc value from the welded CT specimen reflects a partial influence of

material and geometry constraints. It is therefore necessary to extend the expression for
estimating the C* integral (Equation (4)) that will take these constraints into account. It
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can be assumed that the modified equation for estimating the C* integral for a welded CT
specimen has the following form:

C∗ = η
n

n + 1
F

.
Vc

B(W − a)
ϕ , (6)

where ϕ denotes the calibration factor dependent on material and geometry constraints. It
can be written as follows:

ϕ = ϕ(MFWM, MFHAZ, W/h, a/W) , (7)

This functional dependence will be found based on the results of extensive elastic-
creep FE analyses performed. Factor ϕ values were calculated as the ratio of the C* integral
of the heterogeneous (welded) CT specimen and the C* integral for the homogeneous
CT specimen:

ϕ =
(C∗)HET
(C∗)HOM

, (8)

Figure 4a–c show the influence of MFHAZ, MFWM and W/h on the factor ϕ for the
ratio a/W = 0.5. It can be seen that MFHAZ has a strong influence on the factor ϕ for
the considered values of MFWM and W/h. Values of ϕ are highest for creep-soft HAZ
(MFHAZ = 0.1). It can be seen that these values are significantly higher than one, meaning
that the C* integral is lower than the C* integral for a homogeneous CT specimen. A larger
C* integral causes a higher rate of CCG. For a given value of MFHAZ, the factor ϕ is higher
if MFWM is lower. For creep-hard HAZ (MFHAZ = 10), the values of ϕ are mostly lower
than one, meaning that the C* integral is less than the C* integral for a homogeneous CT
specimen. The influence of W/h on the ϕ factor is significant for creep-soft HAZ. The factor
ϕ is higher for the larger HAZ width h (lower W/h ratio).
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A similar analysis can be performed for the other a/W values considered. However,
for easier analysis, Figure 5a–c show the dependence ϕ factor on the a/W ratio for the
considered values of MFHAZ and MFWM at the ratio W/h = 6.
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Figure 5. Dependence ϕ factor on MFHAZ, MFWM and a/W for W/h = 6: (a) MFHAZ = 10; (b) MFHAZ = 1; (c) MFHAZ = 0.1.

It can be seen that effects of MFHAZ on ϕ are quite complex. For creep-hard HAZ
(MFHAZ = 10), the values of ϕ are lower than one for all considered values of a/W. The
value of ϕ becomes lower and asymptotically approaches a constant value as a/W increase.
The value of MFWM has almost no effect on ϕ when a/W ≥ 0.7.

For creep match HAZ (MFHAZ = 1), the values of ϕ in the range 0.5 ≤ a/W ≤ 0.7
are higher than one if WM is creep-soft material (MFWM = 0.1). On the other side, for
creep-hard WM (MFWM = 10) and range 0.5 ≤ a/W ≤ 0.7 the values of ϕ are lower than
one. In both cases, for values of a/W > 0.7, the value of ϕ asymptotically approaches one.
For creep match WM the value of ϕ is one for all considered values of a/W. This is expected
because it is in fact a homogeneous material.

For creep-soft HAZ (MFHAZ = 0.1), the values of ϕ are significantly higher than one for
all considered values of a/W. The value of ϕ becomes higher and asymptotically approaches
a constant value as a/W increase. The value of MFWM has almost no effect on ϕ when
a/W ≥ 0.7.

A similar analysis can be performed for the other W/h values considered. Figure 6a–c
show the dependence ϕ factor on the a/W ratio for the considered values of MFHAZ and
MFWM at the ratio W/h = 8. Thus, for a/W = 0.5 and MFHAZ = 10, the corresponding values
of ϕ for W/h = 8 are higher than those for W/h = 6. Likewise, for a/W = 0.5 and MFHAZ = 0.1,
the corresponding values of ϕ for W/h = 8 are lower than those for W/h = 6. In both cases,
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the value of ϕ asymptotically approaches a constant value as a/W increase. For a/W = 0.5
and MFHAZ = 1 and if WM is creep-soft material (MFWM = 0.1), the value of ϕ for W/h = 8
is higher than this for W/h = 6. For a/W = 0.5 and MFHAZ = 1 and if WM is creep-hard
material (MFWM = 10), the value of ϕ for W/h = 8 is lower than this for W/h = 6. In the case
where WM and HAZ are creep match materials, the value of ϕ is one for all considered
a/W ratios.
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Considering the dependence of the factor ϕ on MFHAZ, MFWM and a/W for all W/h
ratios, it can be generally concluded that there is a strong and complex influence of material
and geometry constraints on the CCG rate. If the HAZ creep is a soft material, which
is often the practice [18], the factor ϕ will have values higher than one. This means that
the C* integral will be higher than the C* integral for homogenic material, so the CCG
rate will also be higher. It is clear that a higher CCG rate means a shorter lifetime of the
welded structure.

There is a unique relationship between the C* integral and the crack-tip stress and
strain rate fields as follows [24]:

σij =

(
C∗

In Ar

) 1
1+n

σ̂ij(θ, n) , (9)

.
εij =

(
C∗

In Ar

) n
1+n

ε̂ij(θ, n) , (10)

where r is distance from the crack tip, In is quantity that depends on exponent n and the
stress condition, σ̂ij. and ε̂ij are angular functions. Analyzing the diagrams in Figures 4–6, it
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can be clearly concluded that the values of ϕ change with different combination of MFHAZ,
MFWM, W/h and a/W. Different combinations of these parameters change the crack-tip
constraint effect, and thus the magnitude of the crack-tip stress and strain rate. A higher
magnitude of crack-tip stress and strain rate means a higher value of the C* integral, and
thus a higher value of ϕ.

Using the results of the analyses performed and applying the software package
TuringBot [25], an equation was found which can satisfactorily estimate ϕ values for the
considered values of MFHAZ, MFWM, a/W and W/h. This is the following expression:

ϕ =
a/W

MFHAZ
+

2
MFHAZ + MFWM(W/h)

, (11)

The R-squared for this model is 0.96 and the RMS error is 0.74. This confirms the high
goodness-of-fit of the selected model.

4. Conclusions

Based on systematic FE analyses, a modified equation was proposed to estimate the
C* integral for the welded CT specimen with a crack located in the center of the HAZ.
Compared to a homogeneous CT specimen, creep-soft HAZ gives higher values of the C*
integral while creep-hard HAZ reduces the value of the C* integral. This means that the
existing equation for the C* integral in ASTM E 1457 may underestimate or overestimate
the actual value of the C* integral for the welded CT sample. The influence of W/h on
the C* integral is significant for creep-soft HAZ. The C* integral is higher for the larger
HAZ width h (lower W/h ratio). Finally, an expression for estimating the C* integral for the
mismatched welded CT specimen is proposed.
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Abstract: This work presents the development of a J-integral estimation procedure for deep and
shallow cracked bend specimens based upon plastic ηpl factors for a butt weld made in an S690 QL
high strength low alloyed steel. Experimental procedures include the characterization of average
material properties by tensile testing and evaluation of base and weld metal resistance to stable tearing
by fracture testing of square SE(B) specimens containing a weld centerline notch. J-integral has been
estimated from plastic work using a single specimen approach and the normalization data reduction
technique. A comprehensive parametric finite element study has been conducted to calibrate plastic
factor ηpl and geometry factor λ for various fixture and weld configurations, while a corresponding
plastic factor γpl was computed on the basis of the former two. The modified ηpl and γpl factors were
then incorporated in the J computation procedure given by the ASTM E1820 standard, for evaluation
of the plastic component of J and its corresponding correction due to crack growth, respectively. Two
kinds of J-R curves were computed on the basis of modified and standard ηpl and γpl factors, where
the latter are given by ASTM E1820. A comparison of produced J-R curves for the base material
revealed that variations in specimen fixtures can lead to ≈10% overestimation of computed fracture
toughness JIc. Furthermore, a comparison of J-R curves for overmatched single-material idealized
welds revealed that the application of standard ηpl and γpl factors can lead to the overestimation of
computed fracture toughness JIc by more than 10%. Similar observations are made for undermatched
single material idealized welds, where fracture toughness JIc is overestimated by ≈5%.

Keywords: metal weld; strength mismatch; fracture; plastic correction factors; fixture rollers; J-R
resistance curve

1. Introduction

The fracture resistance (in the form of a J-R curve) of the weld metal is an essential
input for structural integrity assessments of load bearing welded components according
to various fitness for service (FFS) assessment methods (e.g., BS7910 [1], R6 [2] and FIT-
NET [3,4]). Experimental determination of the J-R curve for welded joints is based on
the testing of small, laboratory fracture specimens according to standardized procedures,
specified by ISO 15,653 [5] and BS 7448-2 [6]. The former is based on the J-evaluation
method for homogeneous metallic materials, included in ASTM E1820 [7], which has been
extended to weldments with yield strength mismatch ratio M in the range 0.5 ≤M ≤ 1.25.
Here, M is defined as:

M =
σyWM

σyBM
, (1)

where σyWM and σyBM are all-weld metal and base metal yield strength, obtained by tensile
testing. In case J-integral is evaluated by a single specimen approach, incremental equations
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are used where elastic and plastic contributions to the strain energy of the cracked specimen
are considered according to standard ASTM E1820 as follows:

J(i) = Jel(i) + Jpl(i), (2)

where J(i) is the total J-integral while Jel(i) and Jpl(i) are elastic and plastic components of
the total J-integral respectively. The present study is focused on the determination of J by
testing of single edge notched bend (SE(B)) specimens. Therefore, J computation equations
for SE(B) specimens will be discussed throughout this paper. The elastic component Jel(i) in
Equation (2) for plane strain is given by:

Jel(i) =
KI(i)

2

E′
=

KI(i)
2(1− ν2)

E
, (3)

where, E′ = E/
(
1− ν2), E is the elastic modulus, ν is Poisson’s ratio and KI is the stress

intensity factor (SIF) for mode I crack opening, that is:

KI(i) =
P(i)S

(BBN)
1/2W3/2

· f
(

a(i)/W
)

, (4)

where P(i) and a(i) are the applied load and crack size in the considered time increment,
W, B and BN denote width, thickness and net thickness (smaller than B if the specimen
is side-grooved, otherwise B = BN) of the SE(B) specimen and S denotes the span length
between the support rollers. The function f (ai/W) is a nondimensional factor that depends
on crack size a(i) normalized by specimen width W, and is given by:

f
(

a(i)/W
)
=

3
( ai

W
)1/2

[
1.99− ai

W
(
1− ai

W
)(

2.15− 3.93
( ai

W
)
+ 2.7

( ai
W
)2
)]

2
(
1 + 2 ai

W
)(

1− ai
W
)3/2 . (5)

The plastic component of the J-integral, Jpl(i), is evaluated by correlation with the
area under the load-plastic displacement curve. An incremental equation for computation
of Jpl(i) was originally proposed by Zhu et al. [8] and is included in ASTM E1820 in the
following form

Jpl(i) =

[
Jpl(i−1) +

(
ηpl(i−1)

b(i−1)

)(Apl(i) − Apl(i−1)

BN

)]
·
[

1− γpl(i−1)

(
a(i) − a(i−1)

b(i−1)

)]
. (6)

Here, b is remaining ligament (b = W − a) and Apl is the area under the load-plastic
displacement curve defined by the incremental trapezoidal integration rule:

Apl(i) = Apl(i−1) +
[

P(i) + P(i−1)

]
·
[
Vpl(i) −Vpl(i−1)

]
/2. (7)

Here, Vpl denotes the plastic component of the measured displacement, which is the
crack mouth opening displacement (CMOD) in this paper. Equations (8) and (9) determine
ηpl and γpl factors, required to calculate the J-integral from the load-CMOD record using
Equation (6). The former relates to the area under the load- plastic CMOD curve while the
latter relates to the incremental plastic work for crack growth. Both factors are functions
that depend on normalized crack size for SE(B) specimens.

ηpl(i−1) = 3.667− 2.199
( a(i−1)

W

)
+ 0.437

( a(i−1)

W

)2
(8)

γpl(i−1) = 0.131 + 2.131
( a(i−1)

W

)
− 1.465

( a(i−1)

W

)2
. (9)
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Notably, in fracture toughness testing, CMOD is normally preferred over load line
displacement (LLD) because a dedicated CMOD gage is simpler to use in an experiment
than a complex LLD gage [9]. Furthermore, a study of Kirk and Dodds [10] provided results
which showed that the LLD based J-integral estimation procedure gives accurate results
for a/W > 0.3, but inaccurate results for a/W < 0.3 due to a high sensitivity of the ηpl factor
to the strain hardening exponent of the material for SE(B) specimens with shallow cracks.
In contrast, the CMOD based ηpl factor is insensitive to the strain hardening for a/W > 0.05
for SE(B) specimens. Fixtures as devices for accurate locating and reliable support during
bending testing should be sized according to the ASTM E1820 standard. According to the
mentioned standard, rollers should be free in order to keep a constant loading arm. Fixed
rollers can have an influence on results, as will be discussed in this paper.

In the past, studies to improve the fracture testing method, based on SE(B) specimens
with W/B = 2 configuration, have introduced improved ηpl factors [10–12]. The solutions
included in ASTM E1820, in the form of expressions (8) and (9) for computation of ηpl
and γpl respectively for SE(B) specimens, were proposed by Zhu et al. [8] based on finite
element results published by Donato and Ruggieri [12]. Both expressions are assumed to
be accurate for a range of crack sizes 0.25 ≤ a/W ≤ 0.7 [12], while the range of validity
is reduced to 0.45 ≤ a/W ≤ 0.7 in ASTM E1820. As discussed, ISO 15653 assumes that
expression (8) is valid for M values in the range 0.5 ≤ M ≤ 1.25. However, M values of
weld joints used for various applications often exceed the limit of 1.25. It is necessary to
adopt appropriate ηpl and γpl equations in terms of strength mismatch M and normalized
crack length a/W, in order to accurately evaluate J-R curves for such joints.

Several researchers provided ηpl and γpl solutions for the evaluation of J in fracture
testing of strength mismatched weld joints. Kim et al. [13] performed detailed finite
element (FE) analyses to obtain ηpl of various specimens (including SE(B)) with a/W = 0.5
for weld joints with strength mismatch M varying between 0.5 and 2.0. The obtained results
demonstrated that values of ηpl increase in case of weld strength undermatching (M < 1)
and decrease in case of weld strength overmatching (M > 1), relative to even matching
welds (M = 1). Furthermore, it was shown that ηpl depends on the weld width. Starting
from a very wide weld, the reduction of the weld width results in an increase of ηpl values
for undermatching welds, reaching a maximum value at geometry ratio (W − a)/HW = 5,
where HW is weld width. The opposite was observed for overmatching welds, where
reduction of the weld width resulted in an decrease of ηpl values, reaching a minimum
value at geometry ratio (W − a)/HW = 2. For very narrow welds with (W − a)/HW < 2,
the effect of the weld geometry was negligible and computed values of ηpl were similar
to the one for pure base metal. Eripret and Hornet [14] performed a parametric FE study
of SE(B) specimens from weld joints with mismatch levels M = 0.2 and M = 2.0 for a wide
range of crack lengths (0.1 ≤ a/W ≤ 0.7). Results demonstrated that ηpl values increase
across the entire range of analysed crack lengths by reducing the mismatch factor M.
Similar observations were made by Donato et al. [15]. Their study showed that scatter of
produced ηpl solutions for analysed levels of M is relatively small if the crack is located at
the central plane of a narrow weld with HW = 5 mm and relatively high in a wider weld
with HW = 20 mm (SE(B) specimens with B = 25.4 mm and W = 2B = 50.8 mm). While
aforementioned studies [13–15] incorporated 2D plane strain conditions in parametric FEM
for SE(B) specimens, Mathias et al. [16] performed parametric 3D FE analyses of SE(B)
specimens with W/B = 1 and W/B = 2 for a wide range of crack lengths (0.1 ≤ a/W ≤ 0.7).
Although the SE(B) samples were from an X80 steel welded joint with M = 1.18 (according
to published yield stresses for base and weld material), ηpl solutions were developed
for homogeneous material with various yield strength levels and hardening properties.
Results revealed that the produced ηpl solution for SE(B) specimens with W/B = 2 is in
close agreement with the one obtained by Donato [12], while the ηpl solution for SE(B)
specimens with W/B = 1 was considerably lower (approx. 11% for shallow cracks and 25%
for deep cracks).
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The above mentioned reported effects of SE(B) sample geometry, weld size and weld
strength mismatch on the J evaluation procedure are the main motivation for this research.
The work focuses on the development of npl solutions for SE(B) specimens, extracted from
S690 QL steel weld joints with various mismatch levels M. Welding procedures, determina-
tion of weld and base material mechanical properties, fracture testing and the calibration of
ηpl and γpl functions by parametric FEM are presented in the following paragraphs.

2. Experimental Procedures
2.1. Materials and Welding

Two types of welded plates, as shown in Figures 1 and 2, were fabricated, joining
25 mm thick high strength low alloyed (HSLA) steel S690 QL plates with 500 mm length
and 200 mm width, by metal active gas (MAG) welding, with the purpose of extracting
specimens for fracture testing and tensile testing. Parent plates during welding were not
fixed. For the first type, the weld groove had been machined to a double V configuration
with a bevel angle of 60◦ and root gap of 2 mm; a commonly used weld configuration in
practice. For the second type, the weld groove had been machined to a wide V configuration
with bevel angle of 20◦ and weld root gap of 20 mm. In this case, a 10 mm thick backing
strip had been attached to both base metal plates to be joined beneath the weld groove in
order to fabricate the weld. Such weld configuration meets the requirements of standard
ISO 15792-1 [17] for tensile testing of weld consumables and extraction of corresponding
tensile test specimens. Weld consumables Mn4Ni2CrMo (with commercial designation
MIG 90) and G4Si1 (with commercial designation VAC 65) have been applied in order
to fabricate overmatched (OM) welds with M > 1 and undermatched (UM) welds with
M < 1 respectively.

Figure 1. Drawing of the fabricated welded plate for extraction of SE(B) specimens. Weld geometry
and layout of the SE(B) specimens is the same for overmatched and undermatched weld.

Figure 2. Drawing of the fabricated welded plate for extraction of tensile specimens. Weld geometry
and layout of the tensile specimens is the same for overmatched and undermatched weld.

2.2. Tensile Testing

Tensile testing of base and all-weld metals was performed in conformance with ASTM
E8/E8M [18], utilizing round bar tensile specimens with neck diameter D = 6 mm and
gauge length G = 5D = 30 mm. Tensile specimens were tested on a multipurpose testing
machine INSTRON 1255 by applying displacement-controlled loading with a crosshead
displacement rate of 0.2 mm/min at room temperature. Three tensile tests were performed
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for each material. The obtained average tensile properties are presented in Table 1, where
E is the elastic modulus, σYS and σUTS are yield strength and ultimate tensile strength
respectively and M is the mismatch factor defined by Equation (1). The obtained average
engineering stress-strain (S-e) curves are presented in Figure 3.

Table 1. Tensile properties of tested materials.

Material E
(GPa)

σYS
(MPa)

σUTS
(MPa)

M
(-)

Base material (S690 QL) 201 683 791 1
OM weld material

(Mn4Ni2CrMo) 215 894 950 1.309

UM weld material (G4Si1) 210 532 587 0.779

Figure 3. Engineering stress-strain curves of tested materials.

Furthermore, fictitious stress–strain curves were computed by offsetting the S-e curves
for OM and UM welded joints along the slope of the linear elastic part in order to achieve
mismatch factors M = 1.5 and M = 0.5 respectively. Experimental and fictitious S-e curves
were then implemented in FEM in order to investigate the influence of mismatching on
solutions for the J computation factors ηpl, λ and γpl.

2.3. Fracture Toughness Testing

Fracture toughness testing of base material and welds was performed by the single
specimen test method according to ASTM E1820 [7]. SE(B) specimens with thickness and
width B = W = 20 mm have been tested as shown in Figure 4. Three sets of SE(B) specimens
were extracted from sample plates with the double V weld configuration for fracture
toughness testing of base material, OM weld and UM weld, as shown in Figure 1. Side
surfaces of extracted SE(B) specimens containing a weld were first ground and then etched
with a 4 % nitric acid alcohol solution in order to determine the position of the weld center
line and the weld fusion lines. Finally, notches and aligned knife edges were fabricated
at the weld center by wire electrical discharge machining. Weld SE(B) specimens were
notched in the direction of the plate thickness (i.e., obtaining surface cracked welded SE(B)
specimens). Such notch configuration proved to be less demanding for fatigue precracking,
as surface cracked welded SE(B) specimens (with dimensions B = W) normally do not
exhibit a non-uniform fatigue crack front [19] (maximum relative deviations from computed
average fatigue crack length a0 are reported in Table 2). Therefore, no adapted precracking
procedure for modification of residual stresses is required. Sharp cracks were introduced in
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SE(B) specimens through fatigue precracking with load ratio R = 0.1 and applied maximum
SIF to elastic modulus ratio Kmax/E ≤ 1.1 × 10−4 m1/2.

Figure 4. Example of tested weld joint SE(B) specimen with a surface notch at the weld center plane.
Missing dimensions LW, HW and a0 are listed in Table 2.

Table 2. List of tested SE(B) fracture specimens with corresponding materials and crack lengths.

Specimen Material a0
[mm]

a0/W
[-]

af
[mm]

∆a
[mm]

LW
[mm]

LW/W
[mm]

SE(B)-02 Base material
(S690 QL)

10.645
(7.5%) * 0.533 11.785 1.140 - -

SE(B)-38
OM weld
material

(Mn4Ni2CrMo)

8.579
(7.2%) * 0.431 9.888 1.309 7.200 0.360

SE(B)-40
UM weld
material
(G4Si1)

9.015
(4.2%) * 0.448 9.995 0.980 8.300 0.415

Remarks: *—Maximum relative deviation of 9 measured crack lengths from the average computed crack length
(acceptable as specified in ASTM E1820).

The tests were performed on a multipurpose testing machine INSTRON 1255 under
crosshead displacement control at displacement rate 1 mm/min and room temperature.
A fixture system with fixed support and load rollers with diameter of 25 mm was used.
CMOD was measured with a dedicated clip gauge mounted onto the specimen surface.
Stable crack extension in SE(B) specimens was quantified by combining post-mortem crack
measurements using the nine-point method and the normalization data reduction (NDR)
method as specified in ASTM E1820. Although the NDR method is normally used for
stable crack extension estimation in homogeneous metallic materials [20], a recent study
conducted by Tang et al. [21] showed that it can be applied to welds as well. An average
difference of less than 10% between the J-R resistance curves provided by the NDR method
and unloading compliance method was reported in the listed study. The overview of tested
specimens is provided in Table 2. Fracture testing results are presented as load-CMOD
curves in Figure 5. Material resistance to fracture in form of J-R curves are presented and
discussed in detail in Section 6, which includes the effect of various iterations of ηpl and γpl
functions on the computed J-integral.
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Figure 5. Example of tested weld joint SE(B) specimen with a surface notch at the weld center plane.
Missing dimensions LW, HW and a0 are listed in Table 2.

3. Numerical Procedures
3.1. Weld Geometry Simplification Procedure

Current fracture assessment procedures adopt an idealized weld geometry with
straight fusion lines to represent more complex weld configurations found in engineering
applications. A systematic methodology for simplification of an actual V-groove weld
with a centerline crack to an idealized weld has been proposed by Hertelé et al. [22,23].
This methodology has been developed for single edge tension (SE(T)) specimens and is
based on the analysis of slip-line patterns. Research conducted by Souza et al. [24] showed
that the weld simplification methodology proposed by Hertelé et al. [22] is adequate for
V-grooved welds with straight fusion lines for various weld strength mismatch levels.
However, the proposed methodology fails to produce accurate results in the presence of
high levels of weld strength undermatch as the deformation pattern near the crack tip
changes significantly. Considering this, the double-V weld was in the scope of this research
simplified to have bi-linear fusion lines rather than a square weld cross section geometry
consisting of perfectly straight fusion lines (Figure 6).

Figure 6. Approach to derive a simplified weld from an irregularly shaped weld.

The geometry of overmatched and undermatched welds was modelled symmetrically
with respect to the central vertical plane of the SE(B) specimen. Simplification of the double-
V weld geometry has been done through post-processing of digital macrographs of actual
welds using the following procedure. First, four distinctive fusion lines were recognized
with respect to the position of the weld root; upper right, upper left, lower right and lower
left fusion line. Points were then marked along each of the four fusion lines and coordinates
of the marked points were extracted. Next, straight fusion lines were fitted to the extracted
coordinates using linear regression. Average slopes of upper and lower fusion lines have
been computed in order to create a symmetrical simplified geometry of the weld. The
width of the weld root has been measured in order to accurately adjust the minimum width
of the idealized weld in FEM. Finally, the side surfaces of actual SE(B) specimens have been
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etched and the vertical position of the weld root was measured prior to fracture testing.
The position of the weld root was later transferred to the idealized weld in FEM. This way,
an idealized weld for each parametric FEM series was adjusted to match a corresponding
SE(B) specimen that underwent fracture testing. The simplified weld geometry is shown in
Figure 6, while corresponding dimensions are presented in Table 3.

Table 3. Computed dimensions of simplified welds.

Weld α
[◦]

β
[◦]

HW
[mm]

LW
[mm]

OM weld material
(Mn4Ni2CrMo) 48.3 62.7 5.17 7.2

UM weld material (G4Si1) 42.9 51.7 3.47 8.3

3.2. Numerical Models of Tested Specimens

Detailed nonlinear finite element analyses have been performed using ABAQUS 2018.
Plane strain finite element models have been created for a wide range of SE(B) specimens
with width W = 20 mm, width to thickness ratio W/B = 1 and span length S = 4W = 80 mm.
The analysis matrix shown in Table 4 includes seven distinctive FEM series of SE(B) spec-
imens containing base material and idealized overmatched and undermatched welds in
combination with three different support and load roller setups.

Table 4. The analysis matrix with FEM series distinctive features.

FEM Series Material Support and Load Rollers Diameters and Degrees
of Freedom

Modelled Normalized a0/W
Crack Lengths

1a
base material

dS = 10 mm (free in horizontal plane)
dL = 8 mm (applied displacement in vertical plane)

0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.71b dS = 10 mm (free in horizontal plane)
dL = 25 mm (applied displacement in vertical plane)

1c dS = 25 mm (fixed)
dL = 25 mm (applied displacement in vertical plane)

2a OM weld M = 1.302
(L0/W = 0.36) dS = 25 mm (fixed)

dL = 25 mm (applied displacement in vertical plane) 0.1, 0.15, 0.2, 0.25, 0.3, 0.36, 0.4, 0.5, 0.6, 0.7
2b OM weld M = 1.5

(L0/W = 0.36)

3a UM weld M = 0.779
(L0/W = 0.415) dS = 25 mm (fixed)

dL = 25 mm (applied displacement in vertical plane) 0.1, 0.15, 0.2, 0.25, 0.3, 0.415, 0.5, 0.6, 0.7
3c UM weld M = 0.5

(L0/W = 0.415)

Figure 7a,b show examples of plane strain FEM models for SE(B) specimens with
a0/W = 0.5 consisting of base metal and containing a welded joint (similar geometry
for overmatched and undermatched welds). All other models have similar features. A
conventional mesh configuration having a focused ring of finite elements surrounding a
stationary crack with a blunted tip. According to SIMULIA documentation [25], contour
integral (that is J in this paper) should be accurately evaluated if radius of blunted crack
tip is ρ0 ≈ 10−3rp. Here, rp is size of plastic zone ahead of the crack tip that is determined
according to Irwin [26] as:

rp =
1

2π

(
KI
σYS

)2
, (10)

where KI is SIF that is obtained by post-processing of recorded P-CMOD curves (Figure 5)
using 95% secant method as specified in ASTM E399 [27]. Size of plastic zone has been
estimated for each tested material using Equation (10). Results presented in Table 5 suggest
that average crack tip radius ≈1.5 µm could be modelled in all FEM in order to minimize
the influence of geometry and mesh on computed results. However, blunt crack tip radius
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ρ0 = 2.5 µm was implemented in analyzed FEM as published studies reported that such
stationary crack configuration produces sufficiently accurate results [12,15].
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Figure 7. Examples of finite element models of SE(B) specimens: (a) containing only base metal and
(b) containing weld.

Table 5. The analysis matrix with FEM series distinctive features.

Material
KJIc

[MPa·m1/2]
rp

[mm]

Base material (S690 QL) 69 1.6 × 10−3

OM weld material
(Mn4Ni2CrMo) 65 0.9 × 10−3

UM weld material (G4Si1) 61 2.1 × 10−3

The finite element mesh consisted of CPE8R eight node general purpose plane strain
elements with reduced integration. In total, the mesh of the analyzed SE(B) models con-
sisted of 10,580 to 10,810 finite elements, depending on crack length a0/W and weld joint
configuration. Symmetry conditions were not implemented so that the FEM models allow
the replication of asymmetrical weld positions in future work.

Support and load rollers have been modelled as analytical rigid wire parts in the 2D
plane strain finite element model. Boundary conditions have been prescribed in reference
points at the center of each roller. Parametric studies included three different setups of
support and load rollers, which are shown in Figure 8a–c. The first setup, which replicated
the standard setup according to ASTM E1820, included support and load rollers with
diameters of dL = 10 mm and dS = 8 mm, respectively. Support rollers are free to move in
the horizontal direction and are fixed in the vertical direction. The second setup served as a
control to investigate the influence of load roller diameter on computed J-integral values.
It included the same support rollers as the previous setup but the load roller diameter
increased to dL = 25 mm. The third setup replicated the actual setup of support and load
rollers used in fracture testing of SE(B) specimens. All rollers had diameter dL = dS = 25 mm
and support rollers were fixed in vertical and horizontal directions. In all finite element
models, the load was introduced in displacement control with a prescribed displacement
of magnitude 2 mm to the load roller. Rotations of rollers were fixed in all three setups.
Contacts have been established between rigid rollers and the deformable SE(B) specimen
with a prescribed coefficient of friction µ = 0.1.
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Figure 8. Overview of the investigated load and support rollers setups; (a) replica of standardized
rollers setup according to ASTM E1820 standard, (b) control rollers setup and (c) replica of actual
rollers setup used in fracture testing.

An elastic-plastic material model, which adopts J2 flow theory with conventional von
Mises plasticity, has been used to describe the material behavior under imposed loads.
Material models of base, OM weld and UM weld metals have been determined on the basis
of the experimental and offset stress–strain curves presented in Section 2. Plastic properties
of listed materials have been implemented in FEM in form of true stress-true plastic strain
curves which consisted of up to 21 data points. Finally, small strain assumptions have been
implemented in order to enhance the J-integral convergence.

4. Evaluation of ηpl and γpl Factors

Calibration of the ηpl factor is based on a parametric plane strain elastic-plastic fi-
nite element analysis of SE(B) specimens with a stationary crack of various lengths. A
method established by Donato et al. [15] is implemented in this work and it consists of the
following steps:

1. From the results of FEA, extract applied load P(i), J-integral J(i), CMOD(i) and LLD(i) for
each simulation increment. Here, J-integral is determined by a contour
integral method.

2. Compute the area under the P(i)-Vpl(i) curve using Equation (7), where Vpl(i) denotes
plastic component of CMOD(i).

3. Compute the elastic component of the J-integral Jel(i) using Equations (3)–(5).
4. Compute the plastic component of the J-integral Jpl(i) using Equation (2). Here, J(i) is

the J-integral extracted from the FEA results.
5. Compute the normalized area A′pl(i) under the P(i)-Vpl(i) curve by the following equation:

A′pl(i) =
Apl(i)

b2BσYS
. (11)

6. Compute the normalized plastic component J′pl of the J-integral by the following
equation:

J′pl(i) =
Jpl(i)

bσYS
(12)
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7. Create a plot of J′pl(i) as a function of A′pl(i). Compute the ηpl factor for the analysed
SE(B) specimen as the slope of the J′pl(i)(A′pl(i)) plot by linear regression.

Once ηpl values are computed for SE(B) specimens with distinct normalized crack
lengths a/W (in range 0.1 ≤ a/W ≤ 0.7 in this work), the function ηpl(a/W) can be deter-
mined by polynomial curve fitting of the results of ηpl as a function of a/W.

In the next step, γpl factor is evaluated, based on the framework established in the
study of Zhu et al. [8], where functions ηpl and γpl of a/W are related as follows:

γpl(a/W) = ληpl − 1− b
W

(
λ′

λ
+

η′pl

ηpl

)
. (13)

Here, λ denotes a geometry function λ(a/W), while λ′ denotes the derivative
dλ(a/W)/d(a/W). Similarly, components ηpl and η′pl denote the function ηpl(a/W) and its
derivative defined as dηpl(a/W)/d(a/W), respectively. The function λ(a/W) is defined as
the following ratio:

λ(a/W) =
Vpl

∆pl
, (14)

where Vpl and ∆pl denote the plastic components of the CMOD and the LLD, respec-
tively. The procedure for the evaluation of γpl has been established on the basis of
Equations (15) and (16) and contains the following steps:

1. For each analyzed SE(B) specimen with distinct normalized crack length a/W, create
a linear plot in which the plastic component of the LLD ∆pl(i) is plotted as function
of plastic component of the CMOD Vpl(i). Compute the geometrical factor λ(i) as the
slope of the ∆pl(i) (Vpl(i)) plot by linear regression method.

2. Determine the function λ(a/W) by curve fitting of the FEA results of λ as a function
of a/W in polynomial form.

3. Compute derivatives of λ(a/W) and ηpl(a/W) functions by differentiating them by the
normalized crack length a/W:

λ′(a/W) =
dλ(a/W)

d(a/W)
(15)

η′pl

( a
W

)
=

dηpl
( a

W
)

d
( a

W
) . (16)

4. Compute values of ηpl, η′pl, λ and λ′ functions for each analyzed SE(B) specimen and
insert them in Equation (12) in order to compute γpl.

5. Determine γpl(a/W) by polynomial curve fitting of the computed results of γpl as a
function of a/W.

5. Numerical Results of Plastic ηpl and γpl Factors
5.1. Verification of FEM and ηpl and γpl Factors for Base Material

Values of ηpl were obtained from the results of numerical simulations using the proce-
dure described in Section 4. Values of J-integral for contours at 0.5 mm and 2.0 mm ahead
of the crack tip (further referred as 0.5 mm contour and 2.0 mm contour respectively) were
selected for the computation of the ηpl factors. The size of the 0.5 mm contour is relatively
small and is suitable for the computation of J-integral in narrow double V welds, as the
contour must be located in homogeneous material at the vicinity of the crack tip. The
2.0 mm contour has been used as the reference contour, since it provides converged values
of the J-integral and does not interact with concentrated deformation due to load roller
contact at a high load level in case of deep cracks with a/W > 0.6. Convergence analysis of
the J contour integral was performed for the plane strain model of the base material SE(B)
specimen with a/W = 0.5 and standard configuration of rollers at different load levels. The
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load levels are (normalized by the limit load Fy): F/Fy = 0.53, F/Fy = 1 and F/Fy = 1.21; the
results are shown in Figure 9a–c respectively. The analyses showed that contours close to
the crack tip (y < 0.1 mm) present inconsistent values of J-integral due to severe crack tip
blunting and thus deformation of finite elements closest to the crack tip. Values of J integral
fully converge at a distance 2.0 mm ahead of the crack tip with exception of high load levels
exceeding F/Fy = 1.21. However, the relative deviation of J values for distant contours
with respect to the 2.0 mm contour is less than 2%. Further comparison of J values for
0.5 mm and 2.0 mm contours showed the deviation between both to be less than 3.2% for
all load levels, as presented in Figure 9d. Here, J values for the 2.0 mm contour represented
reference values for computation of the relative deviation.

Figure 9. Results of J-integral convergence analyses at load levels (a) F/Fy = 0.53, (b) F/Fy = 1,
(c) F/Fy = 1.21 and (d) comparison of obtained J-integral values for 0.5mm and 2.0 mm contours for
monotonically loaded FEM of base material SE(B) with a/W = 0.5.

Verification of the developed finite element model has been conducted for SE(B)
geometries consisting of base material only and implementing the standard configuration
of load and support rollers (FEM series 1a). Obtained values of the ηpl factors for various
crack lengths in the range 0.1 ≤ a/W ≤ 0.7 were compared to values were published by
Wu et al. [28], Kirk and Dodds [10], Nevalainen and Dodds [29], Kim and Schwalbe [11],
Kim et al. [30], Donato and Ruggieri [12] and Zhu et al. [8]. Zhu et al. compared solutions
proposed by the other listed references and provided solutions for ηpl, λ and γpl, that
were eventually included in ASTM E1820, by curve fitting of the compared results. In
this study, two sets of ηpl values, computed from the J values obtained from FEM along
0.5 mm and 2.0 mm contours, were included in the comparison. As demonstrated in
Figure 9, both sets of ηpl values closely match the existing solutions. The former showed
slightly increased deviations for cracks with normalized length a/W < 0.3 and a/W > 0.5,
while the latter showed excellent agreement along the entire normalized crack length
range 0.1 < a/W < 0.7. This is due to the fact that convergence of J values improves with
increasingly distant contours from the crack tip. The relative deviation from ηpl values
included in standard ASTM E1820 is less than 5% in both cases. Additionally, it is important
to emphasize that ηpl values produced in scope of this research do not exhibit increased
variation for cracks with normalized length a/W < 0.2 as is the case for the solution obtained
by Donato and Ruggieri [12], shown in Figure 10. The reason is that ηpl values in this
paper were computed as slope of function J′pl(i) (A′pl(i)) given by Equations (11) and (12)
(presented in Section 4). In contrary, Donato and Ruggieri [12] computed ηpl values as an
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average of function ηpl(CMOD) values that exceeded rigid exclusion condition Apl(i) ≥ A(i),
where A(i) is area under P-CMOD curve. As a result, ηpl values that did not fully converge
can be included in the computation of the average ηpl value for the given crack length, as
shown in Figure 11b,c. Support of this discussion is shown in Figure 11a, where ηpl values
computed from the created FEM by method of Donato and Ruggieri [12] follow the existing
solution provided by Donato and Ruggieri. Based on the above stated arguments, it is
assumed that the created FEM has passed the verification process and produces results that
are in line with solutions from published researches and the standard ASTM E1820.

Figure 10. Comparison of ηpl values obtained from the developed FEM framework with the values
published in the literature and standard ASTM E1820.

Figure 11. Comparison of (a) the current ηpl values computed by method described in Section 4
(denoted as method 1) and method developed by Donato and Ruggieri [12] (denoted as method 2)
with the existing solutions. Influence of exclusion criterion on computation of ηpl according to
the reference method is demonstrated for SE(B) specimens with crack length (b) a/W = 0.15 and
(c) a/W = 0.5.

Following the FEM verification, remaining configurations of rollers 1b (standard setup,
including oversized rollers with diameter dS = dL = 25 mm) and 1c (fixed oversized rollers
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with diameter dS = dL = 25 mm) were included in the investigation. Values of ηpl, computed
from J-integral that was extracted from 0.5 mm and 2.0 mm contours, are presented in
Figure 12. Here, the influence of the boundary conditions, that is, roller setup, on ηpl can
be recognized.

Figure 12. Comparison of ηpl values computed for base material using FEM with standard solution
according to ASTM E1820. The former has been computed for numerical models of SE(B) specimens
with various fixture and contour configurations.

First, if the standard diameter of the load roller dL = 10 mm, implemented in FEM
series 1a, is increased to dL = 25 mm, control FEM series 1b, then the ηpl decreases at
maximum 3.1% with respect to the standard solution (ASTM E1820) and 5.4% with respect
to the baseline solution 1a, when J from the 2.0 mm contour is considered. However,
both stated solutions seem to be in close agreement when the normalized crack length is
a/W ≥ 0.6.

Second, ηpl further decreases at maximum 12.0% with respect to the standard solution
(ASTM E1820) and 13.3% with respect to the reference solution 1a in case of fixed load
and support rollers with diameter dS = dL = 25 mm, implemented in FEM series 1c. Again,
comparison of both solutions is based on the J-integral from the 2.0 mm contour.

Third, ηpl values computed on basis of J, extracted from the 0.5 mm contour, deviate
from the values computed on basis of J that was obtained from 2.0 mm contour due to J not
being fully converged. The former values deviate from the latter by 2.9%, 3.6% and 2.6 % at
most for FEM series 1a, 1b and 1c, respectively.

Eventually, ηpl functions were developed by polynomial least squares curve fitting of
the computational results. Proposed solutions are presented in Tables 6 and 7 for 0.5 mm
and 2.0 mm contours, respectively.

Table 6. Proposed ηpl functions for SE(B) specimens of base material, valid for J, extracted from
0.5 mm contour.

Figure ηpl Functions for 0.5 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

1a ηpl = 4.711
( a

W
)3 − 4.339

( a
W
)2 − 1.236

( a
W
)
+ 3.729 0.999

1b ηpl = −1.121
( a

W
)3

+ 3.300
( a

W
)2 − 3.789

( a
W
)
+ 3.774 0.999

1c ηpl = 0.296
( a

W
)3

+ 1.556
( a

W
)2 − 3.094

( a
W
)
+ 3.437 0.998
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Table 7. Proposed ηpl functions for SE(B) specimens of base material, valid for J, extracted from
2.0 mm contour.

FEM Series ηpl Functions for 2.0 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

1a ηpl = 5.025
( a

W
)3 − 5.738

( a
W
)2 − 0.061

( a
W
)
+ 3.552 0.999

1b ηpl = 1.226
( a

W
)3 − 0.684

( a
W
)2 − 1.751

( a
W
)
+ 3.519 0.998

1c ηpl = 2.483
( a

W
)3 − 2.181

( a
W
)2 − 1.183

( a
W
)
+ 3.206 0.998

The geometry factor λ has been determined on the basis of LLD and CMOD according
to Equation (14). Figure 13 presents obtained values of the geometry factor λ as a function
of a/W. Figure 13 demonstrates that λ values, computed for FEM series 1a (standard roller
setup) are in close agreement with solution included in ASTM E1820 for a/W ≥ 0.25. In case
of shallower cracks with a/W < 0.25, computed results deviate from the standard solution.
The reason is that Zhu et al. [8] produced the solution for λ by curve fitting of the existing
results in the range 0.25 ≤ a/W ≤ 0.7. Further inspection of computed results shows that
values of λ increase by 8.1% at maximum with respect to the reference solution for FEM
series 1a if the load roller diameter is increased from 8 mm to 25 mm (FEM series 1b).
However, increasing the support rollers diameter from 10 mm to 25 mm and constraining
their degrees of freedom has little effect on λ values in case of FEM series 1c as computed
values deviate 10.9% at maximum with respect to the reference solution for FEM series 1a.
Finally, λ functions were developed by polynomial curve fitting of the computed results,
using the least squares method. Proposed solutions are presented in Table 8.

Figure 13. Comparison of λ values computed by FEM for base material with standard solution
according to ASTM E1820 that was originally proposed by Zhu [8].

Table 8. Proposed λ functions for SE(B) specimens of base material.

FEM Series λ Functions in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

1a λ = 2.278
( a

W
)3 − 3.273

( a
W
)2

+ 2.008
( a

W
)
+ 0.236 0.998

1b λ = 2.806
( a

W
)3 − 4.001

( a
W
)2

+ 2.249
( a

W
)
+ 0.252 0.998

1c λ = 2.603
( a

W
)3 − 3.707

( a
W
)2

+ 2.113
( a

W
)
+ 0.274 0.997

The crack growth correction factor γ has been determined from computed solutions for
ηpl and λ functions and their derivatives according to Equation (14). A significant deviation
of the computed γ value functions from the standard solution is observed (Figure 14).
Solutions obtained from FEM series 1c and 1a deviate from the standard solution by a
factor of 6.1 to 7.7 at most respectively, where J was evaluated from the 2.0 mm contour.
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Similarly, solutions based on J, evaluated from the 0.5 mm contour, deviated from the
standard solution by a factor of 7.2 to 8.4 at most. In both cases, solutions obtained from
FEM series 1b deviated from the standard solution within the specified ranges. Revision
of post-processing procedures revealed that such deviations are due to the combination
of ηpl, ηpl

′, λ and λ′ values in Equation (14). The obtained solutions are presented in
Tables 9 and 10 for J evaluated from 0.5 mm and 2.0 mm contours.

Figure 14. Comparison of the crack growth correction factor γ computed for base material using
FEM with standard solution according to ASTM E1820. The former has been computed for numerical
models of SE(B) specimens with various fixture and contour configurations.

Table 9. Proposed γ functions for SE(B) specimens of base material, valid for J extracted from
0.5 mm contour.

FEM
Series γ Functions for 0.5 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

1a γpl = −65.073
( a

W
)4

+ 152.019
( a

W
)3 − 132.906

( a
W
)2

+ 50.489
( a

W
)
− 6.048 1.000

1b γpl = −77.924
( a

W
)4

+ 170.124
( a

W
)3 − 137.863

( a
W
)2

+ 48.739
( a

W
)
− 5.440 0.999

1c γpl = −63.999
( a

W
)4

+ 144.314
( a

W
)3 − 120.653

( a
W
)2

+ 43.576
( a

W
)
− 4.955 0.999

Table 10. Proposed γ functions for SE(B) specimens of base material, valid for J extracted from
2.0 mm contour.

FEM
Series γ Functions for 2.0 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

1a γpl = −65.574
( a

W
)4

+ 152.247
( a

W
)3 − 133.564

( a
W
)2

+ 51.641
( a

W
)
− 6.420 1.000

1b γpl = −73.362
( a

W
)4

+ 164.154
( a

W
)3 − 137.889

( a
W
)2

+ 51.007
( a

W
)
− 6.032 1.000

1c γpl = −60.373
( a

W
)4

+ 139.811
( a

W
)3 − 121.465

( a
W
)2

+ 46.027
( a

W
)
− 5.563 1.000

5.2. ηpl and γpl Factors for OM and UM Welds

A postprocessing procedure similar to the one described in the previous paragraph
has been applied to results of finite element analyses of welded SE(B) specimens. The FEM
model of the welded SE(B) specimens is described in detail in Section 3.2. It is important
to emphasize that in this case values of J integral were obtained from the 0.5 mm contour
only. This compact contour can be entirely located in weld material when the crack tip is
located in a narrow weld root, thus meeting the requirements of material homogeneity for
computation of the J contour integral. One disadvantage is that values of J-integral are not
fully converged at a distance 0.5 mm ahead of the crack tip. However, they deviate less
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than 3.2% in comparison with J values obtained from the 2.0 mm contour, as reported in
previous paragraph, which is considered acceptable for the following.

Additionally, the effect of weld yield strength mismatch variation on fracture behavior
of the analyzed SE(B) specimens has been investigated. The actual produced OM and UM
weld materials have mismatch ratio M = 1.31 and M = 0.78 with respect to the base material
S690 QL, respectively. Additional mismatch ratios M = 1.5 and M = 0.5 were investigated
by implementing material models of the OM and UM weld materials that were obtained
by offsetting true tress-strain curves, as described in Section 2.2.

Again, values of ηpl were computed by the Eta-method described in Section 2.2 and
are represented in Figure 15. All simulations implemented a fixed roller setup, which
replicated the boundary conditions of the actual performed fracture toughness tests. The
computed solution for the base material is plotted as the reference; several observations
can be made on basis of the plotted results.

Figure 15. Comparison of ηpl values computed for weld material using FEM with standard solution
according to ASTM E1820. The former has been computed for weld materials with various mismatch
factors M. Solution, obtained for base material, has been plotted as a reference.

First, the influence of the weld geometry and its mechanical properties on ηpl is clearly
demonstrated. Values of ηpl decrease significantly when the crack length a/W is similar to
the distance to the weld root LW/W = 0.36 in case of the OM weld material. The opposite
can be observed for UM weld material, where LW/W = 0.42.

Second, altered material models produce ηpl values with pronounced minimum and
maximum values when a/W is similar to LW/W in case of yield strength mismatch M = 0.5
and M = 1.5 respectively. Computed ηpl values are 12.2% higher at a/W = 0.36 if an altered
material model with M = 0.5 is implemented in FEM instead of the actual UM material.
Moreover, computed ηpl values are 6.9% lower at a/W = 0.415 if an altered material model
with M = 1.5 is implemented in FEM instead of the actual OM material.

Functions of ηpl were obtained by polynomial least squares curve fitting of the com-
puted results. The degree of fitted polynomial functions has been carefully selected in
order to improve the coefficient of regression R2 while avoiding excessive variations that
are characteristic for higher degree polynomials. The proposed solutions are presented
in Table 11.
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Table 11. Proposed ηpl functions for investigated actual and altered weld material SE(B) specimens.

FEM Series ηpl Functions for 0.5 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

2a ηpl = 92.933
( a

W
)5 − 269.918

( a
W
)4

+ 264.133
( a

W
)3 − 104.146

( a
W
)2

+ 13.094
( a

W
)
+ 2.569 0.979

2b ηpl = 97.960
( a

W
)5 − 316.782

( a
W
)4

+ 326.940
( a

W
)3 − 132.696

( a
W
)2

+ 17.477
( a

W
)
+ 2.339 0.957

3a ηpl = −380.531
( a

W
)5

+ 877.582
( a

W
)4 − 739.216

( a
W
)3

+ 274.115
( a

W
)2 − 43.820

( a
W
)
+ 5.321 0.934

3b ηpl = −715.044
( a

W
)5

+ 1647.962
( a

W
)4 − 1395.160

( a
W
)3

+ 522.880
( a

W
)2 − 83.327

( a
W
)
+ 7.365 0.880

Following the analysis of ηpl, the geometry factor λ has been computed by inserting
CMOD and LLD from FEM results into Equation (14). Figure 16 presents computed
solutions, which are in close agreement for deep cracked SE(B) specimens with a/W ≥ 0.5.
Furthermore, the influence of material properties is demonstrated for shallower cracks.
Here, values of λ are lower for welded joints in comparison with all-base metal specimens,
while OM weld configurations produce higher values of λ in comparison with UM weld
configurations. Computed values of λ for OM and UM weld configurations deviate from
the one of the base material by 13.5% and 19.1% at most, respectively. However, welds
with altered yield strength mismatch M = 1.5 and M = 0.5 exhibit lower values of λ in
comparison to the OM weld with M = 1.31 by 11.5% and the UM weld with M = 0.779
by 10.9% at most, respectively. Finally, λ functions that are presented in Table 12, were
developed by the least squares method on the basis of the aforementioned results.

Figure 16. Comparison of λ values computed by FEM for weld material with standard solution
according to ASTM E1820 that was originally proposed by Zhu [8]. The former has been computed
for welds with various mismatch factors M. Solution obtained for base material has been plotted as
a reference.

Table 12. Proposed λl functions for investigated actual and altered weld material SE(B) specimens.

FEM
Series λ Functions for 0.5 mm Contour J-Integral in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

2a λ = 3.000
( a

W
)3 − 4.333

( a
W
)2

+ 2.442
( a

W
)
+ 0.220 0.997

2b λ = 3.547
( a

W
)3 − 5.285

( a
W
)2

+ 2.972
( a

W
)
+ 0.127 0.998

3a λ = 2.229
( a

W
)3 − 3.505

( a
W
)2

+ 2.254
( a

W
)
+ 0.203 1.000

3b λ = −0.469
( a

W
)3 − 0.141

( a
W
)2

+ 1.135
( a

W
)
+ 0.256 0.998

Finally, solutions for the crack growth correction factor γ have been obtained by
Equation (13) and are presented in Figure 17, where the solution for the base material
is plotted as a reference. Here, the γ factors for OM and UM weld configurations vary
significantly throughout the range 0.1 ≤ a/W ≤ 0.7. The analysis of ηpl and λ factors
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and their derivatives reveal that, in the case of welds, the shape of the ηpl function has a
significant impact on the variation of the γ function. The computed γ functions for OM
and UM weld configurations deviate from the base material solution by a factor of 10 and
5.6 at most, respectively. Furthermore, the γ factor for welds with altered yield strength
mismatch M = 1.5 and M = 0.5 deviate in comparison with the OM weld configuration with
M = 1.31 by a factor of 9.0 and the UM weld configuration with M = 0.779 by a factor of 17.5
at most, respectively. Finally, γpl functions that are presented in Table 13 were developed
by the least squares method on the basis of the aforementioned results.

Figure 17. Comparison of the crack growth correction factor γ computed for weld material using
FEM with standard solution according to ASTM E1820. The former has been computed for welds with
various mismatch factors M. Solution obtained for the base material has been plotted as a reference.

Table 13. Proposed γpl functions for investigated actual and altered weld material SE(B) specimens.

FEM
Series γpl Functions for 0.5 mm Contour in Range 0.1 ≤ a/W ≤ 0.7 R2

[-]

2a γpl = −350.776
( a

W
)4

+ 691.443
( a

W
)3 − 476.044

( a
W
)2

+ 133.556
( a

W
)
− 12.237 1.000

2b γpl = −501.441
( a

W
)4

+ 992.155
( a

W
)3 − 683.944

( a
W
)2

+ 191.723
( a

W
)
− 17.844 1.000

3a γpl = −451.632
( a

W
)5

+ 1422.106
( a

W
)4 − 1562.720

( a
W
)3

+ 734.779
( a

W
)2 − 136.680

( a
W
)
+ 6.601 1.000

3b γpl = −1503.250
( a

W
)5

+ 4096.377
( a

W
)4 − 4175.130

( a
W
)3

+ 1940.616
( a

W
)2 − 391.926

( a
W
)
+ 25.285 0.999

6. Application to Fracture Toughness Testing

Fracture toughness tests using the single specimen method according to standard
ASTM E1820 were performed as described in Section 2.3. J-integral resistance (i.e., J-R)
curves for base material, OM weld and UM weld have been computed using the equations
for factors ηpl, and γpl, numerically evaluated in the scope of this research (Section 5).
For the purpose of comparison, equations for factors ηpl, and γpl, included in standard
ASTM E1820 were used to produce reference J-R solutions for the base material and both
weld configurations. Computed J-R curves and relative errors with respect to standard
J-R solutions are shown in Figures 18–21. Values of the J-integral at crack growth onset JIc
were determined at the intersection of the J-R curves with the 0.2 mm blunting line and are
presented in Tables 14–16.

85



Materials 2022, 15, 962

Figure 18. Evaluated J-R curves for base material, where ηpl and γpl functions, evaluated on the basis
of numerical results, obtained from the 0.5 mm contour, were implemented. J-R curves, computed by
ASTM E1820 are plotted as a reference.

Figure 19. Evaluated J-R curves for base material, where ηpl and γpl functions, evaluated on the basis
of numerical results, obtained from the 2.0 mm contour, were implemented. J-R curves, computed by
ASTM E1820 are plotted as a reference.

Figure 20. Evaluated J-R curves for the OM weld. ηpl and γpl functions, evaluated on the basis
of numerical results, obtained from the 0.5 mm contour, were implemented. J-R curves that were
computed by ASTM E1820 are plotted as a reference.

86



Materials 2022, 15, 962

Figure 21. Evaluated J-R curves for the UM weld. ηpl and γpl functions, evaluated on basis of
numerical results, obtained from the 0.5 mm contour, were implemented. J-R curves that were
computed by ASTM E1820 are plotted as a reference.

Table 14. Computed results of fracture toughness testing of the base material.

Basic Specimen Data Computation Case, Contour JIc
[kJ/m2]

KJIc

[MPa·m1/2]

Designation: SE(B)-02
Material: base material (S690 QL)

a0 = 10.645 mm a0/W = 0.533
af = 11.785 mm ∆a = 1.140 mm

ASTM E1820 448 313
1a, 0.5 mm 437 309
1a, 2.0 mm 456 315
1b, 0.5 mm 421 303
1b, 2.0 mm 430 306
1c, 0.5 mm 400 295
1c, 2.0 mm 408 298

Table 15. Computed results of fracture toughness testing of the overmatched weld material.

Basic Specimen Data Computation Case, Contour JIc
[kJ/m2]

KJIc

[MPa·m1/2]

Designation: SE(B)-38
Material: OM weld material

(Mn4Ni2CrMo)
a0 = 8.579 mm a0/W = 0.431

af = 9.888 mm ∆a = 1.309 mm

ASTM E1820 193 224

2a, 0.5 mm 173 212

Table 16. Computed results of fracture toughness testing of the undermatched weld material.

Basic Specimen Data Computation Case, Contour JIc
[kJ/m2]

KJIc

[MPa·m1/2]

Designation: SE(B)-40
Material: UM weld material

(G4Si1)
a0 = 9.015 mm a0/W =0.448

af = 9.995 mm ∆a = 0.980 mm

ASTM E1820 336 294

1a, 0.5 mm 318 285

It should be noted that J-R curves for the base material (Figures 18 and 19), computed
with ηpl and γpl that were calibrated on basis of FEM series 1a results, are in agreement with
standard J-R solutions. Here, deviations are less than 4% for the 0.5 mm contour (Figure 18)
and less than 2% for the 2.0 mm contour (Figure 19). Similarly, values of JIc deviate up to
2.5% and 1.8% with respect to standard solutions for J-integral computed by 0.5 mm and
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2.0 mm contours, respectively. This indicates that the FEM framework has been properly
constructed. Moreover, various boundary conditions (i.e., load and support rollers setup)
have an effect on J-R solutions. If the diameter of the load roller is increased from 8 mm to
25 mm as in computation case 1b, then the following observations can be made. Values
of the J integral throughout the total crack extension ∆a are comparable to solution 1a if
ηpl and γpl, valid for the 0.5 mm contour J-integral are implemented. In contrast, values of
J decrease up to 4% with respect to standard J-R solution in case of ηpl and γpl, valid for
the 2.0 mm contour. Finally, if support rollers are constrained and have diameter increased
from 10 mm to 25 mm as in computation case 1c, values of J-integral throughout the total
crack extension ∆a decrease up to 15% and 14% with respect to the standard J-R solution if
ηpl and γpl, valid for 0.5 mm and 2.0 mm contours are implemented respectively. Moreover,
JIc is decreased by 10.7% and 8.9% with respect to the standard solution for the 0.5 mm and
2.0 mm contours respectively. All in all, J is overestimated if the standard computational
procedure is utilized to postprocess results of a fracture toughness test where the modified
roller setup has been implemented.

Similar observations can be made for fracture toughness test results of OM and UM
welds, shown in Figures 20 and 21 respectively. Here, the presented J-R curves were
computed for load and fully constrained support rollers with diameter of 25 mm, while ηpl
and γpl functions, calibrated on the basis of the results of FEM series 2a and 3a for the 0.5 mm
contour, have been implemented in the computation. Comparison of J-R curves based on
numerical results with the standard J-R solutions reveals that J values throughout the total
crack extension ∆a are decreased up to 20% for the OM weld (Figure 20) and up to 10% for
the UM weld (Figure 21). Moreover, the corresponding JIc values, listed in Tables 15 and 16,
indicate a reduction by 10.4% and 5.4% for OM and UM welds, respectively. Again, J values
are overestimated if the standard computational procedure is used for the postprocessing
of results of the fracture toughness test with the utilized modified roller setup.

7. Conclusions

This work addresses the effect of weld strength mismatch and configuration of fixtures
on J estimation formulas to determine fracture toughness from laboratory measurements
using the load-CMOD data of SE(B) specimens. The investigation included fracture tough-
ness testing of standard base material SE(B) specimens and surface cracked SE(B) specimens
containing an overmatching or undermatching weld, where the notch and welded joint
were aligned with the central plane. A new set of ηpl, λ and γpl factors for computing J from
experimental results has been developed for a wide range of crack sizes (0.1 ≤ a/W ≤ 0.7),
levels of weld yield strength mismatch and fixture configurations. Aforementioned factors
were developed on the basis of computational results, provided by parametric 2D plane
strain finite element analyses. The major conclusions of this study can be summarized
as follows:

• Varying the configuration of fixtures has an effect on ηpl, λ and γpl factors as demon-
strated by parametric plane strain analyses of the base material SE(B) specimen. Val-
ues of ηpl decrease by 6.4% if the load roller diameter is increased from dL = 8 mm to
dS = 25 mm and by 14.2% if load and support rollers diameter is set to dL = dS = 25 mm,
while the latter are fully constrained. Values of λ increase throughout the given range
of crack lengths for both fixture modifications. Therefore, it is assumed that CMOD
increases for the same LLD, while less work of the applied load manifests in the crack
driving force if the fixture is modified.

• Weld geometry in conjunction with weld material properties has a direct effect on ηpl
values. A distinctive decrease of ηpl values can be observed if the crack tip is near
the weld root in case of an overmatching weld with M = 1.31, while the opposite
can be observed in the case of an undermatching weld with M = 0.78. Modifying
the mismatch to M = 1.50 (overmatching weld) and M = 0.50 (undermatching weld)
further enhances the deviation of ηpl near the weld root. Moreover, weld material
properties affect the λ factor, where all values are in close agreement when a/W > 0.35
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with the exception of λ for modified undermatching weld material with M = 0.50.
For a/W < 0.35 the λ factors for overmatching and undermatching (original and
modified) weld material decrease in comparison with the λ for the base material. As a
consequence of distinctive shapes of the ηpl and λ functions, the γ functions oscillate
with respect to the standard solution.

• The computed resistances to stable tearing of the tested SE(B) specimens, expressed
in terms of J-R curves, are highly impacted by the ηpl, λ and γpl factors. Values of J
throughout the total crack extension ∆a reduce with respect to the standard solution
by 15% for the base material, by 11% for the undermatching weld and by 18% for the
overmatching weld when the set of correction factors calibrated for the utilized fixture
(dL = dS = 25 mm, constrained support rollers) is used. This indicates that fracture
toughness can be overestimated if the standard ηpl, λ and γpl factors are applied to
the postprocessing of results obtained by fracture toughness testing, where a modified
fixture has been utilized.
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Abstract: This paper presents the analysis of the behavior of welded joints made of 9–12% Cr-Mo
steel SA-387 Gr. 91. The successful application of this steel depends not only on the base metal’s
(BM) properties but even more on heat-affected-zone (HAZ) and weld metal (WM), both at room
and at operating temperature. Impact testing of specimens with a notch in BM, HAZ, and WM
was performed on a Charpy instrumented pendulum to enable the separation of the total energy in
crack-initiation and crack-propagation energy. Fracture toughness was also determined for all three
zones, applying standard procedure at both temperatures. Results are analyzed to obtain a deep
insight into steel SA 387 Gr. 91’s crack resistance properties at room and operating temperatures.
Results are also compared with results obtained previously for A-387 Gr. B to assess the effect of an
increased content of Chromium.

Keywords: welded joint; crack-initiation energy; crack-propagation energy; fracture toughness

1. Introduction

The Cr-Mo steel SA-387 Gr. 91 belongs to a group of heat-and creep-resistant 9–12%
Cr steels. They are introduced into practice to replace 2.25% Cr-Mo steel for operating
temperatures above 565 ◦C, with the maximum service temperature of Gr. 91 equaling circa
600 ◦C [1].

The Cr-Mo steel SA-387 Gr. 91 has exceptional mechanical properties, including crack
initiation and propagation resistance, making it an excellent choice for pressure vessels
operating at elevated temperatures. It is a simple matter to compare SA-387 Gr. 91, in its
role as a base metal, with more conventional steels, such as SA-387 Gr. B, and to find out
that conventional design methods will lead to significant reductions in pressure vessel
thickness and costs in general [1]. However, having in mind the importance and complexity
of welded joints, it is of utmost importance to obtain a deep insight into the behavior of
all zones (base metal, weld metal, heat-affected zone) to ensure the safe application and
exploitation of Cr-Mo steel. Knowing that welded joint crack sensitivity increases, the more
complex the composition and structure of a steel becomes, it is reasonable to assume that a
complete overview of SA 387 Gr. 91 application must include a detailed analysis of its crack
resistance in all welded joint zones. This should include at least Charpy toughness and
fracture toughness testing, both at room and elevated temperatures, up to 575 ◦C, which is
the aim of this research.

In a limited number of papers published about the effect of material heterogeneity and
temperature on steel SA-387 Gr. 91’s behavior, most of the focus was on strength and creep
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properties in relation to their microstructure, especially in a HAZ [2–11]. Detailed study
of the simulated heat-affected zone of creep-resistant 9–12% advanced chromium steel is
presented in [2–5], with an emphasis on the microscopic analysis of the influence of multiple
thermal cycles on simulated HAZ toughness [3], the relationship between microstructure
and mechanical properties [4], and the significance of cracks [5]. The fracture properties of
different microstructural regions of the heat-affected zone (HAZ) of modified 9Cr-1Mo steel
(tempered base metal, inter-critical, fine grained, coarse grained with and without δ-ferrite)
have been also studied using the Charpy impact test in [6]. A simulation technique is
used to reproduce HAZ microstructures. The results indicated the lowest toughness in
coarse-grained regions of the HAZ [6].

One of the most important problems with SA-387 Gr. 91 is its narrow heat-affected zone
with heterogeneous structures in the base metal, generated due to non-equilibrium phase
transformations during the arc-welding processes [7–9]. This heterogeneous heat-affected
zone has been reported to cause the short-term creep failures of welded components, such as
the infamous Type IV cracking [6]. It was shown in [7–9] that the Post-Weld Heat Treatment
(PWHT) plays a significant role in improving weldments’ toughness and maximizing their
creep lifetime. A similar study was made on somewhat different steel, Gr 92 and G92N,
with a focus on the effect of Boron and Nitrogen, as presented in [10].

The creep-crack growth behavior of a P92 steel-welded joint was analyzed in [11] with
the crack tip located at different distinct zones of welded joint. Tested results revealed that
even in thin thickness specimens, fine-grained heat-affected zone specimens exhibited a
fast creep-crack growth rate compared with other micro-zone specimens due to a low creep
crack resistance and a high multi-stress state.

The approach used in this paper had already been applied in the case of structural,
low-alloyed HSLA steel and its welded joint constituents [12], as well as in a series of
papers presenting research on a similar steel, A 387 Gr. B, with 1% Cr, which is also used
for elevated temperature [13–18]. In general, all relevant mechanical properties of steel A
387 Gr. B, such as tensile properties, Charpy impact toughness, fracture toughness, and
Paris law coefficients, have been presented in series of papers [13–19], including the effects
of time and temperature. More concretely, the influence of temperature and exploitation
period (time) on the behavior of a welded joint subjected to impact loading was analyzed
in [13], while the same effects on plane strain fracture toughness in a welded joint were
analyzed in [14], indicating very good crack resistance properties of all three regions, with
small differences between them. One interesting approach to measuring the relationship
between the impact and fracture toughness of A-387 Gr. B welded joint was presented
in [15], where separated energies as obtained using Charpy instrumented pendulum were
compared with fracture toughness. The effect of temperature and exploitation time on
tensile properties and plane strain fracture toughness in a welded joint was analyzed
in [16,17], also indicating the good properties of all three zones, i.e., BM, WM, and HAZ.
The influence of temperature and exploitation period on fatigue-crack growth parameters in
different regions of welded joints was analyzed in [18], indicating the highest crack-growth-
rate values in HAZ and the lowest in BM. Therefore, the lowest fatigue-crack resistance of
steel A-387 Gr. B is in HAZ. Moreover, higher temperatures and longer exploitation periods
increase crack growth rates and decrease fatigue thresholds for both new and exploited
materials in all regions of welded joints (BM, WM, HAZ). These effects occur as the result
of microstructural changes, such as carbide formation and growth at grain boundaries and
inside grains [18]. Finally, a recently published paper [19], dealt with the crack resistance of
SA 387 Gr. 91 welded joints under static and impact load, presenting preliminary results
for Charpy impact toughness and fracture toughness, indicating good resistance to crack
growth for all three welded joint regions, but with significant differences between them.
As expected, crack resistance in HAZ is reduced compared to BM, and, somewhat less
expected, WM is significantly more sensitive to cracking but still performs at a satisfying
level. In this paper, more results for Charpy impact toughness and fracture toughness of
SA 387 Gr. 91 welded joints and more detailed analysis will be presented, with a focus
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on material heterogeneity and temperature effects, as already briefly outlined in [19], but
also with a focus on the Chromium effect, which was not previously analyzed in this way.
Therefore, the results presented here will not be only analyzed on their own, but also in
comparison with corresponding results for A-387 Gr. B to obtain a better insight into the
effect of a significantly increased content level of Chromium. In any case, the focus in this
research is on the effect of weldment heterogeneity (i.e., the different properties of BM,
WM, and HAZ) and Cr content on the crack resistance of a welded joint.

2. Methods

Steel SA-387 Gr. 91 is designed to have the minimum yield stress of 450 MPa and
minimum impact energy of 41 J at room temperature, with the idea that is will be able
to work at elevated temperatures with sufficient strength and toughness [1,19]. For this
research, steel SA-387 Gr. 91, thickness 15 mm, produced in “Steelwork ACRONI” Jesenice
Slovenia, was used, with the chemical composition shown in Table 1.

Welding was performed in 4 root and 10 filler passes, using a Gas Tungsten Arc
Welding (GTAW) with BOEHLER C9 MV-IG Ø2.4 mm filler metal to ensure high quality of
root passes 1–4 and a Shielded Metal Arc Welding (SMAW) with BOEHLER FOX C9 MV
electrode, diameters 2.5 (passes 5–9) and 3.25 mm (passes 10–14), as shown schematically in
Figure 1. The chemical compositions and mechanical properties of filler metals are shown
in Table 2. Welding parameters and linear energies (as shown in Table 3) were chosen
carefully to adjust cooling speed and optimize welded-joint microstructure, with thermal
efficiency coefficients taken as 0.6 (GTAW) and 0.8 (SMAW).

Pre-heating was performed at 250 ◦C, while the inter-pass temperature was 200–300 ◦C.
Post-Weld Heat Treatment (PWHT) was applied, consisting of tempering at 250 ◦C, followed
by heating up to 750 ◦C (rate 100–150 ◦C/h), holding at 750 for 2 h, and cooling down to
400 ◦C (rate 150 ◦C/h), with final cooling at the still air.

Table 1. Base metal chemical composition, steel SA-387 Gr. 91.

Chemical Composition, Weight %

C Si Mn P S Cr Mo Ni V Nb Cu

0.129 0.277 0.443 0.001 0.001 8.25 0.874 0.01 0.198 0.056 0.068

Table 2. Filler metal chemical composition (%).

Filler Metal C Si Mn P S Cr Mo Ni V Nb Cu

C9 MV-IG Ø2.4 mm 0.11 0.23 0.5 0.006 0.003 9.0 0.93 0.5 0.19 0.07 0.0

FOX C9 MV Ø2.5 mm 0.09 0.19 0.55 0.01 0.006 8.5 1.0 0.5 0.19 0.04 0.1

FOX C9 MV Ø3.25 mm 0.11 0.26 0.66 0.008 0.005 8.5 0.94 0.5 0.20 0.06 0.1

Table 3. Welding parameters and linear energies.

Pass Voltage
V

Current
A

Welding Speed
mm/s

Linear Energy
kJ/mm

1 12.2 172 0.3 4.2

2 12.2 172 0.6 2.1

3–4 12.2 172 0.9 1.4

5–9 25.4 126 3.0 0.85

10–14 25.4 126 2.6 0.98

93



Materials 2022, 15, 1854Materials 2022, 15, x FOR PEER REVIEW  4  of  19 
 

 

 

Figure 1. Welded plate (thickness 15 mm) cross‐section, welding passes: root 1–4, filler 5–14. 

2.1. Impact Testing on Charpy Instrumented Pendulum 

The testing procedure was applied according to SRPS EN ISO 9016:2013 [20], includ‐

ing specimen shape and size, as well as notch V‐2 position, Figure 2. Testing was per‐

formed on an  instrumented Charpy pendulum SCHENCK TREBELL 150/300 J at room 

temperature, 20 °C, and an elevated  temperature, 575 °C. The higher  temperature was 

chosen as it is a common service temperature for this steel, whereas room temperature 

was used as a reference, so that the effect of high temperature on the steel could be eval‐

uated. Three specimens were extracted from each characteristic zone with the crack tip 

positioned in the BM, WM, and HAZ. In the case of the BM, the specimens were taken 

from a location far from the weld metal, as a common practice to avoid welding heat ef‐

fects. In the case of the HAZ, the specimen tip was located in the HAZ, as close to the WM 

as possible (as shown in Figure 2), since the CGHAZ was shown to have the lowest tough‐

ness in HAZ [6]. In the case of the WM specimen, the tip was located close to the center 

line. 

                                                                                   

                                                                                   

                                                                                   

Figure 2. Welded joint Charpy specimen cutting scheme. 

Since the tests were performed using an instrumented Charpy pendulum, it was pos‐

sible to separate crack initiation and propagation energies, and to evaluate the effect of 

the notch location on the impact properties and plasticity. In this way, it was possible to 

determine the energy required for initiating a crack and the energy required for its prop‐

agation, enabling better understanding of the crack resistance of tested material, as ex‐

plained in more details in [21], including different methods to separate these two energies. 

In this research, separation was performed according to the force maximum value, so that 

the area to the left represents the energy for crack initiation, Ai, the area to the right the 

energy for crack propagation, Ap, Figure 3. 

Figure 1. Welded plate (thickness 15 mm) cross-section, welding passes: root 1–4, filler 5–14.

2.1. Impact Testing on Charpy Instrumented Pendulum

The testing procedure was applied according to SRPS EN ISO 9016:2013 [20], including
specimen shape and size, as well as notch V-2 position, Figure 2. Testing was performed on
an instrumented Charpy pendulum SCHENCK TREBELL 150/300 J at room temperature,
20 ◦C, and an elevated temperature, 575 ◦C. The higher temperature was chosen as it is
a common service temperature for this steel, whereas room temperature was used as a
reference, so that the effect of high temperature on the steel could be evaluated. Three
specimens were extracted from each characteristic zone with the crack tip positioned in the
BM, WM, and HAZ. In the case of the BM, the specimens were taken from a location far
from the weld metal, as a common practice to avoid welding heat effects. In the case of the
HAZ, the specimen tip was located in the HAZ, as close to the WM as possible (as shown
in Figure 2), since the CGHAZ was shown to have the lowest toughness in HAZ [6]. In the
case of the WM specimen, the tip was located close to the center line.
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Figure 2. Welded joint Charpy specimen cutting scheme.

Since the tests were performed using an instrumented Charpy pendulum, it was
possible to separate crack initiation and propagation energies, and to evaluate the effect
of the notch location on the impact properties and plasticity. In this way, it was possible
to determine the energy required for initiating a crack and the energy required for its
propagation, enabling better understanding of the crack resistance of tested material, as
explained in more details in [21], including different methods to separate these two energies.
In this research, separation was performed according to the force maximum value, so that
the area to the left represents the energy for crack initiation, Ai, the area to the right the
energy for crack propagation, Ap, Figure 3.
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Figure 3. Separation of energies for crack initiation and propagation.

2.2. Fracture Toughness, KIc, Testing

Three-point single-edge bending (SEB) specimens were used for fracture toughness,
KIc, measurement at room temperature, whereas modified CT specimens were used at
elevated temperature, 575 ◦C (as shown in Figure 4). This modification was needed due to
the shape of the chamber used for testing at 575 ◦C and had no effect on fracture toughness
values, since the stress–strain state at the crack tip was not affected. Fracture toughness,
KIc, was determined via critical J integral, JIc, applying rules of elastic–plastic fracture
mechanics (EPFM) [22]:

KIc =

√
JIc · E
1 − ν2 , (1)

where E is the Elasticity modulus, and is ν the Poisson ratio. Standard procedure is defined
in the ASTM 1820 standard [23] along with the specific aspects for a welded joint testing set
out in [24]. A crack was produced on the HF testing machine, and its length was measured
after the experiment, as defined in [23].
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3. Results
3.1. Impact Testing

Results of the impact tests are provided for BM, WM, and HAZ in Tables 4–6, respec-
tively. Characteristic examples of F-t diagrams are shown in Figures 5–7 for BM, WM, and
HAZ, respectively. As one can see from the results presented in Tables 4–6, impact tough-
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ness at room temperature is the highest in BM, closely followed by HAZ. High resistance
to cracking in HAZ is even more pronounced when energy components are considered,
since it has the highest resistance to crack initiation. In any case, one should keep in mind
that all zones in SA 387 Gr. 91 have a relatively high impact energy, both for crack initia-
tion and propagation, making their welded joints resistant to cracking. At this point, one
should notice that such result actually leads to the conclusion that the welding procedure
specification for SA 387 Gr. 91 is well defined, and welding itself is well performed.

The results of the impact testing are in good agreement with the presented microstruc-
tures and hardness values, since the highest impact energy (BM) corresponds with the lowest
hardness, and the lowest impact energy (WM) corresponds with the highest hardness.
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Table 4. Results of Charpy testing—SA 387 Gr. 91 BM.

Specimen Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Growth
Energy, AP, J

BM-1A 251 58 193
BM-2A 20 268 60 208
BM-3A 275 58 217

average 265 59 206

BM-4A 159 41 118
BM-5A 575 166 43 123
BM-6A 155 41 114

average 160 42 118
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Table 5. Results of Charpy testing—SA 387 Gr. 91 WM.

Specimen Mark Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Growth
Energy, AP, J

WM-1A 144 52 92
WM-2A 20 168 55 113
WM-3A 156 52 104

average 156 53 103

WM-4A 92 28 64
WM-5A 575 94 28 66
WM-6A 104 29 75

average 97 28 69
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Table 6. Results of Charpy testing—SA 387 Gr. 91 HAZ.

Specimen Mark Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Growth
Energy, AP, J

HAZ-1A 248 70 178
HAZ-2A 20 246 69 177
HAZ-3A 248 70 178

average 248 70 178

HAZ-4A 147 39 108
HAZ-5A 575 153 42 111
HAZ-6A 138 40 98

average 146 40 106

Testing at the operating temperature indicates similar behavior, since the reduction of
energies is similar: BM 29–43%, WM 26–47%, and HAZ 9–43%. Therefore, energy values
at the operating temperature, compared with the room temperature are as follows: BM
57–71%, WM 53–74%, HAZ 57–91%, which are still relatively high. The lowest value is
energy for crack initiation, AI = 28 J, which was recorded in WM and is still reasonable
from a practical point of view.

The effect of different zones in a welded joint on crack initiation and propagation
is also visible in Figures 8–10, where fractographies of BM, WM, and HAZ are shown,
respectively, for both testing temperatures. It is clear that only Figures 8a, 9a and 10a, which
present the crack initiation process at 575 ◦C, do not show completely ductile fracture
surfaces, which is in agreement with the lower energies recorded for crack initiation in
these specimens (42, 28, and 40 J, respectively). However, they do not represent brittle
fractures either; all fractographies indicate sufficient toughness values and high resistance
to crack initiation and propagation. Moreover, one should notice relatively small differences
in crack initiation and propagation energies between the different zones in a welded joint
made of SA387 Gr. 91, which is also proved by the presented fractographies.
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Figure 9. SA‐387 Gr. 91 WM fractography upon (a) crack initiation, 575 °C; (b) crack propagation, 

575 °C; (c) crack initiation, 20 °C; and (d) crack propagation, 20 °C. 
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Figure 10. SA‐387 Gr. 91 HAZ fractography upon (a) crack initiation, 575 °C; (b) crack propagation, 

575 °C; (c) crack initiation, 20 °C; and (d) crack propagation, 20 °C. 

Figure 9. SA-387 Gr. 91 WM fractography upon (a) crack initiation, 575 ◦C; (b) crack propagation,
575 ◦C; (c) crack initiation, 20 ◦C; and (d) crack propagation, 20 ◦C.
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The results of the impact testing for A387 Gr. B, obtained at room temperature, are
presented in Tables 7–9 for BM, WM, and HAZ, respectively. The distribution of energies,
both total and separated, is similar as for 9% Cr steel, the highest values are in BM, but
are followed closely by both HAZ and WM, in this case. These results also lead to the
conclusion that the welding procedure specification for A 387 Gr. B is well defined, and the
welding itself is well performed.

The reduction of energy at operating temperature is smaller for steel with 1% Cr than
for steel with 9% Cr, with similar distribution of energy: BM 18–38%, WM 8–30%, HAZ
20–29%. The levels of energy in relation to the room temperature are: BM 62–82%, WM
70–92%, HAZ 71–80%. The lowest individual value for initial energy, AI = 38 J, is recorded
in BM and is still satisfactory. Nevertheless, one should not forget that the operating
temperature for 1% Cr steel is 540 ◦C, i.e., lower than that for 9% Cr (575 ◦C), so the
reduction of energies was expected, not only because of the simpler microstructure (less Cr).

Table 7. Results of impact testing for A387 Gr. B—BM [13].

Specimen Mark Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Propagation
Energy, AP, J

BM-1-1n
20

204 47 157
BM-1-2n 212 49 163
BM-1-3n 214 49 165

average 210 48 162

BM-2-1n
540

137 38 99
BM-2-2n 139 40 99
BM-2-3n 145 41 104

average 141 40 101

Table 8. Results of impact testing for A387 Gr. B/WM [13].

Specimen Mark Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Propagation
Energy, AP, J

WM-1-1
20

193 56 137
WM-1-2 190 60 130
WM-1-3 183 60 123

average 189 59 130

WM-2-1
540

139 40 99
WM-2-2 133 39 94
WM-2-3 134 39 95

average 135 39 96

Table 9. Results of impact testing for A387 Gr. B—HAZ [13].

Specimen Mark Testing Temperature, ◦C Impact Total
Energy, AT, J

Crack-Initiation
Energy, AI, J

Crack-Propagation
Energy, AP, J

HAZ-1-1e
20

186 47 139
HAZ-1-2e 187 45 142
HAZ-1-3e 183 47 136

average 185 46 139

HAZ-2-1e
540

143 46 97
HAZ-2-2e 131 43 88
HAZ-2-3e 129 42 87

average 134 44 90
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3.2. Fracture Toughness Testing

Fracture toughness values are obtained via JIc, as explained in Section 2.2, using J-R
curves as shown in Figures 11–13 for characteristic examples of BM, WM, and HAZ testing,
respectively. Calculated KIc values for SA 387 Gr. 91 steel are provided in Tables 10–12
for BM, WM, and HAZ, respectively, clearly indicating that the KIc values are satisfactory,
with the highest values in BM (175.0 and 124.4 J for the room and operating temperature,
respectively), the lowest in WM (125.7 and 91.1 J), and in-between in HAZ (146.4 and 111.9 J).
The effect of heterogeneity and temperature is similar, as in the case of impact toughness,
with HAZ being somewhat more sensitive to cracking, and with a slightly smaller reduction
of KIc values (the ratio between 20 and 575 ◦C values is circa 1.3 compared to circa 1.6 for
impact toughness) with increased temperature.
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Table 10. KIc values obtained via JIc for SA 387 Gr. 91—BM.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

BM-1K
20

131.1 173.9
BM-2K 144.2 182.4
BM-3K 124.0 169.2

average 175.0

BM-4K
575

78.5 122.9
BM-5K 80.9 124.7
BM-6K 81.9 125.5

average 124.4
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Figure 13. The J-R curve and JIc evaluation for SA 387 Gr. 91—HAZ at (a) 20 ◦C, (b) 575 ◦C.

Table 11. KIc values obtained via JIc for SA 387 Gr. 91—WM.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

WM-1K
20

71.6 128.5
WM-2K 64.8 122.3
WM-3K 69.2 126.4

average 125.7

WM-4K
575

51.2 99.2
WM-5K 40.1 87.8
WM-6K 38.6 86.2

average 91.1
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Table 12. KIc values obtained via JIc for SA 387 Gr. 91—HAZ.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

HAZ-1K
20

97.6 150.1
HAZ-2K 88.9 143.2
HAZ-3K 92.1 145.8

average 146.4

HAZ-4K
575

65.3 112.1
HAZ-5K 61.6 108.8
HAZ-6K 68.5 114.8

average 111.9

As in the case of impact toughness, one should notice relatively small differences in
KIc values between the different zones in welded joints made of SA387 Gr. 91, proved
also by the presented fractographies (as shown in Figures 14–16), indicating sufficiently
ductile material. Even in the case of WM at 575 ◦C (as shown in Figure 15b), which appears
to be a brittle fracture, it was found that this is actually a ‘local brittle zone’ (LBZ), not
uncommon for WM, especially if made of alloyed steel. The same fractography, but with
a magnification of 200×, is shown in Figure 17, also indicating some typical features of a
ductile fracture.
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Figure 14. SA‐387 Gr. 91 BM fractography. (a) SENB specimen 20 °C, (b) CT specimen 575 °C, 1500×. 
Figure 14. SA-387 Gr. 91 BM fractography. (a) SENB specimen 20 ◦C, (b) CT specimen 575 ◦C, 1500×.
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Figure 15. SA‐387 Gr. 91 BM fractography. (a) SENB specimen 20 °C, (b) CT specimen 575 °C, 1500×. 
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Figure 16. SA‐387 Gr. 91 BM fractography. (a) SENB specimen 20 °C, (b) CT specimen 575 °C, 1,500×. 

 

Figure 17. SA‐387 Gr. 91 WM fractography, CT specimen 575 °C, 200×. 
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1500×.
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Figure 17. SA-387 Gr. 91 WM fractography, CT specimen 575 ◦C, 200×.

Values for KIc in the case of A387 Gr. B steel are provided for comparison in Tables 13–15
for BM, WM, and HAZ, respectively. In this case, the results for fracture toughness are
different from those for impact toughness in two important aspects: the first is that 1% Cr
steel has lower values than 9% Cr, and the second is that WM is now the region with the
highest crack resistance, whereas HAZ is the weakest link. However, the differences are
very small, since the average values for WM are circa 10% higher, and for HAZ circa 10%
lower, than BM average values. Therefore, the effect of heterogeneity is less pronounced
than in the case of SA 387 Gr. 91 steel, whereas the effect of temperature is slightly stronger
(the ratio between 20 ◦C and 575 ◦C values is circa 1.4, which is almost the same as in the
case of SA 387 Gr. 91).

Table 13. Values of KIc via JIc for A387 Gr. B—BM.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

BM-1-1n
20

60.1 117.8
BM-1-2n 63.9 121.4
BM-1-3n 58.6 116.3

average 118.5

BM-2-1n
540

43.2 87.2
BM-2-2n 44.7 88.7
BM-2-3n 45.3 89.2

average 85.7
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Table 14. Values of KIc via JIc for A387 Gr. B—WM.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

WM-1-1
20

72.8 129.6
WM-1-2 74.3 130.9
WM-1-3 71.1 128.1

average 129.5

WM-2-1
540

50.2 93.9
WM-2-2 52.6 96.2
WM-2-3 48.4 92.2

average 94.1

Table 15. Values of KIc via JIc for A387 Gr. B—HAZ.

Specimen Mark Testing Temperature, ◦C Critical J-Integral,
JIc, kJ/m2

Critical Stress Intensity Factor,
KIc, MPa·m1/2

HAZ-1-1n
20

53.6 111.2
HAZ-1-2n 51.7 109.2
HAZ-1-3n 49.8 107.2

average 109.2

HAZ-2-1n
540

33.6 76.9
HAZ-2-2n 34.2 77.5
HAZ-2-3n 36.1 79.7

average 78.0

4. Conclusions

Based on the results presented in this paper, one can conclude the following:

• Both steels, SA-387 Gr. 91 and A-387 Gr. B, as well as their welded joints, have high
resistance to cracking, both for static and impact loading. This conclusion also holds
for SA 387 Gr. 91 WM, even though its resistance to cracking is lower than BM and
HAZ, but well above 41 J, which is the minimum value for the BM.

• The effect of material heterogeneity on impact toughness is more heavily expressed for
SA-387 Gr. 91 than for A-387 Gr. B, since the WM in the former case has lower values
of crack initiation and growth energies, whereas these values are balanced in the latter
case. A reduction of impact toughness in the case of SA-387 Gr. 91 steel is mostly due
to crack-growth energy, which is significantly smaller than for SA-387 Gr. 91 BM and
HAZ, but still at a satisfying level.

• The effect of temperature on impact toughness is similar, but more pronounced, since
both energies are lower in all cases, approximately 1/3 less than at room temperature,
but still at a satisfying level.

• The effect of material heterogeneity on fracture toughness is similar to its effect on
impact toughness, but more expressed for SA-387 Gr. 91 than for A-387 Gr. B, for the
same reason as in the case of impact toughness. The effect of temperature on fracture
toughness is also similar to its effect on impact toughness. One can say that the
behavior of both materials and their welded joints in respect to cracking is practically
the same for static and impact loading.
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Abstract: Cleavage fracture of the V and Ti-V microalloyed forging steels was investigated by
the four-point bending testing of the notched specimens of Griffith-Owen’s type at −196 ◦C, in
conjunction with the finite element analysis and the fractographic examination by scanning electron
microscopy. To assess the mixed microstructure consisting mostly of the acicular ferrite, alongside
proeutectoid ferrite grains and pearlite, the samples were held at 1250 ◦C for 30 min and subsequently
cooled instill air. Cleavage fracture was initiated in the matrix under the high plastic strains near
the notch root of the four-point bending specimens without the participation of the second phase
particles in the process. Estimated values of the effective surface energy for the V and the Ti-V
microalloyed steel of 37 Jm−2 and 74 Jm−2, respectively, and the related increase of local critical
fracture stress were attributed to the increased content of the acicular ferrite. It was concluded that
the observed increase of the local stress for cleavage crack propagation through the matrix was due
to the increased number of the high angle boundaries, but also that the acicular ferrite affects the
cleavage fracture mechanism by its characteristic stress–strain response with relatively low yield
strength and considerable ductility at −196 ◦C.

Keywords: cleavage fracture stress; medium carbon forging steel; microalloyed steel; acicular ferrite;
heterogeneous microstructure

1. Introduction

Medium carbon microalloyed forging steels have been introduced into forging practice
with the intent to replace costly procedures of quenching and tempering. Despite the fact
they are high in strength, in some cases forging steels lack the desired impact toughness
up to 40%, as shown in [1]. Forged steel parts are usually produced by heating to a high
temperature and forged to the desired shape. In the case of the drilling rods for the petrol
industry, the rod’s end is heated with an induction heater to about 1200 ◦C and forged into
a suitable shape for subsequent machine working, as shown in Figure 1. Consequently,
the neighboring part of the rod is heated above Ac1 temperature by conduction, therefore
forming a heat affected zone (HAZ), fully analogous to the HAZ in a welding process.

By continuous cooling from the forging temperatures, a range of heterogeneous mi-
crostructures can be formed. Depending on the cooling rates and the chemical composition,
microstructure of the medium carbon microalloyed steel could consist of ferrite, perlite,
bainite, acicular ferrite, martensite, and retained austenite [2,3]. The same heterogeneous
structures can be formed in HAZ both in the case of welding and forging, except for the
differences in the content of each microconstituent and the size proportions of the HAZ.
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Figure 1. Schematic illustration of heat affected zone in the forged rod.

Previous research have noted the positive influence of acicular ferrite (AF) in the
microstructure on the toughness of low carbon and welded pipeline steels [4–10]. AF
is formed by bainitic reaction, but unlike bainite that grows as a sheaf of ferrite plates
from the austenite grain boundary, AF nucleates intragranularly at inclusions, forming
fine interlocking structure of laths and/or plates [11,12]. It is believed that AF increases
toughness by forcing propagating crack to deflect at the high angle boundaries between
the ferrite laths and plates [13]. Formation of AF is also observed in medium carbon mi-
croalloyed steels, coexisting with other microconstituents, primarily ferrite and pearlite, in
continuously cooled samples from the temperature of austenitization or hot working [3,14].
Promising results in improving the toughness of the medium carbon microalloyed steels
have been noted in those with a predominantly acicular ferrite structure [4,15–17]. For con-
tinuously cooled medium carbon microalloyed steels fracture studies were focused mainly
on ferrite-pearlite and bainite structures [18,19], and it was found that in general, cleavage
fracture was initiated or controlled by the broken coarse TiN particles in the zone of high
stress in front of the notch in the four-point bending specimens [20–22]. Effective surface
energy for those steels has been determined to be less than 50 Jm−2 at −196 ◦C [20,23].
However, little attention has been given to the cleavage fracture in continuously cooled
medium carbon microalloyed steels with the predominantly acicular ferrite structure.

The aim of this work is to investigate the influence of a classical heterogeneous
structure predominantly made up of acicular ferrite on the micromechanical mechanism of
cleavage fracture for two different medium carbon microalloyed steels. An attempt is made
to better understand how the control of a heterogeneous structure (i.e., acicular ferrite)
influences fracture behavior, similar to approaches in the studies of other multiphase steels,
such as TrIP (transformation induced plasticity), TwIP (twinning induced plasticity), or DP
(dual phase) steels [24].

2. Materials and Methods

The chemical compositions of two commercial medium carbon microalloyed steels are
given in Table 1. The Ti-V and V microalloyed steel were received as hot-rolled rods 22 mm
and 19 mm in diameter, respectively. In order to eliminate rolling texture, the as-received
rods were homogenized at 1250 ◦C for 4 h in an argon atmosphere, followed by quenching
in oil at room temperature. In order to achieve predominantly acicular ferrite structure
by continuous cooling, specimens were afterward reaustenitized at 1250 ◦C for 30 min in
argon and then cooled at still air.
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Table 1. Chemical composition of the steels (wt.%).

Steel C Si Mn P S Cr Ni Mo V Ti Al Nb N

Ti-V 0.309 0.485 1.531 0.0077 0.0101 0.265 0.200 0.041 0.123 0.011 0.017 0.003 0.0228
V 0.256 0.416 1.451 0.0113 0.0112 0.201 0.149 0.023 0.099 0.002 0.038 0.002 0.0229

Metallographic specimens were cut from the rods in a transverse direction and pre-
pared for light microscopy examination by grinding, polishing, and etching in 2% solution
of nitric acid in ethanol. The microstructure of the steels was examined by light microscopy,
and the micrographs were captured by using a digital camera. Quantitative analysis of
the microstructures was performed using FIJI software [25]. A separate set of specimens
was prepared for measurement of the previous austenite grain size (PAGS). In order to
reveal austenite grain boundaries, specimens were reheated to 1250 ◦C for 15 min, water
quenched, subsequently tempered at 450 ◦C for 24 h, cooled in still air to room temperature
subsequently etched in a saturated solution of picric acid with 1 cm3 of HNO3. Average val-
ues of PAGS measured by the linear intercept of the grain boundary segregations network
were 80 ± 10 µm for Ti-V steel and 100 ± 10 for V steel.

In order to investigate the cleavage fracture of the steels four-point bending (4PB) tests
were carried out at the temperature of liquid nitrogen (−196 ◦C) with a constant crosshead
speed of 0.1 mm min−1. Four-point bending notched specimens are the same type as those
used by Griffiths-Owen [26].

The finite element modeling (FEM) was performed using SIMULIA Abaqus software
in order to calculate stresses and strains in the four-point bending (4PB) specimens. One-
quarter of the specimen was modeled in three dimensions. Hexagonal eight-node element
type with reduced integration was used (C3D8R) with geometric nonlinearity taken into
account. The mesh was generated so that the size of the elements is gradually refined
toward the notch tip, from 0.7 to 0.07 mm. Displacement controlled loading was applied
with the maximum displacement that corresponds to the fracture load reached in the
experiment. Elastic-plastic response of the steels was modeled by the elastic modulus and
Poisson’s ratio of 200 GPa and 0.28 [26], respectively, and by using the true stress–strain
curves constructed by polynomial regression of the experimental data obtained by the
uniaxial tension testing at −196 ◦C.

The stress–strain dependence was determined by uniaxial tensile testing in a liquid
nitrogen bath at a constant crosshead speed of 0.1 mm min−1, which provides an initial
strain rate of the same order of magnitude as in the four-point bending test (≈10−5 s−1).
Uniaxial tensile testing was performed using proportional cylindrical specimens 6 mm in
diameter and 30 mm in gauge length (EN ISO 6892-1).

Fracture analysis was performed using a scanning electron microscope (SEM) equipped
with an energy dispersive X-ray spectrometer (EDS). Fracture origins were determined by
tracking the markings on the cleavage facets. Distance of the fracture initiation site from
the notch root, X0, and the size of the initial cleavage facet was measured at the SEM micro-
graphs. The cleavage facets were approximated by an ellipse with major axes corresponding
to the maximum and minimum ferret diameters of the facet (Dmax and Dmin, respectively).

The local cleavage fracture stress, σF
*, was determined from the FEM calculated

maximum principal stress distribution at the distance of the cleavage initiation site from the
notch root, X0. Critical cleavage fracture stress, σF

*, and the first cleavage facet dimensions
are related by Griffith’s equation [18,19]:

σ∗F =

√
π·E·γ

(1 − ν2)·Deff
(1)
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where γ is the effective surface energy, Deff is the effective diameter of the first cleavage
facet, E is the modulus of elasticity, and ν is the Poisson’s coefficient. In this paper, effective
diameter, Deff, was calculated by the following formulas [17,18]:

Deff =
Dmin

φ2
π2

4
(2)

φ =
3π
8

+
π

8

(
Dmin

Deff

)2
(3)

Based on Equation (1), the effective surface energy, γ, was determined from the plot
of the local critical cleavage fracture stress versus the reciprocal square root of the first
cleavage facet effective diameter, σF

*-Deff
−1/2

3. Results and Discussion
3.1. Microstructure

Microstructures of the steels investigated, shown in Figure 2, consist of ferrite, pearlite,
and acicular ferrite. The steel with V as the main microalloying addition (“V steel”) is char-
acterized by the continuous network of proeutectoid grain boundary ferrite (GBF) along the
previous austenite grain boundaries bordered by the pearlite nodules (P). Grain boundary
ferrite consists of both elongated allotriomorphs (GBA) and polygonal idiomorphs (GBI).
Most of the previous austenite grain interior is occupied by acicular ferrite (AF), mainly
separated from the GBF by the perlite (P), as can be observed in Figure 2a,c. Unlike the V
steel, in the structure of the steel microalloyed with Ti and V (“Ti-V steel”) proeutectoid
ferrite grains and pearlite are sparse and discontinuous, while acicular ferrite occupies an
almost complete volume of the previous austenite grain (Figure 2b,d). Estimated volume
fractions for V steel are 70% of AF and 20% of P, while for steel, it is 96% AF and only 2% P,
and the rest is GBF.

Figure 2. Optical micrographs of the medium carbon V and Ti-V microalloyed steels samples
air-cooled from the austenitization temperature of 1250 ◦C: (a) Overall microstructure of the V
microalloyed steel; (b) overall microstructure of the Ti-V microalloyed steel; (c) details of the V steel
microstructure;(d) details of the Ti-V steel microstructure. P-pearlite, GBI-grain boundary idiomorphs,
GBA-grain boundary allotriomorphs, AF-acicular ferrite, WP—Widmanstätten side plates.
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Small isolated islands of pearlite alongside a discontinuous network of GBF indicate
markedly higher hardenability of the Ti-V steel. Hardenability in terms of retardation
of diffusional transformation of austenite can be rationalized in terms of the chemical
compositions of the steels. Besides higher carbon content, the higher hardenability of
Ti-V steel is attributed to the higher content of substitutional alloying elements—Cr, Mo,
and Ni. Manganese content, which is known to have a strong retarding effect on the
diffusional decomposition of austenite [27], is essentially equal for both steels. However,
a possible influence of free excess vanadium atoms in austenite solid solution that are
not tied in V(C,N) particles should be taken into consideration. Vanadium atoms in solid
solution increase hardenability by segregating to austenite grain boundaries, rendering
them energetically less suitable for nucleation of proeutectoid ferrite [6,28]. The distribution
of the microalloying elements together with the temperatures for the complete dissolution
of VN and VC particles is given in Table 2. Considering temperatures for complete
dissolution calculated using equations for solubility products [29]:

log[V][N] = −7840/TVN + 3.02 (4)

log[V][C] = −9500/TVC + 6.72 (5)

it follows that VN and VC carbides were completely dissolved at the austenitization
temperature of 1250 ◦C. We can assume that the total amount of titanium is precipitated as
TiN particles due to low solubility even at the austenitization temperature [19].

Table 2. Redistribution of the Ti, V, and N elements between particles and solid solution, and
temperatures for the complete dissolution of VN and VC precipitates.

Steel [Ti]
[ppm]

[N]
[ppm]

[N]TiN
[ppm]

[N]VN
[ppm]

[V]
[wt.%]

[V]VN
[wt.%]

[V]excess
[wt.%]

TVN
[◦C]

TVC
[◦C]

Ti-V 110 228 32 196 0.123 0.071 0.052 1117 894
V 20 229 6 223 0.099 0.081 0.018 1108 869

The distribution of the microalloying elements was calculated by taking the stoichio-
metric ratios in TiN and VN particles of Ti:N = 3.4, and V:N = 3.6, with the assumption
that upon cooling from the austenitization temperature, precipitation of VN particles takes
precedence over the precipitation of VC particles. From these considerations, it follows
that higher concentrations of free vanadium atoms can be expected in Ti-V steel, and conse-
quently, that it would impose a stronger suppressing effect on diffusional transformations
of the austenite.

The influence of the prior austenite grain size (PAGS) on hardenability is related to
the number density of potential grain boundary nucleation sites [30]. The addition of Ti
in the Ti-V steel contributes to grain size control and austenite grain refinement [13,31].
Austenite grain size in both steels examined was relatively large, about 80 µm in Ti-V steel
and 100 µm in V steel, which is favorable for the intragranular nucleation. The addition
of Ti was in order to prevent grain growth of austenite at forging temperature, i.e., no
influence on hardness was expected. The difference in PAGS did not impose a noticeable
effect on the hardenability of the steels; thus, higher hardenability of the Ti-V steel implies
the dominant influence of the alloying elements in solid solution, especially free excess V.

Transformation on continuous cooling from the austenitization temperature begins
with proeutectoid ferrite formation at austenite grain boundaries, advances by the forma-
tion of the pearlite, and finishes by bainitic reaction at lower temperatures when diffusional
transformations are no longer possible. Nucleation of the bainite at the austenite grain
boundaries is precluded by the presence of grain boundary ferrite grains, mostly in V
steel, or due to segregation of alloying elements, presumably free excess V in Ti-V steel,
and therefore intragranular nucleation of acicular ferrite takes place. Intragranular nucle-
ation is promoted by the presence of second phase particles suitable as ferrite nucleation
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sites. VN particles precipitated at MnS inclusions seem particularly effective as intragran-
ular ferrite nucleation site [32,33]. Considering the chemical composition of the steels
investigated, complex VN/MnS particles could be expected as the main acicular ferrite
nucleation site, although other particles with MnS core, such as CuS and TiN should not be
excluded [20,34–37].

AF is considered as an effective barrier for crack propagation due to the high density
of high angle boundaries by forcing propagating cracks to change direction frequently, thus
increasing the overall energy needed for fracture [6]. However, previous investigations
established two distinct AF morphologies, generally defined in analogy to bainite, depend-
ing on the temperature of isothermal transformation, as upper and lower AF [38]. Lower
AF formed at temperatures around 400 ◦C is depicted by the sheaves of nearly parallel
plates or laths with similar crystallographic orientation, while upper AF formed at around
450 ◦C is characterized by the fine interlocking structure of ferrite plates/laths with high
crystallographic misorientation [4,12,39]. Therefore, it seems rational to consider acicular
ferrite obtained by continuous cooling as a mixture of both isothermal types, although it
cannot be easily discerned at the light microscopy level.

3.2. Fractography

Macroscopic V-shaped markings at the fracture surface (“chevron markings”) points
to the origin of the fracture located near the notch root (Figure 3a,b). The fracture surface is
characterized by the fine irregular cleavage facets (Figure 3c,d) alongside with the islands
of coarse facets. These isolated coarse facets are also irregularly shaped and more often
present in the Vsteel than in the Ti-Vsteel (Figure 3c,d). Observed fracture surface features
could be related to the underlying structure consisting of various ratios of grain boundary
ferrite, pearlite, and acicular ferrite. In that manner, large facets may be correlated with
the fractured grain boundary ferrite grains and/or coarse pearlite nodules, while small
irregular facets correspond to the fractured AF plates.

The appearance of the fracture surface reflects the underlying microstructures of the
two steels examined. Therefore, in the Ti-V steel with the predominantly AF structure
and lower volume fraction of GBF and pearlite, there are fewer coarse cleavage facets,
which are generally smaller in size than in the V steel specimens. An example of coarse
facets or a group of facets is shown in Figure 3c,d for the V and Ti-V steel, respectively.
At small facets, fracture marks are barely visible and could be considered as feather
markings rather than river lines, which makes them difficult to trace back to the origin of
the fracture. Pronounced tearing lines bordering fine facets seem to indicate an effect of
the high-angle crystallographic misorientation between individual acicular ferrite plates,
forcing propagating crack frequently to deflect. An example of the group of coarse facets
separated by the ridge that represents the boundary between adjacent grains with tilted
crystal orientations is shown in Figure 3f. Such coarse facets could be associated not only
with individual GBF and pearlite but also with the aggregates of ferrite and pearlite with
similar or the same crystallographic orientation [40,41]. However, cleavage fracture traces
bypass the facets in this example, shown in Figure 3f, and therefore could not be the origin
of the cleavage fracture. Additionally, having in mind that continuously cooled structures
of the medium carbon microalloyed steels may contain both upper and lower acicular
ferrite, it could be assumed that some of the coarser facets correspond to the sheaves of
acicular ferrite plates with similar crystallographic orientation. In this respect, previous
studies have indicated that microstructural units controlling cleavage fracture in an acicular
ferrite structure could be a group of ferrite plates with crystallographic misorientation
below 15◦ [13,42].
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Figure 3. SEM micrographs of the fracture surfaces: (a) Macroscopic markings pointing to the fracture
initiation site in V steel; (b) macroscopic markings pointing to the fracture initiation site in Ti-V steel;
(c) coarse facets near the fracture origin in V steel sample; (d) fracture origin in Ti-V steel sample and
an example of the tilted boundary between two coarse cleavage facets nearby; (e) typical cleavage
initiation site in V steel, marked with number 1; (f) coarse facets separated by the boundary between
the two grains with tilted crystallographic orientation near the fracture origin in Ti-V steel.

In both steels fracture originates from the area almost at the notch root. There are
not any fractured second phase particles or inclusions at the cleavage fracture origins in
any of the samples of both steels. SEM micrograph with EDS in Figure 4 shows spherical
MnS-based complex particle found near the cleavage initiation site. This particle is not
broken, fine cleavage markings on the surrounding facets bypass it, and therefore not
related to the fracture initiation. By following river lines and feather markings, a facet
or a group of facets at the initiation sites near the notch root were discovered in both
steels. Distances measured from the notch root to the cleavage initiation sites are between
14 and 56 µm for V steel specimens and 56 to 131 µm for the Ti-V steel specimens (Table 3).
According to the distribution of the maximum principal stress, σ11, calculated by the FEM,
shown in Figure 5, peaks of the maximum principal stress reach approximately 2300 MPa
and 2500 MPa for V steel and Ti-V steel, respectively. Cleavage fracture in microalloyed
steels with ferrite-pearlite, bainite, or martensite structures is generally initiated by the
fracture of a coarse second phase particle. In the vast majority of the cases, it was TiN
particle, 26 µm in diameter, in the zone of the peak value of the maximum principal
stress [18,20,23,43,44]. It could be concluded that in this case, with the predominantly
AF structure, an alternative mechanism of cleavage initiation was active. A similar case
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of cleavage initiation was also found near the notch of the 4PB. Therefore, it could be
concluded that the local stress did not attain the critical level for the fracture of coarse TiN
particles. Furthermore, from the graphs shown in Figure 5, it is clear that all the fracture
origins are located within the narrow zone of high plastic deformations.

Figure 4. SEM micrographs and the EDS spectra of the particle found near the notch of the
4PB specimen.

Table 3. Critical parameters for the cleavage fracture initiation for V and Ti-V steel samples.

V Steel
Sample

σF
[MPa] σF/σ0

σ1max
[MPa]

X0
[µm]

σF*
[MPa] εpc

Dmax × Dmin
[µm]

Deff
[µm]

γ

[Jm−2]

1 1193 1.54 2645
32 1419 0.493 36.8 × 15.5 24.5 72.3
53 1471 0.450 12.8 × 17.3 11.9 37.7

2 1268 1.64 2671
19 1400 0.634 23.7 × 9.8 15.6 44.7
19 1400 0.634 21.0 × 11.3 16.7 48.0
28 1414 0.616 29.3 × 24.1 28.5 83.7

3 1049 1.35 2595
15 1398 0.369 41.0 × 8.1 14.0 40.1
14 1396 0.370 8.6 × 6.8 8.3 23.6

4 1152 1.49 2640 56 1479 0.409 34.7 × 8.2 14.0 45.1

Ti-V
Steel

Sample

σF
[MPa] σF/σ0

σ1max
[MPa]

X0
[µm]

σF*
[MPa] εpc

Dmax × Dmin
[µm]

Deff
[µm]

γ

[Jm−2]

1 759 0.85 2139 78 1739 0.060 20.4 × 18.3 20.2 89.7

2 934 1.04 2402
59 1751 0.152 18.8 × 12.7 17.0 76.5
56 1740 0.154 22.3 × 13.6 19.1 85.0

3 904 1.01 2343
112 1934 0.092 17.2 × 15.3 17.0 93.4
131 1983 0.082 22.1 × 17.6 21.3 123.0

4 950 1.06 2430
71 1792 0.156 35.4 × 12.3 20.2 95.2
65 1770 0.161 29.1 × 11.8 18.8 86.6
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Figure 5. Maximum principal stress and the plastic strain distribution along the distance from the
notch root Xo of the 4PB samples for the V and Ti-V microalloyed steel at the cleavage fracture
initiation. Shaded boxes indicate the zone of the cleavage fracture initiation.

Cleavage fracture initiation by the Smith’s mechanism, involving fracture of the
cementite plate at the ferrite grain boundary [45,46] also does not seem probable in this
case, at the stress levels present in the vicinity of the notch. Taking the value of effective
surface energy for cementite of 9 Jm−2 [47] and by using Griffith’s equation for the thru-
thickness crack:

σ∗F =

√
4Eγ

π(1 − ν)C
(6)

it can be calculated that the highest stress values at the locations of the fracture initiation
given in Table 3, were not sufficient for the propagation of the cracks nucleated at the
cementite plates thinner than approximately 0.7 µm. This consideration leads to an assump-
tion that initial microcracks were formed by the rupture of the grains under the high plastic
deformations. In fractographs in Figure 3d,e, on the right side, many ruptures formed at
the notch root are seen. Facet in Figure 3e marked as number 2 was formed almost at the
notch root but had not been a part of the main propagating crack front. Bearing in mind
the role of the high plastic strains, a mechanism of damage accumulation in pearlite by
fracture of multiple cementite lamellas (Miller–Smith mechanism) could be considered as a
plausible mechanism of the cleavage crack nucleation, in analogy to the cleavage fracture
initiation in the pearlitic steels [48,49]. It could be assumed that microcracks formed at the
pearlite nodules would easily propagate through the low angle boundary with neighboring
proeutectoid ferrite. A relatively large microcrack formed by this mechanism could easily
propagate at relatively low stresses near the notch tip.

Plastic yielding is confined within the narrow zone, about 1.5 mm from the notch
root for V steel, and about 0.75 mm for Ti-V steel (Figures 5 and 6). Plastic strains in
V steel reach values as high as 0.6, while in Ti-V steel they are limited to much lower
values, up to approximately 0.15 (Figure 5, Table 3). In the same manner, the values of
the plastic strains at the cleavage fracture initiation sites, εpc, given in Table 3, are also
considerably different for the two steels examined. Observed behavior could be related
to the stress–strain response of the steels, presented by the fitted experimental true stress–
strain curves at −196 ◦C, shown in Figure 7 [50], which had been used as a model of the
mechanical properties in FEM. Ti-V steel exhibits considerable ductility at −196 ◦C in
comparison with V steel sample. On the other hand, V steel is characterized by the higher
strain-hardening rate, leading to the observed distribution of the plastic strain around the
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notch and formation of the narrow plastic zone with steeper strain increase toward the
notch in V steel than in Ti-V steel four-point bending sample. The deformation behavior
of the steels tested could be related to its microstructure and the content of the individual
microconstituents. It is known that the increase of the pearlite volume fraction leads to the
increase of the strength and strain-hardening rate [51,52].

Figure 6. Contours of the plastic strain (above) and the maximum principal stress(below) distribution
in front of the notch root of the 4PB specimen at the cleavage fracture initiation from the same
viewpoint in FEMfor the (a) V steel; (b) Ti-V steel.

Figure 7. Fitted experimental tensile true stress–true strain curves of the V steel and the Ti-V steel
samples tested at −196 ◦C.
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Further, both steels exhibit a gradual- or continuous-yielding effect, which manifests
as the relatively low YS, quantified as the Rp0.2value, followed by the steep stress increase
at low strains (Figure 7), and the consequently lower YS/UTS ratio. This behavior is
characteristic of the steels with bainitic or AF structure that contains high density of
mobile dislocations due to a displacive nature of transformation [53,54]. Furthermore,
another possible cause for the observed mechanical response could be the presence of the
retained austenite, characteristic of the medium-carbon microalloyed steels with bainitic
or AF structure, related to the incomplete reaction phenomenon [55]. It could be in
particular related to the observed tensile elongation of the Ti-V steel specimens at such
low temperatures (Figure 7). In conclusion, the observed distribution of the strain in the
four-point bending specimen, calculated by FEM, was a consequence of the mechanical
behavior of the continuously cooled steel microstructures with the predominant content
of AF and the contribution of the various amount of pearlite and GBF depending on the
cooling rate as well as the chemical composition of the microalloyed steels.

Having in mind that the origins of the cleavage fracture were found exclusively in
the narrow area at the notch root, it could be assumed that high plastic deformation led to
the formation of the microcracks by fracture of the microconstituents with low ductility,
primarily the pearlite, which resides in the microstructure between the AF and GBF. A
rupture of GBF grains by the Smith’s mechanism due to low ductility at −196 ◦C should
also be taken into account. The size of the facets at the cleavage origin, determined as the
effective diameter, Deff, shown in Table 3, is rather similar for V and Ti-V steel, with the
average values of 17 µm and 19 µm, respectively. A similar size of the first facet’s diameter
regardless of the size and the volume fraction of pearlite and GBF in the two steels may
imply a possibility that initial microcracks form also in AF, presumably at sheaves of ferrite
plates with similar crystallographic orientation (lower AF).

However, distances of the cleavage origins from the notch in Ti-V steel 4PB specimens
are somewhat larger, and therefore the local cleavage stress is higher. Although nominal
fracture stress, σF, is lower for the Ti-V steel (Table 3, columns 2 and 3), the local stress at
the initiation site is higher than in the V steel. Therefore, when calculated using Griffith’s
equation for the circular crack (Equation (1)), the value of the effective fracture surface
energy is noticeably higher for the Ti-V steel (Table 3, column 10).

Considering linear dependence of the local critical fracture stress, σF
*, on the reciprocal

square root of the initial microcrack effective diameter, Deff
−1/2, in accordance with the

Griffith’s equation (Equation (1)) lines have been drawn in the graph in Figure 8 in order to
calculate the values of the effective surface energy for cleavage fracture, γ. Experimental
points lie in the range between 37 Jm−2 and 82 Jm−2 for the V steel and between 74 Jm−2

and 122 Jm−2 for the Ti-V steel. From the line drawn just below the lowest experimental
point, an assumed upper value of the true effective surface energy for cleavage fracture, γ,
is calculated. Therefore, the values of 37 Jm−2 and 74 Jm−2 could be adopted for the V and
Ti-V steel, respectively. One of the experimental points for V steel deviates to a large degree,
giving the unrealistic value of 24 Jm−2, and therefore it was excluded from the analysis.
This point matches the unusually small facet diameter in sample 3 in Table 3. Having in
mind that cleavage initiation, in this case, is not related to the fracture of particles but to the
plastic deformation at the notch root, the calculated values of the effective surface energy
for cleavage fracture could be considered as the values for the propagation of the crack
through the grain boundaries, γ = γmm. In that manner, it indicates the role of the fine
interlocking structure of AF in the cleavage fracture mechanism. The value of the effective
fracture surface energy of 37 Jm−2 for the V steel with a mixed microstructure consisting
of about 70% of AF, and the rest being mostly the pearlite and GBF, is comparable to the
values for the medium-carbon microalloyed steels with the ferritic-pearlitic and bainitic
structures found in the literature [20,23].
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Figure 8. Values of the local critical fracture stress plotted against the reciprocal square root of the
first cleavage fracture facet’s effective diameter and the corresponding values of the effective fracture
surface energy.

However, the value 74 Jm−2 for the Ti-V steel is considerably higher, and it could be
assumed that the observed increase in the effective surface energy was due to the higher
density of high-angle boundaries of the AF structure. Additionally, another rather indirect
effect of the AF through its influence on the stress–strain behavior and resultant stress and
strain distribution in front of the notch in 4PB specimen could be considered.

First, due to the characteristic high dislocation density, the observed low yield strength
or the “gradual yielding” effect, alongside with the relatively high ductility at low tempera-
tures (Figure 7), induce high plastic strains at relatively modest stress levels near the notch,
which cause the fracture of the favorably oriented pearlite nodules or coarse eutectoid
ferrite grains.

Formed microcracks are large enough to trigger the cleavage fracture at low stresses
near the notch root. At the same time, peak stress at the distance X0, 400–500 µm from
the notch root, had not been sufficient for the cleavage initiation by fracture of the coarse
TiN particles. Taking the value of γpm =7 Jm−2for the fracture of the coarse TiN parti-
cles [40,56], calculation using Griffith’s equation (Equation (1)) gives the value of approx-
imately 2500 MPa for the grain sizes smaller than 5.45 µm for V steel and 7.85 µm for
Ti-V steel. Peak values of the maximum principal stress, σ1max, for the V steel samples
are in the range 2595–2671 MPa, while for the Ti-V steel samples are considerably lower,
from 2139–2430 MPa (Table 3). Therefore, it follows that the peak values of the maximum
principal stress, σ1max, in this work was lower than the stress needed for the fracture of the
coarse TiN particles in Ti-V steel. As regards V steel it could not be expected a significant
number of large TiN particles considering the low content of Ti (Table 1). However, in
previous researches, it was noticed that TiN particles could not trigger the cleavage fracture
when embedded in a ductile and fine grained matrix [47,57]. The results in this investi-
gation confirm that TiN remains neutral regarding the cleavage fracture initiation in the
fine interlocking structure of acicular ferrite. In conclusion, the large cracks formed in the
zone of high plastic deformation trigger the cleavage fracture before the critical conditions
are met for the cleavage initiation by fracture of the coarse TiN particles in the zone of
peak stress.

Furthermore, it also indicates the role of the pearlite and ferrite in the cleavage fracture
mechanism of the microalloyed steels with predominantly AF structure as potential sites for
the formation of microcracks. Therefore, a lower number of perlite nodules and polygonal
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ferrite grains in Ti-V steel implicate fewer sites for cleavage initiation. It could also explain
somewhat larger distances of the cleavage fracture origin from the notch in Ti-V steel.
Conversely, a larger number of pearlite nodules and proeutectoid ferrite grains in V steel
represent a larger number of potential sites for the cleavage fracture initiation at lower
stress levels near the notch root. While the fine interlocking structure of AF contributes
to the increase of the local critical fracture stress, low-ductility coarse microconstituents–
pearlite, GBF, or ferrite-pearlite aggregates with the same crystallographic orientation
decrease the critical cleavage fracture stress, considering that they are suitable sites for
cleavage fracture initiation, at relatively low stresses, in the medium carbon microalloyed
steels with predominantly AF structure.

4. Conclusions

1. Cleavage fracture of air-cooled medium carbon microalloyed steels with predom-
inantly acicular ferrite microstructure is initiated by the fracture of the coarse mi-
crostructural units, ferrite, and pearlite, under the plastic deformation at the notch
root of the four-point bending specimen. In this case, fracture of the second phase
particles is not involved in the cleavage fracture initiation process.

2. Peak stress in front of the notch root of the four-point bending specimen is insufficient
for the cleavage fracture initiation by fracture of coarse TiN particles in the microstruc-
ture consisting predominantly of acicular ferrite due to its fine-grained structure with
a high density of high-angle boundaries and relatively low strength and considerable
ductility at liquid nitrogen temperature, comparing to the ferritic-pearlitic structure.

3. While the coarse ferrite grains and pearlite nodules govern the cleavage fracture
initiation, stress and strain distribution in the four-point bending specimen are dom-
inated by the acicular ferrite and its deformational characteristics. It is assumed
that mechanical properties were also contributed by the retained austenite present
in the acicular ferrite structure of the steel with higher carbon content and the Ti-V
microalloying addition.

4. Estimated values of the effective surface energy for the V steel with about 70% of the
acicular ferrite of 37 Jm−2, and for the Ti-V steel with the acicular ferrite content as
high as 96% of 74 Jm−2 are considered as the effective energy for the propagation of
the crack through the grain boundaries, and therefore directly relate to the effect of
the fine interlocking structure of acicular ferrite in the cleavage fracture mechanism.
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Abstract: Refineries piping installation systems are designed, fabricated, and operated to assure very
high levels of quality and structural integrity, to provide very high resilience to catastrophic events
like earthquakes, explosions, or fires, which could induce catastrophic damage of piping systems
due to collapse of nearby structures as towers, bridges, poles, walkways, vessels, etc. To evaluate
the catastrophic impact loading resilience to failure of MMA (Manual Metal Arc Welding), GMA
(Gas Metal Arc Welding), SSA (Self-shielded Arc Welding), and LASER+GMA of modern API 5L X80
pipes butt welded joints used for piping installation systems of refineries, the new, original technique
of the quantitative and qualitative evaluation of impact loading resilience of butt welded joints of
pipes was developed. The high-quality butt welded joints were impact loaded by the freely dropping
3000 kg mass hammer of the die forging hammer apparatus. The impact loading energy needed to
exceed the yield strength of the extreme zone of welded joints and to induce catastrophic fracture of
butt welded joints of API 5L X80 pipes was calculated using FEM (Finite Element Method) modeling
of the impact loading process of tested butt welded joints of pipes. Results of the FEM modeling of
impact loading technique of butt welded joints of piping systems indicate that it is a useful tool to
provide valuable data for experimental impact loading tests of welded joints of pipes, decreasing
the time and cost of the experiments. The developed impact loading technique of butt welded joints
of pipes to simulate the catastrophic events in refinery piping systems and evaluate the resilience
of the butt welded joints of pipes to catastrophic failure proved to be very efficient and accurate.
Experiments of impact loading indicated that all specimens of butt welded joints API 5L X80 steel
pipes are resilient to failure (cracks) in the extreme stressed/strained areas, above yield and tensile
strength of the weld metals, no cracks or tears appeared in the extreme stressed/strained areas of the
edges of the pipes, proving the very high quality of API 5L X80 steel pipes.

Keywords: refinery; piping; welded joint; API 5L X80 steel; nonlinear strength analyses; FEM

1. Introduction

Piping systems within refinery companies enable the continuous transfer of raw
materials for the purposes of the assumed technological process of crude oil processing.
Therefore, the condition of these systems directly impacts the safe operation of the company
and ensures the required efficiency of the technological process. The piping systems of
refineries include, among others, linear pipe sections, various types of pipe fittings, devices
for forcing the circulation of the raw material (pumps), elements controlling its flow
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direction (valves), heat exchange systems, and systems for collecting the product. Welded
joints are also considered the main parts of piping systems and as elements that are critical
to the safe operation of refineries (Figure 1) [1–10]. The initial stage of the piping system
design process is to define the functional requirements for the geometric form of its route.
Meeting these assumptions will enable obtaining a safe transport route of the raw material
from the starting point to the endpoint. On the other hand, its final form is influenced by
such factors as the type of the transported raw material, the speed and the flow rate, the
working pressure, the ambient temperature and the temperature of the transported fluid,
results of the selection of design features based on strength analyses [4–6].
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Figure 1. Example of the piping systems of refinery plants (a) A view of the magnitude of piping
installations required in Jamnagar India refinery, the world’s largest oil refinery with an aggregate
capacity of 1.24 million barrels [7–9]; (b) A view of typical elements of the refinery piping installation
systems where pipes butt joints are welded in horizontal–PC (2G) and vertical position–PH (5G) [7–9].

In order to determine safe values of the design features of the designed and manufac-
tured pipe systems, with particular emphasis on welded joints, in addition to the previously
mentioned values, the possibility of catastrophic events should be considered, such as the
destruction of coexisting elements of the company’s infrastructure. Items such as tanks,
poles, or parts of a sidewalk falling onto the piping can be responsible for causing catas-
trophic impact loads. In addition, to ensure a very high level of resistance to catastrophic
events, such as earthquakes, explosions, or fires, refinery piping systems are designed to
provide a high level of integrity of the geometric form of their structure, with particular
emphasis on preventing their unsealing [7,10]. The occurrence of a catastrophic situation
causes an increase in the occurrence of dangerous situations for the company’s staff, a break
in the operation of the refinery infrastructure, and the necessity to carry out the process
of diagnostics for damages and their removal. Critical areas of the piping system design
process are related to the design of various types of connections, such as: flanged or welded.
In relation to welded joints, it is very important to search for knowledge on the influence
of possible impact loads on their properties. The data obtained in this way can be used to
design specific structural nodes of future refinery piping systems.

One of the basic factors describing the failure of piping systems is the Pipe Diameter
Factor (PDF). The PDF describes the relations between the pipe diameter and the possible
severity of the failure. As the diameter of the pipe increases, the possible severity of failure
increases. The PDF factor for a pipe of 12.0 inches (304 mm) in diameter is higher than
for a pipe of 8.0 inches (203.2 mm). As the most modern and typical solution of piping
systems, API 5L X80 high strength steel pipes 323.9 mm (12.75 inches) dia. and wall
thickness 10.0 mm, HF longitudinally welded, produced by HUTA ŁABĘDY S.A. Poland
were selected, and four welding processes were used to create specimens for catastrophic
impact loading tests: MMA, GMA, SSA, and LASER + GMA. The research results presented
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in the paper are a continuation of research related to the quasi-static loading of the same
welded joints of API 5L X80 steel pipes [11].

The following study was done to simulate and experimentally test the catastrophic
impact loading resilience of the high-quality MMA, GMA, SSA, and LASER+GMA butt
welded joints of API 5LX80 pipes of refineries piping systems:

• FEM modeling of the impact loading process of welded joints to establish the value
of kinetic energy (the hammer mass and the hammer height of the forging hammer
apparatus) of catastrophic load to provide the level of stresses and strains of the
welded joint extreme stressed/strained areas, above the yield stress level of the parent
material–API 5L X80 pipes and the weld metals to initiate cracks of the butt welded
joints and parent material as well.

• Newly developed catastrophic impact loading tests of the butt welded joints specimens
under impact energy calculated by FEM modeling to evaluate the resilience to impact
loading and quality of welded joints of API 5L X80 pipes.

2. Preparation of Specimens of Butt Welded Joints of Pipes

The Welding Procedure Specifications (WPS) were worked out in Mostostal S.A.
Zabrze, Poland, to prepare the butt welded joints specimens of sections of 120 mm width
of API 5LX80 steel pipes 323.9 mm dia. and wall thickness 10.0 mm for catastrophic impact
loading experiments (Table 1).

Table 1. Mechanical properties and chemical composition %wt. of API 5L X80 high strength steel
pipes 323.9 mm dia. and wall thickness 10.0 mm, produced by HUTA ŁABĘDY S.A. [12].

R0.5
MPa

Rm
MPa

A5
%

KV
at 0 ◦C

J
C% Si% Mn% Cr% Ni% Ti% Al% V% Nb%

633 690 32 186–206 0.0766 0.232 1.33 0.2 0.019 0.0214 0.038 0.042 0.049

The welding conditions of three basic welding processes commonly used in the pro-
duction of piping systems of refinery plants: MMA, GMA, and SSAW, and one, the most
modern solution pipes’ butt joints welding techniques–root pass laser welded and filling
and cap passes—GMA welded, are presented in Table 2. The welding conditions of three
basic welding processes commonly used in the production of piping systems of refinery
plants: MMA, GMA, and SSAW, and one, the most modern solution pipes butt joints
welding techniques–root pass laser welded and filling and cap passes—GMA welded, are
shown in Table 2. The welding consumables (filer metals) were used for welded joints’
specimens, assuring similar mechanical properties to the API 5L X80 high strength steel
pipes, as shown in Tables 1 and 2.
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3. Results of FEM Nonlinear Analysis of the Impact Loading Process of MMA, GMA,
SSA, and LASER+GMA Butt Welded Joints of API 5LX80 Pipes
3.1. Material to Be Studied

The bilinear elastic-plastic material model of a welded joint of API 5L X80 steel pipes
was adopted for performing the numerical simulations, as presented in Figure 2.
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Figure 2. Bilinear elastic-plastic API 5L X80 steel pipes material model.

In Tables 1 and 3, the details of the weld metals and API 5L X80 steel pipes material
properties for which the numerical calculations were performed are juxtaposed. The
assumed bilinear material model belongs to the simplest but shows a nonlinear stress-
strain behavior.

Table 3. Material properties of the weld metals and API 5LX80 steel pipes being impact loaded in the
die forging hammer apparatus.

Basic Material Properties Symbol Value

Young’s modulus E 205 GPa
Poisson’s ratio ν 0.28

Kirchhoff’s modulus G 80 GPa
Tangent modulus ET 0.558 GPa

Yield strength R0.2 0.618 GPa
Ultimate tensile strength Rm 0.700 GPa

3.2. Physical Model of the Butt Welded Joint of Pipes Specimens

The physical model of the MMA, GMA, SSA, LASER+GMA butt welded joints of
sections of 120 mm width of API 5L X80 steel pipes, dia. 323.9 mm and wall thickness
10.0 mm, impact loaded in the die forging hammer apparatus is shown in Figure 3. The
mean thickness of the welded joints reinforcement is 12.0 mm, and the mean width of the
weld metal is 9.0 mm (the width of the weld face is approximately 16.0 mm, and the width
of the weld root face is approximately 2.0 mm). Because the welded joints’ HAZ (Heat
Affected Zone) is very narrow, it was assumed to treat the HAZ as part of the weld metal.
The butt welded joints of the pipes specimen have been divided into shell finite elements
with five degrees of freedom in a node. Five Gauss integration points on the thickness of
the shell of the butt welded joints of pipes were assumed. The weld metals and the pipes
were mutually connected using the same nodes (without introduced contact) because they
formed one inseparable entity.
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Figure 3. Discretization of the arc butt welded pipes into finite elements.

The specimens of butt welded joints of pipes supported by the base plate of the die
forging hammer apparatus were impact-loaded by the hammer of the mass 3000 kg. Both
hammer and base plate were modeled using solid elements with three degrees of freedom
(Figure 4).
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Figure 4. Discretization of the butt welded joint of pipes (a specimen), the hammer, and the base
plate of the die forging hammer into finite elements.

When the specimen is placed on the base plate, the hammer is released from a certain
height and free falls. Some preliminary cases were analyzed in the hammer height range
0.5 to 1.5 m, but finally, just two optimal cases were analyzed for the height: H = 1.0 m
and H = 1.5 m. The distance between the initial hammer position and the top surface of
the specimen to be impact loaded (marked as h) was introduced to estimate the potential
energy which can be transformed into the plastic deformation of the specimen. The contact
between the modeled welded joint of pipes (specimen) and the base plate as well as
between the hammer and the specimen was introduced to avoid interpenetrating between
the modeled parts (Figure 5).
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Figure 5. Contact details between modeled welded joint of pipes, the hammer, and the base plate.

Coulomb and Moren’s model of friction was considered between all earlier mentioned
contact surfaces. The static and kinetic coefficient of friction was assumed as for the steel.
The static coefficient of friction equals (µs = 0.15), and the kinetic coefficient of friction was
established (µd = 0.1), respectively, for all surfaces being in contact.

The detailed information concerning modeled impact-loaded parts created on the basis
of elements and nodes are juxtaposed in Table 4. The most important parts are modeled
as deformable (the weld metal and the pipe) because they are the subject of investigation.
However, the hammer and base plate are modeled as rigid; therefore, their stiffness is much
higher than the stiffness of the specimens of welded joints of pipes.

Table 4. The details concerning the individual parts of the physical model.

Parts Type of Parts Number of Elements Number of Nodes

Pipe Deformable 2000 2000
Hammer Rigid 420 660
Base plate Rigid 420 660

Weld metal Deformable 200 300
Total in the model - 3040 3620

3.3. Numerical Results

The impact loading process of the welded joint of API 5L X80 steel pipes was modeled
using the finite element method–FEM and computer system LS-DYNA. The numerical
calculations results were juxtaposed for several successive time intervals to facilitate the
investigation of the mechanism of the process using the impact loading hammer and the
base plate of the die forging hammer apparatus. Two optimal variants were researched for
two different heights: H = 1.0 m and H = 1.5 m, respectively, as shown in Figures 6 and 7.

To facilitate the analysis of the data shown in Figures 6 and 7, the obtained results were
juxtaposed in two tables for two cases for H = 1.0 m and H = 1.5 m, respectively (Tables 5 and 6).
The time and corresponding Huber–Mises stress and effective plastic strain are presented in
these tables.
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Table 5. The juxtaposition of Huber–Mises stresses and effective plastic strains during impact loading
of the specimens of welded joints of pipes for height H = 1.0 m, Figure 6.

No Time
[ms]

Huber–Mises Stress
[MPa]

Effective Plastic
Strain [mm/mm]

1. 373 403 0.000
2. 374 618 0.0019
3. 384 651 0.0587
4. 394 655 0.0668
5. 404 680 0.1110
6. 414 703 0.1519
7. 424 724 0.1908
8. 434 742 0.2225
9. 444 763 0.2597
10. 454 779 0.2873
11. 464 794 0.3155
12. 474 800 0.3256
13. 480 782 0.3260
14. 481 762 0.3260

Table 6. The juxtaposition of Huber–Mises stresses and effective plastic strains during impact loading
of the specimens of welded joints of pipes for height H = 1.5 m.

No Time
[ms]

Huber–Mises Stress
[MPa]

Effective Plastic
Strain [mm/mm]

1. 491 426 0.0000
2. 492 619 0.0029
3. 502 647 0.0604
4. 512 676 0.1031
5. 522 708 0.1616
6. 532 743 0.2236
7. 542 785 0.2989
8. 552 835 0.3888
9. 562 894 0.4937
10. 572 940 0.5754
11. 578 760 0.5951
12. 579 623 0.5951

To check the correctness of numerical calculations, the energy balance of the welded
joint of pipes (specimen) was determined for two analyzed cases, H = 1.0 m and H = 1.5 m,
respectively (Figures 8 and 9). The initial potential energy could be compared with the total
energy for the final time instant.
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Figure 6. Distribution of the equivalent Huber–Mises stresses [GPa] for arbitrary selected time
instants [ms]: (a) t = 374, (b) t = 394, (c) t = 414, (d) t = 434, (e) t = 454, (f) t = 481 for height H = 1.0 m,
Table 5.
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Figure 7. Distribution of the equivalent Huber–Mises stresses [GPa] for arbitrary selected time
instants [ms]: (a) t = 492, (b) t = 512, (c) t = 532, (d) t = 552, (e) t = 572, (f) t = 579 for height H = 1.5 m,
Table 6.
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Figure 9. The energy balance [kJ] of the welded pipe for height H = 1.5 m.

The potential energy can be calculated according to the following formula:

Ep = m·g·h, (1)

where:

m—mass of the hammer [kg],
g—gravitational acceleration [m/s2],
h—height measured from the initial position of the hammer to the final position of the top
surface of the deformed welded joint of pipes [m].

The mass of the hammer is 3000 kg. The distance between the initial hammer position
and the top surface of the deformed welded joint of pipes (marked as h) can be found based
on the graph (Figure 10) and estimated using, for example, the following formula:

h = H + h1 − D, (2)

where:

H—height measured from the initial position of the hammer and the top surface of the base
plate [m],
D—external diameter of the welded joint of pipes [m],
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h1—displacement of the welded joint of pipes [m] obtained from the graph for the green
color (Figure 10); it is given in millimeters, and it should be recalculated into meters.
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Figure 10. The resultant displacements [mm] in the welded joint of pipes for two variants: (a) height
H = 1.0 m (H1 = 64 mm; B1 = 461 mm), (b) height H = 1.5 m (H1 = 20 mm; B1 = 481 mm).

The potential energy calculated in this manner from Equation (1) can serve to compare
it with the total energy or internal energy for the final time instant shown on the graph
(Figures 8 and 9) depending on the variant of height (H = 1.0 and H = 1.5 m, respectively).

The following resultant values of several selected physical quantities such as displace-
ments (Figure 10), Huber–Mises stresses (Figure 11), effective plastic strains (Figure 12),
as well as thickness of the welded pipe (Figure 13) for the final position of the deformed
welded joint of pipes are juxtaposed consecutively for two considered variants of height
H = 1.0 m and H = 1.5 m, respectively. These data are intended to initially estimate the
parameters of the actual experiment.
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The FEM modeling analysis indicated that the resultant values for the Huber–Mises
Stresses, effective plastic strains, and displacements are much higher in the case of larger
height H = 1.5 m, Figures 10–12. However, the thickness of the wall of the welded joint
of pipes changes insignificantly, and in consequence, this variation can be neglected, as
shown in Figure 13. It was estimated that the impact load of the specimen of welded joint
of pipes at the hammer height H = 1.0 m induced Huber–Mises stress equal to 800 MPa
and effective plastic strain of 0.3256 mm/mm. At the hammer height H = 1.5 m, the impact
load-induced Huber–Mises stress equal to 940 MPa and effective plastic strain of 0. 5754
mm/mm. In both cases, the Huber–Mises stress was much higher than the yield strength
and tensile strength of MMA, GMA, SSA, and LASER+GMA welded joints of API 5L X800
steel pipes weld metals and parent material, Tables 3, 5 and 6, Figures 6–12.

4. Impact Loading Experiments of MMA, GMA, SSA, and LASER+GMA Butt Welded
Joints of API 5L X80 Pipes Specimens

The developed impact loading technique to test the resilience to catastrophic impact
loading of the MMA, GMA, SSA, and LASER+GMA butt welded joints of API 5L X80 steel
pipes was executed at KUZNIA ŁABĘDY S.A. plant (www.kuznia-labendy.pl, accessed on
25 November 2021) on the die forging hammer SKM-3T apparatus (Figure 14), at the load of
the 3000 kg weight (mass) of the freely dropping hammer and two hammer heights 1.0 and
1.5 m, selected on the bases of the results of analysis of FEM modeling of impact loading of
welded joint of pipes, Tables 5 and 6, Figures 6–12. The scheme of impact loading tests of
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butt welded joints of API 5L X80 steel pipes is shown in Figure 15. The first impact loading
test was done for the MMA butt welded joint specimen at the hammer load of 3000 kg
from the height of 1.0 m. The impact loaded specimens were flattened to the geometrical
dimensions H and B [mm], and no cracks in extreme stressed/strained areas of the butt
welded joint or pipes edges were detected, despite the level of FEM calculated Huber–Mises
stresses were over tensile strength of the weld metal and the API 5L X80 steel (Figure 16).
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Figure 16. A view of MMA butt welded joint of API 5L X80 steel pipes after the 3000 kg impact
loading test–the hammer height 1.0 m. No cracks of both extreme stressed/strained areas of the
MMA butt welded joint (a,b).

To force failure (cracks) in extreme stressed/strained areas of the MMA butt welded
joint, impact loading energy was increased by 25%, and the 3000 kg hammer height was
increased to 1.5 m. After this second impact load test, the specimen was flattened to the
plate shape, and both extremes stressed/strained areas of the MMA butt welded joint
specimen cracked, but surprisingly no cracks appeared on the MMA welded pipes edges
(Figures 17–19). Results of impact loading test at 3000 kg hammer mass and the 1.0 m
hammer height of GMA, SSA, and LASER+GMA butt welded joints of API 5L X80 pipes
are shown in Figures 19–22 and Table 7.
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Figure 17. A view of cracked both extreme areas of stressed/strained A and B of MM1 butt welded 

joint of API 5L X80 steel pipes specimen and pipes edges after second the 3000 kg impact loading 

test of the specimen of MMA welded joint (the hammer height 1.5 m)–(c,d). No cracks or tears of 
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Figure 17. A view of cracked both extreme areas of stressed/strained A and B of MM1 butt welded
joint of API 5L X80 steel pipes specimen and pipes edges after second the 3000 kg impact loading
test of the specimen of MMA welded joint (the hammer height 1.5 m)–(c,d). No cracks or tears of the
extreme stressed/strained areas of the edges of the pipes (a,b).
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Figure 17. A view of cracked both extreme areas of stressed/strained A and B of MM1 butt welded 

joint of API 5L X80 steel pipes specimen and pipes edges after second the 3000 kg impact loading 
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Figure 18. A view of cracked both extreme stressed/strained areas of MM2-A–(c) and MM2-B (d), of
welded joint of API 5L X80 steel pipes specimen and pipes edges after the 3000 kg impact loading
test (the hammer height 1.5 m). No cracks or tears of the extreme stressed/strained areas of the edges
of the pipes–(a,b).
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Figure 20. A view of GMA butt welded joint of API 5L X80 steel pipes and pipes edges after the 3000 

kg impact loading test (the hammer height 1.0 m). No cracks of both extreme stressed/strained areas 
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Figure 19. A view of MMA1, MMA2, GMA, SSA, and LASER+GMA butt welded joints of API 5L
X80 steel pipes specimens after the 3000 kg hammer impact loading tests (the hammer height 1.0 m
and 1.5 m).
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Figure 20. A view of GMA butt welded joint of API 5L X80 steel pipes and pipes edges after the 3000 
kg impact loading test (the hammer height 1.0 m). No cracks of both extreme stressed/strained areas 
of the butt welded joint (c,d), and no cracks and tears of the extreme stressed/strained areas of the 
edges of the pipes (a,b). 
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Figure 21. A view of SSA butt welded joint of API 5L X80 steel pipes and pipes edges after the 3000 
kg impact loading test (the hammer height 1.0 m). No cracks of both extreme stressed/strained areas 
of the butt welded joint (c,d), and no cracks and tears of the extreme stressed/strained areas of the 
edges of the pipes (a,b). 

  

Figure 20. A view of GMA butt welded joint of API 5L X80 steel pipes and pipes edges after the
3000 kg impact loading test (the hammer height 1.0 m). No cracks of both extreme stressed/strained
areas of the butt welded joint (c,d), and no cracks and tears of the extreme stressed/strained areas of
the edges of the pipes (a,b).
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Figure 21. A view of SSA butt welded joint of API 5L X80 steel pipes and pipes edges after the 3000 
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Figure 21. A view of SSA butt welded joint of API 5L X80 steel pipes and pipes edges after the 3000
kg impact loading test (the hammer height 1.0 m). No cracks of both extreme stressed/strained areas
of the butt welded joint (c,d), and no cracks and tears of the extreme stressed/strained areas of the
edges of the pipes (a,b).
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Figure 22. A view of LASER+GMA butt welded joint of API 5L X80 steel pipes and pipes edges after 

the 3000 kg impact loading test (the hammer height 1.0 m). No cracks of both extreme 

stressed/strained areas of the butt welded joint (c,d), and no cracks and tears of the extreme 

stressed/strained areas of the edges of the pipes (a,b). 
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Figure 22. A view of LASER+GMA butt welded joint of API 5L X80 steel pipes and pipes edges
after the 3000 kg impact loading test (the hammer height 1.0 m). No cracks of both extreme
stressed/strained areas of the butt welded joint (c,d), and no cracks and tears of the extreme
stressed/strained areas of the edges of the pipes (a,b).

Table 7. Results of impact loading tests of MMA, GMA, SSA, and LASER+GMA butt welded joints
of API 5L X80 pipes specimens.

Type of Joint H [mm] B [mm] Quality of
Welded Joint Quality of Pipes Edges

MMA 74 456 no cracks no cracks
MMA1 20 485 cracks no cracks
MMA2 20 488 cracks no cracks
GMA 75 466 no cracks no cracks
SSA 78 463 no cracks no cracks

LASER+GMA 55 474 no cracks no cracks

5. Conclusions

The FEM nonlinear analysis of the MMA, GMA, SSA, and LASER+GMA butt welded
joints of API 5L X80 steel pipes, 323.9 mm dia. and wall thickness 10.0 mm of the resilience
to catastrophic impact loading of welded joints of pipes by the hammer of the die forging
hammer apparatus, Figure 14, indicates as follows:

1. The numerical simulations of the catastrophic impact loading of butt welded joints of pipes’
specimen have been performed by using the FEM modeling and the computer system
LS-DYNA. The explicit analysis has been carried out, considering the pipes’ material
properties and geometrical nonlinearities. Results of numerical simulations indicate that
the weld metal + HAZ does not crack and also parent material or it is not submitted to
any failure even though the Huber–Mises stresses and effective plastic strains are beyond
the yield strength (Re = 0.618 GPa) or even tensile strength (Rm = 0.700 GPa) of the weld
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metal and API 5L X80 steel parent material, Tables 3, 5 and 6, Figures 6–12. The dynamic
fast-changing numerical simulation shows that the Huber–Mises stresses reach such values
as 0.8 GPa for the impact loading hammer height H = 1.0 m and 0.95 GPa for the hammer
height H = 1.5 m. The energy balance has been conducted to confirm the correctness of the
obtained numerical results. The potential energy (Ep = m·g·h) corresponds approximately
to the total energy for the final position of the butt welded joints of API 5L X80 steel
pipes (after deformation) obtained from the presented graphs (Figures 8 and 9) for both
analyzed variants of the impact loading hammer height (H = 1.0 m and 1.5 m). From the
data obtained using numerical calculations concerning the selected physical quantities,
the following conclusions can be drawn:

• Along with the increase of the height of the released hammer:

X the equivalent Huber–Mises stresses grow;
X the equivalent effective plastic strains grow;
X the resultant displacements grow;

• Along with the increase of the height of the impact loading hammer, the thickness
of the arc butt welded joints and wall thickness of pipes changes insignificantly
which could be neglected.

Finally, the height and width of the welded joints of pipes’ specimens after defor-
mation obtained from the numerical calculations were compared with data received
from experiments of hammer impact loading. The comparison of numerical and
experimental results demonstrates a good agreement, proving that FEM simulation of
technological processes is a useful tool to support experimental study.

2. The developed impact loading technique to evaluate the resilience to catastrophic failure
of the MMA, GMA, SSA, and LASER+GMA butt welded joints of API 5L X80 steel pipes
under simulated catastrophic impact loading events in refineries piping systems and
proved to be very efficient and accurate. All impact loaded specimens of the MMA, GMA,
SSA, and LASER+GMA butt welded joints of API 5L X80 steel pipes at impact energy
forced by the hammer mass 3000 kg and at the hammer height H = 1.0 m, forcing at the
extreme areas of butt welded joints the Huber–Mises stresses and effective plastic strains
beyond the yield strength (Re = 0.618 GPa) or even tensile strength (Rm = 0.700 GPa) of the
weld metal and API 5L X80 steel pipes, proved high resilience to catastrophic impact loads,
as no cracks or tears were detected, Tables 1, 5 and 7, Figures 16 and 19, Figures 20–22.

3. Impact loaded specimens of MMA butt welded joints of API 5L X80 steel pipes
at impact energy forced by the hammer mass 3000 kg and at the hammer height
H = 1.5 m, forcing stresses and strains at the extreme areas of MMA butt welded joints
and the parent material of pipes approximately 25% higher than the tensile strength
of weld metals and parent material of pipes, Tables 1 and 6, resulted in total flattening
of the MMA butt welded joints of pipes specimens to H = 20 mm (double thickness of
the pipes t = 10 mm). All welded joints strongly cracked at the extreme areas, but no
cracks or tears appeared on the extreme edges of pipes, proving the very high quality
of API 5L X80 steel pipes tested, Table 7, Figures 17, 18 and 22.
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Abstract: The brazing of Titanium alloy to Aluminum alloy is of great significance for lightweight
application, but the stable surface oxide film limits it. In our work, the surface oxide film was
removed by the ion bombardment, the deposited Cu layer by magnetron sputtering was selected as
an interlayer, and then the contact reactive brazing of TC4 alloy to Al7075 alloy was realized. The
microstructure and joining properties of TC4/Al7075 joints obtained under different parameters
were observed and tested, respectively. The results revealed that the intermetallic compounds in
the brazing seam reduced with the increased brazing parameters, while the reaction layer adjacent
to TC4 alloy continuously thickened. The shear strength improved first and then decreased with
the changing of brazing parameters, and the maximum shear strength of ~201.45 ± 4.40 MPa was
obtained at 600 ◦C for 30 min. The fracture path of TC4/Al7075 joints changed from brittle fracture
to transgranular fracture, and the intergranular fracture occurred when the brazing temperature
was higher than 600 ◦C and the holding time exceeded 30 min. Our work provides theoretical
and technological analyses for brazing TC4/Al7075 and shows potential applications for large-area
brazing of titanium/aluminum.

Keywords: Al7075; TC4; contact reactive brazing; Cu deposited

1. Introduction

Ti-6Al-4V (TC4) alloy has unique properties such as low thermal conductivity, supe-
rior corrosion resistance, superior mechanical properties, high-temperature strength, and
low-temperature toughness, which has attracted wide attention in the aerospace field [1–4].
Al7075 alloy, which has low density, high specific strength, casting properties, good cor-
rosion resistance, and high conductivity, has been widely used in structural parts of the
aerospace field [5–7]. Currently, TC4 and Al7075 alloys are simultaneously used in com-
posite components of aircraft wings and automotive airfoils, where the performance of the
components can be improved by combining the advantages of the two materials [8–12].

At present, the methods of joining Al alloys to TC4 alloys mainly include laser
welding [13,14], transient liquid phase (TLP) bonding [15], brazing [16], diffusion bond-
ing [17,18], etc. Among them, brazing is suitable for joining dissimilar materials with a
large difference in physical and chemical properties [9]. For example, Lee et al. [19] brazed
Ti alloy and Al alloy using AlSi10Mg filler. Chang et al. [20] brazed the Al6061 using Al-
10.8Si-10Cu and Al-9.6Si-20Cu at 560 ◦C, and the results showed that the liquid phase line
temperature changed from 592 ◦C to 570 ◦C when 10 wt. % Cu was added to the Al-12Si.
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Contact reactive brazing is a kind of brazing method without any brazing flux [21], which
has been widely applied for brazing Al alloys to other alloys, such as Al6063 [22], Al6061 to
AZ31B Mg alloy [23], and Al6063 to 1Cr18Ni9Ti stainless steel [24]. Schällibaum et al. [25]
studied the microstructure of the AA6082 brazed joints with plating copper, and the results
showed that the formation of defects was caused by the residual oxide films aggregated
in the brazed joint. Wu et al. [24] used Cu as an interlayer to join Al6063 and 1Cr18Ni9Ti
stainless steel by contact reactive brazing. In fact, the existence of an oxide film on the
surface of the aluminum alloy and titanium alloy prevented the diffusion and reaction
during the brazing process, which deteriorated the interfacial microstructure and then
reduced the joining properties [26]. Therefore, the appropriate surface treatment method
should be adopted to remove the stable oxide film. As a method of surface modification,
ion bombardment can effectively remove the oxide film [27,28], and our previous work
also demonstrated it [26]. To prevent re-oxidation after the ion bombardment process, it
was chosen that the Cu layers be prepared on their surfaces by magnetron sputtering for
protection, as well as that the eutectic reaction between copper and aluminum would occur
at 548 ◦C, which facilitated brazing of the contact reaction between TC4 and Al7075 at a
relatively low temperature [29,30].

Based on our previous study, the combination of ion bombardment and magnetron
sputtering copper deposition method was used to braze TC4 and Al7075 dissimilar alloys.
The microstructural evolution of TC4/Al7075 brazed joints was discussed in detail under
different brazing parameters (brazing temperature and holding time), and the TC4/Al7075
brazing processes were optimized based on the joining properties.

2. Experimental Procedures

The TC4 and Al7075 alloys were cut in a size of 15 mm × 10 mm × 5 mm and
8 mm × 8 mm × 5 mm, respectively. The brazing surfaces of the TC4 alloy and Al7075
alloy were ground with metallographic sandpaper and polished using a diamond agent
down to 2.5 µm. Finally, the polished TC4 alloy and Al7075 alloy were cleaned with acetone
under an ultrasonic bath and then air dried. The microstructure of the TC4 and Al7075
alloys are shown in Figure S1.

Figure 1a shows the schematic diagram of the entire process. The surface oxide film on
the faying surfaces of the TC4 and Al7075 substrates was removed by Ar ion bombardment,
and then a Cu layer with a thickness of 5 µm was deposited onto both sides of the brazing
surface by magnetron sputtering [31,32]. Subsequently, the brazing process of Al7075 to
TC4 was carried out in the furnace of a vacuum level of less than 5.0 × 10−3 Pa under
the pressure of 0.25 MPa. For the brazing process, all assemblies were heated first to
535 ◦C at a heating rate of 10 ◦C/min, kept for 5 min, and then continually heated to the
specified brazing temperature (560–620 ◦C) at a heating rate of 5 min/◦C. Subsequently,
the brazing samples were held for 15–60 min. Finally, the furnace was slowly cooled to
room temperature.

The cross-sectional microstructure of the TC4/Al7075 joints was characterized by
the field emission scanning electron microscopy (SEM, MERLIN Compact, Zeiss), energy
dispersive spectrometer (EDS, OCTANE PLUS, EDAX), and X-ray diffraction (XRD, JDX-
3530M). The shear strength of the TC4/Al7075 joints was tested at a constant rate of
0.5 mm/min by using a universal testing machine (Instron 5967) at room temperature
(Figure 1b). The fracture mode and microstructure were analyzed using SEM equipped
with EDS, and the phase of the fracture surfaces was identified by XRD.
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Figure 1. Schematic diagram of the TC4/Al7075 contact reactive brazing process (a) and shear test
experiment (b).

3. Results and Discussion
3.1. Typical Microstructure of TC4/Cu Layer/Al7075 Brazed Joint

The typical microstructure of the TC4/Cu layer/Al7075 brazed joint at 600 ◦C for
30 min is shown in Figure 2. It can be seen that the Cu layer reacted completely with the
base materials, and a sound joint was formed without any crack or void, as shown in
Figure 2a. After the eutectic reaction between the Cu layer and the Al alloy, the resulting
eutectic liquid phase penetrated the Al7075 substrate, and many intermetallic compounds
(IMCs) were formed in the brazing seam. Spots A, B, C, D, E, and F represent the different
phases of the brazed joint in Figure 2, and Table 1 shows the phase compositions of different
spots determined by EDS. The atomic ratio of Al and Cu was 2:1 in spots A and E, which
may be the Al2Cu phase. The atomic ratio of Al and Ti was 3:1 in spot B, revealing the
possible formation of the Al3Ti phase based on the Al-Ti phase diagram (Figure S2) [33].
The atomic percent proportion of Al and Ti was approximately 5: 3 in spot C, which was
confirmed as the Al5Ti3 phase [34]. Spot D with atomic percent proportion of Al, Cu, and
Mg was approximately 2:1:1, which was speculated as the Al2CuMg phase according to
the Al-Cu-Mg ternary phase diagram (Figure S3) [35]. Spot F was analyzed as the Al-based
solid solution (Al(s, s)) according to the EDS result.

Figure 2. Interfacial microstructure of TC4/Cu layer/Al7075 alloy brazed joint at 600 ◦C for 30 min.
(a) Low magnification; (b) High magnification
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Table 1. EDS analysis of the selected spots in Figure 2 (at. %).

Spot Al Ti Cu Mg Possible Phase

A 65.64 0.92 25.08 8.36 Al2Cu
B 71.95 26.45 0.54 1.06 Al3Ti
C 60.51 36.98 1.20 1.31 Al5Ti3
D 61.84 3.80 16.24 18.12 Al2CuMg
E 63.60 2.30 28.57 5.53 Al2Cu
F 96.47 1.22 1.17 1.14 Al(s, s)

The elemental distribution of the TC4/Al7075 joint is shown in Figure 3b–e. It can
be seen that the substrate gradually dissolved into the eutectic liquid phase as the Al-
Cu eutectic phase reacted and spread on the surface of Al alloy substrate during the
brazing process. In addition, Figure 3b,e shows the concentrated distribution of Cu and Mg
elements in the brazing seam. Okamoto et al. [36] demonstrated that Cu diffused into the
Al substrate and formed Al2Cu, which was also demonstrated from the Al-Cu binary phase
diagram (Figure S4). Meanwhile, Figure 3e shows that the distribution of the Mg element
primarily concentrated in the brazing seam and then formed the Al2CuMg phase [15,32].
Liu et al. [37] confirmed the interface energy of Al3Ti was the lowest, and preferentially
formed on the Al substrate. In addition, the metastable intermediate phase of Al5Ti3 was
formed during the reaction [38]. Therefore, the typical interfacial microstructure of the
TC4/Al7075 joint brazed at 600 ◦C for 30 min was TC4 substrate/Al3Ti + Al5Ti3/Al2Cu +
Al2CuMg/Al7075 substrate.

Figure 3. Elemental distribution of TC4/Cu layer/Al7075 brazed joint brazed at 600 ◦C for 30 min. (a) BSE image of the
typical brazed joint and the elemental distribution of (b) Ti; (c) Al; (d) Cu; (e) Mg.

3.2. Effect of Brazing Parameters on the Microstructure of TC4/Cu Layer/Al7075 Brazed Joints

Figures 4 and 5 show the interfacial microstructures of the TC4/Cu layer/Al7075
brazed joints at various brazing parameters. All brazing temperatures were higher than the
Al-Cu eutectic temperature (548 ◦C). When the brazing temperature was 560 ◦C (Figure 4a),
large amounts of the Al2Cu and Al2CuMg phases formed in the brazing seam. With an
increasing brazing temperature, the formed Al2Cu and Al2CuMg IMCs gradually decreased
and disappeared due to the rapid diffusion of Cu atoms into Al7075 substrate. However,
the grain coarsening of the Al7075 substrate appeared when the brazing temperature was
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620 ◦C. When the temperature range was 560–620 ◦C, it is worth noting that the eutectic
liquid phase mainly infiltrated along the Al grain boundaries, and the Al2Cu phase formed
at the grain boundaries of Al7075.

Figure 4. Interfacial microstructures of brazed joints at different temperatures for 30 min. (a) 560 ◦C;
(b) 580 ◦C; (c) 600 ◦C; (d) 620 ◦C

Figure 5. Interfacial microstructures of brazed joints at 600 ◦C for different holding times. (a) 15 min;
(b) 30 min; (c) 45 min; (d) 60 min
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Figure 5 illustrates the microstructural evolution of the brazed joints with prolonging
the holding time. Insufficient diffusion of Cu led to the formation of large and continuous
Al2Cu and Al2CuMg IMCs in the brazing seam at the short holding time (15 min). With the
extension of the holding time (30 min), Cu atoms diffused fully into the Al substrates, which
caused the decrease of IMCs. With the holding time further raised to 45 min or 60 min,
the IMCs substantially reduced in the brazing seam, followed by the grain coarsening of
Al7075, which worsened the properties of Al alloy.

In addition, as shown in Figures 4 and 5, a discontinuous reaction layer of thickness of
less than 1 µm was formed on the TC4 side when the brazing parameters were insufficient.
As the brazing parameters were raised, the intermetallic compounds’ layer became thicker
and more continuous. However, the microcracks appeared in the reaction layer when
the brazing parameters were too high (brazing temperature ~ 620 ◦C and holding time
45–60 min), and it was presumed that it was caused by the difference in thermal expansion
coefficient between the reaction layer and the base material. The corresponding EDS line
scan results (Figure 6) indicated that the Al and Ti atoms diffused each other to form the
diffusion layer.

Figure 6. (a) Interfacial microstructure of brazed joint, (b) the EDS line scanning distribution of Ti and Al elements.

Based on the above analyses on the interfacial microstructure of the joints with differ-
ent brazing parameters, the evolution of the TC4/Al7075 brazed joints can be proposed
as follows. The Al-Cu eutectic liquid phase was formed when the brazing temperature
exceeded the Al-Cu eutectic temperature of 548 ◦C. As the brazing parameters increased,
the Cu atoms fully diffused into the substrate and reacted with Al to produce more eutectic
liquid phase. Meanwhile, the Mg atoms from the substrate entered the liquid and reacted
with Al and Cu atoms to form Al2CuMg. The residual liquid solidified and formed the
eutectic structure (α-Al + Al2Cu) in the brazing seam during the cooling stage [32]. On the
other hand, the formation of the Al-Cu eutectic liquid phase could promote the diffusion of
Ti atoms into the liquid phase and produce the diffusion gradient on the TC4 side. The Al
and Ti elements reacted and formed Al3Ti according to the Al-Ti binary phase diagram [15].
Moreover, the metastable intermediate phase of Al5Ti3 was formed in the interface during
the reaction, owing to insufficient atomic diffusion [38].

3.3. Effect of Brazing Parameters on the Mechanical Properties of Brazed Joints

Figure 7 shows the shear strength of the TC4/Cu layer/Al7075 brazed joints at various
brazing parameters. The shear strength improved first and then decreased evidently, and
the maximum shear strength of ~201.45 ± 4.4 MPa was obtained at 600 ◦C for 30 min.
Combined with the analysis of the interfacial microstructures, large amounts of brittle
intermetallic compounds of the Al2Cu and Al2CuMg phase distributed continuously in
the brazing seam when the brazing temperature was low (560 ◦C), which deteriorated
the joining properties. The enhanced diffusion ability of the Cu layer led to the reduction
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of Al-Cu IMCs, and the composition of the brazing seam tended to be uniform at a
brazing temperature of 600 ◦C and a holding time of 30 min, which enhanced the joint
strength effectively. However, with a further increase of the brazing temperature (620 ◦C)
and holding time (45 min and 60 min), the sufficient diffusion of Cu atoms resulted in the
decrease of the Al-Cu intermetallic compound, and the grain growth of the Al substrate and
the formed microcracks at grain boundaries had a detrimental effect on the shear strength.

Figure 7. Effect of the brazing parameters on mechanical properties of brazed joints. (a) Brazing temperature; (b) Holding time.

To further analyze the effect of the brazing parameters on the fracture path and
fracture mode of the joints, the fracture analysis of the joints was performed after the
properties’ test, as shown in Figures 8 and 9. As the brazing parameters increased, the
cracks extended mainly along the intermetallic compounds. The XRD pattern of the
fracture surface (Figure 10) showed the presence of Al2Cu, Al2CuMg, Al5Ti3, and Al3Ti
phases, which was consistent with the above results. With a further increase of the brazing
parameters, the Al-Cu intermetallic compounds decreased gradually, and the fracture path
mainly propagated along the intermetallic compounds in the brazing seam. Except for that,
part of the cracks propagated inside the Al grains and a transgranular fracture formed. With
the continuous elevation of the brazing parameters, the contents of Al2Cu and Al2CuMg
intermetallic compounds decreased gradually. Meanwhile, the cracks propagated inside
the Al substrates and IMCs. When the brazing parameters were too high (above 600 ◦C),
the fracture extended along the Al grain and intergranular fracture happened.

Figure 8. Fracture morphologies of TC4/Cu layer/Al7075 joints brazed at different temperatures for 30 min. (a,e) 560 ◦C;
(b,f) 580 ◦C; (c,g) 600 ◦C; (d,h) 620 ◦C.
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Figure 9. Fracture morphologies of TC4/Cu layer/Al7075 joints brazed at 600 ◦C for different times. (a,e) 15 min; (b,f) 30 min;
(c,g) 45 min; (d,h) 60 min.

Figure 10. XRD pattern of the fracture surface (Al7075 side).

4. Conclusions

1. The contact reactive brazing of the TC4 alloy to the Al7075 alloy was achieved using
deposited Cu as an interlayer. The typical interfacial microstructure of the TC4/Al7075
brazed joint was the TC4 substrate/Al3Ti + Al5Ti3/Al2Cu + Al2CuMg/Al7075 sub-
strate at 600 ◦C for 30 min.

2. With increasing the brazing temperature and holding time, the amount of Al2Cu and
Al2CuMg IMCs in the brazed joints decreased and the homogenization of the joint
composition improved, while the thickness of the reaction layer (Al3Ti + Al5Ti3) on
the TC4 side increased gradually.

3. The shear strength improved first and then decreased with increasing brazing pa-
rameters, and the maximum shear strength of ~201.45 ± 4.40 MPa was obtained at
600 ◦C for 30 min. The fracture mode of the joint changed from brittle fracture to
transgranular fracture, and the intergranular fracture occurred when the brazing
temperature was higher than 600 ◦C and the holding time exceeded 30 min.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ma14216570/s1, Figure S1: the characterization microstructures of the TC4 and Al7075
substrate: (a) TC4; (b) Al7075, Figure S2: Al-Ti binary phase diagram, Figure S3: Al-Cu-Mg ternary
phase diagram, Figure S4: Al-Cu binary phase diagram.
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Abstract: The combination of stamping and subsequent welding of components is an important
area of the automotive industry. Stamping inaccuracies affect the final size of the stamping and
the welded part. In this article, we deal with a specific component that is produced by such a
procedure and is also a common part of the geometry of a car. We focused on the possibility of using
a negative phenomenon—deformation during welding—on the partial elimination of inaccuracies
arising during stamping. Based on the planned experiment, we created a prediction model for the
selected part and its production, with the help of which it is possible to determine suitable welding
parameters for a specific dimension of the stamping and the required monitored dimension of the
welded part. The article also includes the results of additional experimental measurements verifying
the accuracy of the model and prediction maps for practice.

Keywords: welding; distortion; stamping; model; prediction

1. Introduction

Welding is the most important method of joining metal components. There are
many joining techniques available. Each technology is specific and has its advantages or
disadvantages for a certain application. The sectors where welding plays a dominant role
include the automotive industry. The most common welding techniques in the automotive
industry are laser beam welding [1], metal inert gas welding process, metal active gas
welding process [2], and spot welding [3].

MIG (metal inert gas) welding process was used in this study. MIG welding is a
remarkably flexible method. The principle of MIG welding is that the melted bath is
protected from the effects of the surrounding atmosphere (mainly oxygen and nitrogen)
by a protective atmosphere, which may be inert or active. Inert atmospheres do not enter
into chemical reactions with the melting bath. Active atmospheres participate in chemical
reactions in the melting bath; their action is being compensated by a suitable composition
of the additive material [4,5]. Weld heat input is important, because it affects the amount
of distortion and residual stress in the component. The problems of these thermal effects
significantly affect manufacturers in the automotive industry, because the welded assembly
of the car must be kept in tight tolerances [6].
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The vehicle body is created by several stamped components, which are joined together
by the spot-welding process. The quality of the joint is determined by its geometry as
well as by its local properties (mechanical, microstructural, chemical, etc.). Problems
with general weldability can be solved with the right choice of materials suitable for
welding, the design of welding technology suitable for the selected material, and the
implementation of appropriate design modifications needed for successful welding. It
follows that weldability is influenced by three main groups of interrelated factors, material–
design–technology. The interconnection of the three main factors cannot be divided and
assessed independently but must always be assessed comprehensively. In manufacturing
a car, a combination of different technological processes often takes place, whereas a
considerable number of factors influence the resulting parameters of the manufactured
component. The typical combination of pressing and subsequent welding of stamped
parts is an area that still deserves increased attention. Cost optimisation and efficient
use of technological equipment in the case of small and medium-sized enterprises lead
to an operational change in production. In the case of pressing, this means that a tool
is often changed to ensure the production of different products. When changing tools,
height adjustment deviations can occur due to imperfectly clean loading surfaces and
mounting clearances. These directly affect the height of the press and, thus, the size of the
stamped part [7]. Steel coils, where the changes in the chemical composition occur, also
have a significant effect on the dimensions. Therefore, in the subsequent welding operation,
the size of the stamped part represents the input factor [8]. The major causes of the
dimensional inconsistencies in vehicle body components can be classified in the following
points: assembly operations and positional capabilities, material properties (including the
history of material production), stamping process parameters, and the welding process,
itself (Figure 1) [9].

Figure 1. Ishikawa diagram for the identification of the subassembly quality of a car [9].

Over the last several years, there has been a rising demand for quality in the auto-
motive industry, which forces manufacturers to solve considerable problems [10]. One
of them is the assembly and setting of wheel geometry parameters. When the prescribed
dimensional values are not observed, it can lead to problems that are reflected in the
difficult or impossible deflection/tilt setting. Negative/positive tilt/deflection negatively
affect the driving characteristics of the car. The car is not suitable for sale, but it is intended
for repair. The dimensional deviations of certain parts and their joints affect the geometry
the most. In this paper, we deal with the use of the negative phenomenon of deformation
during welding to eliminate the differences caused by pressing a particular component,
which is part of the geometry of a car (Figure 2).

Several studies have been made to study the effects of welding process parameters on
the resulting geometry. Hamedi et al. [9] studied the effects of spot-welding parameters
(current, time, and gun force) on the deformation of the subassemblies and the overall
quality of the car body. They used a neural network and multi-objective genetic algorithm
to find out the optimum values in order to get the least values of dimensional deviations in
the subassemblies. Similar work was done by Kim et al. [11], who dealt with the response
surface methodology to optimise the welding current, welding time, and welding force
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as input parameters and shear strength and indentation as output parameters. The finite
element method (FEM) has been used for this purpose by Caro et al. [12]. The sheet metal
forming procedure of a double-curved component made of alloy 718 has been studied
using the FE method. This approach seems to be suitable for predicting distortions located
in the same places as found during the experiment. Thomas et al. [7] confirmed the pre-
sumption of suitability for the use of the finite element method for accurate predictions of
the final shape of stamped automotive assemblies, including the springback deformation
of parts. Li et al. [13] studied the relationship between the weld quality and various process
conditions using a two-stage, sliding-level experiment. A detailed description of the statis-
tical analysis is shown in Zhang et al. [14] for predictions of expulsion limits. Muthu [4]
performed an analysis of variance (ANOVA) to find the most significant parameters affect-
ing the spot weld quality characteristics. An alternative approach based on the Taguchi
method was used to analyse every welding process parameter for obtaining optimal weld
pool geometry [15]. Other researchers [16,17] have attempted to find the optimal welding
parameters by artificial neural networks (ANN).

Figure 2. Alignment corrections.

Welding process failures and dimensional changes are the main leading factors to a
decrease in productivity. Deformation induced by welding has many negative effects, one
of which affects the dimension accuracy. The aim is to minimise the welding deformation.
To mitigate this problem, the predictions play an important role to improve manufacturing
accuracy. Statistical process control is often used to control the process in order to keep a
high dimensional quality of the product [18].

Most published papers are focused on using the finite element method (FEM) to
perform engineering analysis. FEA models have an advantage: they consider the effects
during the welding, such as the phase transformations and the transformation strains
during cooling. Some procedures of a dimensional control in the full automotive body are
shown in [19–21]. The progress has been made also by developing the structure analysis
method [22], the knowledge-based and model-based diagnostics techniques or tolerance
analysis based on a mechanistic model [23].

Based on the literature search, it can be stated that the use of deformation during weld-
ing to eliminate inaccuracies caused by pressing has not been addressed so far. Therefore,
in the paper, we present the original results of welded part deformation measurements
(Donghee Slovakia, Ltd., Strečno, Slovakia), whose complex shape and changing dimen-
sions limit the possibility of determining the optimal welding parameters. The influence
of the basic process parameters, namely the welding current and the welding speed in
combination with the changing size of the stamping, was verified. The presented original
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methodology and prediction model in practice allow welders to control the final dimen-
sion of the welded part with great accuracy and to respond to dimensional or capacity
requirements of the production.

2. Materials and Methods

The object of research is a welded part (2 stampings)—see an example in Figure 3. Its
thickness is 24 mm, and the dimension to be checked is supposed to be 315.5 ± 0.2 mm. In
this particular case, the whole series of stampings is 0.68 mm larger than the nominal value.

Figure 3. A welded part and the dimension to be examined.

The stampings are stamped on a SIMPAC MC2-500 press using a progressive 13-
operation mould (Figure 4). The size of the stamping is affected by the setting of the press
and the tool, and, during the series, the size is constant and regularly checked. After
switching to a new series, the size of the stamping changes directly affects the resulting
size of the welded part.

Figure 4. Stamping procedure.

All examined samples were stamped from Dual phase-type steel SGAFC590DP. Chem-
ical properties are given in Table 1 and mechanical properties in Table 2. The values were
obtained from the material sheet from the company Hyundai Steel Co., Ltd. (Seoul, Korea).

As with any process, the welding process is significantly affected by the process setting
parameters. There are a number of associated parameters with this technology, among which
the current, voltage, and welding speed are significant and precisely controllable. The OTC
DM-400 welding machine (OTC Daihen Europe, GmbH., Mönchengladbach, Germany) de-
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ployed in combination with the ALmega AX V6 welding robot (OTC Daihen Europe, GmbH.,
Mönchengladbach, Germany) offers the possibility of automatic voltage determination. Since
this is used in practice, we decided to consider this parameter constant (due to the multi-
collinearity of the model). In the experiment, we considered both current and welding speed
to be the variables. A summary of welding parameters is given in Table 3.

Table 1. Chemical composition (weight %) of the tested material.

Tested Material C (%) Si (%) Mn (%) P (%) S (%)

SGAFC590DP
(2 mm thickness) 0.071 0.183 1.895 0.018 0.004

Table 2. Mechanical properties of the tested material.

Tested Material Yield Strength (MPa) Ultimate Tensile
Strength (MPa) Elongation (%)

SGAFC590DP
(2 mm thickness) 405 643 28

Table 3. Welding parameters.

Parameter Parameter Type Marking Unit

Current
Variable

I A
Welding speed v cm·min−1

Voltage
Automatic

U V
Gas/wire dosing – –

Technology

Constant

MIG –
Shielding welding gas Ar –

Wire-diameter d = 1.2 mm
Wire-type KISWEL KC-25M –

Location and order of welds – –
Clamping parts – –

The location of the welds and their order during welding are shown in Figure 5 and
the geometrical shape of lap weld joint in Figure 6.

Figure 5. Location of welds and their order during welding.
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Figure 6. Geometrical shape of weld joint with the monitored dimensions in quality inspection
(α—toe angle; l1—leg length; l2—penetration; l3—gap width; l4—excess welding).

The parameters used during the measurements were given by a combination of
welding speed from 50–70 cm·min−1 and electric current 160–200 A, while each change in
current also resulted in a change in the corresponding voltage (automatically). The currents
180–200 A are the most used in this production setting due to the lower error rate and, at
the same time, due to the possible higher welding speeds.

Lower current values, i.e., 160–180 A proved to be equally applicable; the values lower
than 150 A required a lower welding speed due to the correct weld of the material, which
is not applicable in technical practice. From the point of view of the experiment, it was
also important that the deformations were minimal to zero at the level lower than 150 A
in the preliminary tests. Sections of welds realized under the boundary conditions of the
experiment from the point of view of the introduced heat are shown in Figure 7.

Figure 7. Weld cut: (a) Welding parameters I = 160 A, v = 70 cm·min−1; (b) welding parameters I = 200A, v = 50 cm·min−1.

The total deviation of the component (against 3D model, measured on a Romer
Absolute Arm device) before and after welding are shown in Figures 8 and 9. The colour
map represents the spatial deformation, and the dimension is monitored.
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Figure 8. The total deviation of the stamped component from the 3D model.

Figure 9. The total deviation of the welded part from the 3D model. Welding parameters (I = 190 A,
v = 60 cm·min−1).

Currents of a bigger magnitude than 200 A cause a high error rate (burn-trough)
since, at high currents, a high speed must be selected, which also places great demands
on accuracy. This cannot be achieved with the current technologies used. When tested at
these levels, the results were very unstable, and the welds were of poor quality (holes in
the welds, Figure 10), which had a negative effect on the overheating of the material and
also on the deformation.

Figure 10. Defects when using incorrect welding parameters (I = 210 A, v = 80 cm·min−1).
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In order to determine the influence of selected factors on the final dimension of the
welded part, an experiment was performed, and statistical analysis of the experimentally
obtained data was performed. The influence of three technological factors such as welding
current, welding speed, and stamping size were examined. The experiment was carried
out according to a partial central composite design, and, due to the significant effect of
axial points on the resulting weld quality, the Face Centered variant of axial points was
chosen. Pseudo-central points were also part of the plan, as it is not possible to provide
measurements at the central level for factor x3 for operational reasons. Levels of factor x3
were selected based on long-term observations at the lower and upper limit of the produced
stampings. The levels of factors x1 and x2 were chosen with respect to the penetration tests
of welds performed during long-term observations, the standard values of these factors,
and the desired effect—reducing the size of the welded part. The selected factor levels
are given in Table 4 and the standard levels in Table 5. In addition to these factors, the
experiment was performed under the same welding conditions, and all parts that entered
welding were from one stamping batch (for a specific value x3).

Table 4. Levels of observed factors.

Coded Scale Natural Scale
Factor Level

−1 0 1

x1 Current—I (A) 160 180 200
x2 Welding speed—v (cm·min−1) 50 60 70
x3 Stamping size—Z (mm) 315.78 – 316.22

Table 5. Standard levels of observed factors.

Factor I (A) v (cm·min−1) Z (mm)

Level 200 70 Variable over series

The experimental design included a total of 8 cube points, 8 axial points, and 10 pseudo-
central points. A graphical representation of the experimental design (with five replicates
at pseudo-central points) is shown in Figure 11.

Figure 11. Demonstration of the proposed experiment plan.
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In addition to the plan, measurements were performed in order to assess the accuracy
of the model for the parameters listed in Table 6.

Table 6. Experiment levels and verification levels.

Factor Levels Involved
in the Model

Levels Not Involved in the Model
(Model Verification)

x1 160, 180, 200 –
x2 50, 60, 70 52, 54, 56, 58, 62, 64, 66, 68 for all levels of factors x1 and x3
x3 315.78, 316.22 316.08

3. Results and Discussion

When analysing the individual levels of factors and their influence on the resulting
length of the welded arm using nonparametric Kruskal–Wallis analysis [24,25] of variance
(Table 7), it can be stated that

• at the significance level of 5%, the welding current ((H 2, N = 99) = 6.5254) is a
significant factor influencing the change in arm length (p = 0.0383),

• at a significance level of 5%, the welding speed ((H 10, N = 99) = 19.7374) is a significant
factor influencing the change in arm length (p = 0.0318), and

• at the level of significance of 5%, the size of the stamping ((H 2, N = 99) = 70.1071) is a
significant factor influencing the change in the length of the arm (p < 0.001).

Table 7. Results of Kruskal–Wallis analysis of variance of individual parameters of the experiment.

Current—I (A) Valid N Sum of Ranks Mean Rank

160 33 1950.50 59.1061
180 33 1645.00 49.8485
200 33 1354.50 41.0455

Welding speed—v (cm·min−1) Valid N Sum of Ranks Mean Rank

50 9 246.00 27.3333
52 9 286.50 31.8333
54 9 336.00 37.3333
56 9 393.50 43.7222
58 9 435.00 48.3333
60 9 476.00 52.8889
62 9 510.50 56.7222
64 9 530.50 58.9444
66 9 553.00 61.4444
68 9 579.00 64.3333
70 9 604.00 67.1111

Stamping size—Z (mm) Valid N Sum of Ranks Mean Rank

315.78 33 596.00 18.0606
316.08 33 1829.00 55.4242
316.22 33 2525.00 76.5152

Further analysis by multiple comparisons of p values shows that there is a statistically
significant difference in the value of the welded arm length at a current value of 160 A
and a value of 200 A. Increasing the current value by 40 A causes a decrease in the arm
length value by 0.14 mm. The difference between the value of the length of the welded arm
at a current of 180 A and 200 A represents a value of 0.07 mm, but this difference is not
significant at the significance level of 5%.

Statistically significant differences in the arm length at different speed values are given
in Table 8.
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Table 8. Statistically significant differences in the arm length at different levels of factor x2.

Deformation of the Welded Arm (mm)
Increased Factor Level x2

64 66 68 70

The original level of factor x2
50 0.24 0.26 0.28 0.30
52 – 0.22 0.24 0.26

Based on the analysis performed by multiple comparisons of p values, it can be further
stated that a statistically significant difference was seen in the value of the length of the
welded arm at the size of the stamping 315.78 mm and the value 316.22 mm. Increasing
the value by 0.44 mm increased the value of the arm length by 0.43 mm. The difference
between the value of the length of the welded arm for the 316.08 mm and 316.22 mm
stamping is 0.14 mm, and this difference is also significant at the significance level of 5%.
The influence of the I and v parameter levels on the mean value of the response Y is shown
in Figure 12.

Figure 12. The influence of factor levels on the mean response Y value: (a) current I (A); (b) welding speed v (cm·min−1).

The degree of overlap, e.g., between the values at the minimum and maximum current
level given by the degree of influence of the given factor on the mean value of the response.
The overall variability of the response is given by the number of factors and the selection
of their levels, and the more significant the influence of the factor on the mean value of the
response, the smaller the overlap. From the point of view of the model, this influence is
illustrated by the estimation of the model parameters. The smaller the estimated value
(influence) of a given factor, the greater the overlap between levels.

Statistical modelling by regression analysis was applied to create a complex depen-
dence of the experimentally investigated welding factors on the value of the final length of
the welded component Y. The basic results for the required dependence in a general form
can be expressed by Equation (1).

Y = f (x1, x2, x3) (1)

where x1—electric current [A], x2—welding speed [cm·min−1], and x3—stamping dimen-
sion [mm]. The suitability of the used model is documented in Table 9.
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Table 9. Suitability of the used model.

Term Value

RSquare 0.974
RSquare Adj 0.969

Root Mean Square Error 0.044
Mean of Response 315.612

Observations (or Sum Wgts) 26.000

The results show that the predictive power of the model expressed by the adjusted
index of determination represents a value of 96.9%. Thus, the model cannot explain 3.1%
of the variability of the investigated parameter of the length of the welded arm Y. The
average value of the length of the weldment represents a value of 315.612 mm with an
average error of 0.044 mm.

From the table of the variance analysis (Table 10), it can be concluded that the variabil-
ity caused by random errors is significantly less than the variability of the measured values
explained by the model. Model F Ratio value implies the model is significant. There is only
a 0.01% probability that such a significant F value could occur due to noise.

Table 10. ANOVA table of the model applied.

Source DF Sum of Squares Mean Square F Ratio Prob > F

Model 4 1.565 0.391 197.661 <0.0001
Error 21 0.041 0.002 – –

C. Total 25 1.606 – – –

Testing the null (H0) statistical hypothesis [26,27], which results from the nature of
the Fisher–Snedecor test criterion, allows us to conclude that, based on the achieved level
of significance p = 0.0001, the null hypothesis of the Fisher–Snedecor test criterion can be
rejected. It is possible to accept the alternative hypothesis that there is at least one factor
whose regression coefficient is statistically different from zero and thus significantly affects
the change of the investigated parameter Y. This means that adequate input variables were
chosen to describe the change in the dimension of the welded part Y. The model in terms
of Fisher–Snedecor test criterion is adequate and significant.

Further testing of the model used was carried out by the so-called lack of fit error test,
i.e., the variance of residues and the variance of the measured data within the groups were
tested. Thus, it is tested whether the regression model sufficiently captures the observed
dependence (Table 11).

Table 11. Insufficient model fit error testing.

Source DF Sum of Squares Mean Square F Ratio Prob > F Max RSq

Lack of Fit 13 0.002 <0.001 0.037 1.000 0.976
Pure Error 8 0.039 0.005 – – –
Total Error 21 0.041 – – – –

Given the significance value of 1000 achieved by the Fisher test, a null statistical
hypothesis can be accepted for the observed variable Y, which results from the nature of
the mismatch error test, and we can say that the model sufficiently captures the variability
of experimentally obtained data at the 5% significance level.

Based on the above assumptions and their fulfilment (Tables 10 and 11), the following
table (Table 12) presents an estimate of the model parameters with testing the significance
of individual effects and their combination at the significance level α = 0.05.
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Table 12. Estimation of model parameters.

Term Estimate Std Error t Ratio Prob > |t| Lower 95% Upper 95%

Intercept 315.634 0.012 26548.000 <0.0001 * 315.609 315.659
x1 −0.069 0.013 −5.390 <0.0001 * −0.096 −0.042
x2 0.151 0.013 11.740 <0.0001 * 0.124 0.177

x2·x2 −0.048 0.018 −2.710 0.013 * −0.084 −0.011
x3 0.217 0.009 24.830 <0.0001 * 0.198 0.235

* Significant at the level of significance 5%.

The table for estimating the parameters of the model (Table 12) shows that the welding
current on the significance level of 5% has a significant effect on the change in the values
of the investigated parameter Y in the range of experimentally used input variables and
influence of this input investigated variable on the total value Y variability. Furthermore, it
can be concluded that, as the current increases, the conditional arm length value Y also
decreases. Another significant input parameter that affects the arm length value is the
welding speed, with an overall effect on the variability of the Y value of 32.35%. The
influence of the stamping size is also significant, with 55.59% influence on the change in the
arm length value Y. It follows from the above that, in the monitored parameter range, the
stamping dimension has the most significant influence. In contrast, with other parameters,
its influence can be corrected significantly, but not completely.

The output of the model is coded Equation (2)

Y = 315.634 − 0.069 · x1 + 0.151 · x2 + 0.217 · x3 − 0.0485119 · x2
2 (2)

The first equation term (intercept) represents the centre of design space. It is clear from
the equation that there is a positive correlation between the dimension of the stamping
x3 and the resulting value of the length of the arm Y. Conversely, there is a negative
correlation between the welding current x1 and Y. Thus, the increasing current causes a
more significant deformation of the arm, and thus, the resulting arm length Y decreases.
The influence of the welding speed x2 on the resulting value is determined by two members
of the equation, while the linear term has a positive correlation and the quadratic term
negative correlation. Due to the size of the coefficients of the given members of the equation,
the resulting correlation between x2 and Y is positive. Thus, with increasing welding speed,
the total length of the component Y also increases, i.e., the deformation during welding is
smaller in comparison. A graphical representation of the resulting influence of individual
factors on the value Y is shown in Figure 13.

Based on the above facts, a regression dependence can finally be predicted (3):

Y = 2.503 − 3.458 · 10−3 · I + 7.209 · 10−2 · v + 9.846 · 10−1 · Z − 4.750 · 10−4 · v2 (3)

This equation is suitable for determining predictions on a scale of selected intervals
for individual factors, i.e., for technical practice. At the same time, however, because the
intercept is not the centre of design space and the regression coefficients are modified by
conversion from coded to actual scale, the equation is not suitable for determining the
influence of individual factors for interpreting the model.

Due to the use of pseudo-central points, we performed a model verification near the
central level of factor x3. Verification was performed by analysing the residues of the model
for measurements with the stamping size Z = 316.08 mm. A graphical representation of the
residue analysis is shown in Figure 14 and a summary in Table 13.

It follows from the above that the residues have a normal distribution, which was con-
firmed by the Shapiro–Wilk test (p = 0.9979) and the Kolmogorov–Smirnov test (p = 0.9406). We,
therefore, verified the correctness of the model in the vicinity of the central level of factor x3.

The output of the model, the graphic dependence of the length of the welded arm
on the change of the current, and the welding speed for the dimension of the stamping
Z = 315.80 mm are shown in Figure 15.
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The model confirms the theoretical assumptions, i.e., that minimal deformations
(larger dimension of the welded arm) can be achieved at lower currents and higher weld-
ing speeds. The choice of optimal welding parameters can be processed in the form of
recommendations for individual dimensions of stampings within the examined interval
into a tabular form or graphically in the form of prediction maps. An example for the same
dimension of the stamping is shown in Figure 16.

Figure 13. Influence of individual factors on the resulting Response Y.

Figure 14. Residue analysis: (a) Normal Q–Q Plot; (b) Box Plot; (c) Histogram; (d) Density.
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Table 13. Summary of residuals.

Term Value

Minimum −0.024
1st quartile −0.008

Median 0
Mean 0

3rd quartile 0.008
Maximum 0.026
RSquare 0.991

RSquare Adj 0.991

Figure 15. Dependence of the welded arm length on the current and the welding speed for the
dimension of the stamping Z = 315.80 mm.

Figure 16. The dependence of the welded arm resulting length on the current and the welding speed
for the dimension of the stamping Z = 315.80 mm.
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4. Conclusions

This article deals with a significant problem typical of the automotive industry—the
dimensional accuracy of welded stampings. We have used the example of a specific
component to introduce a new procedure, the result of which is a model that allows the
use of deformation during welding to eliminate inaccuracies arising during the stamping
process partially. The results can be summarized as follows:

• Methodology that has not been used in this area so far, i.e., the use of pseudo-central
points and face-centred axial points in CCD under the assumption of a linear in-
fluence of the factor x3 on the response in the subsequent statistical analysis and
modelling allowed us to create a model with a high value of the adjusted coefficient of
determination.

• The use of the proposed model allowed us to increase the accuracy of the production
or maximise the production while maintaining the required dimensions.

• The influence of basic process parameters, namely welding current and welding speed
combined with the changing size of the stamping, was verified.

• The observed linear dependence of thermal deformation on the welding current in
combination with a significant curvature of the effect of welding speed (Figure 13)
illustrated the complexity of the problem from a physical point of view, as the heat
introduced was energy of dissipative nature, which depended not only on the mag-
nitude of the current flowing through and on the time for which the heating process
takes place but also on the resistance that the conductive material puts.

• As the indirect measurement of the generated heat for the purpose of precise con-
tinuous control is very difficult even with the use of precise measuring instruments,
simplified models based on heat input (e.g., I/v) should be implemented only where
there are no high demands on model accuracy.

• The unambiguous result of the presented article confirms the theoretical, qualitative
assumption that the selected operating parameters have a direct and measurably
significant effect on the resulting deformation of the part.

• A specific benefit of the article is the coded Equation (2) with a description and
graphical representation of the influence of individual factors (Figure 13) on the final
dimension of the welded part.

• The new Equation (3) allows predicting the resulting dimension directly from the
entered operating parameters within the considered interval. It is possible to use
prediction maps (Figure 16) to set the monitored process optimally in practice.
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