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1. Introduction

There are many applications of mathematical physics in several fields of basic science
and engineering. Thus, we have tried to provide the Special Issue “Modern Problems of
Mathematical Physics and Their Applications” to cover the new advances of mathematical
physics and its applications. In this Special Issue, we have focused on some important and
challenging topics, such as integral equations, ill-posed problems, ordinary differential
equations, partial differential equations, system of equations, fractional problems, linear
and nonlinear problems, fuzzy problems, numerical methods, analytical methods, semi-
analytical methods, convergence analysis, error analysis and mathematical models. In
response to our invitation, we received 31 papers from more than 17 countries (Russia,
Uzbekistan, China, USA, Kuwait, Bosnia and Herzegovina, Thailand, Pakistan, Turkey,
Nigeria, Jordan, Romania, India, Iran, Argentina, Israel, Canada, etc.), of which 19 were
published and 12 rejected.

2. Brief Overview of the Contributions

Qaraad et al., in [1], have considered a class of quasilinear third-order differential
equations with a delay argument. They have established some conditions of a certain
third-order quasi-linear neutral differential equation as oscillatory or almost oscillatory.
They have solved some examples to demonstrate the importance of the results.

Extending the SABO technique (Semi-Analytical method for Barrier Options), based
on the collocation Boundary Element Method (BEM), to the pricing of Barrier Options with
a payoff dependent on more than one asset has been discussed by Aimi and Guardasoni
in [2]. The numerical results have been presented to show the efficiency and accuracy of
the method in the case of a single asset.

With the rapid development of the Internet, the speed with which information can be
updated and propagated has accelerated, resulting in wide variations in public opinion.
Usually, after the occurrence of some newsworthy event, discussion topics are generated in
networks that influence the formation of initial public opinion. After a period of propaga-
tion, some of these topics are further derived into new subtopics, which intertwine with the
initial public opinion to form a multidimensional public opinion. In [3], Chen et al. were
concerned with the formation process of multi-dimensional public opinion in the context
of derived topics. Firstly, the initial public opinion variation mechanism was introduced
to reveal the formation process of derived subtopics, then Brownian motion was used to
determine the subtopic propagation parameters, and their propagation was studied based
on complex network dynamics according to the principle of evolution. The formula of the
basic reproductive number has been introduced to determine whether derived subtopics
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can form derived public opinion, thereby revealing the whole process of multi-dimensional
public opinion formation. Secondly, through simulation experiments, the influences of
various factors, such as the degree of information alienation, environmental forces, topic
correlation coefficients, the amount of information contained in subtopics, and network
topology on the formation of multi-dimensional public opinion have been studied by the
authors. The simulation results showed that: (1) Environmental forces and the amount
of information contained in subtopics are key factors affecting the formation of multi-
dimensional public opinion. Among them, environmental forces have a greater impact on
the number of subtopics, and the amount of information contained in subtopics determines
whether the subtopic can be the key factor that forms the derived public opinion. (2) Only
when the degree of information alienation reaches a certain level will derived subtopics
emerge. At the same time, the degree of information alienation has a greater impact on
the number of derived subtopics, but it has a small impact on the dimensions of the final
public opinion. (3) The network topology does not have much impact on the number of
derived subtopics but has a greater impact on the number of individuals participating in
the discussion of subtopics. The multidimensional public opinion dimension formed by
the network topology with a high aggregation coefficient and small average path length
is higher.

In [4], the existence of mild solutions to a multi-term fractional integro-differential
equation with random effects has been investigated by Diop and Wu. The results relied
on stochastic analysis, Mönch’s fixed point theorem combined with a random fixed point
theorem with stochastic domain, and the measure of noncompactness and resolvent family
theory. The authors have established the existence of random mild solutions under the
condition that the nonlinear term is of Carathéodory type and satisfies some weakly com-
pactness condition. By presenting a nontrivial example, they showed the obtained results.

Vasilyev and Eberlein [5] have studied a certain conjugation problem for a pair of
elliptic pseudo-differential equations with homogeneous symbols inside and outside of a
plane sector. They found that the solution is sought in corresponding Sobolev–Slobodetskii
spaces. Using the wave factorization concept for elliptic symbols, they derived a general
solution of the conjugation problem. Adding some complementary conditions, a system
of linear integral equations has been obtained. For homogeneous symbols, they applied
the Mellin transform to such a system to reduce it to a system of linear algebraic equations
with respect to unknown functions.

In [6], Providas et al. attempted to find the solution of boundary value problems for
ordinary differential equations with general boundary conditions. They have obtained the
closed-form solutions in a symbolic form with the general n-th order differential operator,
as well as the composition of linear operators. Furthermore, their method is based on the
theory of the extensions of linear operators in Banach spaces.

Pham in [7] has presented a mathematical modeling of the virus-infected development
in the body’s immune system considering the multiple time-delay interactions between the
immune cells and virus-infected cells with autoimmune disease. In the proposed model, he
tried to determine the dynamic progression of virus-infected cell growth in the immune
system. The patterns of how the virus-infected cells spread and the development of the
body’s immune cells with respect to time delays have been derived in the form of a system
of delay partial differential equations. The model can be used to determine whether the
virus-infected free state can be reached or not as time progresses. It has been used to predict
the number of the body’s immune cells at any given time. Several numerical examples have
been discussed to illustrate the proposed model. The model provided a real understanding
of the transmission dynamics and other significant factors of the virus-infected disease
and the body’s immune system subject to the time delay, including approaches to reduce
the growth rate of virus-infected cells and the autoimmune disease and also enhance the
immune effector cells.

The Ensemble Intermediate Coupled Model (EICM) is a model used for studying the
El Nino-Southern Oscillation (ENSO) phenomenon in the Pacific Ocean, where anomalies
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in the Sea Surface Temperature (SST) are observed. In [8], Injan et al. aimed to implement
Cressman to improve SST forecasts. The simulation considers two cases in this work: the
control case and the Cressman initialized case. These cases are simulations using differ-
ent inputs where the two inputs differ in terms of their resolution and data source. The
Cressman method has been used to initialize the model with an analysis product based
on satellite data and in situ data, such as ships, buoys, and Argo floats, with a resolution
of 0.25 × 0.25 degrees. The results of this inclusion are the Cressman Initialized Ensemble
Intermediate Coupled Model (CIEICM). Forecasting of the sea surface temperature anoma-
lies was conducted using both the EICM and the CIEICM. The results showed that the
calculation of the SST field from the CIEICM was more accurate than that of the EICM. The
forecast using the CIEICM initialization with the higher-resolution satellite-based analysis
at a 6-month lead time improved the root mean square deviation to 0.794 from 0.808 and
the correlation coefficient to 0.630 from 0.611 compared the control model that was directly
initialized with the low-resolution in situ analysis.

In [9], Sidi has discussed the secant method, which is a very effective numerical proce-
dure for solving nonlinear equations f (x) = 0. In their recent work (A. Sidi, Generalization
of the secant method for nonlinear equations. Appl. Math. E-Notes, 8:115–123, 2008), he
presented a generalization of the secant method that used only one evaluation of f (x) per
iteration, and he provided a local convergence theory for it that concerned real roots. For
each integer k, this method has generated a sequence {xn} of approximations to a real
root of f (x), where, for n ≥ k, xn+1 = xn − f (xn)/p′n,k(xn), pn,k(x) being the polynomial
of degree k that interpolates f (x) at xn, xn−1, . . . , xn−k, the order sk of this method satis-
fies 1 < sk < 2. Clearly, when k = 1, this method reduces to the secant method with
s1 = (1 +

√
5)/2. In addition, s1 < s2 < s3 < . . ., such that limk→∞ sk = 2. The author

has studied the application of this method to simple complex roots of a function f (z). He
showed that the local convergence theory developed for real roots can be extended almost
as is to complex roots, provided suitable assumptions and justifications are made. He has
illustrated the theory with two numerical examples.

“Odd” factor approximants of the special form are based on the idea that the critical
index by itself should be optimized through the parameters of the power transform to be
calculated from the minimal sensitivity (derivative) optimization condition. The critical
index is a product of the algebraic self-similar renormalization that contributes to the expres-
sions of control parameters typical to the algebraic self-similar renormalization and of the
power transform that corrects them even further. The parameter of power transformation
is, in a nutshell, the multiplier connecting the critical exponent and the correction-to-scaling
exponent. In [10], Gluzman has studied the minimal model of critical phenomena based
on expansions with only two coefficients and critical points. The optimization appears to
bring quite accurate, uniquely defined results given by simple formulas. Many important
cases of critical phenomena have been covered by the simple formula. For the longer series,
the optimization condition possesses multiple solutions, and additional constraints have
been applied. In particular, the author constrained the sought solution by requiring it to be
the best in the prediction of the coefficients not employed in its construction. In principle,
the error and measure of such a prediction have been optimized by itself, with respect
to the parameter of the power transform. Methods of calculation based on optimized
power-transformed factors have been applied, and results are presented for critical indices
of several key models of conductivity and viscosity of random media, swelling of polymers,
permeability in two-dimensional channels. The author has discussed several quantum
mechanical problems as well.

In [11], Veeresha et al. have tried to analyze the nature and capture the corresponding
consequences of the solution obtained for the Gardner–Ostrovsky equation with the help of
the q-homotopy analysis transform technique. The fractional operator was used to illustrate
its importance in generalizing the models associated with kernel singular. The authors
have considered the fixed-point theorem and the Banach space to present the existence and
uniqueness within the frame of the Caputo–Fabrizio fractional operator. Furthermore, for
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different fractional orders, the nature has been captured in plots. The realized consequences
confirmed that the considered procedure is reliable and highly methodical for investigating
the consequences related to the nonlinear models of both integer and fractional order.

The canonical gravitational partition function Z associated to the classical Boltzmann–
Gibbs (BG) distribution e−βH

Z has been considered in [12] by Hameeda et al. It is popularly
thought that it cannot be built up because the integral involved in constructing Z diverges
at the origin. On the contrary, it was shown in (Physica A 497 (2018) 310), by appeal to
sophisticated mathematics developed in the second half of the last century, that this is
not so. Z has been computed by recourse to (A) the analytical extension treatments of
Gradshteyn and Rizhik and Guelfand and Shilov, which permit tackling some divergent
integrals, and (B) the dimensional regularization approach. Only one special instance
was discussed in the above reference. In [12], the authors obtained the classical partition
function for Newton’s gravity in the four cases that immediately come to mind.

The Lagrange dynamics generated by a class of isoperimetric constrained controlled
optimization problems involving second-order partial derivatives and boundary condi-
tions have been investigated by Treanţă in [13]. The author has derived necessary opti-
mality conditions for the considered class of variational control problems governed by
path-independent curvilinear integral functionals. Moreover, the theoretical results are
accompanied by an illustrative example. Furthermore, an algorithm has been proposed to
emphasize the steps to be followed to solve a control problem.

With the rapid development of “We media” technology, netizens can freely express
their opinions regarding enterprise products on a network platform. Consequently, online
public opinion about enterprises has become a prominent issue. Negative comments
posted by some netizens may trigger negative public opinion, which can have a significant
impact on an enterprise’s image. In [14], Chen et al. applied the perspective of helping
enterprises deal with negative public opinion by combining the user portrait technology
and a random forest algorithm to help enterprises identify high-risk users who have
posted negative comments and thus may trigger negative public opinion. In this way,
enterprises can monitor the public opinion of high-risk users to prevent negative public
opinion events. Firstly, they crawled the information of users participating in discussions
of product experience, and they constructed a portrait of enterprise public opinion users.
Then, the characteristics of the portraits were quantified into indicators, such as the user’s
activity, the user’s influence, and the user’s emotional tendency, and then the indicators
were sorted. According to the order of the indicators, the users were divided into high-risk,
moderate-risk, and low-risk categories. Next, a supervised high-risk user identification
model for this classification was established based on a random forest algorithm. In turn,
the trained random forest identifier has been used to predict whether the authors of newly
published public opinion information are high-risk users. Finally, a back propagation
neural network algorithm was used to identify users and compared with the results of
model recognition in this paper. The results showed that the average recognition accuracy
of the back propagation neural network is only 72.33%, while the average recognition
accuracy of the model constructed in this paper is as high as 98.49%, which verifies the
feasibility and accuracy of the proposed random forest recognition method.

The aim of [15] was to explain the result concerning the Navier–Stokes problem (NSP)
in R3 without boundaries to a broad audience. Ramm proved that the NSP is contradictory
in the following sense: if one assumes that the initial data v(x, 0) 6≡ 0, ▽· v(x, 0) = 0 and
the solution to the NSP exists for all t ≥ 0, then the author proved that the solution v(x, t)
to the NSP has the property v(x, 0) = 0. This study showed that the NSP is not a correct
description of the fluid mechanics problem and the NSP does not have a solution. In the
exceptional case, when the data are equal to zero, the solution v(x, t) to the NSP exists for
all t ≥ 0 and is equal to zero, v(x, t) ≡ 0. Thus, one of the millennium problems has been
solved by the author.

Christodoulou et al. in [16] have derived a family of associated differential equations
that share the same “degenerate” canonical form. These equations can be solved easily if
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the original equation is known to possess analytic solutions; otherwise, their properties
and the properties of their solutions are de facto known as they are comparable to those
already deduced for the fundamental equation. The authors analyzed several particular
cases of new families related to some of the famous differential equations applied to
physical problems, and the degenerate eigenstates of the radial Schrödinger equation for
the hydrogen atom in N dimensions.

Traffic management is a significantly difficult and demanding task. It is necessary
to know the main parameters of road networks in order to adequately meet traffic man-
agement requirements. In [17], Vrtagić et al. focused on an integrated fuzzy model for
ranking road sections based on four inputs and four outputs. The goal was to determine
the safety degree of the observed road sections by the methodology developed. The great-
est contribution of the paper was reflected in the development of the improved fuzzy
step-wise weight assessment ratio analysis (IMF SWARA) method and integration with
the fuzzy measurement alternatives and ranking according to the compromise solution
(fuzzy MARCOS) method. First, the data envelopment analysis (DEA) model was applied,
showing that three road sections have a high traffic risk. After that, IMF SWARA was used
to determine the values of the weight coefficients of the criteria, and the fuzzy MARCOS
method was used for the final ranking of the sections. The obtained results were verified
through a three-phase sensitivity analysis with an emphasis on forming 40 new scenarios
in which input values were simulated. The stability of the model was proven in all phases
of sensitivity analysis.

An explicit formula for the approximate solution of the Cauchy problem for the matrix
factorizations of the Helmholtz equation in a bounded domain on the plane has been
presented by Juraev and Noeiaghdam in [18]. The formula for an approximate solution has
included the construction of a family of fundamental solutions for the Helmholtz operator
on the plane. This family was parameterized by function K(w), which depends on the
space dimension. The authors have improved the results using the function K(w).

In [19], Chashechkin has tried to formulate a list of principles that substantiates the
choice of axioms and methods for studying nature. He showed that the axiomatics of
fluid flows are based on conservation laws in the frames of engineering mathematics and
technical physics. In the theory of fluid flows within the continuous medium model, a
key role for the total energy has been distinguished. To describe a fluid flow, a system of
fundamental equations has been selected and supplemented by the equations of the state
for the Gibbs potential and the medium density. The system has been supplemented by
the physically based initial and boundary conditions and analyzed, taking into account the
compatibility condition. The complete solutions showed both the structure and dynamics
of non-stationary flows. The results of compatible theoretical and experimental studies
have been compared for the cases of potential and actual homogeneous and stratified fluid
flow past an arbitrarily oriented plate.
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1. Introduction

Consider the third-order neutral delay differential equation of the form

(
r(t)

(
y′′(t)

)α
)′

+ q(t) f (x(σ(t))) = 0, (1)

where y(t) = x(t) + p(t)x(τ(t)) and we assume that the following hypotheses are satisfied:

(I1) r ∈ C([t0, ∞),R) is positive and π(t) < ∞, where

π(t) =
∫ ∞

t
r−1/α(s)ds;

(I2) p, q ∈ C([t0, ∞),R), p ≤ p0 < ∞, q is non-negative and does not eventually vanish
(i.e., q(t) is not eventually zero on any half line [t∗, ∞) for t∗ ≥ t0);

(I3) σ, τ ∈ C1([t0, ∞),R), σ(t) < t, τ(t) < t, τ′(t) ≥ τ0 > 0, σ ◦ τ = τ ◦ σ and
limt→∞ σ(t) = limt→∞ τ(t) = ∞;

(I4) f ∈ C(R,R) and satisfies

f (x) > kxα for all k > 0.

where α is the quotient of odd positive integers.
By a solution of (1), we mean a nontrivial function x ∈ C([Tx, ∞),R) with Tx ≥ t0,

which satisfies the property r(y′′)α ∈ C1([Tx, ∞),R), moreover, satisfies (1) on [Tx, ∞). We
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only consider those solutions of (1) satisfying, on some half-line, [Tx, ∞) and satisfying the
condition sup{|x(t)| : T ≤ t < ∞} > 0 for any T ≥ Tx. A solution of (1) is oscillatory if it
has arbitrarily large zeros on [Tx, ∞); otherwise, it is said to be nonoscillatory. The equation
itself is termed oscillatory if all its solutions oscillate, and is said to be almost oscillatory if
all its solutions are oscillatory or asymptotically convergent to zero.

The neutral differential equations have numerous applications in electrical engineer-
ing, chemical reactions analysis, and economics.

Such equations are essential tools to model and study the dynamics and stability
properties of electrical power systems, as in the works of Milano et al. [1,2]. The asymptotic
behavior of solutions of associated delay differential equations have been used to describe
the behavior of solutions to third-order partial differential equations. Additionally, they
are employed for the study of distributed networks containing lossless transmission lines;
see [3,4] for more details.

Recently, there has been much research activity concerning the oscillation of second-
order differential equations with delay. See, for example, [5,6] and the references cited
therein. Compared to the development of the oscillation for the second-order equations,
the oscillation for third-order equations has received considerably less attention from
researchers; see [7–24].

Baculikova and Dzurina [25,26] and Grace et al. [27] considered the third-order
nonlinear delay differential equation

(
r(t)

(
x′′(t)

)α
)′

+ q(t) f (x(σ(t))) = 0,

in the case where π(t) = ∞ or π(t) < ∞.
Saker and Dzurina [28] studied the third-order nonlinear delay differential equation

(
r(t)

(
x′′(t)

)α
)′

+ q(t)xβ(σ(t)) = 0, (2)

and obtained several oscillation criteria, which guarantee that all non-oscillatory solutions
of such Equation (2) tend towards zero.

Ravi et al. [29] investigated a third-order delay differential equation

(
r2(t)

(
r1(t)

(
x′(t)

))′)′
+ q(t)xβ(σ(t)) = 0,

and established some oscillation results that supplemented and improved the results in [27].
Sidorov and Trufanov [30] considered nonlinear operator equations with a functional
perturbation of the argument of neutral type and reduced the problem to quasilinear
operator equations with a functional perturbation of the argument.

Moaaz, in [11], studied a third-order nonlinear delay differential (2) under the condi-
tion π(t) = ∞; he developed some results of previous references and established several
sufficient conditions, which ensure that all solutions of (2) are oscillatory.

In previous papers, the authors used an integral averaging technique and a Riccati
transformation to establish some sufficient conditions which ensure that any solution of (
1) oscillates or converges to zero. The purpose of this paper is to improve and generalize
these results and present some new sufficient conditions, which ensure that any solution of
(1) oscillates or, for all its nonoscillatory solutions, tend towards zero as t → ∞.

2. Auxiliary Results

In this section, we state and prove the following lemmas, which will be useful in the
proofs of the main results.
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Lemma 1 ([29]). Assume x(t) is nonoscillatory solution of (1). Then, y(t) > 0 and there are three
possible cases of y(t):

N1 y′(t) > 0, y′′(t) > 0,
N2 y′(t) > 0, y′′(t) < 0,
N3 y′(t) < 0, y′′(t) > 0.

Lemma 2 ([31]). Let h(u) = Au− B(u − C)(α+1)/α, where B > 0, A and C are constants, α be a

ratio of two odd positive numbers. Then, h attains its maximum value on R at u∗ = C+
(

αA
(α+1)B

)α

such that

max
u∈R

h(u) = h(u∗) = AC +
αα

(α + 1)α+1
Aα+1

Bα
.

Lemma 3 ([32]). Assume that c1, c2 ∈ [0, ∞) and γ > 0. Then

(c1 + c1)
γ ≤ µ

(
c

γ
1 + c

γ
2
)
,

where

µ :=
{

1 if γ ≤ 1
2γ−1 if γ > 1

Lemma 4. Let x be a positive solution of (1), y′(t) > 0 and p(t) ∈ (0, 1). Then,

(
r(t)

(
y′′(t)

)α
)′

+ kQ(t)yα(σ(t)) ≤ 0, (3)

where
Q(t) = q(t)(1 − p(σ(t)))α.

Proof. Assume that x is a positive solution of (1). From hypothesis (I4), (1) becomes

(
r(t)

(
y′′(t)

)α
)′

+ kq(t)xα(σ(t)) ≤ 0. (4)

Since y′(t) > 0, we find

x(t) = y(t)− p(t)x(τ(t)) ≥ y(t)− p(t)y(τ(t))

≥ y(t)− p(t)y(t) = y(t)(1 − p(t)).

That is
xα(σ(t)) ≥ yα(σ(t))(1 − p(σ(t)))α. (5)

Combining (4) and (5), we have

(
r(t)

(
y′′(t)

)α
)′

+ kQ(t)yα(σ(t)) ≤ 0.

This completes the proof.

Lemma 5. Assume that x(t) is a positive solution of (1). Then,

(
r(t)

(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α
)′

≤ − k

µ
Ô(t)yα(σ(t)), (6)

where Ô(t) := min{q(t), q(τ(t))}.
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Proof. Let x(t) be a positive solution of (1). Then, there exists t1 ≥ t0 such that x(σ(t)) > 0
and x(τ(t)) > 0 for all t ≥ t1. From Lemma 3 and σ ◦ τ = τ ◦ σ, we obtain

yα(σ(t)) = µ(xα(σ(t)) + pα
0 xα(σ(τ(t)))). (7)

In view of (I3), (4) implies

0 ≥ pα
0

τ′(t)

(
r(τ(t))

(
y′′(τ(t))

)α
)′

+ pα
0kq(τ(t))xα(σ(τ(t)))

≥ pα
0

τ0

(
r(τ(t))

(
y′′(τ(t))

)α
)′

+ pα
0kq(τ(t))xα(τ(σ(t))).

Using (4) with the above inequality, and taking into account (7), we have

(
r(t)

(
y′′(t)

)α
)′

+
pα

0
τ0

(
r(τ(t))

(
y′′(τ(t))

)α
)′

+ kÔ(t)(xα(σ(t)) + pα
0 xα(τ(σ(t)))) ≤ 0

(
r(t)

(
y′′(t)

)α
)′

+
pα

0
τ0

(
r(τ(t))

(
y′′(τ(t))

)α
)′

+
k

µ
Ô(t)yα(σ(t)) ≤ 0.

Thus,
(

r(t)
(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α
)′

+
k

µ
Ô(t)yα(σ(t)) ≤ 0.

This completes the proof.

Lemma 6. Assume that x(t) is a positive solution of (1) and y′(t) > 0. Then

y(σ(t)) ≥ ćσ(t), where ć := cς. (8)

Proof. Since y′ is nondecreasing, this implies that

y′(t) ≥ y′(t1) =: c on [t1, ∞).

Integrating from σ(t) to t1, we get

y(σ(t)) ≥ c(σ(t)− t1).

Hence, for any ς ∈ (0, 1) and t ≥ t2, we see that

y(σ(t)) ≥ ćσ(t).

The proof is complete.

Lemma 7. Let x(t) be a positive solution of (1). If

∫ ∞

t0

Ô(t)σα(t)dt = ∞, (9)

then case N1 is impossible.

10
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Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞). Then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. On the contrary, assume that y(t)
satisfies case N1. Integrating (6) from t2 to t and using (8), we get

r(t)
(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α

≤ r(t2)
(
y′′(t2)

)α
+

pα
0

τ0
r(τ(t2))

(
y′′(τ(t2))

)α − (ć)α k

µ

∫ t

t2

Ô(t)σα(t)dt, (10)

which is a contradiction.

Lemma 8. Let y(t) be a positive increasing solution of (1). If

∫ ∞

t0

1
r1/α(t)

(∫ t

t0

Ô(t)σα(s)ds

)1/α

dt = ∞, (11)

then y satisfies case N2 for t ≥ t1 and

(a) y(t) ≥ ty′(t) and y(t)/t is decreasing, and limt→∞ y(t)/t = y′ = 0,

(b) y′(t) ≥ −π(t)r
1
α (t)y′′(t) and y′(t)/π(t) is increasing.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞). Then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Since y is increasing, y satisfies either
case N1or N2. In view of π(t) < ∞ and (11), we see that (9) hold. By Lemma 7, y(t)
satisfies case N2.

On the other hand, it follows from y′(t) is decreasing, such that there exists a constant
λ ≥ 0 such that limt−→∞ y′(t) = λ ≥ 0. We claim that λ = 0. As the proof of Lemma 7 we
have (10). Take into account

(
r(t)(y′′(t))α)′ ≤ 0 and y′′(t) < 0, we have

r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
≤ −(ć)α k

µ

∫ t

t1

Ô(s)σα(s)ds.

It follows that

y′′(t) ≤ −ć

(
1

r(t)

(
kτ0

µ
(
τ0 + pα

0
)
))1/α(∫ t

t1

Ô(s)σα(s)ds

)1/α

.

Integrating from t2 to t, we obtain

y′(t) ≤ y′(t2)− ć

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α ∫ t

t2

(∫ u
t2

Ô(s)σα(s)ds
) 1

α

r
1
α (u)

du.

In view of (11), this contradicts the positivity of y′(t). Thus λ = 0. By “Hospital’s
rule”, we see that

lim
t→∞

y(t)

t
= 0 and lim

t→∞
y′(t) = 0.

Thus,
y(t1)− y′(t)t1 > 0. (12)

Therefore,
y(t) > y′(t)t1,

for t ≥ t2. Hence, by the monotonicity of y′(t), one can obtain that

y(t) = y(t1) +
∫ t

t1

y′(s)ds ≥ y(t1) + y′(t)(t − t1).

11
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By (12), we have (
y(t)

t

)′
=

ty′ − y

t2 < 0.

Now, it is easy to see that

y′(t) ≥ −
∫ ∞

t

1
r1/α(s)

r1/α(s)y′′(s)ds ≥ −r1/α(t)y′′(t)π(t).

Thus, (
y′(t)
π(t)

)′
=

r1/α(t)y′′(t)π(t) + y′(t)
r1/α(t)π2(t)

≥ 0.

The proof is complete.

3. Main Results

Theorem 1. If
∫ ∞

t0

1
r1/α(t)

(∫ t

t0

Ô(s)ds

)1/α

dt = ∞, (13)

then possible positive solution of (1) satisfies case N3.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞). Then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Suppose that y(t) satisfies case N1or
N2. Since y is increasing, then it follows that

y(t) ≥ y(t1) = ̺ for t ≥ t2. (14)

Set

̟(t) = r(t)
(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α. (15)

In (6), we obtain

̟′(t) ≤ − k

µ
Ô(t)yα(σ(t)). (16)

Since ̟′(t) ≤ 0, by (15), we have

̟(t) ≥ r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
. (17)

Integrating (16) from t2 to t and using (14), we obtain

̟(t) ≤ ̟(t1)−
̺αk

µ

∫ t

t2

Ô(s)ds. (18)

First, let y(t) satisfies case N1. We note that ̟(t) > 0. Using the fact π(t) < ∞ together
with (13) yields that

∫ t
t0

Ô(s)ds contradicts the positivity of ̟(t).
If y(t) satisfies case N2, using (17) in (18) becomes

r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
≤ −̺αk

µ

∫ t

t2

Ô(s)ds,

that is

y′′(t) ≤ −̺

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α( 1
r(t)

∫ t

t2

Ô(s)ds

) 1
α

.

12
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Integrating from t2 to t, we have

y′(t) ≤ y′(t2)− ̺

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α ∫ t

t2

(
1

r(u)

∫ u

t2

Ô(s)ds

) 1
α

du.

we obtain a cotradiction with the positivity of y′(t). The proof of the theorem is com-
plete.

Theorem 2. If

lim inf
t→∞

∫ t

σ(t)

(
1

r(u)

∫ u

t2

Ô(s)σα(s)ds

) 1
α

du >

(
µ
(
τ0 + pα

0
)

kτ0eα

) 1
α

, (19)

then, a possible positive solution to (1) satisfies case N3.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞). Then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Suppose that y satisfies case N1or N2.
In view of (19), (11) holds. Hence, by Lemma 8, y(t) satisfies case N2 and properties (a)
and (b) in Lemma 8. This implies that

y(σ(t)) ≥ σ(t)y′(σ(t)).

Combining the above inequality along with (6), we get

(
r
(
y′′(t)

)α
+

pα
0

τ0
r
(
y′′(τ(t))

)α
)′

≤ − k

µ
Ô(t)σα(t)

(
y′(σ(t))

)α

.

Integrating from t2 to t and using (17), we have

− r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
≥ k

µ

∫ t

t2

Ô(s)σα(s)
(
y′(σ(t))

)α

ds. (20)

Using the fact that y′′(t) < 0, we see that

−y′′(t) ≥
(

kτ0

µ
(
τ0 + pα

0
)
) 1

α

y′(σ(t))
(

1
r(t)

∫ t

t2

Ô(s)σα(s)ds

) 1
α

.

Now, set χ(t) = y′(t); we obtain

χ′(t) +

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α( 1
r(t)

∫ t

t2

Ô(s)σα(s)ds

) 1
α

χ(σ(t)) ≤ 0. (21)

In view of ([13], Theorem 1), however, the associated delay Equation (21) has a positive
solution, which is a contradiction. The proof is complete.

Remark 1. Theorem 2 does not require the existence of auxiliary functions such as ([27], Theorem3),
which uses the same principles (compared with first-order delay equations).

Theorem 3. Assume that (11) hold. If

lim sup
t→∞

π
α
(t)
∫ t

t0

Ô(s)σα(s)ds >
µ
(
τ0 + pα

0
)

kτ0
, (22)

then, the possible positive solution to (1) satisfies case N3.

13
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Proof. Suppose that y satisfies case N1or N2. We see that (9) holds due to π(t) < ∞ (this
mean that limt→∞ π(t) = 0) and condition (22). Hence, by Lemma 8, y(t) satisfies case N2
in addition to properties (a) and (b) in Lemma 8. As in the proof of Theorem 2 with the fact
r(t)(y′′(t))α is nonincreasing, and from (20), we obtain

−r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
≥ − k

µ
π

α
(t)r(t)

(
y′′(t)

)α
∫ t

t2

Ô(s)σα(s)ds.

That is,
kτ0

µ
(
τ0 + pα

0
)π

α
(t)
∫ t

t2

Ô(s)σα(s)ds ≤ 1.

This contradicts (22). The proof is complete.

Theorem 4. Assume that (11) holds. If σ′(t) > 0 and there exists a nondecreasing function
ρ ∈ C1([t0, ∞), (0, ∞)), such that

lim sup
t→∞

∫ t

T



(

kτ0

µ
(
τ0 + pα

0
)
) 1

α
ρ(u)

σ(u)r
1
α (u)

∫ t

t0

Ô(s)σα(s)ds − ρ′2(u)
4ρ(u)σ′(u)


du = ∞, (23)

for any T ∈ [t0, ∞), then a possible positive solution to (1) satisfies case N3.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞). Then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Suppose that y satisfies case N1or N2.
By Lemma 8, y(t) satisfies case N2 and the properties (a) and (b). Define the function w(t)
by

w(t) := ρ(t)
y′(t)

y(σ(t))
. (24)

Then w(t) > 0, and

w′(t) =
ρ′(t)
ρ(t)

w(t) +
ρ(t)y′′(t)
y(σ(t))

− ρ(t)y′(t)y′(σ(t))σ′(t)
y2(σ(t))

.

Using the fact that y′(t) is decreasing, we have

w′(t) ≤ ρ′(t)w(t)

ρ(t)
+ ρ(t)

y′′(t)
y(σ(t))

− ρ(t)
(y′(t))2

σ′(t)
y2(σ(t))

=
ρ′(t)w(t)

ρ(t)
+ ρ(t)

y′′(t)
y(σ(t))

− σ′(t)
ρ(t)

(
ρ(t)

y′(t)
y(σ(t))

)2

.

By (24), we obtain

w′(t) ≤ ρ′(t)w(t)

ρ(t)
+ ρ(t)

y′′(t)
y(σ(t))

− σ′(t)
ρ(t)

w2(t). (25)

Integrating (6) from t2 to t and (y(σ(t))/σ(t))′ < 0, we have

14
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−
(

r(t)
(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α
)

≥ −
(

r(t2)
(
y′′(t2)

)α
+

pα
0

τ0
r(t2)

(
y′′(τ(t2))

)α
)

+
k

µ

∫ t

t2

Ô(s)yα(σ(s))ds (26)

≥ −
(

r(t2)
(
y′′(t2)

)α
+

pα
0

τ0
r(t2)

(
y′′(τ(t2))

)α
)

+
k

µ

(
y(σ(t))

σ(t)

)α ∫ t

t2

Ô(s)σα(s)ds.

Since limt→∞ y(t)/t = 0, there exists t3 > t2 such that

−
(

r(t2)
(
y′′(t2)

)α
+

pα
0

τ0
r(t2)

(
y′′(τ(t2))

)α
)
− k

µ

(
y(σ(t))

σ(t)

)α ∫ t2

t0

Ô(s)σα(s)ds > 0.

Combining the above inequality in (27) implies

−
(

r(t)
(
y′′(t)

)α
+

pα
0

τ0
r(τ(t))

(
y′′(τ(t))

)α
)

≥ −
(

r
(
y′′(t2)

)α
+

pα
0

τ0
r
(
y′′(τ(t2))

))α

+
k

µ

(
y(σ(t))

σ(t)

)α ∫ t

t0

Ô(s)σα(s)ds

− k

µ

(
y(σ(t))

σ(t)

)α ∫ t2

t0

Ô(s)σα(s)ds

≥ k

µ

(
y(σ(t))

σ(t)

)α ∫ t

t0

Ô(s)σα(s)ds.

Using (17), we have

−r(t)
(
y′′(t)

)α
(

1 +
pα

0
τ0

)
≥ k

µ

(
y(σ(t))

σ(t)

)α ∫ t

t0

Ô(s)σα(s)ds,

that is,

y′′(t)
y(σ(t))

≤ −
(

kτ0

µ
(
τ0 + pα

0
)
) 1

α 1

σ(t)r
1
α (t)

∫ t

t0

Ô(s)σα(s)ds. (27)

Substituting (27) in (25), yields

w′(t) ≤ ρ′(t)
ρ(t)

w(t)− ρ(t)

σ(s)

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α 1

r
1
α (t)

∫ t

t0

Ô(s)σα(s)ds − σ′(t)
ρ(t)

w2(t)

= −σ′(t)
ρ(t)

(
w(t)− ρ′(t)

2σ′(t)

)2

+
ρ′2(t)

4p(t)σ′(t)

− ρ(t)

σ(s)

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α 1

r
1
α (t)

∫ t

t0

Ô(s)σα(s)ds.

Hence,

w′(t) ≤ − ρ(t)

σ(s)

(
kτ0

µ
(
τ0 + pα

0
)
) 1

α 1

r
1
α (t)

∫ t

t0

Ô(s)σα(s)ds +
ρ′2(t)

4p(t)σ′(t)
.

15
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Integrating from t3 to t, we have

w(t) ≤ w(t3)−
∫ t

t3



(

kτ0

µ
(
τ0 + pα

0
)
) 1

α
ρ(u)

σ(u)r
1
α (u)

∫ t

t0

Ô(s)σα(s)ds − ρ′2(u)
4p(u)σ′(u)


du,

which is a contradiction. The proof is complete.

By choosing ρ(t) = 1
π , we conclude the following corollary

Corollary 1. Assume that (11) holds. If there is a nondecreasing function ρ ∈ C1([t0, ∞), (0, ∞))
and σ′(t) > 0, such that

lim sup
t→∞

∫ t

T




(
kτ0

µ(τ0+pα
0)

) 1
α

π(u)σ(u)r
1
α (u)

∫ t

t0

Ô(s)σα(s)ds − r−2/α(u)

4σ′(u)π3(u)




du = ∞, (28)

for any T ∈ [t0, ∞), then possible positive solution of (1) satisfies case N3.

Theorem 5. Assume that (11) holds. If there is a nondecreasing function δ ∈ C1([t0, ∞), (0, ∞)),
such that

lim sup
t→∞

∫ t

t2

(
δ(s)k

Ô(s)

µ
− (δ′(s))α+1

(α + 1)α+1(σ′(s)
)α

πα(s)δα(s)

)
ds >

δ(t)

πα(t)σα(t)
, (29)

then, the possible positive solution to (1) satisfies case N3.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞); then, there exists t1 ≥ t0
such that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Suppose that y satisfies case N1or N2.
By Lemma 8, y(t) satisfies case N2 and the properties (a) and (b).

Define the function w(t) by

w(t) := δ(t)

(
r(y′′(t))α

yα(σ(t))
+

1
πασα(t)

)
. (30)

From Lemma 8, it is easy to see that

y(σ(t)) ≥ σ(t)y′(σ(t)) ≥ σ(t)y′(t) ≥ −σ(t)π(t)r
1
α (t)y′′(t). (31)

That is, w(t) > 0 and

− δ(t)r(y′′(t))α

yα(σ(t))
≤ δ(t)

πασα(t)
. (32)

Using (16) and the fact y′(t) is decreasing, we have.

16
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w′(t) =
δ′(t)
δ(t)

w(t) +
δ(t)

(
r(t)(y′′(t))α)′

yα(σ(t))
− αδ(t)r(t)(y′′(t))α

y′(σ(t))σ′(t)
yα+1(σ(t))

+
αδ(t)

(π(t)σ(t))α+1

(
σ(t)

r
1
α (t)

− σ′(t)π(t)

)

≤ δ′(t)
δ(t)

w(t)− δ(t)
k

µ
Ô(t)

− ασ
′
(t)y′(t)

δ
1
α (t)r

1
α (t)y′′(t)

(
w(t)− δ(t)

π(t)σ(t)

) 1
α +1

+
αδ(t)

(π(t)σ(t))α+1

(
σ(t)

r
1
α (t)

− σ′(t)π(t)

)
.

In view of (b) in Lemma 8, we find

w′(t) ≤ δ′(t)
δ(t)

w(t)− δ(t)k
Ô(t)

µ

−ασ
′
(t)π(t)

δ
1
α (t)

(
w(t)− δ(t)

πα(t)σα(t)

) 1
α +1

+
αδ(t)

(π(t)σ(t))α+1

(
σ(t)

r
1
α (t)

− σ′(t)π(t)

)
.

Set

A :=
δ′(t)
δ(t)

, B :=
ασ

′
(t)π(t)

δ
1
α (t)

, C :=
δ(t)

πα(t)σα(t)
.

Using Lemma 2, we obtain

w′(t) = −δ(t)k
Ô(t)

µ
+

δ′(t)
πα(t)σα(t)

+
1

(α + 1)α+1
(δ′(t))α+1

(
σ
′(t)
)α

πα(t)δα(t)

+
αδ(t)

(π(t)σ(t))α+1

(
σ(t)

r
1
α (t)

− σ′(t)π(t)

)
. (33)

It is clear that
(

δ(t)

πα(t)σα(t)

)′
=

δ′(t)
πα(t)σα(t)

+
αδ(t)

(π(t)σ(t))α+1

(
σ(t)

r
1
α (t)

− σ′(t)π(t)

)
.

In (33), we obtain

w′(t) = −δ(t)k
Ô(t)

µ
+

(
δ(t)

πα(t)σα(t)

)′
+

1

(α + 1)α+1
(δ′(t))α+1

(
σ
′(t)
)α

πα(t)δα(t)
.

Integrating the above inequality from t2 to t yields

∫ t

t2

(
δ(s)k

Ô(s)

µ
− (δ′(s))α+1

(α + 1)α+1(σ′(s)
)α

πα(s)δα(s)

)
ds +

δ(t)

πα(t)σα(t)
− δ(t2)

πα(t2)σα(t2)

≤ w(t2)− w(t).

17
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From (30), we are led to

∫ t

t2

(
δ(s)k

Ô(s)

µ
− (δ′(s))α+1

(α + 1)α+1(σ′(s)
)α

πα(s)δα(s)

)
ds +

δ(t)

πα(t)σα(t)

− δ(t2)

πα(t2)σα(t2)
(34)

≤ δ(t2)

(
r(y′′(t2))

α

yα(σ(t2))

)
− δ(t)

(
r(y′′(t))α

yα(σ(t))

)
.

By (32), (35) becomes

∫ t

t2

(
δ(s)k

Ô(s)

µ
− (δ′(s))α+1

(α + 1)α+1(σ′(s)
)α

πα(s)δα(s)

)
ds ≤ δ(t)

πασα(t)
.

The proof is complete.

Lemma 9. Let x(t) be a positive solution to (1) and y(t), satisfying case N3. If

∫ ∞

t0

Ô(s)ds = ∞ (35)

or
∫ ∞

t0

1
r(s)

(∫ ∞

t
Ô(u)du

) 1
α

ds = ∞, (36)

then limt→∞ y(t) = 0.

Proof. Assume that x(t) is a positive solution of (1) on [t0, ∞), there exists t1 ≥ t0 such
that x(τ(t)) > 0 and x(σ(t)) > 0 for all t ≥ t1. Since y(t) > 0 and y′(t) < 0, there is λ ≥ 0,
such that limt→∞ y(t) = λ. Assume that λ > 0. Integrating (6) from t2 to t, we have

r(t)
(
y′′(t)

)α
+

pα
0

τ0
r
(
y′′(τ(t))

)α ≤ r(t1)
(
y′′(t1)

)α
+

pα
0

τ0
r(τ(t1))

(
y′′(τ(t1))

)α

− k

µ

∫ t

t2

Ô(s)yα(σ(s))ds

≤ r(t1)
(
y′′(t1)

)α
+

pα
0

τ0
r(τ(t1))

(
y′′(τ(t1))

)α

− k

µ
λα
∫ t

t2

Ô(s)ds.

This contradicts (35). Hence λ = 0. The proof is complete.

Theorem 6. Let x(t) be a positive solution of (1) . If

lim sup
t→∞

∫ t

σ(t)
Ô(s)R(σ(t), σ(s))ds >

τ0

τ0 + pα
0

, (37)

then case N3 is impossible, where R(v, u) =
∫ v

u

∫ v
ζ

1
r

1
α (ζ)

dζ.

Proof. Since r(y′′(t))α is nonincreasing, pick t1 ∈ [t0, ∞) for t ≥ t1, we see that

−y′(u) ≥
∫ v

u

1

r
1
α (s)

r
1
α (s)y′′(s)ds ≥ r

1
α (v)y′′(v)

∫ v

u

1

r
1
α (s)

ds,

18
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for v ≥ u . Integrating above inequality from u to v, we have

y(u) ≥ r
1
α (v)y′′(v)

∫ v

u

∫ v

ζ

1

r
1
α (ζ)

dζ = r
1
α (v)y′′(v)R(v, u). (38)

Integrating (6) from σ(t) to t and using (38), we get (17)

(
r(σ(t))

(
y′′(σ(t))

)α
+

pα
0

τ0
r(τ(σ(t)))

(
y′′(τ(σ(t)))α)

)
≥ k

µ

∫ t

σ(t)
Ô(s)yα(σ(s))ds

≥ k

µ
r(σ(t))

(
y′′(σ(t))

)α
∫ t

σ(t)
Ô(s)Rα(σ(t), σ(s))ds.

Using the fact that
(
r(t)(y′′(t))α)′

< 0 and (17), we obtain

r(σ(t))
(
y′′(σ(t))

)α
< r(τ(σ(t)))

(
y′′(τ(σ(t)))

)α,

and

r(τ(σ(t)))
(
y′′(τ(σ(t)))α)

(
1 +

pα
0

τ0

)
≥ − k

µ
r(σ(t))

(
y′′(σ(t))

)α
∫ t

σ(t)
Ô(s)Rα(σ(t), σ(s))ds

≥ − k

µ
r(τ(σ(t)))

(
y′′(τ(σ(t)))

)α
∫ t

σ(t)
Ô(s)Rα(σ(t), σ(s))ds.

Hence, (
1 +

pα
0

τ0

)
≥ − k

µ

∫ t

σ(t)
Ô(s)Rα(σ(t), σ(s))ds.

This led to a contradiction. The proof is complete.

4. Applications
4.1. Asymptotic Properties

By combining Theorems 2–5 with Lemma 9, one can easily provide new criteria for
the asymptotic properties of (1) as follows

Theorem 7. Assume that (13) holds. Then, (1) is almost oscillatory .

Theorem 8. Assume that (19) and (35) or (36) hold. Then (1) is almost oscillatory .

Theorem 9. Assume that (11), (22) and either (35) or (36) hold. Then, (1) is almost oscillatory .

Theorem 10. Assume that (11) holds and, if there is a nondecreasing function
ρ ∈ C1([t0, ∞), (0, ∞))and σ′(t) > 0 , such that (28) and either (35) or (36) hold, then (1)
is almost oscillatory.

Theorem 11. Assume that (11) holds and if there is a nondecreasing function
δ ∈ C1([t0, ∞), (0, ∞)), such that (29) and either (35) or (36) hold, then (1) is almost oscillatory.

4.2. Oscillation

In the following Theorem, we combine Theorems 2–5 with Theorem (37) to obtain
new criteria for oscillation of (1)

Theorem 12. If all assumptions of Theorem 1 or 2 or 3 or 4 or 5 and (37) hold, then (1) is oscillatory.

Remark 2. Compared to the existing results of [25,26], oscillation of (1) is attained by easier
conditions.
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Example 1. Consider the third-order neutral delay differential equation

(
t2(x(t) + p0x(ǫt))′′

)′
+

q0

t
y(0.5t) = 0, t ≥ 1, (39)

where ǫ ∈ (0, 1) and q0 > 0. We note that r = t2, σ(t) = 0.5t, τ(t) = ǫt, p(t) = p0. It can easily
be verified that Ô(t) =

q0
t . By choosing δ(t) = π(t)τ(t) = ǫ, Condition (19), (29), (28) and (37)

become

q0 >
2(τ0 + p0)

ln(2)τ0e
, (40)

q0 >
2

(1 − p0)
, (41)

q0 >
(τ0 + p0)

2τ0
(42)

and
q0 >

τ0

(τ0 + p0)
(

0.5 + ln 0.5 + 1
2 ln2 0.5

)
,

respectively. Using Theorems 8, 10 and 11, Equation (39) is almost oscillatory if (40) or (41) or (42)
holds. Moreover, by Theorem 12, we see that (39) is oscillatory if

q0 > max





τ0

(τ0 + p0)
(

0.5 + ln 0.5 + 1
2 ln2 0.5

) ,
2(τ0 + p0)

ln(2)τ0e



.

Remark 3. It is easy to verify that condition (13) fails; therefore, Theorem 1 does not apply.

Remark 4. If p0 = 1 then our results are reduced to the results of Chatzarakis in [14].

Example 2. Consider the third-order neutral delay differential equation

(
t2
(
(x(t) + p0x(ǫt))′′

)α)′
+

q0

t
yα(λt) = 0, t ≥ 1, (43)

where q0 > 0 and λ, ǫ ∈ (0, 1). Condition (19), (28) and (37) reduse to

C1 : q0 >
ǫ + p0

λǫe ln
(

1
λ

) ,

C2 : q0 >
µ
(
ǫ + pα

0
)1/α

4λǫ1/α

and
C3 : q0 >

ǫ
(
ǫ + pα

0
)(

1 − λ + ln λ + 1
2 ln2 λ

)
,

respectively. Therefore, by Theorem 12, we see that (43) is oscillatory if

q0 > max





ǫ + p0

λǫe ln
(

1
λ

) ,
ǫ

(
ǫ + pα

0
)(

1 − λ + ln λ + 1
2 ln2 λ

)



 (44)

or

q0 > max





µ
(
ǫ + pα

0
)1/α

4λǫ1/α
,

ǫ
(
ǫ + pα

0
)(

1 − λ + ln λ + 1
2 ln2 λ

)



. (45)
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Remark 5. Consider a particular case of (43), namely,

(
t2

((
x(t) +

1
4

x

(
t

2

))′′))′
+

q0

t
y(λt) = 0, (46)

Conditions (44) and (45) reduce to

q0 > max





3
4

1
4 λe ln

(
1
λ

) ,
1
2( 3

4
)(

1 − λ + ln λ + 1
2 ln2 λ

)



 (47)

and

q0 > max





3
8λ

,
2

3
(

1 − λ + ln λ + 1
2 ln2 λ

)



, (48)

respectively; see Figure 1. Thus, by Theorem 12, Equation (46) is oscillatory if (47) or (48)
satisfies. So, For a given λ ∈ (0, 0.21), Condition (47) is sharp for oscillation, but in λ ∈ (0.21, 1)
Condition (48) is sharp for oscillation.

On the other hand, consider a particular case of (43), namely,

(
t2

((
x(t) +

1
4

x

(
t

2

))′′)α)′
+

q0

t
y

(
t

4

)
= 0, (49)

where α > 1. Conditions (44) and (45) reduce to

q0 > max





3
e ln 2

,
1
2

22α+1

(22α + 2)
(

2 ln2 2 − 2 ln 2 + 3
4

)





or

q0 > max





2
17

2α

(
1

22α

(
22α + 2

)) 1
α

,
1
2

22α+1

(22α + 2)
(

2 ln2 2 − 2 ln 2 + 3
4

)



.

Remark 6. It is easy to notice that the effect of the delay argument on the oscillation parameters
varies from one example to another, and no consistent pattern can be found to determine this effect.
Additionally, the oscillation test depends on two different conditions, so we notice the change in the
effect of the delay argument on oscillation (from inverse to direct relationship). This also applies to
the effect of α.

Figure 1. Test of the strength of criteria for (46).
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5. Conclusions

In this paper, we introduced a simplified theorem for near oscillation; furthermore,
we established oscillation criteria for (1). Using comparison theorems and the Riccati
technique, we established criteria to check the oscillation under fewer restrictions, and
compared this with some results published in the literature. Our results are an extension of
and complement to existing results in some previous studies, such as [15,27,29].

The establishment of criteria for the oscillation of Equation (1) without the need for a
condition σ ◦ τ = τ ◦ σ and τ′(t) ≥ τ0 remains an open problem.
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1. Introduction to the Differential Model Problem

Partial Differential Equations (PDEs) of Mathematical Physics model a huge variety
of real-life problems, from science to engineering. Since the work [1] of F. Black and M.
Scholes, equations that model physical phenomena have been reconsidered to interpret
financial phenomena. PDEs in space–time variables, modeling the price of the most evolved
financial products, need efficient techniques to be numerically solved.

This work investigates the extensions of the so called SABO technique (Semi-Analytical
method for Barrier Options), based on collocation Boundary Element Method (BEM) and
applied so far for the numerical pricing of barrier options in a one dimensional asset
framework [2].

The consideration of two dimensional partial differential problems can be suggested
for several reasons: the desire to complicate the model to get closer to reality (such as, for
example, introducing the dependence of option value on a stochastic volatility variable [3])
or the evaluation of options that depend not only on the asset value. In this last direction
we have already approached Asian options whose payoff depends on the average of asset
values [4,5] giving rise to a degenerate PDE based on two independent variables: the asset
value and the average.

In this article, the extension is devoted to options whose payoff depends on more
than one asset. The consequent differential model, described in the following, is set by
a parabolic equation that, with suitable transformations, can be traced back to the heat
equation [6].

From the computational point of view, the pricing of multi-asset options is recognized
in the literature as a quite difficult issue and difficulties increase with the application of
barriers [7]. The problem can be tackled starting from stochastic differential equations by
Monte Carlo methods [8,9] or considering the problem in its partial differential formula-
tion [10,11] with some limitations on the number of assets involved.

In principle our strategy can be applied to an undefined number of underlying assets,
so theoretically the extension is straightforward, but the choice of approximation technique
is crucial to face the curse of dimensionality: the application of collocation method ensures
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more efficiency than classical domain methods at low dimensions. This will be detailed in
Section 4.

We assume the Black–Scholes–Merton scenario for the evaluation of an option
V(S1, . . . , Sn, t) based on n assets S1, . . . , Sn during the time interval [0, T], with no
dividends: the behavior of the underlying assets is described by a geometric Brownian
motion and −1 ≤ ρij ≤ 1 is the correlation between the two assets i and j. The application
of n-dimensional Itô Lemma and no-arbitrage arguments leads to the related backward
parabolic differential model problem

∂V

∂t
+

1
2

n

∑
i,j=1

ρijσiσjSiSj
∂2V

∂Si∂Sj
+ r

n

∑
i=1

Si
∂V

∂Si
− rV = 0, (S1, . . . , Sn, t) ∈ [R+]n × [0, T) (1)

V(S1, . . . , Sn, T) = VT(S1, . . . , Sn), (S1, . . . , Sn) ∈ [R+]n

where r is the risk-free interest rate, σi is the volatility of underlying asset Si and VT is the
option contract payoff at the expiry T that may depend on a strike price K and assume
several expressions, for example, looking at call options in [12]:

• max(∑n
i=1 ciSi − K, 0), for Basket options with weights ci;

• for different kinds of Rainbow options,
max(S1, . . . , Sn) n-color better-of option
min(S1, S2) two-color worse-of option
max(S2 − S1, 0) outperformance option
max(min(S1 − K, . . . , Sn − K), 0) min option

• max(S1 − S2 − K, 0), for spread option

The discussion in the following sections can be developed in the general dimension
n [13]; however, for the sake of clarity and to simplify numerics, we will detail it considering
two underlying assets S1, S2 only. Hence, the convenience and reliability of SABO will
be highlighted with proofs and numerical examples for a two assets framework, and, in
continuity with the previous article in this journal [4], we have inserted in Appendix A a
ready to use Matlab® code.

2. Integral Representation Formula of the Solution for Options without Barriers

By the Green’s theorem, we prove the integral representation formula for the solution
of the differential model problem (1) describing the value of an option V(S1, S2, t) based
on two assets S1, S2 during the time interval [0, T].

We recall the notion of joint transition probability density function G(S1, S2, t; S̃1, S̃2, t̃)
(also known as Green’s or fundamental solution) from the classical theory of PDEs [13]:
denoting the space differential operator by

L[V] :=
σ2

1 S2
1

2
∂2V

∂S2
1
+ rS1

∂V

∂S1
+

σ2
2 S2

2
2

∂2V

∂S2
2
+ rS2

∂V

∂S2
+ ρσ1σ2S1S2

∂2V

∂S1∂S2
− rV , (2)

G is solution of (1), i.e.,
∂G

∂t
(S1, S2, t) + L[G](S1, S2, t) = 0 (3)

w.r.t. the first tern of variables and of the adjoint model problem (4) and (5) w.r.t. the second
tern of variables:

−∂G

∂t̃
(S̃1, S̃2, t̃) + L∗[G](S̃1, S̃2, t̃) = 0 (S̃1, S̃2, t̃) ∈ R+ ×R+ × (t,+∞) (4)

G(S1, S2, t; S̃1, S̃2, t̃) = δ(S1, S̃1)δ(S2, S̃2) (S̃1, S̃2) ∈ R+ ×R+ ; (5)

moreover it is such that
(L[V], G) = (V,L∗[G]) (6)
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having set (·, ·) the standard L2 scalar product. The adjoint operator L∗ is defined as

L∗[G] :=
σ2

1 S̃2
1

2
∂2G

∂S̃2
1
+

∂G

∂S̃1
(−rS̃1 + 2σ2

1 S̃1 + ρσ1σ2S̃1)

+
σ2

2 S̃2
2

2
∂2G

∂S̃2
2
+

∂G

∂S̃2
(−rS̃2 + 2σ2

2 S̃2 + ρσ1σ2S̃2)

+ ρσ1σ2S̃1S̃2
∂2G

∂S̃1∂S̃2
+ G(ρσ1σ2 − 3r + σ2

1 + σ2
2 ) .

(7)

From [14] the fundamental solution is known to be

G(S1, S2, t; S̃1, S̃2, t̃) =
e−r(t̃−t)

2π(t̃ − t)

exp
(
− α′Σ−1α

2

)

σ1σ2S̃1S̃2
√

det Σ
(8)

with

αi =

log Si

S̃i
+

(
r − σ2

i
2

)
(t̃ − t)

σi

√
t̃ − t

, i = 1, 2

the elements of the array α and

Σ =

(
1 ρ12

ρ12 1

)
.

the correlation matrix.

Proposition 1. The fundamental solution (8) of (3)–(5) verifies, ∀t̃, t ∈ [0, T], the following
identities

I1 :=
∫

R+×R+
G(S1, S2, t; S̃1, S̃2, t̃)dS̃1dS̃2 = e−r(t̃−t) (9)

I2 :=
∫

R+×R+
G(S1, S2, t; S̃1, S̃2, t̃)dS1dS2 = e−(t̃−t)(3r−σ1σ2ρ12−σ2

1−σ2
2 ) (10)

Proof. From (8),

G(S1, S2, t; S̃1, S̃2, t̃) =
e−r(t̃−t)

2π(t̃ − t)

exp
(
− α2

1+α2
2−2α1α2ρ12

2(1−ρ2
12)

)

σ1σ2S̃1S̃2

√
1 − ρ2

12

hence

I1 =
e−r(t̃−t)

2π(t̃ − t)σ1σ2

√
1 − ρ2

12

∫

R+

exp
(
− α2

1
2(1−ρ2

12)

)

S̃1
dS̃1

∫

R+

exp
(
− α2

2−2α1α2ρ12
2(1−ρ2

12)

)

S̃2
dS̃2

by the changes of variables ξi := log(S̃i) and exploiting the property
∫ +∞

0 e−ξ2
dξ =

√
π/2,

we obtain

=
e−r(t̃−t)

2π(t̃ − t)σ1σ2

√
1 − ρ2

12

∫

R+
e−

α2
1
2

√
2πσ2

2 (t̃ − t)(1 − ρ2
12)dξ1

=
e−r(t̃−t)

√
2π(t̃ − t)σ1

∫

R+
e−

α2
1
2 dξ1 = e−r(t̃−t).
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Analogously

I2 =
e−r(t̃−t)

2π(t̃ − t)σ1σ2S̃1S̃2

√
1 − ρ2

12

∫

R+
e
− α2

1
2(1−ρ2

12) dS1

∫

R+
e
− α2

2−2α1α2ρ12
2(1−ρ2

12) dS2

=
e(t̃−t)(−2r+σ2

2−
ρ2

12σ2
2

2 )

√
2π(t̃ − t)σ1S̃1

∫

R+
e−

α2
1
2 +α1ρ12(t̃−t)σ2 dS1 = e(t̃−t)(−3r+σ2

2+σ2
1+σ1σ2ρ12)

Remark 1. Note that I1 and I2 turn out to coincide with the coefficients of the changes of variables

G̃ = er(t̃−t)G and G̃ = e(3r−σ1σ2ρ12−σ2
1−σ2

2 )(t̃−t)G allowing to obtain (3) and (4), respectively,
without the last term.

With the knowledge of the fundamental solution, we will derive, by mathematical
analysis tools, the following integral representation formula:

Proposition 2. The Feynman–Kac formula

V(S1, S2, t) =
∫

R+×R+
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2 (11)

giving the option value as expected value of the payoff function, holds.

Proof. Multiply (1) by G and integrate in time-space domain

0 =
∫ T

t

∫

R+×R+

∂V

∂t̃
(S̃1, S̃2, t̃)G(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

R+×R+
L[V](S̃1, S̃2, t̃)G(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

then, integrating by parts in time and in space and applying (6), one obtains

=
∫

R+×R+
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2

−
∫

R+×R+
V(S̃1, S̃2, t)G(S1, S2, t; S̃1, S̃2, t)dS̃1dS̃2

−
∫ T

t

∫

R+×R+
V(S̃1, S̃2, t̃)

∂G

∂t̃
(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

R+×R+
V(S̃1, S̃2, t̃)L∗[G](S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

=
∫

R+×R+
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2

−
∫

R+×R+
V(S̃1, S̃2, t)δ(S1, S̃1)δ(S2, S̃2)dS̃1dS̃2

−
∫ T

t

∫

R+×R+
V(S̃1, S̃2, t̃)

(
∂G

∂t̃
−L∗[G]

)
(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

and then, thanks to property (6), these steps lead to the Feynman-Kac formula.
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3. Integral Representation Formula of the Solution for Barrier Options

If we consider barrier options, sometimes analytical solutions are known (some exam-
ples are collected in [15]) but sometimes not. For example, in [12], the author considers the
case of a European-style two-assets-basket double-barrier call option with payoff

V(S1, S2, T) = max(S1 + S2 − K, 0) (12)

and two knock-out barrier conditions

V(S1, S2, T) = 0 S1 + S2 ≤ B1 (13)

V(S1, S2, T) = 0 S1 + S2 ≥ B2 (14)

with down-and-out barrier B1 and up-and-out barrier B2. Then, the resulting domain Ω

is partitioned as shown in Figure 1 in order to approximate the option value by a Finite
Element Method.

Figure 1. Triangulation of domain Ω in [12].

However, if we are interested in the computation of the option value only at a
desired point (S1, S2) of the domain, it may certainly be convenient to apply the strat-
egy already tested for various kind of options (based on one asset only) under several
dynamics [2–5,16,17] and that we called SABO.

The method is based on a new analytical representation formula whose proof relies
on Green’s Theorem and retraces the proof of Feynman–Kac formula.

Proposition 3. The solution of problem (1), (13) and (14), ∀(S1, S2, t) ∈ Ω ⊆ R2 × [0, T), can
be expressed by the following integral representation formula:

V(S1, S2, t) =
∫

Ω
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2 (15)

+
∫ T

t

∫

∂Ω
ϕ(S̃1, S̃2, t̃) dt̃dS̃1dS̃2

with the functional ϕ defined in (17) below.
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Proof. Multiply (1) by G and integrate in time and in the domain Ω

0 =
∫ T

t

∫

Ω

∂V

∂t̃
(S̃1, S̃2, t̃)G(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

Ω
L[V](S̃1, S̃2, t̃)G(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

then, integrating by parts in time and applying Green’s Theorem and (6), one obtains

=
∫

Ω
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2

−
∫

Ω
V(S̃1, S̃2, t)G(S1, S2, t; S̃1, S̃2, t)dS̃1dS̃2

−
∫ T

t

∫

Ω
V(S̃1, S̃2, t̃)

∂G

∂t̃
(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

Ω
V(S̃1, S̃2, t̃)L∗[G](S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

∂Ω
p(S1, S2, t; S̃1, S̃2, t̃) · n dt̃dS̃1dS̃2

having defined ∂Ω as the boundary of the domain, n as its unit normal vector outwardly
directed and p = (p1, p2) as

p1 =
1
2

σ2
1 S̃2

1

(
G

∂V

∂S̃1
− V

∂G

∂S̃1

)
+

1
2

ρσ1σ2S̃1S̃2

(
G

∂V

∂S̃2
− V

∂G

∂S̃2

)

− VG

(
σ2

1 S̃1 +
1
2

ρσ1σ2S̃1 − rS̃1

)

p2 =
1
2

σ2
2 S̃2

2

(
G

∂V

∂S̃2
− V

∂G

∂S̃2

)
+

1
2

ρσ1σ2S̃1S̃2

(
G

∂V

∂S̃1
− V

∂G

∂S̃1

)

− VG

(
σ2

2 S̃2 +
1
2

ρσ1σ2S̃2 − rS̃2

)

. (16)

Thus we can conclude that

0 =
∫

Ω
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2

−
∫

Ω
V(S̃1, S̃2, t)δ(S1, S̃1)δ(S2, S̃2)dS̃1dS̃2

−
∫ T

t

∫

Ω
V(S̃1, S̃2, t̃)

(
∂G

∂t̃
−L∗[G]

)
(S1, S2, t; S̃1, S̃2, t̃)dt̃dS̃1dS̃2

+
∫ T

t

∫

∂Ω
ϕ(S1, S2, t; S̃1, S̃2, t̃) dt̃dS̃1dS̃2

with
ϕ(S1, S2, t; S̃1, S̃2, t̃) = p(S1, S2, t; S̃1, S̃2, t̃) · n (17)

Remark 2. The representation formula, and SABO in general, can be naturally adapted to barrier
options configurations different from the proposed example. Note also that it is not really important
to know exactly the expression of the functional ϕ because, as it depends on the unknown solution
V, it is unknown in its turn and therefore it will be numerically determined.

Remark 3. The representation formula can be analytically derived in time or in space to obtain
Greeks functions that can be straightforwardly evaluated by SABO without the need of evaluating
option values (look at [2]).

30



Axioms 2021, 10, 301

In the example (12)–(14), due to the configuration of the boundary ∂Ω = Γ1 ∪ Γ2 ∪
Γ3 ∪ Γ4 (see Figure 1), the integral of ϕ reduces to

∫ T

t

∫

∂Ω
ϕ(S1, S2, t; S̃1, S̃2, t̃) dt̃dS̃1dS̃2 =

∫ T

t

∫

Γ1∪Γ3

ϕ(S1, S2, t; S̃1, S̃2, t̃) dt̃dS̃1dS̃2

because on Γ2 := {(S1, 0) : B1 ≤ S1 ≤ B2} the first component of the normal vector is null
and every term of p2 has the factor S2, trivial on Γ2; on Γ4 := {(0, S2) : B1 ≤ S2 ≤ B2} the
second component of the normal vector is null and every term of p1 has the factor S1, trivial
on Γ4.

Moreover, considering double knock-out barriers on Γ1 := {(S1, S2) : S1 + S2 = B2}
and on Γ3 := {(S1, S2) : S1 + S2 = B1}, the option value V is equal to 0, justifying the
representation formula: ∀(S1, S2, t) ∈ Ω × [0, T)

V(S1, S2, t) =
∫

Ω
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2

+
∫ T

t

∫

Γ1∪Γ3

G(S1, S2, t; S̃1, S̃2, t̃)φ(S̃1, S̃2, t̃) dt̃dS̃1dS̃2

(18)

with φ depending only on (S̃1, S̃2, t̃) ∈ Γ1 ∪ Γ3 × [0, T), i.e.,

φ(S̃1, S̃2, t̃) =

(
1
2

σ2
1 S̃2

1
∂V

∂S̃1
+

1
2

ρσ1σ2S̃1S̃2
∂V

∂S̃2

)
n1 +

(
1
2

σ2
2 S̃2

2
∂V

∂S̃2
+

1
2

ρσ1σ2S̃1S̃2
∂V

∂S̃1

)
n2 .

4. Boundary Integral Equation

The representation formula (18) of V holds in the whole domain and can be used once
the unknown density φ is recovered. To this aim, the idea is to consider the application of
the representation formula at the barriers, where ∀(S1, S2, t) ∈ Γ1 ∪ Γ3 × [0, T) the option
value is trivial, i.e., V(S1, S2, t) = 0 and therefore

∫ T

t

∫

Γ1∪Γ3

G(S1, S2, t; S̃1, S̃2, t̃)φ(S̃1, S̃2, t̃) dt̃dS̃1dS̃2 = (19)

−
∫

Ω
V(S̃1, S̃2, T)G(S1, S2, t; S̃1, S̃2, T)dS̃1dS̃2 .

This Boundary Integral Equation (BIE) in the unknown φ is a Volterra integral equation of
first kind and can be numerically solved as described in the following section.

Remark 4. This strategy can be extended to higher dimensions, denoting by Γ the hyperplane de-
fined by the barrier conditions. The representation formula still holds: ∀(S1, . . . , Sn, t) ∈ Ω × [0, T)

V(S1, . . . , Sn, t) =
∫

Ω
V(S̃1, . . . , S̃n, T)G(S1, . . . , Sn, t; S̃1, . . . , S̃n, T)dS̃1 . . . dS̃n

+
∫ T

t

∫

Γ
G(S1, . . . , Sn, t; S̃1, . . . , S̃n, t̃)φ(S̃1, . . . , S̃n, t̃) dt̃dS̃1 . . . dS̃n

(20)

together with the BIE with knock-out condition: ∀(S1, S2, t) ∈ Γ × [0, T)

∫ T

t

∫

Γ
G(S1, . . . , Sn, t; S̃1, . . . , S̃n, t̃)φ(S̃1, . . . , S̃n, t̃) dt̃dS̃1, . . . , dS̃n =

−
∫

Ω
V(S̃1, . . . , S̃n, T)G(S1, . . . , Sn, t; S̃1, . . . , S̃n, T)dS̃1dS̃2

(21)

and with the general expression of fundamental solution G written in [14].

Remark 5. If the asset domain is either a 2 or 3 or 4 dimensional domain, to solve (21) means
to reduce the dimensionality of the problem by one. In this case, the collocation method can be
implemented, as proposed in Section 5 (introducing suitable mesh triangulations), since finite
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element discretization can be easily applied up to three dimensions with presumably greater accuracy
w.r.t. Monte Carlo simulations. However, of course, the collocation method suffers the curse of
dimensionality. Therefore, first of all, SABO in this framework, is suggested as an alternative to
deterministic methods (finite difference methods and finite element methods) for its higher efficiency.

With the increasing of the dimension n > 4, (21) is still valid and very general, not requiring
special conditions as for example in [18], so the strategy of solving (21) can be anyway taken into
account. An idea could be to involve Monte Carlo method, not as a method for path simulation [9],
but considered as a quadrature method [19] directly applied to the integral terms in (21). Then
unknown φ might be represented by linear combination of radial basis functions around some nodes
spread out in the n − 1-dimensional hyperplane Γ. This will be the subject of future investigation.

5. Numerical Approximation by Collocation BEM

We introduce

φ̃(S1, S2, t) :=
N∆t

∑
n=1

M∆S

∑
m=1

αnmφ̄m(S1, S2)φ̂n(t) (22)

for the numerical approximation of φ by:

• piecewise constant functions in time

φ̂n(t) := H[t − tn−1]− H[t − tn] n = 1, · · · , N∆t

defined by the Heaviside functions H[·] on a uniform decomposition of the time
interval [0, T]:

∆t =
T

N∆t
, N∆t ∈ N+ tn = nN∆t, n = 0, · · · , N∆t ,

• piecewise constant functions in space φ̄m(S) = φ̄m(S1, S2), m = 1, . . . , M̄∆S, M̄∆S +
1, . . . , M∆S defined on a decomposition T1 = {e1, . . . , eM̄∆S

} on Γ1 and T2 = {eM̄∆S+1,
. . . , eM∆S

} on Γ2 constituted by M∆S segments such that length(ei) ≤ ∆S with ei ∩ ej = ∅

if i 6= j.

The related unknown array

α =
(

α(1)α(1)α(2) . . . α(N∆t)
)⊤

α(ℓ) =
(
αℓ1, · · · , αℓM∆S

)⊤, ℓ = 1, . . . , N∆t

can be computed by solving a linear system

Mα = β, (23)

of N∆t × M∆S equations obtained by collocating the BIE (19) at the midpoints of time
decomposition interval

t̄n =
tn−1 + tn

2
, n = 1, . . . , N∆t (24)

and at the midpoints of space decomposition segments

S̄m = (S̄
(m)
1 , S̄

(m)
2 ), m = 1, . . . , M∆S . (25)

Note that the matrix M has a block upper triangular Toeplitz structure



M(1) M(2) M(3) . . . M(N∆t)

0 M(1) M(2) . . . M(N∆t−1)

0 0 M(1) . . . M(N∆t−2)

...
...

...
. . .

...
0 0 0 . . . M(1)




(26)
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and this is due to the form of the fundamental solution (8): the starting PDE Equation (1)
has coefficients independent of time implying that the fundamental solution depends on
time only through the difference t̃ − t and, by consequence, each block depends only on
tn − t̄n. From the computational point of view, this means notable computational and
memory savings because only the last column of blocks needs to be computed and the
linear system (23) can be solved by block-backward substitution

{
z(ℓ) = β(ℓ) − ∑

N∆t−ℓ+1
j=2 M(j)α(ℓ+j−1)

M(1)α(ℓ) = z(ℓ) .
ℓ = N∆t, · · · , 1

where only the non singular block M(1) needs to be inverted.
We can get the expression of a general entry of the matrix block M(ℓ), ℓ = 1, . . . , N∆t,

introducing, in the lhs of (19), a space-time piecewise constant approximation (22) and
collocation points (24) and (25): ∀m̄, m = 1 . . . , M∆S, ∀n̄ = 1 . . . , N∆t, ∀n = n̄ . . . , N∆t

M
(ℓ)
m̄m = Mn̄n

m̄m = M
(n−n̄+1)
m̄m =

∫ T

t̄n̄

∫

em

G(S̄
(m̄)
1 , S̄

(m̄)
2 , t̄n̄; S̃1, S̃2, t̃)φ̄m(S̃1, S̃2)φ̂n(t̃) dt̃ dS̃1dS̃2

=
∫ tn

max(tn−1,t̄n̄)

∫

em

G(S̄
(m̄)
1 , S̄

(m̄)
2 , t̄n; S̃1, S̃2, t̃) dt̃ dS̃1dS̃2

(27)

and, collocating the rhs of (19) in the same way, we can write

βℓ
m̄ = βn̄

m̄ = −
∫

Ω
V(S̃1, S̃2, T)G(S̄

(m̄)
1 , S̄

(m̄)
2 , t̄n̄; S̃1, S̃2, T)dS̃ . (28)

Once the array α of coefficients in (22) are computed by solving the linear system (23), the
unknown functional φ in (18) can be replaced by its approximation φ̃, in order to get the
approximation of the option price, at the desired time instant and assets values, without
the need of introducing grids or triangulation over the domain Ω as in Figure 1.

Note that the evaluation of system entries can be simply performed by Matlab®

“integral2” function as it presents only little troubles: the degeneration of the fundamental
solution in time towards the Dirac delta distribution when t → t̃ (look at (5)) and possible
non-smoothness of the payoff function like, for example, in the case of Basket options.

6. Numerical Results and Discussion

• Consider the problem (1), (12), (13) and (14) of evaluating a double knock-out
basket call option based on two assets

V(S1, S2, T) = max(S1 + S2 − K, 0)

with data suggested in [12] and listed in Table 1. The domain is as depicted in Figure 1.
Numerical results have been obtained by the code inserted in the Appendix A.

Table 1. Double knock-out basket call option data.

K T r σ1 σ2 ρ B1 B2

1 1 0.05 0.25 0.25 0.7 1 2

The approximated solution, represented in Figure 2, is evaluated over a rectangular
grid of points, vertices of 162 simplices that subdivide the square [0, 2]2. It is obtained
by SABO with ∆S = 0.125

√
2 and ∆t = 0.1. The behavior of the solution is in good

agreement with that found in [12] (“Courtesy of A. Kvetnaia”), there approximated by
Finite Element Method (FEM) after having transformed Equation (1) in a divergence-free
form, not necessary or useful to apply SABO.
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Figure 2. SABO approximation of a double knock-out basket call option value V(S1, S2, 0) with data
suggested in Table 1.

The greater accuracy, implying greater velocity, of SABO w.r.t. Finite Differences and
Monte Carlo Methods has been already highlighted in our papers about barrier options,
see for example [3,20]. Here, in Table 2, we compare the CPU time of computation (Laptop
computer: CPU Intel i5, 4 Gb RAM.) of SABO w.r.t. FEM as applied in [12], i.e., linear
finite elements in space coupled with Crank–Nicolson scheme in time: the chosen reference
value is V(0.5, 1, 0) = 0.306264, obtained by stressing the discretization parameters in our
SABO code (M∆S = N∆t = 30, tolerance on integrals computation equal to 10−12) and both
methods converge towards it. The starting space mesh for FEM, that will be denoted by R0
from now on, is made by 48 uniform triangles as depicted in Figure 3, then any successive
refinement, Ri i = 1, 2, 3 , is obtained by dividing each triangle in four uniform triangles
(by connecting the midpoints of the edges). Despite not having implemented a parallel
code for the computation of independent blocks in (26), SABO allows to achieve the same
accuracy of FEM with a computation time of at least one lower order of magnitude.

Table 2. Comparison between FEM and SABO: option value obtained at S1 = 0.5, S2 = 1, t = 0 (upper tables) and CPU
time of computation in seconds (lower tables). Reference value: 0.306264.

SABO FEM
P

P
P

P
P
P

PP
M∆S

N∆t 2 4 8 16 N∆t 25 50 100

2 0.304101 0.305635 0.305527 0.305501 R0 0.293627 0.293663 0.293662

4 0.305242 0.306735 0.306631 0.306586 R1 0.304109 0.304129 0.304134

8 0.304903 0.306424 0.306320 0.306274 R2 0.305875 0.305891 0.305894

16 0.304916 0.306429 0.306329 0.306282 R3 0.306171 0.306185 0.306188

R4 0.306229 0.306243 0.306246

CPU time SABO CPU time FEM
P

P
P

P
P
P

PP
M∆S

N∆t 2 4 8 16 N∆t 25 50 100

2 2.1 × 10−1 5.8 × 10−1 8.6 × 10−1 1.1 × 100 R0 7.2 × 10−1 1.4 × 100 3.4 × 100

4 5.1 × 10−1 7.8 × 10−1 1.2 × 100 2.1 × 100 R1 4.3 × 100 8.3 × 100 1.5 × 101

8 9.2 × 10−1 1.5 × 100 2.5 × 100 4.5 × 100 R2 8.1 × 100 1.3 × 101 2.2 × 101

16 2.1 × 100 4.1 × 100 6.8 × 100 1.3 × 100 R3 3.0 × 101 3.6 × 101 4.8 × 101

R4 6.4 × 102 6.7 × 102 7.1 × 102
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Figure 3. FEM approximation of a double knock-out basket call option value V(S1, S2, 0) with data
suggested in Table 1, mesh R0 and ∆t = 0.02.

In order to quantitatively check the reliability of numerical results, we show in Figure 4
that the approximated solution evaluated inside the domain but moving towards boundary
Γ4 (or equivalently Γ2) converges to the exact solution of a double knock-out call option
with the same financial parameters but based on one asset, whose explicit expression
C(S1, t) can be found in [21] and is here reported for reader’s convenience:

C(S, t) = S
∞

∑
n=−∞





(
Bn

2
Bn

1

) 2r
σ2 +1(

N [d1]−N [d2]
)
−
(

Bn+1
1

Bn
2 S

) 2r
σ2 +1(

N [d3]−N [d4]
)




−Ke−r(T−t)
∞

∑
n=−∞

{(
Bn

2
Bn

1

) 2r
σ2 −1(

N [d1 − σ
√

T − t]−N [d2 − σ
√

T − t]
)

−
(

Bn+1
1

Bn
2 S

) 2r
σ2 −1(

N [d3 − σ
√

T − t]−N [d4 − σ
√

T − t]
)




(29)

d1 =

ln
(

SB2n
2

KB2n
1

)
+
(
r + σ2

2 (T − t)
)

σ
√

T − t
d2 =

ln
(

SB2n−1
2

B2n
1

)
+
(
r + σ2

2 (T − t)
)

σ
√

T − t

d3 =

ln
(

B2n+2
1

KSB2n
2

)
+
(
r + σ2

2 (T − t)
)

σ
√

T − t
d4 =

ln
(

B2n+2
1

SB2n+1
2

)
+
(
r + σ2

2 (T − t)
)

σ
√

T − t

with N the standard normal cumulative distribution function.
These “boundary conditions” on Γ2 and Γ4 are necessary to apply Finite Element

Method; on the contrary, they are not set during SABO implementation, but they are
naturally matched by the approximated solution.

In order to show the stability of results we have changed also some financial param-
eters starting from Table 1: in Figure 5, the value of the strike price (on the top) and the
volatility of one asset (on the bottom) and, in Figure 6, the correlation (poorly correlated
assets with ρ = 0.1 on the top, highly correlated assets with ρ = 0.9 on the bottom).
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Figure 4. Convergence of the solution V(S1, S2, 0) towards V(S1, 0, 0) = C(S1, 0), exact option value
on Γ4: on the top, projection onto the planes perpendicular to the domain at fixed values of S2; on the
bottom, distance to C(S1, 0) in ∞−norm.

Figure 5. Cont.
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Figure 5. Variation of the option value profile V(S1, S2, 0) along the line S1 = S2 in relation to the
strike K (top); graph of V(S1, S2, 0) for σ1 = 0.25 and σ2 = 0.75 (bottom).

Figure 6. The different aspects of solution for different values of correlation.
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• Consider a put down and out option based on two assets whose value is the
solution of (1) provided with the payoff function

V(S1, S2, T) = max(K − S2, 0) if S1 ∈ [B,+∞]

meaning that there is a lower out barrier on the first asset only. The boundary and the
domain are shown in Figure 7 top.

Figure 7. Domain related to second example and solution over a portion of the domain.

In Figure 7, bottom, there is the representation of the approximated solution at time
t = 0, obtained with M∆S = N∆t = 10. In Table 3, we can observe the stabilization of digits
in the numerical approximation of V(S1, S2, 0) at (S1, S2) = (2, 1) doubling the number of
discretization nodes M∆S and N∆t in (22).
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Table 3. Stabilization of value V(S1, S2, 0) at (S1, S2) = (2, 1) with the refinement of discretization
parameters ∆S and ∆t.

P
P
P

P
P
P

PP
N∆t

M∆S 5 10 20

5 0.89692 0.89731 0.89731

10 0.89679 0.89719 0.89719

20 0.89675 0.89715 0.89716

40 0.89673 0.89714 0.89714

7. Conclusions

In this paper, we have extended the SABO method, based on collocation BEM, for
pricing barrier options depending on two assets. The good performance of this technique,
largely employed in the past for options on a single asset, has been shown by means of
numerical results. The implemented Matlab® code is enclosed in the Appendix A, in such
a way that it can be directly used by any interested reader.
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Appendix A. Matlab® Code

All the above provided numerical results were obtained by codes developed with
Matlab® Release 2007b running on a laptop computer (CPU Intel i5, 4 Gb RAM). The one
implementing SABO algorithm applied to the first numerical example in this paper is
below available.

%Basket opt ions
%Code f o r the example with data taken from the book of R . Seydel
c lose a l l
c l e a r
c l c

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
global r sigma1 sigma2 rho
%f i n a n c i a l parameters
B2 =2; %5 0 ; %upper b a r r i e r
B1 =1; %0 . 1 ; %lower b a r r i e r
T=1; %expiry
r = 0 . 0 5 ; %i n t e r e s t r a t e
sigma1 = 0 . 2 5 ; %v o l a t i l i t y of S1
sigma2 = 0 . 2 5 ; %v o l a t i l i t y of S2
rho = 0 . 7 ; %c o r r e l a t i o n
K=1; %1 . 5 ; %s t r i k e p r i c e
i f K>=B2

disp ( ’ s t r i k e > upper b a r r i e r −> option value = 0 ’ )
return

end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%d i s c r e t i z a t i o n in space
t o l =10^−12;
eps i =10^−10;
L1=B2 * sqr t ( 2 ) ; %length of Gamma1
L3=B1 * sqr t ( 2 ) ; %length of Gamma3
MS1=10; %n . of segments on Gamma1
dS1=B2/MS1 ;
MS3= c e i l ( B1/dS1 ) ; %n . of segments on Gamma1
dS3=B1/MS3 ;
L=[L1/MS1 : L1 L3/MS3 : L3 ] ; %length of each segment
B=[B2 * ones ( 1 ,MS1) B1 * ones ( 1 ,MS3 ) ] ; %belonged b a r r i e r
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x0 =[B2:−dS1 : dS1 0 : dS3 : B1−dS3 ] ; %f i r s t a b s c i s s a of each segment
x0 (MS1+1)= eps i ;
x1 =[B2−dS1:−dS1 : 0 dS3 : dS3 : B1 ] ; %second a b s c i s s a of each segment
x1 (MS1)= eps i ;
y0 = [ 0 : dS1 : B2−dS1 B1:−dS3 : dS3 ] ; %f i r s t ordinate of each segment
y0 (1 )= eps i ;
y1 =[ dS1 : dS1 : B2 B1−dS3:−dS3 : 0 ] ; %second ordinate of each segment
y1 ( end )= eps i ;
xbar =[B2−dS1/2:−dS1 : 0 0+dS3 /2: dS3 : B1 ] ; %a b s c i s s a e midpoints
ybar =[0+dS1 /2: dS1 : B2 B1−dS3/2:−dS3 : 0 ] ; %ordin a tes midpoints
%d i s c r e t i z a t i o n in time
Nt=10; %8 ;
dt=T/Nt ;
t =0: dt : T ;
tba r =( t ( 1 : end−1)+ t ( 2 : end ) ) / 2 ; %midpoints
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Matrix e n t r i e s
disp ( ’ Computation of the matrix e n t r i e s ’ )

M=zeros (MS1+MS3, MS1+MS3, Nt ) ;
%Matrix diagonal block
for m=1:MS1+MS3

for mbar=1:MS1+MS3
M( mbar ,m, 1 ) = i n t e g r a l 2 (@( tau , l ) . . .

Solfond ( xbar ( mbar ) , ybar ( mbar ) , tba r ( 1 ) , l , B (m)− l , tau ) , . . .
tba r ( 1 )+ epsi , t ( 2 ) , x0 (m) , x1 (m) ) ;% , ’ AbsTol ’ , t o l , ’ RelTol ’ , t o l ) ;

end
end

%Other matrix blocks of the f i r s t row
for e l l =2 : Nt

for m=1:MS1+MS3
for mbar=1:MS1+MS3

M( mbar ,m, e l l )= i n t e g r a l 2 (@( tau , l ) . . .
Solfond ( xbar ( mbar ) , ybar ( mbar ) , tba r ( 1 ) , l , B (m)− l , tau ) , . . .
t ( e l l ) , t ( e l l +1) , x0 (m) , x1 (m) ) ;

end
end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%RHS
disp ( ’ Computation of the rhs e n t r i e s ’ )
MAX=max ( B1 ,K ) ;
Smin=@( S1 ) MAX−S1 ;
Smax=@( S1 ) B2−S1 ;
for e l l =1 : Nt

for mbar=1:MS1+MS3
Beta ( mbar , e l l )=− i n t e g r a l 2 (@( S1 , S2 ) ( S1+S2−K ) . * . . .

Solfond ( xbar ( mbar ) , ybar ( mbar ) , tba r ( e l l ) , S1 , S2 , T ) , . . .
0+ epsi ,MAX−epsi , Smin , Smax ) ;

Beta ( mbar , e l l )= Beta ( mbar , e l l ) − . . .
i n t e g r a l 2 (@( S1 , S2 ) ( S1+S2−K ) . * . . .
Solfond ( xbar ( mbar ) , ybar ( mbar ) , tba r ( e l l ) , S1 , S2 , T ) , . . .
MAX, B2−epsi ,0+ epsi , Smax ) ;

end
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Linear System r e s o l u t i o n
disp ( ’ Linear System r e s o l u t i o n ’ )
Alpha ( : , Nt)=M( : , : , 1 ) \ Beta ( : , Nt ) ;
for e l l =Nt−1:−1:1

for j =2 :Nt−e l l +1
Zeta ( : , j −1)=M( : , : , j ) * Alpha ( : , e l l + j −1);

end
Alpha ( : , e l l )=M( : , : , 1 ) \ ( Beta ( : , e l l )−sum( Zeta , 2 ) ) ;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%Post process ing at time t =0
disp ( ’ Post−process ing : option value ’ )
NXS1=25;
NXS2=25;
XS1= l inspace ( 0 , B2 , NXS1 ) ;
XS2= l inspace ( 0 , B2 , NXS2 ) ;
[X , Y]= meshgrid ( XS1 , XS2 ) ;
Value=zeros (NXS2 , NXS1 ) ;
%Values of s i n g l e a s s e t double knock−out c a l l on Gamma4
for j =1 :NXS2

Value ( j , 1 ) = doubleOUT_call ( XS2 ( j ) ,K, B1 , B2 , T , r , sigma2 ^ 2 ) ;
end
%Values of s i n g l e a s s e t double knock−out c a l l on Gamma2
for i =1 :NXS1

Value ( 1 , i )= doubleOUT_call ( XS1 ( i ) ,K, B1 , B2 , T , r , sigma1 ^ 2 ) ;
end
for i =2 :NXS1

for j =2 :NXS2
Value ( j , i ) = 0 ;
i f ( XS1 ( i )+XS2 ( j ) >B1&&XS1 ( i )+XS2 ( j ) <B2 )

Value ( j , i )= i n t e g r a l 2 (@( S1 , S2 ) ( S1+S2−K ) . * . . .
Solfond ( XS1 ( i ) , XS2 ( j ) , 0 , S1 , S2 , T ) , . . .
0+ epsi ,MAX−epsi , Smin , Smax ) ;

Value ( j , i )= Value ( j , i ) + . . .
i n t e g r a l 2 (@( S1 , S2 ) ( S1+S2−K ) . * . . .
Solfond ( XS1 ( i ) , XS2 ( j ) , 0 , S1 , S2 , T ) , . . .
MAX, B2 ,0+ epsi , Smax ) ;

for e l l = 1 : 1 : Nt
for m=1:MS1+MS3

SUM(m, e l l )= Alpha (m, e l l ) * i n t e g r a l 2 (@( tau , l ) . . .
Solfond ( XS1 ( i ) , XS2 ( j ) , 0 , l , B (m)− l , tau ) , . . .
t ( e l l ) , t ( e l l +1) , x0 (m) , x1 (m) ) ;

end
end
Value ( j , i )= Value ( j , i )+sum(sum(SUM, 1 ) , 2 ) ;

end
end

end
surf (X , Y , Value )
xlabel ( ’ S1 ’ )
ylabel ( ’ S2 ’ )

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function G=Solfond ( SS1 , SS2 , t t , S1 , S2 , t )
% fundamental s o l u t i o n
global r sigma1 sigma2 rho
alpha1 =( log ( SS1 ./ S1 ) + ( r−sigma1 ^2/2)* ( t−t t ) ) . / ( sigma1 * sqr t ( t−t t ) ) ;
alpha2 =( log ( SS2 ./ S2 ) + ( r−sigma2 ^2/2)* ( t−t t ) ) . / ( sigma2 * sqr t ( t−t t ) ) ;
G=exp(− r * ( t−t t ) ) . / ( 2 * pi * ( t−t t ) ) / sqr t (1−rho ^2)/( sigma1 * sigma2 ) . / . . .

( S1 . * S2 ) . * exp ( −0 .5* ( alpha1 .^2+ alpha2 .^2−2* alpha1 . * alpha2 * rho ) / . . .
(1−rho ^ 2 ) ) ;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function c=doubleOUT_call ( S , K, L ,U, t , r , sigma2 )
% doubleOUT_call eva luates the c a l l option with double out b a r r i e r
% according to the formula in s e c t i o n 4 . 1 7 . 3 in " The complete guide to
% option p r i c i n g formulas by E . G. Haug
%
% Inputs :
% S : underlying a s s e t value
% K: s t r i k e p r i c e
% L : lower b a r r i e r
% U: upper b a r r i e r
% t : time to maturity (0 not allowed ! ! ! ! ! )
% r : r i s k l e s s i n t e r e s t r a t e
% sigma2 : var iance of the a s s r t p r i c e
% Output :
% c : value of the option a t S a t time t
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%
i f S<=L || S>=U

c =0;
e lse

N=5; % The sum whould be i n f i n i t e , t h i s i s the approximation bound

% Compute some parameters t h a t do not change in the sum . i t i s t h e r e f o r e
% convenient to compute them once f o r a l l
sigma = sqr t ( sigma2 ) ;
m = ( 2 * r )/ sigma2 + 1 ;
A = ( r + 0 . 5 * sigma2 ) * t ;
B = sigma * sqr t ( t ) ;

sum1=0;
sum2=0;
for ndx=−N:N

% Define paramenters t h a t change with ndx
d1 = ( log ( S *U^(2* ndx ) / (K*L^(2* ndx ) ) ) + A) . / B ;
d2 = ( log ( S *U^(2* ndx−1)/(L^(2* ndx ) ) ) + A) . / B ;
d3 = ( log ( ( L^(2* ndx + 2 ) ) . / (K* S *U^(2* ndx ) ) ) + A) . / B ;
d4 = ( log ( ( L^(2* ndx + 2 ) ) . / ( S *U^(2* ndx + 1 ) ) ) + A) . / B ;

% Update the sums value
sum1 = sum1 + (U/L ) ^ ( ndx *m) * ( normcdf ( d1)−normcdf ( d2 ) ) − . . .

( ( L^(ndx + 1 ) ) . / ( S *U^ndx ) ) . ^m . * ( normcdf ( d3)−normcdf ( d4 ) ) ;
sum2 = sum2 + (U/L ) ^ ( ndx * (m−2)) . * ( normcdf ( d1−B)−normcdf ( d2−B ) ) − . . .

( ( L^(ndx + 1 ) ) . / (U^ndx * S ) ) . ^ (m−2 ) . * ( normcdf ( d3−B)−normcdf ( d4−B ) ) ;
end

c = S . * sum1 − K* exp(− r * t ) . * sum2 ;
end

end
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Abstract: Based on a brief historical excursion, a list of principles is formulated which substantiates
the choice of axioms and methods for studying nature. The axiomatics of fluid flows are based on
conservation laws in the frames of engineering mathematics and technical physics. In the theory of
fluid flows within the continuous medium model, a key role for the total energy is distinguished. To
describe a fluid flow, a system of fundamental equations is chosen, supplemented by the equations
of the state for the Gibbs potential and the medium density. The system is supplemented by the
physically based initial and boundary conditions and analyzed, taking into account the compatibility
condition. The complete solutions constructed describe both the structure and dynamics of non-
stationary flows. The classification of structural components, including waves, ligaments, and
vortices, is given on the basis of the complete solutions of the linearized system. The results of
compatible theoretical and experimental studies are compared for the cases of potential and actual
homogeneous and stratified fluid flow past an arbitrarily oriented plate. The importance of studying
the transfer and transformation processes of energy components is illustrated by the description of
the fine structures of flows formed by a free-falling drop coalescing with a target fluid at rest.

Keywords: fluid; flows; dynamic; structure; axiomatics; fundamental equations; dissipation; com-
plete solution; ligaments; waves; vortices; plate; wake; drop; impact
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1. Introduction

By recognizing mathematics as “the language in which the book of the Universe is
written. . . ” in the polemical treatise “Assaying Master”, G. Galilei ([1], 1623) opened a new
epoch in the development of natural sciences. Unification of mathematics with applied
disciplines enables introducing the concept of “accuracy” as an instrument for estimation
of the conformity degree of conclusions to the basic axioms. Simultaneously, the dual
concept of “error” value was introduced in practice as a variability measure for physical
quantities and their differences from the “exact values” either calculated theoretically or
prescribed. The concept of accuracy includes the estimation of adequacy, which is the
mutual correspondence of basic ideas in various fields of knowledge. With the explanation
of the physical meaning of “acceleration” and “inertia”, introducing analogues of such
quantities as “pressure” and “temperature”, the new epoch came for physical quantity
definitions which most fully characterized the physical state of matter and the measure
of its variability. At the same time, attempts were made to find a measure for mechanical
motion of macroscopic bodies (solid, liquid, or gaseous).

A crucial contribution to the development of the mathematical and physical sciences
belongs to R. Descartes. His remarkable achievements in the context of this topic were
the introduction of a coordinate system [2], which included the implicit definition of a
dimension as belonging to a certain type of sets with given properties, in this case with a
measure of the length and the numeric value for a quantity (i.e., the dimensionless ratio
of the value to the unit of measure). Considering conservation laws as the basis for the
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definition of a measurement process, R. Descartes selected momentum, being the product
of the body mass multiplied by the velocity, as a measure for body motion ([3], 1641).
J.C. Maxwell recognized the vector nature of the momentum and velocity two centuries
later [4] based on Hamilton’s theory of quaternions [5]. By introducing a coordinate system,
Descartes not only unified algebra and geometry but also created a basis for searching for
connections between the dynamic and geometric parameters of physical phenomena, the
properties of which are conserved with the transition to a new coordinate system.

In a short polemic note, G.W. Leibniz introduced “vis viva” (“live force”), equal to
double the kinetic energy of a body‘s movement as a new measure of motion ([6], 1686).
“Vis viva” is a part of the energy as a scalar parameter with a more general nature, which
includes both potential and other types of energy in general cases. The universality degree
of the concept of energy goes far beyond the framework of mechanical processes. Energy
is used to describe all physical processes in the widest range of time and space scales.

Almost synchronously with Leibniz’s note, I. Newton published his fundamental
treatise ([7], 1687) with an alternative approach to mechanics based on the concept of
force and the postulation of “laws of motion”. The introduction of the “material point”,
force, and acceleration concepts exerted and still continue to have a crucial influence on
the development of theoretical mechanics [8] and many related sciences. The works by
Descartes, Leibniz, and Newton contributed to the successful joint development of both
hydrodynamics and mathematics as consensual tools for describing complex phenomena
within the framework of the “continuous medium” concept.

Based on the concept of “infinitesimal quantities”, the theory of fluid flows began to
take its modern form in the middle of the 18th century, when J.-le R. d’Alembert was the
first to construct a solution to the partial differential equation describing string oscillations.
Later, J.-le R. d’Alembert formulated the continuity equation which is the differential form
of the matter conservation law for both incompressible fluids and compressible gases [9].
He thereby established the most general form of the local conservation law as a connection
of the volume temporal variation value with flux through the covering’s surface. A series
of experiments on the body motion’s drag in fluids carried out by d’Alembert together with
de Condorcet and l’abbe Bossut [10] showed the effectiveness of the coordinated efforts of
mathematicians and experimenters in solving practical important problems that ensure the
protection of public finances from “indomitable inventors”.

Based on the Newton’s laws of motion [7], L. Euler applied “solidification of a liq-
uid particle” and obtained the first closed system of equations describing the motion of
“ideal” compressible and incompressible fluids. In the current interpretation, Euler’s sys-
tem written for density, velocity, pressure, and gravity acceleration [11] is a form of the
representation of mass (continuity of the medium) and momentum conservation equations.
The conclusion in [11] is as follows: “Everything that the Theory of liquids is contained
is held the two above equations (§ 34), so that for continuation of these studies, we lack
not the laws of mechanics, but only the Analysis, which is not yet sufficiently developed
for this purpose”, stimulated the search for solutions to the Euler equations. This search
still continues successfully and brings new approximate and exact solutions to particular
problems, including the description of traveling gravitational waves in water [12].

The tool needed to correct the deficiency of the Euler equations—the absence of viscous
friction, which became more and more apparent—was developed by J. J. Fourier [13] at the
beginning of the 19th century. The value of the new differential equation of a parabolic
type found by J.J. Fourier in the analysis of heat conduction processes and the method of its
solution can hardly be overestimated. In particular, the developed operator was included
by his follower C. Navier into the equation to describe a viscous dissipation [14]. It is
interesting to note that C. Navier’s explanation of the equation’s derivation for a viscous
continuous medium was based on P.-S. Laplace’s idea of the discrete (atomic) structure
of matter. A. Fick also used Fourier’s representations in deriving the equations of simple
diffusion [15].
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Working on improvement of the accuracy of pendulum gravimeters, G.G. Stokes
reinterpreted Navier’s equations within the framework of the theory of continuous medium
motion, making a number of reasonable assumptions, particularly stating the independence
of viscous forces on pressure, and giving them their modern form [16]. Stokes’s works for
many years remained invisible in the shadow of the active, practically important research
of linear and nonlinear waves (Russell, Rayleigh, Boussinesq, Thomson, Airy, and many
others) and vortices (Helmholtz, Thomson, Kirchhoff, and others), while H. Lamb, in his
extensive treatise [17], did not emphasize their fundamental nature. Basically, Stokes, like
most scientists in the 19th century, studied the flows of a homogeneous and two-layer
(multilayer) fluid, although the very fact of density variability was well known since the
18th century [18].

Russian scientists traditionally paid attention to the study of the density variability
and its impact on fluid flows. In famous articles, M.V. Lomonosov described the atomic
nature of air elasticity [19] and indicated the influence of density inhomogeneity on the
air flow in mines [20]. The extended article by M.V. Lomonosov on the significance of the
Arctic Ocean [21], which was presented in 1763 and first published a hundred years later,
has been analyzed and widely cited until now.

The initiator of the development of a heavy apparatus for flights in the air and the
creator of the scientific foundations of the theory of aeronautics [22], the great encyclopedist
D.I. Mendeleev investigated the state equation for gases [23], pure liquids [24], and solu-
tions [25]. The title of one of the Mendeleev’s fundamental monographs [23] reproduced
the name of the article [20], emphasizing the continuation and relations of the ideas.

However, active accounting for the continuous density variability in fluid flows was
not realized due to the supposed small effect of its insignificant relative changes both in
natural conditions and in many industrial technologies. Actually, the impurities in the fluid
itself were presented as certain “passive substances”, with the density given by an empirical
expression [26] independent on the condition of fluid and gas motions. Furthermore, in
fact, the density was really excluded from most parts of the theoretical investigations
by the assumption of its constancy, omitting it as an overall multiplier from dynamic
equations together with an equation of state closing the system. In this approximation, it
was sufficient for describing the flows to calculate the fields of the velocity components
and pressure only [27].

The situation began to change significantly at the end of the 19th century, when J.
Gibbs discovered the relations between the thermodynamic potentials and the physical
properties of fluids or gases, which are density, pressure, entropy, and temperature, among
others [28]. Moreover, Gibbs revealed available potential surface energy, which is an
additional form of internal energy in fluids with the surface tension’s specified existence of
the free surface of a fluid. Now, when the thermodynamic parameters of fluids and gases
are defined as derivatives of the Gibbs potential [29,30], the energy concept is used for
description of both the static properties of fluids and the dynamics of their variations in a
flow. However, practical implementation of the dual nature of fluid parameters, such as
density, pressure, and enthalpy, which have mechanical and thermodynamic senses in the
description of fluid flows, still remained very limited.

Thus, by the end of the 19th century, the equations representing all the conservation
laws, which were necessary for the description of a fluid flow, were written by D’Alembert
(continuity) as well as Navier, Stokes, Fourier, and Fick for the transport of momentum,
temperature, and dissolved matter. Moreover, the energetic basis for descriptions of
the medium state (introduced thermodynamic potentials and their derivatives) was con-
structed and later implemented in the form of the state equations. However, the idea of
considering all governing equations together as a self-consistent system and performing
analysis while taking into account the compatibility condition was not expressed in gen-
eral and was not practically implemented in the form of particular examples. As one of
the reasons, one can indicate the “subconscious” influence of the smallness of the ratios
between the variations in energy (and density) and the value of the total energy, as well as
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the lack of scrutinizing analysis of the energy and density distributions in motionless and
flowing fluid.

At the same time, due to the insufficient development of methods for analyzing com-
plex systems of nonlinear differential equations for solving practical problems, a variety of
semi-empirical and purely constitutive theories were created. There were proposed theories
of linear and nonlinear waves [31,32], turbulence, which was being actively developed in
the works of W. Thomson, J. Boussinesq, and especially O. Reynolds [33,34], boundary
layers [35,36], vortices [37], and others.

In the middle of the last century, stratification effects, which ensure the existence of
internal waves [38] and multilayer convective flows [39], began to be studied. However,
rare and separate works did not change the essence of the general approach, although the
scientific community as a whole recognized the need to use the fundamental equations,
which were differential analogs of the conservation laws of matter, momentum, and energy
all together [27,40,41], and the importance of the density variability effects. However,
complete solutions were not constructed, and only partial solutions describing different
structural components of flows such as separate waves, vortices, jets, and wakes were
practically studied. For the most part, large-scale (wave) components were investigated,
and only a few fine components were studied (e.g., Stokes’s solution of flow produced by
an oscillating plate along its surface [27]).

Since even the linearized system of fundamental equations has a high order, the
complete solution includes several functions of different types [42]. However, in practice,
following the work of Stokes and Rayleigh, only one “main solution” is searched for. The
existence of additional functions is discussed quite rarely. One of the few examples of an
exception is the solution to the problem of sound reflection from a solid wall [27].

Another undiscussed feature of modern hydrodynamics is the freedom of choice of
incompatible model equations. Special reduced models and families of constitutive ones
remain the main tools to study linear and non-linear waves, boundary layers, jets, wakes,
vortices, and vortex systems. For some models, the results of their calculations are of good
consistency between each other and with the experiments, albeit in a rather narrow range
of parameters.

As the calculations of the continuous groups show, every system of equations within
common models of fluid flows is characterized by its own set of infinitesimal symme-
tries [43] with a corresponding limited number of conserved quantities. The differences in
the physical sense of the quantities used, denoted by the same symbols in different systems
of equations, make it difficult and even impossible to compare the results and bring them
to their general forms, which is necessary to unify the data. Differences in the properties of
the included quantities do not allow for creating common requirements for the numerical
and experimental techniques or the rules for comparing the data obtained. As a result,
demands for indicating experimental measurement error and the temporal and spatial
resolutions of the instruments have practically disappeared.

The main object of studies in hydrodynamics is still the limited system of equations,
including continuity and momentum transfer in a fluid with a constant density, which are
Euler equations (EEs) for an ideal fluid and Navier–Stokes equations (NSEs) for a viscous
one. The solvability of a 3D NSE in the constant density approximation has not been
proven yet (“6th Millennium Problem” [44]).

Calculations of the flow velocity in a homogeneous fluid within the EE and the
NSE cannot be directly compared with the experimental data due to the impossibility of
identifying a “liquid particle”, which has no distinguishable boundaries. All the indirect
and associative methods for the fluid velocity measurements are based on explicit or
implicit assumptions, including “passivity” of impurities, the applicability of the Bernoulli
equation, and independence of the parameters of the diffusion and heat transfer processes
of the experimental conditions, making the implementation degree for real flows difficult
to estimate.
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Extensive observations show that all flows of real fluids are characterized by a fine
structure. The structure is expressed more or less clearly depending on the conditions
of the experiment, the quality, and the completeness of the measuring systems. The
structure parameters depend on a large number of impacting factors characterizing the
properties of the medium, boundary conditions, and external perturbations. The structures
of a flow include high-gradient boundaries separating the regions with a more uniform
distribution of the parameters of flow pattern change under the impact of non-equilibrium
processes, chemical reactions, and the transformation of matter (e.g., ionization, radiation,
and absorption of radiation energy).

When studying flows, the impact of the internal energy transfers and conversion
processes was not practically analyzed. Transformation of internal energy from its latent
potential form into active perturbations of pressure and temperature has not been explored
yet, nor has the impact of the form complexity of the state equation, which in modern
physics is determined on the basis of thermodynamic potential. The traditional thermody-
namic quantities, such as density, entropy, pressure, and concentration, which are defined
as derivatives of free enthalpy (Gibbs potential [28]), can change very quickly in a flow.

The introduction of thermodynamic potentials allows for expanding the number of
energy transfer mechanisms in hydrodynamics. Thus, the traditional energy transfer by
a flow with a velocity U is supplemented with transport by waves of various types with
a group velocity cg, the impact of fast thermodynamically non-equilibrium processes of
fast local energy release or absorption, and slow dissipative processes. Fast processes of
internal energy conversion manifest themselves in flows induced by a freely falling drop in
a liquid at rest [45].

At the same time, the need to improve the theory of flows is growing. The density
and total amount of energy in natural and technological processes are increasing due to a
number of factors, and as a sequence, is growing the value of the damage caused by natural
disasters both local (e.g., fires, floods, and heavy storms) and global ones are associated
with natural weather variability and climate change, supplemented by the uncontrolled
anthropogenic impact on the environment.

The density and total amount of energy in natural and technological processes are
increasing due to a number of factors, and as a sequence, are growing the value of the dam-
age caused by natural disasters both local (e.g., fires, floods, and heavy storms) and global
ones are associated with natural weather variability and climate change, supplemented by
the uncontrolled anthropogenic impact on the environment.

The highlighted role of mathematics in the description of hydrodynamic processes
forces us to return once again to the analysis of the interaction of two key branches of
natural science, such as mathematics and hydrodynamics, in order to clarify the content of
the terms used, the rules for choosing systems of equations, the methods for their analytical
or numerical solutions, as well as the requirements for experimental techniques following
from the theory.

In the absence of a canonical definition of mathematics, in practice, different represen-
tations are used. These include definite ones, such as “Mathematics is a science of quantity:
discrete quantities were studied by arithmetic, continuous ones were done by geometry”
by Aristotle, “Mathematics includes only those sciences in which either order or measure
is considered” by R. Descartes, “Mathematics... is a science of quantitative relations and
spatial forms of the real world” (F. Engels—A.N. Kolmogorov), figurative ones, such as
“Mathematics is a set of abstract forms—mathematical structures” by N. Bourbaki, “Mathe-
matics is a language” by G. Galilei and J. Gibbs, “Mathematics is a millstone that grinds
what is poured into them” by T.G. Huxley, and pragmatic ones, such as “The science on
indirect measurements” by O. Comte.

The abundance of definitions reflects the variety of methods and tools for this branch of
science, which is applied to an increasing number of disciplines. Among them, engineering
sciences occupy a special place, being focused on the practically used description of a
research object (natural system or technology) and the prognosis of its future behavior.
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Engineering sciences, which are focused on optimizing the description of the physical
object, predicting its long-term variability, defining criteria for identify catastrophic scenar-
ios of events and signs (precursors) for their realization, and assessing the object’s response
to anthropogenic factors, including directed efforts for controlling the state, contain such
disciplines as engineering mathematics and technical mechanics.

Applied to descriptions of fluid and gas flows, Engineering mathematics is defined as

“An axiomatic science about the principles of choosing the content of symbols, rules of
operations and criteria for assessing accuracy”.

The goals of engineering mathematics are to describe the current physical status of fluids
and gases as well as the dynamics and structure of a flow and to predict its natural evolution
and responses to additional external influences, including targeted control.

Connected by the general principles with engineering mathematics, Technical me-
chanics is defined as “An empirio-axiomatic science on the rules for choosing physical quantities,
and methods for measuring and evaluating errors in the determination of their values”.

Technical mechanics is aimed at the selection of physical quantities corresponding
to the principles of engineering mathematics which can be measured with a guaranteed
estimation of accuracy in the frame of current metrology sciences or by introducing a new
procedure, which gives room to measure the physical quantities characterizing fluid flow
dynamics and structure. The selected measurable physical parameters of flows must allow
for performing a qualitative and quantitative comparison with the results of engineering
mathematics applied for the description of a phenomenon under study.

A special place in the definition of dual disciplines belongs to the concept of “accuracy”
and “errors or inaccuracy” in the theoretical and practical description of phenomena,
respectively.

In mathematics, the internal criteria for assessing accuracy are naturally formulated in
the arithmetic and algebra of number fields on the basis of the distinguished properties of
two numbers: “zero” and “one”. In the mathematical analysis of continuous quantities, the
analogues procedure for the comparison of infinitely and regularly decreasing variations of
the primary variable and functions (i.e., the Cauchy–Weierstrass algorithm) is applied. In
modern applied mathematics, where calculations with the use of conditionally converging
series and diverging (singular) functions are widely used, the introduction of a universal
criterion at this stage is difficult and requires individual analysis of the problem under
study. One of the tools for determining the accuracy is the procedure for comparing
the calculations with the experimental data, which needs to include the identity proof
of the compared quantities defined in different branches of sciences. In a number of
countries, for determining the measurement error, the standards of physical quantities
and the procedures for their application are used, being recommended by the relevant
international or national organizations.

The opportunity for directly comparing these dual engineering disciplines of mathe-
matics and mechanics is ensured by the implementation of the general scientific (logical
and philosophical) principles underlying modern natural science, as well as by the unity in
defining the content of the concepts used, which characterize the physical quantities and
laws of their changes.

In physics, as the basis for describing the dynamics of nature, a set of conservation
laws for the basic physical quantities or their differential analogues is chosen. Their
implementation takes into account the conventional logic principles, forming a basement
for formal rules of scientific studies. The modern set of these principles is given below.

2. General Principles (“Laws”, Demands, and Regulations) of the Science Philosophy

In developing the theory of knowledge, Aristotle [46] formulated the first group of
philosophy laws, which included the following principles:

- Identities: the concept should be used in the same meaning in the course of reasoning;
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- Internal consistency: “it is impossible to exist and not to exist at the same time”, or
“it is impossible to speak correctly, simultaneously affirming and denying something”
(i.e., binary logic);

- Excluded third: “A or not-A is true, there is no third”.

When analyzing the nature of objectivity in describing nature, G.V. Leibniz, who
believed that “The great foundation of mathematics is the principle of consistency, that
is the statement that a judgment cannot be true and false at the same time”, following
Aristotle, Descartes, and a number of other predecessors, expanded a number of principles
of the philosophy of science. Later, Leibniz’s list was repeatedly supplemented, shortened,
modified, extended, and today includes the following principles:

- Meaningfulness: definability of the essence of a studied subject, object, concept,
method, or position in the considered and independent categories. The basis of
mechanics is formed by the axiomatically defined mathematical and physical concepts
of number, set, space and time, motion, matter (constituents of fluid or gas and their
properties), and flow;

- Identities: complete conservation of the meaning of an object at operation;
- Consistency: two opposed properties cannot be simultaneously true or false;
- Uniqueness: excluded third. From the conflicting judgments, one is true, the other is

false, and the third is not given. At the same time, this permits describing independent
properties in different categories, like the dualism of a “point particle” and a wave
distributed in space;

- Sufficient reason (raison d’etre): the presence of history and confirmation of meaning;
- Minimum sufficiency: “You should not multiply things unnecessarily”, “Do not

multiply the number of entities beyond measure”, “It is useless to do less with more”,
“Blessed is the Lord who made everything difficult unnecessary and everything
necessary easy!” (G. Skovoroda), and “Of all the explanations, the best is the simplest”;

- Causality: changes are a consequence of the previous and the cause of the future;
- Completeness: description of the known properties of an object with an error estima-

tion and the potential to include newly discovered properties.

In accordance with the outlined principles, the main problem of fluid mechanics is
description of the self-consistent temporal change of the fluid status, spatial position, and
interaction of the studied medium with outer solids, fluids, and gases.

For solving the main problem of fluid mechanics, which is describing the structure
and dynamics of a fluid or gas flow, the following is necessary:

- Indicate the principles for the research object’s definition and select the physical
quantities characterizing the object;

- Choose the methods for studying the properties of the studied object and processes in
the course of their change;

- Give examples of studying the selected phenomena by various independent methods
and show the consistency of the results obtained with the estimation of the calculation
accuracy and the measurement errors. The general basis for the construction of the
theory and methods of experimental studies of a fluid and gas flow in engineering
mechanics is the laws of physical quantity conservation within the continuous medium
model, which admits infinitesimal representations of physical quantities.

In mathematics, the condition for the conservation of distance defines one of the
types of space transformation into itself, which is the transformation of motion [47], which
coincides with the concept of an ideal fluid flow [48,49].

In mechanics, the conservation laws have generalized the historical experience of
describing phenomena, reflecting the fundamental properties of the existence and im-
mutability of matter (its possible transformations, such as radioactive transformations in
nuclear physics, will not be considered here), as well as the parameters of its motion. They
are based on the concept of homogeneity of space and time and the isotropy of space.
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Traditionally, the fluid mechanics are developed in the “continuous medium” ap-
proximation. However, the “continuous medium” methodology, with continuous values
of the physical quantities themselves and their derivatives on arbitrary scales, does not
match with the concepts of discrete structure of matter. Atomic–molecular properties are
expressed in scales to the order of 10−8. . . 10−7 cm, and nuclear properties are expressed in
scales to the order of 10−13 cm.

At intermediate scales to the order of 10−7. . . 10−6 cm (i.e., the size of an atomic-
molecular cluster [50]), the influence of both the atomic–molecular interactions [51,52] and
macroscopic properties, for example, in the form of a latent potential part of the internal
energy’s corresponding surface tension [53], are significant.

The distribution of internal energy and pressure in the near-surface layer determines
the state of the medium that can be liquid or gaseous and actively influences the struc-
ture and dynamics of the ongoing processes, particularly the dynamics of the ocean and
atmosphere interaction [40,41]. The choice of a description based on a scale-invariant set of
conservation laws allows for the passing of a discrete medium from the model to a contin-
uous one while preserving the meaning of the characterizing quantities. The sizes of the
microstructural components establish the natural limits of applicability of the continuous
medium model. Namely, the minimal sizes of the studied macroscopic phenomena should
exceed the scale of the molecular cluster such that l f > δc ∼ 10−6. . . 10−5 cm.

The engineering sciences under consideration are based on the universal conservation
laws of matter (total mass or density), as well as the measures of motion, which are
momentum and total energy. The mobility of atoms, molecules, and their associations—
clusters or macroscopic “liquid particles” with larger structural components—leads to a
continuous change of the distribution of matter and the tensor of inertia in space. Due to
the independent mobility of small components changing in the moment of inertia and the
inhomogeneous dissipation rate of the momentum or realizing latent internal energy, the
angular momentum cannot be used as an invariant parameter of the flow and thus is not
considered further.

The main parameter of the state and dynamics of fluid and gas is the total energy
Et, including the mechanical part (kinetic and potential) and internal energy, which is
determined by the equilibrium thermodynamic parameters (Gibbs potential) [28–30]. The
internal energy contains the available potential surface, chemical, electromagnetic, and
other types of energy.

Taking into account the total energy gives room to consider all the mechanisms for its
transfer in a flow, including transfer with a local flow velocity and a group wave one, slow
diffusion processes with a characteristic rate, and rather fast ones in the course of localized
direct atomic–molecular interactions (for example, at the size of a molecular cluster upon
free surface elimination in merging fluids [45,53]).

The slow transfer of invariant quantities by atomic–molecular processes is described
by its own laws, including the corresponding dissipative coefficients, such as the kinematic
viscosity ν, thermal diffusivity κT , and diffusion κS for momentum, heat, and substance
transfer, respectively. Although the potentials characterize thermodynamically equilibrium
states, their application to the description of the characteristics of non-equilibrium processes
is justified by small deviations of the state of the systems from the equilibrium one. Large
deviations from the equilibrium values are taken into account by introducing fast localized
sources, which determine the energy changes in the course of direct atomic–molecular
processes, such as in the fast release of the available surface potential energy contained in
the eliminated free surface of merging fluids [45].

The rules for choosing the quantities and methods for comparing their values in
relation to the description of a fluid or gas flow will be considered below.

3. Elementary Mathematics in the Theory of a Fluid Flow

The mathematical basis for the theory of a fluid flow, describing changes in the
position, dynamic state, and physical properties of a medium under study, includes real
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numbers, with the properties defined here a priori (Note: In hydrodynamics, real numbers
are used both to mark points in space when introducing a coordinate system and to
describe physical quantities. The use of complex numbers, which facilitate calculations in the
study of dissipating media (i.e., the immersion of the configuration space into the algebra
of complex numbers) leads to an extension of the feasible solution space and requires
performing special analysis to select among the solutions the physically justified ones).
The rules for classifying the constituent elements of sets, being “a collection of certain and
distinguishable objects, conceived as a single whole”, for performing operations with them
are given in a number of monographs and reference books [47]. In mechanics, one of the
main types of sets, which is a mathematically defined vector space, was selected as the
basis for describing physical phenomena.

The concepts of “space” and “time” in classical mechanics have been introduced
axiomatically as primary quantities and are considered as two independent continuous
sets existing independently for matter and material processes.

By introducing a coordinate frame, each point in space is associated with an element
from the set of real numbers. The minimum quantity of the set elements, which are
coordinates characterizing a selected point in the space, is called its dimension.

The axiomatic of a vector space allows the operations of summation and multiplication;
internal composition (summation of vectors); associativity; commutativity with the rule
of algebraic summation (subtraction) of vectors; associativity of the product of factors;
multiplication by one; and distributivity. An important property of the available operations
is an outer composition, which is the conservation of a scalar by a vector product in the
initial vector space [47].

A space admitting the introduction of a distance ρ(1, 2) =
√(

x1
i − x2

i

)2, between
elements x1

i , x2
i , with the properties ρ ≥ 0, ρ(1, 2) + ρ(2, 3) ≥ ρ(1, 3), ρ(1, 1) = 0, is

called metric [47]. The space of basic variables expressed with length coordinates is named
the configuration space.

The space permits deformations and transformations into itself, both discrete (affine
or projective) and continuous, with a transformation parameter, which can have its own
dimension or be reduced to the dimension of the base space by introducing a dimensional
coefficient (in the case of classical space–time using the world constant (i.e., the light
velocity)). By introducing a new variable, the transformation parameter, the configuration
space is extended up to a four-dimensional space.

Observable invariants of the spaces, which are the distances between the points or
time intervals between the events, are used to define the coordinate values. In mechanics,
the space is considered to be a three-dimensional metric (Euclidean) with a standard basis
given by orts e1, e2, e3 or (x, y, z).

The mathematical definition of motion is based on the introduction of an absolute
coordinate system centered at the point where the radius vector specifies the position of
a material point with mass M in the configuration space R3 at the initial and subsequent
time instants, which is in a 4D unified configuration and time space.

In the aggregate of the configuration space (x, y, z) transformations, the orthogonal
mapping into themselves (into space (x′, y′, z′)) with the conservation of the distance
between the elements is distinguished. This transformation in the Cartesian coordinate
system is given by the formulas x′ i = aikxk, ajiajk = 0 at i 6= k and ajiajk = 1 at i = k.

The motion in a geometric sense is defined as a continuous orthogonal transformation
of metric space into itself, with the time t as an independent continuous parameter of
transformation, which conserves the distances between points and the relative positions
of objects [47]. In this case, the determinant composed of the coefficients of the matrix aik

equals ‖aik‖ = +1. An orthogonal transformation with the determinant ‖aik‖ = −1, which
does not conserve the orientation of the figures, specifies a reflection about some axis.

The introduction of the concept of motion, which is characterized by its own laws
(functions) of changing the positions of objects, leads to a further expansion of the space
and the introduction of the functional space of the problem.
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A motion in Euclidean space R3 is characterized by a group of transformations, which
includes independent subgroups of rectilinear shifts δr = vtδt with a velocity vτ and
rotations around the instantaneous center r = 0 with an angular velocity Ω:

δr = (vt + Ω × δr)δt. (1)

The transformations given by the group of motions are studied by elementary geometry.
The motion in the prescribed coordinate frame with the center at a point r = 0 is char-

acterized by the trajectory St(x, y, z) and the velocity v =
(
vx, vy, vz

)
= d R

d S
dSt
dt = τ

dSt
dt ,

where R is the radius vector to the body and τ is the unit vector specifying the local
direction of the tangent to the trajectory of the body.

The transition from geometry to mechanics includes the introduction of the concept
of mass M, which is an additional independent quantity with its own dimension. Mass
is a positively defined scalar quantity which, hereinafter, is considered constant for a
mechanical body with a finite size and infinitesimal material points. In mechanics, the mass
M is a measure of inertia and the gravitational interaction of bodies. In a general case, a
body mass M is a variable, and the nature of its change must be determined independently.
The introduction of a new quantity (i.e., mass) leads to a further extension of the dimension
of the problem’s functional space, which becomes five-dimensional.

The physical definition of mechanical motion is based on recording the distances
between bodies, each of them being characterized by its own mass and changes in distance
over time. In this case, some bodies with fixed distances between them form a basis in
which the position of a moving body (material point) is recorded. Distances are invariants,
as their values do not depend on a choice of the coordinate system, and their values
when passing from one system to another are transformed in accordance with the systems
of measurement.

The length, time, and mass standards are accurate enough to enable the functioning
of such sophisticated instruments as global positioning systems. Based on the external
composition rule in the list of properties of vector space, it follows the equivalence of
the vector spaces of the momentum p and the velocity of the body v. Consequently, the
definition of the physical motion of a material point relative to the system of bodies, which
form the coordinate frame, is equivalent to the operation of transforming space into itself
(i.e., the geometric definition of motion). It is the unity of the different forms of motion
definition which connects the invariant properties of space (homogeneity and isotropy)
with the conservation laws (Noether’s theorem). The invariants of motion of a material
point are the momentum p, kinetic energy Ek

a = Mav2
a

2 = p2

2Ma
, and angular momentum

Ma = [rapa].
The description of body motions is carried out on the basis of Newton’s laws [7] in

algebras of real and complex numbers or quaternions (the latter representation is preferable
for symbolic programming in navigation). All parameters of solid motion of a mathematical
(kinematic) nature, which are based on definitions of the coordinates, velocities, and
accelerations, or a physical nature (momentum and energy) are observable (i.e., their value
can be determined (measured) by various independent methods with objective control of
the error). The methods of their definitions ultimately come down to measurements of
the distances, time intervals, and mass. Precision samples and procedures (international
standards) were developed for that purpose.

Descriptions of the dynamics of bodies are also carried out in phase space (formed
by the components of velocities, momentums, or wave number vectors). An extended
six-dimensional configuration space, which unites the spaces of coordinates and velocities,
is used for a complete description of the motion as well. The complete functional space of
the problem of body movement is eight-dimensional and includes three spatial coordinates,
three speeds, time, and mass.
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Since the physical state of solids does not change in the course of motion, the set of
such parameters as mass, velocity or momentum, angular momentum, and energy turns
out to be complete and sufficient to describe all types of motion.

4. Parameters of a Fluid Flow

The description of substance flows in liquid, gaseous, and plasma states is based on the
concept of a “continuous medium”, which allows the use of continuous functions over the
entire range of scales. The key property of a fluid is fluidity (i.e., the ability to move under
the action of any small perturbations). This property manifests itself in the decomposition
of the flow velocity which, according to the definition of Cauchy–Helmholtz [54], has the
following form:

vi(rr + δrk) = vi(rk) + εijkΩjδrk +
∂vi

∂xl
δrl , (2)

where εijk is a unit antisymmetric tensor of the third rank. In addition to the terms
describing displacement and rotation in Equation (1), Equation (2) takes into account
the change in the “liquid particle” shape. An additional term describing the shear of
the velocity destroys the independence of the action of the rectilinear shift and rotation
operators and changes the group properties of the motion operator as a whole.

The difference between the representations of “motion” (Equation (1)) and “decompo-
sition” (Equation (2)) reflects the existence of two independent continuums, those being a
metric space (whose motions (Equation (1)) are characterized by the group of motion) and
a medium immersed in it (decomposition (Equation (2)) includes the shift operator). To
describe the body motion, it is sufficient to use a three-dimensional Euclidean space R3,
supplemented by a point body with constant mass M which acts as a parameter connecting
the kinematically determined velocity v, with the momentum p = M v serving the measure
of motion.

The demand for a uniqueness rule requires identification of the difference between the
properties of the metric space and the physical space of the continuous medium submerged
in it. For an independent description of the flows of a continuous medium, the dimension of
the physical space of a problem must have a higher dimension than that of the configuration
space in order to save their independent identities. A natural extension of the problem
space is introduction into the analysis of the density inhomogeneity in the initial state and
its further variability ρ = ρ(x, y, z, t), which corresponds to the properties of real fluids.

The transition to a space with a higher dimension significantly changes the technique
of mathematical description of flows and the physical content of the mathematical quanti-
ties, particularly the kinematic vorticity ω = rotv. Now, the rate of vorticity generation
is defined not only by the spatiotemporal variability of the flow velocity but also by the
gradients of the thermodynamic quantities dω

dt = ∇P ×∇ρ−1, which are gradients of the
pressure P and density (Bjerknes’s theorem).

In the Helmholtz interpretation, the fluid vorticity is identified through rotation of
the elements of the medium [54]. The difference between the concepts of “rotation of
a part of a continuous medium” and vorticity as a measure of deformation of a fluid
particle was noted by J. Bertrand [55–57] and S. Lee [58] in the 19th century. However,
due to the insufficient development of some branches of mathematics and the technique
of hydrodynamic experiments, their ideas and objections were not supplemented by a
constructive development.

One of the hidden difficulties in describing flows is associated with the assumptions
of homogeneity, continuity, and deformability of a continuous medium, which give no
room for identifying an individual “particle” [11] having no physically distinguishable
boundaries. The mass of a “particle” decreases indefinitely when its size tends toward
zero, and the object of study disappears.

In the experiment, to measure the flow velocity, the tracking of markers is used,
including solid particles, gas bubbles, and droplets of immiscible liquids, which have
stable individual characteristics. However, the introduction of a marker, which is an
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additional physical object, complicates the behavior of a carrying fluid, as a new and more
complex multi-component medium is formed. It was Descartes who first noted that a free
macroscopic solid is not only carried by a flow but also twisted by the flow around its
own axis [3]. The rotating marker additionally perturbs the fluid environment. A small
marker becomes involved in the Brownian motion. The transport of soluble impurities
is influenced by diffusion effects. The dynamics of droplets of immiscible liquids are
perturbed by the effects of non-uniform surface tension.

The combined action of many factors leads to an uncontrolled difference between the
motion of markers and the flow of the carrier fluid in which they are immersed. The gener-
ally accepted hypothesis of “passivity” of impurities is not confirmed in fine-resolution
experimental studies on the redistribution of impurities both in waves, where an initially
homogeneous solution or suspension is redistributed and forms a fine structure [53], or
in vortices, where a patch of dyed fluid transforms into spiral arms and helical lines and
splits into individual fibers.

The absence of criteria for identifying a “liquid particle” means that the “fluid ve-
locity”, having a mathematical meaning, is not a physically observable flow parameter,
for which one can specify a method for evaluating the error in the course of an experi-
ment and a procedure for reducing it to a given value. The need to meet the criterion of
observability of physical quantities for the fluid flow parameters was noted by Stokes,
Maxwell, Reynolds, and many others leading hydrodynamics researchers, but analysis of
the conditions for observability of a “liquid particle” has not previously been carried out.
From the conditions for the conservation laws’ application, it follows that the observable
(measured with the error control) flow parameters are the specific momentum p, which
can be determined by measuring the interaction of the flow impact on a standard body, or
the flow rate, as well as the complete energy Et. Both universal and specific methods to
determine their values for concrete experimental conditions have not been developed yet.

At the beginning of the last century, it was found that the property of liquid fluidity
(i.e., the ability to move under arbitrary small external influences), was due to the mobility
of atoms and molecules, their associations (i.e., clusters [50–52]), and individual structural
components [53], each of which is characterized by its own energy. Large-scale components
(waves, flows, vortices, and ligaments) interact with each other and all other multi-scale
components [59] and provide action of various mechanisms for energy transfer. The
transitions of kinetic, potential (gravitational, chemical, and concentration), and internal
energy into other forms complicate the descriptions of flows.

In modern fluid mechanics, the main parameter of an equilibrium continuous medium
at rest is the internal energy, which is described by the Gibbs potential G [30]. Derivatives
of the thermodynamic potential define the traditional parameters of a continuous medium,
such as the density ρ(x1, x2, x3), pressure P(x1, x2, x3), temperature T(x1, x2, x3),
and concentration of dissolved or suspended particles Si(x1, x2, x3), which have a clear
physical meaning and are available for observation. In modern fluid mechanics, the
parameters of the medium, such as the density and pressure, are considered to be quantities
with a double nature, namely mechanical and thermodynamic.

The main flow parameters are the total specific energy Et and momentum p, which man-
ifests itself in the forceful action in dynamics and continuous variations in the flow structure
(i.e., in the evolution of distinguished spatial patterns of different physical quantities).

Within the classical hydrodynamics, in the systems of equations of motion for ideal
(Euler equations (EEs) [11]) and viscous fluids (Navier–Stokes equations (NSEs) [27,40,41]),
the constant density, as a coefficient in all terms of the equations, can be omitted. Then,
the systems of equations for fluid motion [27,40,41] are transformed into algorithms for a
special transformation of the Euclidean space into itself. In this case, the difference between
the two various continuums, which are metric space and the functional space of submerged
fluid, is lost. In the three-dimensional formulation, the sets of EE and NSE equations
degenerate on singular components and become insoluble [42].
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The axiomatic definition of the medium state (fluid and gas) and its flow is further
carried out, taking into account the need to preserve the meaning of the physical quantities
used and the condition for resolving the governing system of equations. A unified descrip-
tion of the dynamics and structure of flows of fluids and gases is carried out in the absolute
Cartesian coordinate system of the metric (Euclidean) space based on the fundamental
conservation laws, following the basic methodology of physics [27,40,41].

5. Definition of Fluid Flow

A medium which has the property of fluidity (i.e., the ability to change position in
space under the influence of arbitrary small perturbations of physical quantities), character-
ized by thermodynamic potentials and their derivatives such as thermodynamic quantities
and kinetic as well as other physical coefficients (in particular, those determining the
propagation of electromagnetic or acoustic waves), is named weakly compressible fluid if
occupying a finite volume (or gas or plasma) if it fills all available space.

The definition of a fluid flow is as follows:
The transfer of momentum, energy, and matter, accompanied by self-consistent changes in

physical quantities which determine the state of a continuous medium.
The redistribution of matter and energy without a transfer of momentum is called

a process (for example, the diffusion transport of matter). Flows are characterized by
dynamics (changes in values of physical quantities and the magnitude of the fluid impact
on solids) and structure (spatial pattern of the physical quantities’ distribution).

The measurable quantities describing a fluid flow are the density ρ, scalar total energy
Et, including the specific kinetic EM = ρv2

2 , potential Ep and internal Ei energy described by
the Gibbs potential G (Et = EM + Ep + Ei), and vector momentum p =

(
px, py, pz

)
= ρv,

which are supplemented with the parameters of the fluid state. The fluid velocity is defined
as the instantaneous ratio of two invariant quantities, which are the momentum and density
(v = p/ρ). Furthermore, it is assumed that the fluid velocity v is identical to the velocity of
transformation of the Euclidean space R3 into itself.

Taking into account different mechanisms of energy transfer with intrinsic spatiotem-
poral parameters as the base value, characterizing the medium equilibrium state, the
Gibbs potential is chosen, as well as its derivatives, determining the density, pressure,
temperature, entropy, and other parameters [28–30]. The set of the state quantities includes

G(x. y, z, t) = G(ρ(x. y, z, t), P(x. y, z, t), T(x. y, z, t), Si)(x. y, z, t),
ρ(x, y, z, t) = ρ(P((x. y, z, t), T(x. y, z, t), Si(x. y, z, t)).

(3)

To improve the accuracy of determining the values of physical quantities in practice,
additional functional relations between the physical quantities characterizing a fluid are
also used as equations of state. Among them are the dependences of the velocity of
sound, electrical conductivity, the optical refraction index on pressure, temperature, and
salinity [26].

The axiomatically introduced system of equations for fluid motion, taking into account
the general principles of the choice of physical quantities and fundamental conservation
laws [27,40,41], has the following form:





ρ = ρ(P, T, Sn), G = G(x, y, z),
∂ρ
∂t +∇ · (p) = Qm ,
∂Si
∂t +∇ · (Siv + Ii) = Q(Si),

∂(pi)
∂t +∇jΠ

ij = ρgi + 2ρ εijkvjΩk + Qi( f ),
∂E
∂t +∇i(E vui) +∇i

(
qi + Pvi − σijvj +

∂w
∂Sn

Ii
n

)
= Q(e),

(4)

where ρ is the density, the ratio of two invariant quantities v = p/ρ is the fluid velocity, In is the
concentration and density of the diffusion flux of the nth impurity, Πij = ρ uiuj + Pδij − σij is
the momentum flux density tensor, σij = µ

(
∂vi

∂xj +
∂vj

∂xi − 2
3δ

ij ∂vk

∂xk

)
+ ζδij ∂vk

∂xk is the symmetric
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viscous stress tensor, δij is the fundamental metric tensor µ, ζ is the first and second
dynamic viscosities, Ω is the global rotation angular velocity, E = ρ

(
v2

2 + ε+ U
)

is the

total energy density, ε is the specific internal energy, w = ε+ P
ρ

is the specific enthalpy, U is
the specific gravity potential, g = −∇U is the acceleration of gravity, and q is the vector of
the heat flux density. The acceded sources of mass for the nth impurity, force, and energy
Qm, Q(Sn), Qi( f ), Q(e), respectively, describe the impact of non-hydrodynamic processes,
which take place in fluid flows and can be equal to zero. The introduction of sources
reflects the possible impact on the fluid flow structure and dynamics of external factors
with non-hydrodynamic natures and the uncertainties of phenomena on the smallest length
scale of the order of atomic sizes. Sources in the basic system (Equation (4)) give room to
analyze the transformation of latent potential energy into its active form and estimate its
impact on the flow dynamics and structure. In the absence of external disturbances and
internal sources, they vanish. To the author’s knowledge, the set of Equation (1) has not
been analyzed up to now, taking into consideration the compatibility conditions necessary
for construction of the complete set of solutions.

Under the assumption that the gradients of potentials, physical quantities, and the
intensity of external sources are small, the system in Equation (1) is transformed into
a system of equations for describing the transfer of matter, concentration of individual
components, temperature, and momentum [27], which is widely used in environmental
and technical fluid mechanics [40,41]:





G = G(P, S, T) = G(x, t), ρ = ρ(P, S, T) = ρ(x, t),
∂ρ
dt +∇j

(
pj
)
= Qρ,

∂(pi)
∂t +

(
∇j

pj

ρ

)
pi = −∇iP + ρ gi + ν∆

(
pi
)
+ 2εijk pjΩk + Qi,

∂ρT
∂t +∇j ·

(
pjT
)
= ∆(κTρT) + QT ,

∂ρSi
∂t +∇j ·

(
pjSi

)
= ∆(κSρSi) + QSi.

. (5)

The system in Equation (5), which includes the quantities of mechanical, thermody-
namic, and kinematic natures, takes into account the dissipation of momentum and the
influence of internal or external sources of matter, temperature, and substances on a flow
structure and dynamics.

The system in Equation (5) is supplemented with the initial and boundary conditions,
including impermeability for the density and the components of the substance (impurity
concentration) in the fluid, the values of the temperature or its flux, the no-slip condition
for momentum or velocity on solid boundaries, the equality of momentum fluxes on the
contact surfaces of two fluids, and the damping of all disturbances at infinity. It should
be noted the high dimension of the physical problem space, which is determined by all
independent quantities of the system (i.e., the dimensions of the coordinate’s space, time,
density, pressure, temperature, concentration of solutes or suspended particles, as well as
kinetic coefficients) included in the equations.

Connecting Equation (5) forms a system of coupled algebraic differential equations,
with the solution being constructed by taking into account the compatibility condition [42].
The rank of the system (the order of the highest derivative, if it is possible to reduce the
system to one equation), as well as the order of its linearized version and the degree of
the characteristic (dispersion) equation, determines the minimal number of eigenfunctions
which constitutes a complete solution. The complete system with the diffusion equation
for one impurity has the tenth rank [42]. Accordingly, the flow pattern for this set is formed
by composing ten functions with intrinsic spatiotemporal scales. The abundance of flow
components differing in scales and structure is manifested in continuous changes in the
observed flow pattern. Over time, the number of structural components can increase due
to the processes of nonlinear interaction of the flow components [59].

Due to the independence (individual behavior) of physical quantities, the fields for
each of them, which are characterized by their own geometry, spatial, and temporal scales,
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must be simultaneously determined in the experiment. The accuracy of the state equations,
which is the difference in the values of the density, speed of sound, refractive index, and
other reliably determined quantities calculated by solving the system in Equation (5) and
obtained experimentally by measuring the values of the temperature, pressure, salinity,
and other quantities, determines the error of analytical and numerical calculations.

Consistency of the infinitesimal symmetries of the system in Equation (5) with the
basic principles of physics [43] testifies to the validity of its choice as a basis for studying
fluid flows. The practical recommendations for the selection of parameters for numerical
simulation and experimental techniques are based on the analysis of the intrinsic spatial-
time scales of the system in Equation (5) with the initial and boundary conditions of
the problem.

The unity of the content of the physical parameters—in theory, numerical modeling
and experiments based on the system Equation (5)—allows one to estimate the accuracy
of the solutions based on the physical properties of fluids and experimental conditions.
Equation (5) contains no additional parameters and does not require their introduction for
the development of numerical codes.

Equation (5) is parametrically and length-scale invariant [42,43]. The emergence of
“new flow regimes” is usually explained by the influence of ignored energy conversion
from its potential form to an active one and back, a change in forms of the state equation,
or limitations of techniques, particularly insufficient or excessive sensitivity, temporal
or spatial resolution, limitations of the dynamic range of an instrument, or a calculation
method necessary to identify all structural components.

Since the symmetries of the fundamental system and equations of other flow models
(numerous versions of turbulence theories, theories of waves, vortices, jets, wakes, and
others) differ significantly [42,43], the same symbols in different systems have various
physical meanings. To check the consistency of the results, it is necessary to calculate the
identically defined fields of parameters or to find, for example, the forces and torques acting
on a selected obstacle in its own coordinate frame or the flow rate in a selected section.

Until now, the general properties of Equation (2) and even its linearized version
have hardly been studied. Periodic solutions of the linearized system have been con-
structed by methods of the theory of singular perturbations [60] in the approximation of
weak dissipation [42].

6. Classification of Infinitesimal Periodic Flow Components

The fluid in natural and industrial conditions, where the density ρ(z) is specified by
the distributions of pressure, temperature, and concentration of impurities, under the action
of buoyancy effects becomes stably stratified. The total density variability in a stratified
fluid and partial contributions due to temperature and salinity variations are described by

the buoyancy length scales Λ =
∣∣∣ 1
ρ

dρ
dz

∣∣∣
−1

, ΛT =
∣∣∣ 1
ρ(T)

dρ(T)
dz

∣∣∣
−1

, and ΛS =
∣∣∣ 1
ρ(S)

dρ(S)
dz

∣∣∣
−1

,

frequency Nρ =
√

g/Λ, NT =
√

g/ΛT , and NS =
√

g/ΛS, and period Tb = 2π/N, TT ,
TS (the axis z is directed vertically upward, g is the gravity acceleration, and the effect of
compressibility is neglected). In strongly stratified fluid, which is typical for laboratory
conditions, N ∼ 1 s−1 in the environment, N ∼ 0.01 s−1 in potentially homogeneous
fluid, and N ∼ 10−5s−1 for actually homogeneous fluid, which is generally used in theory
(N ≡ 0). Furthermore, values for the buoyancy frequency, where Nρ, NT , and NS are
supposed to be constant at all depths.

Taking into account that the stratification effects allows one to construct complete
solutions of the linearized system in Equation (5) using the compatibility condition and
give a classification of the flow structural components, the set of Equation (5) for stratified
fluids contains small dissipative coefficients and can be treated by singular perturba-
tion theory methods [60]. Substitution of the solution in the form of plane waves with
a positive frequency ω > 0 and a complex wave number k = k1 + ik2 for the density
ρ′ = Aρ exp i(kx −ωt) and similar treatment for perturbations of other physical quan-
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tities into the linearized system in Equation (5) gives a dispersion equation of the tenth
degree [42]:

Dν(k,ω) · F(k,ω) = 0
F(k,ω) = −Dν(k,ω)DκT

(k,ω)DκS
(k,ω)

(
k2 + i

kz(ΛT+ΛS)
ΛTΛS

)
+

DκT
(k,ω)

(
ω kz
ΛS

Dν(k,ω)− N2
Sk2

⊥
)
+ DκS

(k,ω)
(
ω kz
ΛT

Dν(k,ω)− N2
Tk2

⊥
)

Dν(k,ω) = −iω+ ν k2DκT
(k,ω) = −iω+ κT k2, DκS

(k,ω) = −iω+ κS k2,
k2
⊥ = k2

x + k2
y.

(6)

The multiplicative structure of Equation (6) is composed of three singular operators
of the viscous boundary layer type Dν(k,ω) = −iω+ ν k2 and is similar for the temper-
ature and concentration components. The main wave operator reflecting the action of
all factors, which are buoyancy, compressibility, and dissipation, clearly demonstrate a
multiscale structure of a periodic flow, simultaneously containing both large wave and fine
components [42].

The regular roots of Equation (6), with the imaginary part being small compared
with the real one, describe infinitesimal waves of various types, which are inertial, gravita-
tional, acoustic, or hybrid ones. A rich family of roots with a singularly perturbed type
characterizes ligaments. The real and imaginary parts of these roots are in the same order.

Waves are defined as components of a flow where the parameters of local temporal
variability (frequency ω) and an instantaneous spatial structure (wavenumber k or wave-
length λ) are related by a dispersion relation ω = ω(k, kA, . . .), where A is the amplitude.

Ligaments are thin and extended components of flows described by the set of singular
solutions of the complete and linearized system in Equation (5) and the corresponding
algebraic dispersion relation in Equation (6) for fluid with density, temperature, and salinity
stratification. The number of ligaments depends on the system rank (Equation (5)). The
transverse scales of periodic ligaments δνω =

√
ν/ω, δκT

ω =
√
κT/ω, and δ

κS
ω =

√
κS/ω,

as well as for transient ligaments δν
τ
=

√
ν · τ, δκT

τ =
√
κT · τ, and δ

κS
τ =

√
κS · τ, where

τ is the duration of the flow formation, or ligaments in a stationary flow with velocity
U are δνU = ν/U, δκT

U = κT/U, and δ
κS
U = κS/U. The length scales are defined by the

kinematic coefficients, ν, κT , and κS, as well as the wave frequency ω, the time interval τ
of the flow formation duration, and the velocity U. The length of the ligaments depends on
the lifetime of the process under study. Ligaments are distinguished by a high level for the
vorticity and mechanical energy dissipation rate. All the flow components co-exit, transfer,
and disappear simultaneously, despite the difference in characteristic scales. Each of the
flow components provides the transfer of energy, matter, and vorticity.

The total numbers and type of ligaments are determined by the rank of the set in
Equation (5) and the order of its linearized version. The minimum number of ligaments
is four. Their existence is provided by the variability in density and action of the fluid
viscosity. There are six ligaments when heat conduction effects are included. The eight
ligaments exist for the case of including the equation for salinity diffusion’s presence into
the set of governing equations [27]. With time, the number of ligaments and their locations
are changed as a result of the non-linear interactions of all the flow components, both for
large waves and fine ligaments [59].

It is unsteady ligaments with transverse scales δν
τ

=
√
ν · τ, δκT

τ =
√
κT · τ, and

δ
κS
τ =

√
κS · τ, and a length ll = u · τ (u is the local velocity) which provide the connection

of atomic–molecular processes with macroscopic structural components, such as waves
(intrinsic time is the inverse period ω), vortices, and others.

As the kinetic coefficients tend toward zero, the thickness of the ligaments decreases
uniformly. The vanishing of the coefficient lowers the rank of the system in Equation (5)
and discretely reduces the number of ligaments. In the three-dimensional formulation,
there are up to six ligaments if diffusion is taken into account, and there are four if only the
viscosity is kept.
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In the case of a really homogeneous fluid in infinite space, different roots of the
dispersion equation become identical for an incompressible fluid:

k2
(
ω+ iνk2

)2
= 0 (7)

This is also the case for a compressible gas [42]:

(
k2
(

1 − iω ν̃

c2
s

)
− ω2

c2
s

)(
ω+ iν k2

)2
= 0. (8)

where ν̃ = ζ+ 4ν/3, the shear (first) and convergence (second) kinematic viscosity are ν

and ζ, respectively, and the sound velocity is cs. The multiplicity of the roots in Equations (7)
and (8) indicates the degeneration of the Navier–Stokes equations for a homogeneous and
barotropic fluid [26] in singular components. In this case, two different spaces, which
are the metric R3 that permits motion with the operator in Equation (1) and the space of
a submerged homogeneous fluid with the flow decomposition in Equation (2), become
indistinguishable. The violation of the uniqueness principle in the determination of the
same object manifests here in the degeneration of the problem.

A consequence of the high rank of the system of fundamental equations, solutions of
which include several superposed regular and singular functions with incommensurable
spatial and temporal properties, is the non-stationarity of all types of flows. The patterns
of such flows are constantly being self-transformed.

In some experiments and numerical simulations, ligaments cannot be identified due to
insufficient sensitivity or resolution of the instruments, as well as shadowing by high-level
perturbations generated by other flow components.

Vortices are complex unsteady flow components with relatively high vorticities
ω = rotu, which are composed of a set of ligaments. In a vortex, free solids are trans-
ported by the flow and simultaneously twist around their own axis, which was noted by
Descartes [7] and confirmed later in many laboratory experiments. The uniform miscible
fluid volume is split by ligaments, dividing the vortex into individual fibers. The solutions
of the Navier–Stokes system characterizing the velocity and pressure fields do not only
admit experimental verification with control of the accuracy in an actually homogeneous
incompressible fluid where “Eulerian liquid particles” become unidentifiable, and the fluid
velocity is a non-observable quantity.

Using all solutions for the system in Equation (5) and the dispersion in Equation (6)
allows for solving the linear problem of periodic internal wave generation by an oscillating
body in complete 2D and 3D formulations with physically justified initial and boundary
conditions [61].

Calculating the ligaments generated by periodic internal waves incident on an inclined
wall or a critical level, at which the wave and buoyancy frequencies coincide in a medium
with a variable density gradient, gives room to completely solve the wave problem [62]. The
differences between the calculations of evanescent waves infiltrating into the supercritical
region where their frequency exceeds the local buoyancy frequency, which was published in
1998 [62], from the results of experiments [63] published in 2012 do not exceed a few percent.

Since both waves and ligaments are described by functions of the same type in a
linear formulation, they all directly interact with each other, despite differences in their
own length scales. Thin high-gradient interfaces (ligaments) are formed in the regions of
intersections of internal wave beams [42,64], and as a result of ligament interactions, new
ligaments and internal waves are generated [59].

7. Theoretical and Laboratory Studies of Flows around an Obstacle Based on a
Reduced Fundamental System

The atmosphere and hydrosphere of the Earth with their densities set by the distribu-
tions of all thermodynamic quantities, such as the pressure, temperature, concentration of
dissolved substances, and suspended fine particles, are generally stably stratified due to
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gravity action. The transfer of matter by diffusion processes is being studied quite actively.
Less attention is paid to the study of the accompanying energy transfer, although it is a
reserve of available potential energy that gives room to produce the mechanical motion of
a stratified fluid, particularly diffusion-induced flows on topography [65,66].

The stratification effects on the dynamics, structure, and geometry of flows are no-
ticeable, despite the smallness of the relative changes in density values and are actively
studied in environmental and laboratory conditions [38–42]. Due to the limited vertical
dimensions of the working volumes in the laboratory and the sensitivity of the density
measurement methods, differential heating and regulation of the concentration of the
stratifying additive are used to simulate stratification. Differentially heated atmospheric air
and water, various gases, and aqueous solutions of metal salts are used as working media.
Due to the smallness of the ratio of kinetic coefficients (both for seawater and an aqueous
solution of common table salt, where the Lewis number is Le = κT/κS ∼ 100 [26]), the
salt stratification decays more slowly than the temperature one and is used more widely.

Due to the high heat capacity of aqueous solutions, the dissipation effects practi-
cally do not heat the fluid, and their influence remains unnoticed when studying the
flow patterns around bodies in laboratory conditions. In this regard, when performing
calculations and laboratory modeling of flows in a stratified basin, the fluid is considered
isothermal and incompressible, with the state equation defined by the distribution of the
dissolved salt concentration. The initial stable density distribution is often chosen to be
ρ0(z) = ρ00s(z) = ρ00 exp(−z/Λ), where ρ00 is the density on the reference level, with
constant values for the buoyancy scale Λ, frequency N, and period Tb.

The reduced system of fundamental Equation (6) for a one-component incompressible
stratified medium in the Boussinesq approximation, when density variations are neglected
everywhere except for the term with gravity, takes the following form:





ρ = ρ0 + ρ00 · s, div v = 0,
∂v
∂t +∇ · (v v) = − 1

ρ00
∇P +∇ · (ν∇v)− s · g ,

∂s
∂t +∇ · ( s v ) = ∇ · (κS∇s) + vz

Λ
,

(9)

where the fluid velocity is v = p/ρ, P(x, z, t) is the pressure except for the hydrostatic
one, and s is the salinity perturbation including the salt contraction coefficient.

Physically valid no-slip and no-flux boundary conditions on the surface of a solid
impermeable body with geometric dimensions of a length L, width W, and height h which
can move with a constant velocity U starting at t = 0 have the following form:

u| t ≤ 0 = 0, s|t ≤ 0 = 0, P|t ≤ 0 = 0,

ux|Σ = uz|Σ = 0,
[

∂s
∂n

]∣∣∣
Σ
= 1

Λ
∂z
∂n ,

ux|x, z→ ∞ = U, uz|x, z→ ∞ = 0 .

(10)

The governing system of Equation (9), together with the initial and boundary con-
ditions in Equation (10), is characterized by a set of temporal and spatial scales hav-
ing significantly different values. Among the large linear scales are the buoyancy scale
Λ = |d ln ρ/dz|−1, which characterizes the manifestation level of the initial stratification,
the geometric dimensions of the body h, L, and W, the attached internal wave length
λa = UTb, and the viscous wave scale. The small scales characterizing basic ligaments
accompanying stratification in a viscous fluid and the basic flow with velocity U are
δνU =

√
ν/U, δκS

N =
√
κS/N, and δνU = ν/U, δκS

U = κS/U, respectively. The system in
Equations (9) and (10) was selected as a basis for design of the stands and development of
a technique for laboratory studies of flows around an obstacle.

The laboratory experiments based on the system in Equation (9) were conducted at
the stands of the Unique Science Facility’s “Hydrophysical Complex for modeling hydro-
dynamic processes in the environment and their impact on underwater technical objects,
as well as distribution of impurities in the ocean and atmosphere (USF HPC IPMech
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RAS)” [67]. The laboratory set-up included transparent tanks with different dimensions,
additional devices for filling with a stratified fluid, towing models, generated surface and in-
ternal waves, placing and moving sensors, sonar, hydrophones and microphones, schlieren
and optic flow visualization instruments, an experiment control, and data processing.

Numerical simulation for the formulated mathematical problem is constructed on
the basis of the finite volume method using the computational utility OpenFOAM [68].
The open source of this computational package enabled the creation of original program
codes in the C++ environment for modifying and improving the existing approaches
and standard solvers for numerical simulation of stratified flows in order to be able to
perform direct numerical simulations in a wide range of flow parameters. More detailed
information on the modifications made to the standard OpenFOAM solvers can be found
in other papers by the authors indicated in the references in [68].

7.1. Slow Diffusion-Induced Flow on a Sloping Plate

Stratified fluids in the field of mass forces (in particular, gravity) are examples of
thermodynamically non-equilibrium systems. They have a reserve of available potential
gravitational energy, since the center of mass lies below the geometric center of the fluid
volume. At the impermeable boundaries, the molecular flux of a stratified substance is
interrupted. The violation of the flux leads to an accumulation of diffusing material in
some places and a deficit in others. An arising hydrostatic pressure gradient in the field
of mass forces (gravitation) accelerates the fluids and forms a flow, which exists even in
the absence of destabilizing external factors [65,66]. Due to the easy attainability of the
formation conditions, such flows are formed in a stratified fluid or gas near any inclined
boundaries. They are common in the atmosphere (“mountain and valley winds”), the
world ocean, where their formation is associated with the stratification and global rotation
effects, and in thermally inhomogeneous lakes.

First, a stationary solution of the linearized system in Equation (9) with the boundary
conditions of Equation (10) describing the flow on an inclined plane was constructed.
Similar salinity and velocity profiles of the flow were characterized by a single combi-

nation scale δ = 4
√

νκS/N2 sin2 α, where α was the inclination angle of the plane to the
horizon [65,66]. The thickness of the induced flow tended toward infinity as the angle α

tended toward zero, and the solution itself became divergent.
The profiles of the salinity perturbations along the normal to the plate surface in the

asymptotic solution for the transient flow formation problem and the small-time approxi-
mation of the exact solution of the creeping flow formation problem are characterized by
the length scale δ

κS
N =

√
κS/N, where the time t is normalized by the buoyancy period,

τ = t/Tb, (ξ, ζ) is the local coordinate frame, and the axis ζ is normal to the plane:

s′ = −2
δ
κS
N

√
τ

Λ
ierfc

(
ζ

2δκS
N

√
τ

)
(11)

Meanwhile, the induced velocity is described by both diffusion scales (i.e., for the
density δ

κS
N and the velocity δνN =

√
ν/N):

u(ζ) = N2 δs τ
3/2

ν−κs

[
i3erfc

(
ζ

2δν

√
τ

)
− i3erfc

(
ζ

2δs
√
τ

)]
sin 2α,

inerfc(z) =
∞∫
z

in−1erfc(x)dx, i0erfc(z) = 2√
π

∞∫
z

e−x2
dx, i−1erfc(z) = 2√

π
e−z2

.
(12)

The structural flow components with incommensurable values of the length scale
evidence the total unsteadiness of the phenomena under study.

The calculations of the flow pattern in the complete non-linear formulation show a
system of cells which was formed near a plate with a length l (Figure 1) within the whole
range of the inclination angle of the plate 0 ≤ α < 90◦. In this case, the flow pattern around
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the center of the plate agreed with the exact and asymptotic solutions for the sloping
infinite plane.

2 ierfc
2

 
  
 

/

2 3/2
3 3i erfc i erfc sin 2

2 2

    
            

2 21 0 12 2i erfc( ) i erfc( ) ,  i erf ( ) ,  i erfc( ) 

o0 90

  

(a) (b) 

  

(c) (d) 

2.5 cm 10.84 s 7.5 s 5 cm
10.5 s

Figure 1. Schlieren and numerical visualization of the diffusion-induced flow: (a,b) on a fixed
inclined plate, L = 2.5 cm, N = 0.84 s−1, and Tb = 7.5 s; (c,d) cylinder, D = 5 cm, and Tb = 10.5 s.

Diffusion-induced flows on topography have been actively studied for the past
70 years. However, due to the internal multiscale nature, a complete calculation of such a
flow even for the case of bodies with a simple shape, such as a cylinder, a plate of a finite
length, or a wedge, is carried out only with the use of supercomputer technologies.

The calculated patterns of the fields of physical quantities, which were consistent
with the data of a high-resolution schlieren visualization of diffusion-induced flows, are
presented in Figure 1. The fields of the horizontal component of the refractive index gradi-
ent, which were visualized by schlieren instruments, were compared with the calculated
density gradient fields (these parameters were connected by a linear relation for a solution
of sodium chloride). The experiments were conducted in a transparent tank filled with a
continuously stratified solution of common table salt [69].

The structure of the visualized perturbation fields shows that some flow components
with the parameters from Equation (12) belonged to the class of ligaments. The corre-
sponding attached internal waves (at U =

√
νN ∼ 0.1 cm/s and λ = UTb ∼ 0.5 cm)

were too small in amplitude and could not be detected by existing instruments. The
creeping diffusion-induced flows, which are formed on asymmetric bodies, provide their
self-propulsion at the horizons of neutral buoyancy [69].

When calculating the formation of a flow pattern around a body starting to move, the
diffusion-induced flow was chosen as the initial condition. The solvability of the problem of
flow around a plate in a two-dimensional formulation for both stratified and homogeneous
fluids was used for comparison of the new results with the previously obtained ones and
to note good agreement in terms of the drag estimate [68].

The complete solution of the system in Equation (6) enables calculating the fields of
all physical parameters of the flow, including the vorticity and its baroclinic generation
rate, as well as the energy and its dissipation rate. The condition for the solvability of the
minimum scales of the flow structural components should be taken into account when
choosing the mesh parameters and experimental techniques [68].

64



Axioms 2021, 10, 286

7.2. Pattern of Flow around a Moving Plate in Wave and Vortex Flow Regimes

The problem of flow around a moving body with a velocity U based on the system in
Equation (9) with the boundary conditions in Equation (10) includes a set of length scales of
a geometric and dynamic nature. The set includes the buoyancy scale Λ, body sizes L, W, H,
and length of the attached internal wave λa = 2πUTb. The group of fine scales contains the
thicknesses of the ligaments associated with the natural oscillation of the medium δνN , δκS

N
and those accompanying the internal attached waves δνU , δ

κS
U . For reliable registration

of all the flow components, the dimensions of the observation or calculation area should
noticeably exceed the macroscale of the problem L, W, H, λ, and the dimensions of the
resolution cells should be several times smaller than the microscales δνN , δκS

N and δνU , δκS
U .

The time for observing the flow should noticeably exceed the buoyancy period Tb. The
time step ∆t must satisfy the Courant criterion Co = |v|∆t/∆r ≤ 1, which is determined by
the mesh cell size ∆r, values of the microscales δνN , δκS

N ,δνU , δκS
U , and local flow velocity v.

The flow parameters depend on the medium’s properties, such as the density, strati-
fication, coefficients of viscosity and diffusion of the stratifying component, and the size,
shape, position, surface quality, direction, and velocity of movement of a body. We consider
the motion of a thin rectangular sharp-edged plate with its plane oriented at an arbitrary
angle α to the horizon (with an angle of attack) which starts a uniform motion with a
velocity U in the horizontal direction.

When studying the flow pattern formed during the motion of a plate with a length L
and velocity U oriented along the trajectory, the system of equations for incompressible
stratified fluid motion in the two-dimensional formulation and local coordinate system
associated with the body ξ, ζ is transformed into a single equation of internal waves for
the stream function Ψ (fluid velocity vx = ∂Ψ

∂z , vz =
∂Ψ
∂x ):

[
∂2

∂t2

(
∂2

∂ξ2 +
∂2

∂ζ2

)
+ N2

(
cosϕ ∂

∂ξ − sinϕ ∂
∂ζ

)2
− ν ∂

∂t

(
∂2

∂ξ2 +
∂2

∂ζ2

)2
]

Ψ = 0
(13)

where the boundary conditions for the stream function on the plate surface are

∂Ψ

∂ζ

∣∣∣∣
ζ=0

= U ϑ

(
ξ+

L

2
− Ut

)
ϑ

(
L

2
+ Ut − ξ

)
,

∂Ψ

∂ξ

∣∣∣∣
ζ=0

= 0, (14)

This includes the attenuation of all disturbances at infinity, where ϕ is the inclination
angle of the trajectory to the horizon and ϑ is the Heaviside function.

Substitution of the solution in the form of plane wave transforms (Equation (13)) into
the dispersion equation is expressed as

ω2
(

k2 + k2
z

)
− N2(k cosϕ− kz sinϕ)2 + iων

(
k2 + k2

z

)2
= 0, (15)

This takes the simplest form when the plate moves along a horizontal surface:

ω2
(

k2 + k2
z

)
− N2k2 + iων

(
k2 + k2

z

)2
= 0 (16)

The roots of Equation (16), which significantly differ in the relations between the real
and imaginary parts, are denoted by the indices (w) and (l). They characterize the internal
waves and thin ligaments:

kl,w(ω, k) = ±

√√√√−k2 +
iω

2ν

[
1 ±

√
1 +

4iνk2N2

ω3

]
. (17)

By substituting Equation (17) into the boundary conditions and solving the linear
system of equations, one can find the stream function and then calculate the velocity
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components and all other physical quantities of the problem. However, even in the
simplest case, the integrals cannot be calculated analytically, and in order to illustrate the
flow properties, they are calculated numerically, as in more complex cases, including direct
numerical solving of Equation (9) in a complete nonlinear formulation. Below, we present
the results of numerical visualization of the analytical solutions of the linearized system in
Equation (9), as well as the problem in the complete formulation.

At relatively low Reynolds numbers, a typical stratified flow pattern around a moving
horizontal plate, which is shown in Figure 2, consists of specifically arranged groups of
upstream perturbations, attached internal waves, and a thin density wake formed by
extended ligaments in the form of thin and long interfaces.
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7.6 s, 7.5 cm, 0.27, 0.39 cm/ s
Figure 2. Schlieren (upper part of the images) and calculated (lower one) stratified flow patterns
around a uniformly moving horizontal plate: (a,b) Tb = 7.6 s, L = 7.5 cm, U = 0.27, 0.39 cm/s,
where the thin wavy lines in the Schlieren images are density markers which visualize the profile of
the horizontal velocity component in the fields of upstream perturbations.

The phase surfaces of the internal waves separate the half-waves of crests and troughs
which bind toward horizons in front of the body and close up behind it. For all the cases
considered, perturbations were pronounced at the edges of a uniformly moving plate.

In the case of the long plate with respect to the attached internal wavelength λa < L,
the phase surfaces of the internal waves were broken above and beneath the plate. The
comparisons in Figure 2 show that the numerical and experimental data were in good
qualitative agreement for the calculated and visualized internal wave fields [68].

With the increase in the velocity, the general flow structure undergoes some modi-
fications, such as decreased declination of the internal wave phase surfaces toward the
direction of the body motion, a change in geometry of the fine-structural interfaces, and the
degree of manifestation of separate flow components (Figure 3a). The strongest structural
changes were revealed in the wake past the plate, where a system of short transverse
interfaces in the form of tilted ligaments (streaky structure) was observed (Figure 3b).

With a further increase in the velocity, the ligaments in the wake became more and
more pronounced and actively interacted. Short interfaces were gradually elongated and
transformed into a vortex system where typical vortex elements, such as vortex dipoles
outlined by thin interfaces, were observed (Figure 4).

In the vortex flow regime, when the vortex elements become a dominant flow compo-
nent, with the internal wavelength being comparable to the observation area size, the most
contrasting structural changes are manifested in the wake flow past the plate (Figure 5).

Both the laboratory and numerical simulations show that the wake flow structure past
the tilted plate consisted of a typical vortex street in the form of a sequence of mushroom-
like elements. In the strongly stratified medium (Figure 5a), the wake vortices gradually
collapsed downstream, being broken up into a set of fine structural elements, while in the
homogeneous fluid (Figure 5b), the vortex street expanded while evolving downstream in
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the vertical direction within the observation area. A variety of multilayer fine structural
flow elements was formed on the vortex shells and in the regions of interaction of the
vortex flow multiscale components between themselves and with the plate surface.

  

(a) (b) 

7.6 s 7.5 cm
0.40 cm/ s 2.5 cm 2.3 cm/ s

Figure 3. Internal wave field patterns around a uniformly moving horizontal plate in a stratified
fluid, with schlieren visualization by the “vertical slit–filament” method and numerical visualization
of the complete solution of the linearized problem Tb = 7.6 s: (a) L = 7.5 cm and U = 0.40 cm/s;
(b) L = 2.5 cm and U = 2.3 cm/s. The upper parts of the images correspond to the schlieren
visualization, and the lower one shows the calculation results of the density gradient field and
streamline patterns.

7.6 s 7.5 cm
0.40 cm/ s 2.5 cm 2.3 cm/ s

  

Figure 4. Schlieren images of the flow past a uniformly moving plate, with gradual transformation of the ligaments into a
sequence of vortex dipoles inside the density wake; Tb = 7.5 s, L = 2.5cm, U = 5.25 cm/s.

All the flow components evolved and actively interacted with each other and with
the free stream. In the unsteady flow regime, one can distinguish slowly evolving com-
ponents, such as upstream and attached wave fields, rapidly changing ones, including
fine-structured layers or ligaments, and their sets, which are vortices. The calculations and
observations of the flow patterns were in good qualitative agreement with each other in all
the flow regions, including the upstream perturbations, a system of internal waves, the
wake with fine structures, and the vortices.
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7.5 s, 2.5cm, 5.25 cm/ s

  
(a) (b) 

2.5cm, 4.3 cm/ s 57.6; 6.3 10 s, 5 -10.83;10 s
Figure 5. Schlieren (upper part of the images) and calculated (lower one) vortex flow patterns past a uniformly moving
tilted plate (L = 2.5cm, U = 4.3 cm/s): (a,b) Tb = 7.6; 6.3 · 105 s, N = 0.83; 10−5 s−1.

The fine structure of the flow patterns, which is a consequence of atomic–molecular
interactions in moving matter and the intense action of energy transformations in the
atomic–molecular processes at the boundary of fluid (gas) with a submerged solid body, as
well as inside of an inhomogeneous fluid (or gas), exists in all flows at any phase states
of matter. As an illustration, Figure 6 presents the schlieren visualization data of the
flow pattern around the wing in the wind tunnel (photographs were kindly provided by
Professor V.G. Sudakov, TsAGI) and the plate towed in the stratified basin (Figure 6b,d). As
can be seen in the photographs presented, the families of transversely located fine interfaces
or ligaments are visualized both in compressible gas flows with transonic velocities and
near a slowly moving body in a weakly compressible stratified fluid. The structural
similarity of the gas and fluid flow images indicates the parametric invariance of the fact of
the ligaments’ existence.

The presented results of theoretical and experimental studies of the flow pattern
around the strip show that the reduced system of fundamental Equation (9) with physically
justified boundary conditions described all the details of the observed flow pattern, which
were upstream disturbances, internal waves, wakes, vortices, and ligaments in a wide
range of flow parameters. Complete solutions of the system in Equation (9) in a unified
formulation described both the creeping diffusion-induced flows on a fixed obstacle and
the wave and vortex structures at sufficiently large Reynolds numbers to the order of
104 ÷ 105 without involving additional parameters [68].

At high velocities, the flow pattern becomes more complicated, and the flow, which
contains a large number of structural components with its own parameters, is continuously
transformed. The algorithms and criteria for constructing the complete solutions of Equa-
tions (9) and (10) allow for calculating all the physical quantities of the flows, which are
the fields of density, velocity, pressure, vorticity, its baroclinic generation rate, mechanical
energy dissipation rate, forces, and torques acting on a 2D body in a flow without involving
additional hypotheses and constants in either stratified or homogeneous (potential or
actual) environments [68]. The transition to a 3D formulation requires the development of
new algorithms and numerical codes, which take into account the dimension expansion
of the complete space of a problem and the appearance of new groups of ligaments. In
this case, solving problems in a 2D formulation can be used to control the quality of the
developed algorithms and methods for comparing the theoretical and experimental results.

68



Axioms 2021, 10, 286

 
 

(a) (b) 

  

(c) (d) 

Ma 0.77
o12.5

00/v p
1

00

Figure 6. Schlieren images of flow around bodies. (a,c) Wing in the TsAGI wind tunnel at Ma = 0.77 and plate in the
stratified basin of the LMT IPMech RAS (Tb = 7.55 s, L = 2.5 cm, angle of attack α = 12.5◦, U = 3.6 cm/s, Re = 900,
Fr = 1.73). (b,d) Enlarged sections of the figures with fine structures.

Returning to the definition of mathematics, in the conclusion of this section, one can
say that the physical variables of the problem are the density, momentum (in the Boussi-
nesq approximation, the velocity v = p/ρ00 differs from the momentum by a constant
coefficient ρ−1

00 ), pressure, and concentration of the stratifying component, which are chosen
in accordance with the conservation laws. In this work, the principles of accuracy (error)
control can be implemented by comparing the fields of the selected physical quantities
obtained by independent methods, including analytical (in this case, non-uniform asymp-
totic expansions do not allow an estimation of accuracy), numerical (obtained while taking
into account the solvability condition of the ligaments), and experimental methods, with a
high spatial resolution. Here, the objects of comparison are the components of the density
gradient fields, calculated theoretically and reconstructed from the schlieren visualization
data of flows of an aqueous solution of table salt. The density and refractive index of the
working fluid are related by an almost constant coefficient.

8. Influence of Fast Energy Transfer Processes on the Dynamics and Structure of Impact
Flows Produced in a Motionless Target Fluid of a Coalescing Free-Falling Drop

Attention has been paid in recent decades to the study of the hydrodynamics and
acoustics of a drop’s impact and is explained by the fundamental nature of the topic,
the growth of technical applications, the improvement of instruments, and programs of
data collection and processing. The compactness of the process allows for carrying out
research even in small laboratories, and the diversity and reproducibility of the ongoing
processes (in general) provide the potential to obtain new experimental data, clarifying and
expanding the existing representations on the physical nature of flows. The complexity and
outlines of elements as well as the reproducibility of the fast changeable flow pattern allow
one to trace the action of various mechanisms for energy transfer, including both small-scale
fast and slow diffusion mechanisms. Attention is paid to the study of the relationships
between hydrodynamic and acoustic processes, and the search for mechanisms for the
excitation of gravitational capillary waves or soundwaves.

In experiments, new groups of capillary waves appeared sequentially when the flow
structure changed. Short waves appeared first at the boundary of the parch of a droplet
coalescing with the target fluid [45] and even on the surface of the coalescing drop, followed

69



Axioms 2021, 10, 286

by around the growing crown, later at the edge of the descending crown and inside the
cavity, and further around the basement of the growing splash and at its top around
a detachment zone of an escaping drop. The formation of a streamer and cavity after
its submerging was accompanied by the generation of new groups of circular capillary
waves [70,71].

At the initial contact of a freely falling drop with the target fluid, a high-frequency
sound packet was formed, and with some delay, a new lower-frequency packet or group
of packets was observed [72]. The main source of sound in the droplet impact flow was
considered to be an oscillating gas volume, excited by the compression during the primary
contact of the merging liquids and by the rapid retraction of the remainder of the air bridge
during the pinch-off of a large bubble [73].

The emission processes of waves during the coalescence of a freely falling drop
visualize the action of different mechanisms for transfer of the total energy, including the
kinetic energy of motion, potential, and internal energy. To describe the internal energy,
the free enthalpy (the Gibbs potential G) was chosen, with its derivatives determining the
traditional thermodynamic quantities [29,30,71].

The thermodynamic and kinetic quantities of a drop’s impact flow included in the
equations are the density of the air ρa and water ρd (further ρa,d); kinematic ν a,d and
dynamic µ a,d viscosities of the media; conventional σa

d and normalized γ = σa
d/ρ

d
cm3/s2

coefficients of the surface tension; the acceleration of gravity g; the diameter D, surface
area Sd, volume Vd, mass M, and velocity U of the droplet’s contact with a target fluid, and
the duration of its complete coalescence τD = D/U ∼ 10−3 s. The ratios of these param-
eters set the characteristic dimensionless parameters, such as the numbers of Reynolds
Re = UD/ν; Froude Fr = U2/gD; Bond Bo = gD2/γ; Onezorge Oh = ν/

√
γD; and

Weber We = U2D/γ. The kinetic energy of a freely falling liquid droplet is equal to
Ek = MU2

2 , and the available surface potential energy (ASPE) is Eσ = σSd. The potential
energy Ep is determined by the position of the fluid in the gravity field and particularly by
the shape and area of the free surface.

The Gibbs potential is distributed non-uniformly inside a fluid with a free surface. Far
from the boundaries inside of a homogeneous fluid, the value of the potential is determined
by the entropy s, temperature T, specific volume V = 1/ρ, and pressure P [28,29]:

G f = −sT + VP (18)

The differential of the Gibbs potential dGS depends on the concentration of the impu-
rity components Si and the chemical potential µi:

dGi = −sdT + VdP + µidSi. (19)

The anisotropy of the atomic–molecular interactions near the free surface forms large
gradients of physical quantities. It was found by optical and X-ray reflectometry and
atomic force microscopy that the density, dielectric constant, and dipole moment in the
bulk of the fluid and in the structurally distinguished near-surface layer with a thickness of
the order of the molecular cluster size (δσ ∼ 10−6 cm) differed markedly [50–53]. Taking
into account the differences of the physical properties near the free surface of a fluid, the
additional term ∆G = −Sσdσ is introduced in the Gibbs potential, which has the meaning
of the ASPE:

dGσ = −sdT + VdP − Sσdσ. (20)

For drop with diameter D ∼ 0.5 cm falling with a velocity U ∼ 1 m/s, the ratio of
the ASPE Eσ to the kinetic energy of the falling drop Ek does not exceed several percent,
but the ASPE density Wσ = Eσ

Vσ
is three orders of magnitude higher than the kinetic energy

density Wk =
Ek
V . When fluids coalesce, free surfaces are eliminated, and potential energy

is quickly transformed into an active form, including pressure, thermal, chemical, and
mechanical energy perturbations.
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The ASPE transformation process plays a significant role in the formation of the fine
structure of the impurity distribution in the impact flows of a freely falling drop. The
elimination of the near-surface layers of a droplet and target fluid with a thickness of the
order of the size of a molecular cluster (δσ ∼ 10−6 cm) for the falling drop velocity U
of the order of several meters per second occurs rather rapidly (τσ = δσ/U ∼ 10−8 s),
while the entire droplet coalesces out in a time of the order of τD = D/U ∼ 10−3 s. The
released energy is stored in a thin layer on the outer contour of the confluence region and
accelerates thin jets of coalesced fluids, which form typical line structures at the bottom
of the cavity and the walls of the crown [45]. In turn, the energy of mechanical motion is
partially converted into ASPE with an increase in the area of the deformed free surface.

A photograph of the flow pattern of a coalescing drop of a ferric chloride solution and
an ink drop decaying into separate fibers is shown in Figure 7. Upon reaching the surface
of the fluid, the jets going out from the drop–target fluid confluence region form thin spikes.
Small droplets (splashes) fly out from the tops of the spikes, with the velocity being an
order higher in magnitude than the contact velocity of the droplet. Over time, as the line
of contact of the fluids advances, due to the effects of molecular diffusion of momentum
(viscous damping of flows), the thickness of the jets increases, and the velocity decreases.
At the same time, the size of the droplets, flying more and more slowly, grows as well.
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Figure 7. Decay of a freely falling droplet into individual jets at the boundary of the confluence region with the target
fluid. (a) A drop of a saturated solution of ferrous sulfate merges with water; D = 0.5 cm, U = 3.5 m/s. (b) A drop of ink
merges with water; D = 0.5 cm, U = 3.2 m/s, with the weak color background of the cavity and crown wall and dark
fast jets (ligaments) reaching the tips of the spikes. Denotation: 1 = drop, 2 = edge of a crown with teeth, 3 = a wake of an
emitted droplet’s impact on the surface of a coalescing drop, 4 = the boundary of the region of the drop and target fluid
confluence, 5 = annular capillary waves at the bottom of the cavity covering the region of confluence, 6 = bottom of the
cavity, 7 = the border of the cavity and the crown, 8 and 9 = the wall and the upper edge of the crown, respectively 10 = veil,
11 = spikes, 12 = small droplets (splashes), 13 = fast jets (ligaments) at the bottom of the cavity, 14 = 3D texture of the crown
wall, and 15 = teeth on the crown edge; the length of the tag is 1 cm.

As the flow pattern further evolves, the kinetic energy of the formed flow trans-
forms into potential energy and the ASPE of the distorted surface of the fluid, and this is
backwards when the crown and splashes sink and the ejected drops return. The reverse
transformation of the energy of motion in the ASPE of the newly formed free surface occurs
much more slowly (τ ∼ 10−3. . . 10−1 s).

After the end of the active phase of evolution, the heavier colored fluid forms a toroidal
vortex in the body of the target fluid, consisting of colored fibers separated by transparent
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sections. The vortex slowly sinks, breaking up into new rings and forming an expanding
cascade [74]. The movement of the entire structure and its constituent individual elements
gradually slows down, as well as the diffuse spreading of the fibers and the decrease in
the density difference between the fibers and the receiving fluid as well as the viscous
dissipation of the remnants of the initial momentum of the drop. In the final phase, it is the
dissipative processes which determine the geometry and dynamics of the flows.

The dynamics of the processes of total energy conversion and their influence on the
evolution and structure of a fluid flow requires further study.

9. Discussion of Results

Based on the results of a brief excursion into the history of the development of
nature research, the following principles for constructing the methodology of a scientific
investigation are formulated:

- Meaningfulness: definability of the essence of a subject under study;
- Identities: immutability of the content of a subject;
- Consistency: internal unity of operations;
- Uniqueness: binary logic;
- Sufficient reason: prehistory and a consistent environment;
- Minimum sufficiency: as simple as possible;
- Causality: the directed temporal evolution of events;
- Completeness: description of the known properties without involving additional

concepts and the openness to accept new facts.

The implementation of the listed principles is carried out within the framework of
engineering mathematics, which is defined as “Axiomatic science for the principles of
choosing the content of symbols, rules of operations and criteria for assessing accuracy”, as
well as supplementing technical mechanics, or “Empirio-axiomatic science for the criteria
of choosing physical quantities, measurement techniques and procedures for assessing
the error”.

The unity of the scientific basis allows direct comparison of the results of theoret-
ical and experimental studies with independent and mutual control of the accuracy of
calculations and measurement errors.

The general basis for consistent engineering mathematics and experimental mechanics
of fluid flows within the framework of a continuous medium model is the axiomatically
introduced system of fundamental equations representing differential analogues of the
conservation laws for matter, concentration of dissolved components, momentum, and
energy (including latent energy and the mechanisms for its conversion into active forms).
The system of equations determines the physical quantities characterizing the equilibria
and flows of fluids or gases.

The energy basis for describing the state and flows of a fluid involves all forms of
energy, which are mechanical kinetic, potential, and internal, including chemical, surface,
and electromagnetic energies. The mechanisms for reciprocal energy transfer include direct
and reverse transition processes from one form to another (for example, available potential
surface or chemical energy due to fluid stratification can be converted into mechanical
energy of fluid flows and vice versa). The energy is transferred with the flow velocity,
group velocity of waves, and dissipative processes and is rapidly transformed from one
form to another as the result of direct atomic–molecular interactions (for example, during
the conversion of ASPE into other forms).

Taking into account the distinguished role of energy in the structure formation and
the impact on the dynamics of flows, the internal energy was selected as the first physical
quantity used for describing the equilibrium state of fluids and gases in the form of
a thermodynamic potential (the Gibbs potential was nominated as the basic one). The
derivatives of the Gibbs potential and their combinations define traditional thermodynamic
quantities, such as the density, pressure, temperature, concentration of components, and
surface tension coefficient. The inescapable molecular processes of matter, momentum,
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heat, and transfer are characterized by kinetic coefficients. Additional coefficients describe
the processes of propagation of electrical current and acoustic and electromagnetic waves
with various lengths. All the coefficients really are functions of thermodynamic variables
and can be involved in complementary equations of state.

Fluid or gas flow is defined as an inseparable transfer of the independent measures
of fluid motion, such as momentum, energy, and matter, accompanied by self-consistent
changes in the thermodynamic (density, pressure, temperature, and concentration of
components), kinetic (dissipative coefficients), and additional coefficients characterizing the
propagation of acoustic or electromagnetic waves, electric current, and other phenomena.

Within the framework of the “continuous medium” model, the description of fluid
flows is carried out by continuous functions based on the solutions of the system of
axiomatically introduced fundamental equations describing the transfer of momentum,
energy, and matter with physically substantiated initial and boundary conditions.

The analysis of the fundamental system of equations was carried out while taking into
account the compatibility condition, which determined the rank of the complete nonlinear
system, the order of its linearized version, and the degree of the characteristic (dispersion)
equation. The rank of the system, which defines the minimum number of independent
functions making up the complete solution, is 6 for a one-component medium without
a thermodynamic state equation (NSE for stratified and homogeneous fluids), 8 when
energy (temperature) transfer is taken into account, and 10 for the case of introducing
the additional equation of matter transfer into the system. Due to the nonlinearity of the
equations, all components of the flows interact with each other. The superposition of
a large number of inseparable eigenfunctions with independent space–time properties,
which form the fields of registered physical quantities, is manifested in the unsteadiness
and evolution of the flow structure.

The classification of the flow structural components for a fluid with weak dissipation,
carried out on the basis of the complete solution of the linearized system of fundamental
equations, includes large-scale regular components, such as waves or vortices, jets or
wakes, as well as singular components, including families of fine ligaments. The transverse
scales of ligaments are determined by the dissipative properties of the medium and the
characteristic time of the process (i.e., by the duration of flow formation, frequency of
periodic flow, or velocity of a uniform free stream). Due to the dual nature of ligaments,
they reflect the impact of the atomic–molecular properties which are presented by the
kinetic and mechanical coefficients defined by the flow type. Ligaments connect processes
on micro- and macroscales. The nonlinear interactions of the structural components of all
solutions of the linearized system of fundamental equations generate new components,
including vortices which are unsteady localized perturbations with a high level of vorticity
formed by embedded ligaments.

The construction of programs for numerical simulations and experimental techniques,
taking into account the fluid properties based on the system of fundamental equations,
enables carrying out coordinated theoretical and experimental studies of flows and estimat-
ing the accuracy of calculations and the error of experiments without involving additional
hypotheses, equations, and parameters.

As an illustration, the 2D problem on the uniform flow of (strongly and weakly)
stratified and (potentially and actually) homogeneous fluids around an arbitrarily oriented
plate was considered within the framework of a reduced system of fundamental equations
when the heat conductivity and compressibility effects were neglected. The fields of
various physical variables were calculated for a wide range of flow parameters, including
diffusion-induced creeping flows and pronounced wave and unsteady vortex regimes,
within a unified formulation without involving additional equations or constants. The
computational and experimental results were in good agreement as a whole and in their
individual details.

In the observations of the patterns of droplet flows, a number of effects have been
identified which show the influence of the processes of rapid conversion of the available
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potential surface energy on the pattern of substance distribution. These include the dis-
integration of a drop into separated filaments in the vicinity of the confluence line, the
formation of fast, small droplets moving faster than falling droplets, the formation of
linear and mesh structures of filaments containing drop matter on the walls of the cavity
and crown, and the filament structure of vortex elements at all the stages of subsequent
flow evolution.

The development of numerical simulation codes based on the system of fundamen-
tal equations in a full 3D formulation, together with consistent experimental research
techniques which allow registering the large-scale flow components and resolving all the
fine-structural ones with the estimation of measurement errors, will help to significantly
improve the accuracy of describing the dynamics and structure of a fluid and gas flow
and develop substantiated estimates for predicting their evolution, effective flow control
methods, as well as motion control techniques for a free vehicle in both gaseous and
liquid media.

10. Conclusions

In the context of compatible axiomatic engineering mathematics and empirio-axiomatic
technical mechanics as branches of sciences having in-definition demands to control the
theoretical accuracy and experimental errors, the description of the fluid or gas status and
flows is based on the conserved mathematical and physical quantities. Motion is defined
as the transformation of metric space into itself with the conservation of distances. A fluid
flow is defined as a transfer of momentum, matter, and energy.

The state and flow of a fluid or gas are defined by the complete set of fundamental
equations, describing the transport of matter, constituents, momentum, and complete
energy, including kinetic, potential, and internal energy. The thermodynamic parameters of
fluid are defined as the derivatives of thermodynamic potentials. The transport of physical
quantities is characterized by kinetic and material coefficients. The conventional system of
fundamental equations supplementing empirical equations of state for thermodynamic
potentials (the Gibbs potential is selected as basic) and density, as well as the boundary and
initial conditions, is closed, well-posed, and resolvable. The system, which is characterized
by a high rank and high dimension of the functional space, becomes degenerated on
singular components in an approximation of a constant density.

The complete solutions of the fundamental equation system, which was analyzed
while taking into account the owed modern version of conventional rules by Archimedes–
Leibnitz (Meaningfulness, Identities, Consistency, Uniqueness, Sufficient reason, Minimum
sufficiency, Causality, and Completeness) and the compatibility conditions, describe large-
scale flow components (e.g., waves, vortices, jets, and wakes) and a rich family of ligaments
(singularly perturbed components in an approximation of weak dissipation). The fluid
flows, as a result of the superposition of many functions with different spatiotemporal
parameters, are unsteady.

The nonlinear interactions of flow components result in the permanent evolution of
the dynamical and structural parameters of a flow.

A common fundamental basis allows for providing a direct comparison of experimen-
tal and theoretical results with an estimation of the accuracy and errors. To increase the
accuracy of the system state description and the prognostic potential of solutions, new
technical instruments and codes allowing the definition of all flow parameters have to
be developed.
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Abstract: With the rapid development of the Internet, the speed with which information can be
updated and propagated has accelerated, resulting in wide variations in public opinion. Usually,
after the occurrence of some newsworthy event, discussion topics are generated in networks that
influence the formation of initial public opinion. After a period of propagation, some of these topics
are further derived into new subtopics, which intertwine with the initial public opinion to form
a multidimensional public opinion. This paper is concerned with the formation process of multi-
dimensional public opinion in the context of derived topics. Firstly, the initial public opinion variation
mechanism is introduced to reveal the formation process of derived subtopics, then Brownian motion
is used to determine the subtopic propagation parameters and their propagation is studied based on
complex network dynamics according to the principle of evolution. The formula of basic reproductive
number is introduced to determine whether derived subtopics can form derived public opinion,
thereby revealing the whole process of multi-dimensional public opinion formation. Secondly,
through simulation experiments, the influences of various factors, such as the degree of information
alienation, environmental forces, topic correlation coefficients, the amount of information contained
in subtopics, and network topology on the formation of multi-dimensional public opinion are studied.
The simulation results show that: (1) Environmental forces and the amount of information contained
in subtopics are key factors affecting the formation of multi-dimensional public opinion. Among
them, environmental forces have a greater impact on the number of subtopics, and the amount of
information contained in subtopics determines whether the subtopic can be the key factor that forms
the derived public opinion. (2) Only when the degree of information alienation reaches a certain
level, will derived subtopics emerge. At the same time, the degree of information alienation has a
greater impact on the number of derived subtopics, but it has a small impact on the dimensions of the
final public opinion. (3) The network topology does not have much impact on the number of derived
subtopics but has a greater impact on the number of individuals participating in the discussion of
subtopics. The multidimensional public opinion dimension formed by the network topology with a
high aggregation coefficient and small average path length is higher. Finally, a practical case verifies
the rationality and effectiveness of the model proposed in this paper.

Keywords: multi-dimensional public opinion; topic derivation; complex network dynamics model;
online comments; hot events
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1. Introduction

In the era of big data, massive amounts of information are generated on social plat-
forms. Each netizen can make comments on a hot topic based on the information the
individual has obtained. When the topic is sufficiently popular, an initial public opinion
will form about the event in question. At the same time, with the further disclosure of
information, related derived subtopics may be generated and more netizens may join the
discussion. Along with the evolution of initial public opinion and the influence of various
external factors, some derived subtopics will form a second stage of public opinion [1].
This new derived public opinion and the initial public opinion are intertwined to form
a multi-dimensional public opinion. In real life, with the evolution of emergency events
and the change of related information, more initial public opinion will generate derived
public opinion. Taking the topic “The COVID-19 incident at the end of 2019”, for instance,
the online opinion derived from “Wuhan epidemic” to other derived topics, such as “Con-
spiracy theory of the epidemic origin”, “Li Wenliang, the first man who discovered the
epidemic”, and “U.S. congressmen concealed the epidemic”. The discussions that form this
multi-dimensional public opinion make people nervous and scary and this has a significant
impact on social harmony and stability. Based on this, analyzing the formation mechanism
of derived public opinion, as well as the formation process of multi-dimensional public
opinion, has important theoretical and practical significance for studying public opinion.

At present, there is relatively little research into the formation process of multi-
dimensional public opinion in the context of topic derivation. The main research methods
are qualitative analysis and quantitative modeling [2]. In terms of qualitative analysis,
scholars mostly use specific cases to discuss the definition, potential harm, and common
characteristics of network-derived public opinion. In terms of quantitative modeling,
researchers try to discover the rules of public opinion derivation by establishing models to
better study its evolution so as to effectively prevent possible public opinion crises. Among
them, the SIR infectious disease model is often used to analyze network derivation effects.
However, currently, only a single-dimensional initial public opinion is analyzed, and multi-
dimensional public opinion is rarely considered. In fact, under the influences of multiple
information, initial public opinion often derives public opinion in multiple dimensions.
Based on this, after the initial topic is discussed and the initial public opinion is formed,
this paper first introduces the initial public opinion derivation mechanism to reveal the
formation process of derived subtopics, and then analyzes its evolution law based on the
SIR disease model and maps the propagation process of multiple subtopics into multiple
layers. Basic reproduction number is introduced to determine whether derived subtopics
can form derived public opinion, thereby revealing the entire process of multi-dimensional
public opinion formation.

The structure of this paper is organized as follows: Section 2 is literature review;
Section 3 builds a model for the formation of multi-dimensional public opinion in a topic-
derived context; Section 4 uses simulation experiments to analyze the influences of some
of the main factors on the formation of multi-dimensional public opinion; Section 5 uses
actual cases to verify the model proposed in this paper; Section 6 contains the conclusions
of the study and considers the prospects for future work.

2. Literature Review

This paper defines multi-dimensional public opinion as public opinion formed by
combining initial public opinion and derived public opinion. When single or multiple
derived public opinions are generated, they together go to constitute multi-dimensional
public opinion. Derived public opinion is the basis of multi-dimensional public opinion
and the main subject of current research. Therefore, the discussion in this paper mainly
focuses on the formation of derived public opinion. At present, many scholars have
conducted research on the formation of derived public opinion, which mainly includes
two aspects: one is the study of the propagation and evolutionary mechanism of derived
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public opinion; the other is the study of the reasons for the formation of derived public
opinion and countermeasures to it.

At present, the research on the propagation and evolutionary mechanism of derived
public opinion is mostly based on infectious disease model, but the focus is on specific
public opinion topics, such as the research on rumors and fake news events. The rep-
resentative literatures are as follows: Lan et al. [3] set up a mathematic model of the
derivative effect of network public opinion based on a logistic model from the viewpoint of
information alienation. Zhang and Feng [4] put forward a two-layer coupled SEIR public
opinion propagation model for derived topics that applied when news was circulated.
Korobeinikov [5] studied global properties of SIR and SEIR epidemic models with multi-
ple parallel infectious stages and verified that these systems possessed the only globally
stable equilibrium state. Arenas et al. [6] adopted a Microscopic Markov Chain Approach
(MMCA) meta population mobility model to study the cases of COVID-19. Estrada [7]
modeled the Singapore COVID-19 pandemic with an SEIR multiplex network model. Yang
et al. [8] proposed a competitive diffusion model, namely, the Linear Threshold model with
One Direction state Transition (LT1DT), in order to explore the problem of minimizing
the spread of rumor in social networks. Zanette and Damian [9] explored the dynamics
of an epidemic-like model for the spread of a rumor on a small-world network. Moreno
et al. [10] deduced the mean-field equations used to describe the dynamics of a rumor
process occurring on top of complex heterogeneous networks. Zhou et al. [11] considered
the influence of network topological structure and the unequal footings of neighbors of
an infected node in propagating the rumor and found that the number of final infected
nodes depended on the topology of the network. Tan et al. [12] organically combined the
analytic hierarchy process and wavelet neural network to develop an effective and feasi-
ble network public opinion monitoring system, and analyzed the Theater High Altitude
Area Defense (THAAD) incident as a case, verifying that the system had good evaluation
performance and estimation accuracy. You et al. [13] proposed a social network-oriented
public opinion monitoring platform based on ElasticSearch (SNES), and proved with a
large body of empirical evidence that the platform could well adapt to social networks with
high real-time data and good performance in public opinion monitoring. Chen et al. [14]
proposed a monitoring and identification method for high-risk users of enterprise public
opinion combined with user portrait technology and a random forest algorithm. The
proposed scheme helped enterprises identify high-risk users with inadequate experience
who may trigger negative public opinion. Wang et al. [15] proposed an improved energy
model to characterize the propagation of rumors on social networks quantitatively and
used experiments to evaluate the influences of model parameters, network structures, and
effective linkage rates. Askarizadeh et al. [16] presented an evolutionary game model
to analyze the rumor process in social networks and the analysis results showed that
propagation of convincing anti-rumor messages and the location of rumor control centers
had an important effect on debunking rumors. Although the aforementioned literature
presents a propagation model of derived public opinion, it mostly uses topic derivation
rate parameters to quantify the topic derivation process, and only explores the influence
of the change of topic derivation rates on initial public opinion along a single dimension
and does not consider multi-dimensional public opinion situations with the combination
of derived public opinion and initial public opinion.

Some scholars have conducted research on the reasons for opinion formation and
the response strategies of derived public opinion, and the representative literatures are as
follows: From the viewpoint of spreading factors, Zhang [17] studied causes of network
public opinion derivation triggered by public emergencies and concluded that the govern-
ment, the media, and the public were important factors in the formation of derived public
opinion, their different behavioral logics based on their respective interests in spreading
information being the fundamental reason for the generation of derived public opinion.
Duncan and Peter [18] found that large cascades of influence were driven not by influential
individuals but by a critical mass of easily influenced individuals. Li [19] considered
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that the fundamental reason for the formation of derived network public opinion lies in
information alienation. Snyder et al. [20] held that many large-scale phenomena, such as
rapid changes in public opinion and the outbreak of disease epidemics, could be fruitfully
modeled as cascades of activation on networks. In addition, according to the general law of
network derived public opinion, Wang and Dai [21] summed up three basic derived chain
structure types and corresponding probability algorithms, and finally listed the operational
steps of a network derived public opinion chain. Moreover, by introducing social prefer-
ence theory, Chen et al. [22] revealed the micro-interaction mechanism of public opinion
polarization and their simulation results showed that different social preferences held by
individuals had different influences on public opinion polarization effects. Although the
above-mentioned literature reveals the formation and propagation mechanisms of derived
public opinion to a certain extent, its research methods are mostly inductive, and are mostly
based on single-dimensional network public opinion development. Few scholars adopt the
perspective of multi-dimensional public opinion.

In addition, a number of scholars have conducted preliminary discussions of the
multi-dimensional public opinion evolution model. By combining social judgment theory
with the multi-agent model, Li and Xiao [23] proposed a multidimensional opinion evolu-
tion model for studying the dynamics of opinion polarization and the simulation results
demonstrated that the polarization process was affected by assimilation effect parameters
and contrast effect parameters. Parsegov et al. [24] proposed a significant extension of
the classical Friedkin–Johnsen model so as to describe the evolution of agents’ opinions
on several topics. In addition, based on the real processes by which multiple topics con-
cerning the same event were generated and disseminated, Sun and Chai [25] divided the
portraits of online learners into three dimensions and constructed a labeling system for
the portraits of learners based on the data fields of an online learning platform. Wang
et al. [26] designed a topic detection algorithm that worked on these multidimensional
public opinion networks and their simulation results demonstrated that this model could
be used to effectively characterize the communication characteristics of multiple topics on
“We the Media” networks. Although the above literature considers the multi-dimensional
characteristics of online public opinion and reveals its evolution mechanism to a certain
extent, most scholars directly discuss its nature and characteristics from the perspective of
multi-dimensional public opinion. Few scholars focus on its formation mechanisms. In the
propagation of subtopics, few scholars consider the interweaving and the mutual influence
of multi-dimensional derived public opinion and initial public opinion. This has resulted
in an incomplete understanding of the phenomena, and further research is needed.

In summary, current scholars mostly use single-dimensional online public opinion
models to conduct research. Few scholars combine derived public opinion with initial
public opinion and do not discuss the formation process of multi-dimensional public
opinion from the perspective of derived topics. In reality, after the outbreak of an initial
public opinion on a topic, multiple subtopics are often derived from the network. Some
of these subtopics form derived public opinion in the propagation process and they are
intertwined with the initial public opinion to form a more influential multi-dimensional
public opinion. Based on this, from the perspective of derived topics, the formation
mechanism of multi-dimensional public opinion can be studied more clearly. This paper
discusses the formation process of multi-dimensional public opinion in the context of
derived topics, in order to provide a reasonable guide.

3. Model Construction

The entire process of modeling multi-dimensional public opinion formation is based
on complex network dynamics. First, the complex network simulation is used to generate
the intricate relationship among netizens in the real world. In addition, the agent is used to
represent the individual nodes in the network and the network scale is set to N, meaning
it is assumed that there are N nodes in the network, which are divided into three states:
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susceptible, infective, and recovered. At the same time, the SIR model is introduced to
analyze the evolution of the three types.

Generally, for the initial topic formed by the emergent news worthy event, the percep-
tion of netizens and the propagation of events will prompt formation of an initial public
opinion on the Internet. However, as time goes by, netizens’ subjective understanding
of the initial public opinion information will gradually become biased. With the gradual
accumulation of deviations, the initial public opinion yield derivations, resulting in multi-
ple subtopics. Some derived subtopics may form derived public opinions due to intense
discussion and enthusiasm and a large amount of information. The intertwining of these
with the earlier state of public opinion forms a multi-dimensional public opinion. Based on
this, the specific research ideas of this paper are shown in Figure 1.

Figure 1. Research framework.

According to the Figure 1, this paper divides the formation process of multi-dimensional
public opinion into four stages, as follows:

Stage 1: The formation and propagation stage of initial public opinion. For the initial
topic formed by the emergent hot events, a large number of netizens participate in the
discussion and spread the topic, prompting the initial topic to form an initial public opinion.
The individual netizens participating in the initial public opinion discussion are divided
into susceptible, infected and recovered status, and the SIR model is introduced to analyze
their propagation process.

Stage 2: The generation stage of derived subtopics. As the initial public opinion
spreads and the external environment is stimulated, the probability of the initial public
opinion variation gradually increases. The variation degree P is introduced to describe the
variation degree of the initial public opinion. If the variation degree at time Ti is at a high
interval, it will generate a derived subtopic.

Stage 3: The information propagation stage of derived subtopics. After the derived
subtopic is generated, netizens accept and pay attention to this source of information.
When the individual’s attention to the derived subtopic is greater than the threshold g0
at time Ti, the individual will participate in the discussion of the sub-topic. Infection rate
and immunity rate change based on Brownian motion. The subtopic information evolves
according to the SIR model of the new propagation parameters.

Stage 4: The multi-dimensional public opinion formation stage. Although the initial
public opinion may derive multiple subtopics, not all subtopics can form public opinion.
Only when the propagation reproduction number R0 of a derived subtopic reaches a certain
threshold is it considered that the subtopic forms a derived public opinion, and the newly
emerging derived public opinion is intertwined with the initial public opinion to form a
multi-dimensional public opinion.

The parameters and variables involved in the formation of multi-dimensional public
opinion are shown in Tables 1 and 2.
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Table 1. Relevant parameters.

Parameters Description

α Infection rate

β Immunity rate

ρ Information alienation rate

δ Environmental forces

θi The topic correlation between the ith derived subtopic and the initial public opinion

σi The amount of information contained in the ith derived subtopic

PU The parameter of highly variable degree threshold

g0 The attention threshold

Table 2. Relevant variables.

Variable Description

S(t) The numberof susceptible individuals in the network at time t

I(t) The number of infective individuals in the network at time t

R(t) The number of recovered individuals in the network at time t

P The degree of variation of initial public opinion

gi Individual i’s attention to subtopics

R0 Basic reproduction number

3.1. Initial Public Opinion Propagation Model

After the initial public opinion is formed, individuals in the social network begin to
receive information and spread public opinion. The propagation process of initial public
opinion is analyzed through the SIR model. First of all, individuals in the network are
divided into three states in proportion, namely, susceptible state (S), infective state (I), and
recovered state (R). S is the class of netizens who have not received relevant public opinion
information, I that of netizens who have received public opinion information and who
actively spread it, R that of netizens who are not interested in public opinion information.
The transformation relationship of the three is shown in Figure 2.

Figure 2. State transformation.

According to the Figure 2, when the public opinion information of a hot event is
formed, susceptible individuals (S) will receive relevant information under the influence
of surrounding infected individuals and thus become infective individuals (I). Assuming
that there are r susceptible individuals among the neighbors of the infective person at this
time, the susceptible person will become infective with probability α after contact with the
infective person, while infective individuals will gradually lose interest as time goes by
and recover with probability β [27].

Suppose that S(t), I(t), and R(t), respectively, represent the number of individuals in a
susceptible state, an infective state, and a recovered state in the network at time t, and meet
the following Formula (1):

S(t) + I(t) + R(t) = N (1)
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System dynamics equations are introduced to simulate the evolution of individuals
in these three states in the network. Since dynamical equations are used only as a tool
for public opinion evolution in this paper, the simple SIR model of rumor propagation in
uniform network established by Lu [28] is used as the evolutionary model for initial public
opinion. The dynamic equations are shown in the following Formula (2):





dS(t)
dt = −k ∗ α ∗ I(t) ∗ S(t)

N ;
dI(t)

dt = k ∗ α ∗ I(t) ∗ S(t)
N − β ∗ I(t)

dR(t)
dt = β ∗ I(t).

; (2)

where k = 1
N ∗ ∑

N
i k(i) means the average degree of all nodes in the network. After the

initial public opinion of the sudden hot event is formed, the infected node contacts with k
neighbor nodes. Among them, the neighboring node in a susceptible state becomes infective
with probability α, and at the same time the infective node recovers with probability β.

3.2. The Formation Process of Derived Subtopics

Compared with traditional media, the spread of public opinion on the Internet is
more sudden and unpredictable. After the initial public opinion of a newsworthy event
is formed, related information will be viewed, commented on, and reposted by a large
number of netizens in a relatively short period of time, its scope gradually expanding
over time. With the continuous release of initial public opinion information, the netizens’
subjective understanding of initial public opinion will gradually generate deviations.
With the gradual accumulation of these deviations, the information will be distorted in the
process of propagation and then magnified by the influence of social network environments.
In this process, the initial public opinion will change [29]. Generally speaking, the variation
of public opinion events is multi-directional, and people’s views on the same event tend
to become diversified. Therefore, after public opinion becomes variable, multiple derived
subtopics will usually be generated and the subtopics may be further derived to form
a public opinion which is consistent with the initial public opinion and constitutes a
multi-dimensional public opinion situation.

3.2.1. The Degree of Variation P

Generally, the process of public opinion variation is relatively slow, and the state of
variation gradually deepens after a long period of accumulation. The degree of public
opinion variation P is introduced to reflect the state of initial public opinion variation.
With the evolution of public opinion, P slowly increases, and when P reaches a certain
threshold, the initial public opinion will be in a highly variable state, resulting in derived
subtopics. As public opinion further develops and fades, P also decreases to a smaller value.
Generally speaking, the variation degree of public opinion is affected by many factors.
The most important, however, is the degree of information alienation in the propagation
of public opinion, along with the environmental forces of public opinion. The degree of
information alienation ρ refers to the contradiction between information produced and
consumed and is due to the influence of various factors during the formation, propagation,
and use of information, such that a subject loses the ability to handle incoming information,
losing sight of the initial accounts, and becomes enslaved to and dominated by this new
information [30]. For example, after the “Death of He Hongshen in Macao” event, due
to changes in netizens’ gossip psychology and attention perspective, the information
reflecting the event itself lost its original significance and attention was displaced on to
his family property, resulting in a series of subtopics such as “He’s Original Wife” and
“He’s Property”. Environmental force refers to the influence of the general environment,
such as the propagation of events or network communication channels on public opinion,
which is often affected by two aspects: firstly, there are the characteristics of the event itself,
such as the degree of social disputes in different events; secondly, there is the impact of
the network environment on events. δ is used to describe the strength of environmental
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forces. At present, with the prevalence of new media communication methods, information
communication channels have become more diverse, and the network environment has
played a guiding role in the opinions, attitudes and communication behaviors of netizens.
The scope of the incident may gradually expand, and it is more likely to form public opinion.
The incident has been distorted, leading to deviations from the original development trend,
and given rise to derivations.

Combining the above two factors, according to the existing literature [31], the evo-
lution process of public opinion variation is divided into a budding period, an outbreak
period, a diffusion period, and a dissipative period. The variation process of public opinion
is analyzed and the initial public opinion variation degree is described with the following
Formula (3):

P = ρ ∗ e−( T−9
δ )

2
(3)

where T represents the evolution time of public opinion, ρ is the degree of information
alienation, δ is the environmental forces, and the degree of variation P first increases and
then decreases with the development of public opinion. Generally, a deeper degree of
information alienation means a higher degree of variation, a greater environmental force,
and a higher degree of variation.

3.2.2. The Formation of Subtopics

The initial public opinion variation degree is divided into two intervals, with PU as
the threshold. When 0 < P < PU, the degree of variation is lower; when PU < P < 1, the
degree of variation is higher. The specific process is shown in Figure 3.

Figure 3. Variation range.

According to Figure 3, when PU < P < 1 at time Ti and the degree of variation PU

exceeds the variation threshold, a derived subtopic is generated. Here, the variation
threshold PU is 0.8.

3.3. The Propagation Process of Derived Subtopics

After the derived subtopics are generated, the popularity of the initial public opin-
ion has not completely disappeared. Therefore, the information covered by the derived
subtopics and the initial public opinion information are disseminated throughout the
network at the same time. In turn, the multi-layer SIR model is used to simulate the
propagation process. It is assumed that when an individual’s attention to a subtopic is
greater than a certain threshold, individuals participate in the discussion of the subtopic at
that level. At the same time, the information propagation parameters of the new subtopics
and the number of individuals participating in the discussion have changed, so this section
defines these two parameters.

3.3.1. The Propagation Parameter of Derived Subtopics

When derived subtopics are generated, it means that a new topic begins to spread, and
whether it can form derived public opinion is closely related to its propagation parameters
and the number of individuals participating in the discussion. Consequently, Brownian
motion is introduced to allow for random disturbance to the original public opinion
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parameters, which determines the information propagation parameters of the derived
subtopics.

Definition 1 [32]. (Ω, F, P) is a probability space. If an adaptation process Bt satisfies the following
conditions in this probability space, Bt is called Brownian motion or the Wiener process. For almost
all (ω∈Ω), the sample Bt is continuous, and B0 = 0.

(1) For all real numbers s, t satisfies 0 ≤ s ≤ t, Bt−Bs and Fs are independent;
(2) When 0 ≤ s ≤ t, Bt − Bs obeys the normal distribution N(0, t − s), the normal distribution

satisfies the mean value of 0 and the variance is t − s.

Since the subtopic is closely related to the initial public opinion, its propagation
parameters are related to the initial public opinion propagation parameters. Here, the
infection rate and recovery rate parameters of the ith derived subtopic are defined by the
following Formulas (4) and (5):

αi = α0 + σi

.
Bi(t), i = 2, 3, . . . (4)

βi = β0 + σi

.
Bi(t), i = 2, 3, . . . (5)

where Bi(t) is the independent Brownian motion, α0 and β0 is the infection rate and
immunity rate of the initial public opinion, respectively, and σi > 0 (0 < σi < 1) is a constant,
which represents the amount of information of the current subtopic, that is, the intensity of
the disturbance. The greater the intensity, the greater the change in infection rate.

3.3.2. The Propagation Model of Derived Subtopics

After the derived subtopics are generated, different people will show different degrees
of attention when facing the same hot topic. This difference in attention is a manifestation of
the heterogeneous characteristics of individual [33] and it will affect whether the individual
participates in the discussion of subtopics. Individuals’ attention to derived subtopics is
often affected by two factors. The first of these is the degree of relevance between the
subtopic and the topic that formed the initial public opinion. Generally speaking, the
higher the degree of relevance between the subtopic and its correlation, the more attention
the individual pays to the subtopic. The second factor is the external influence from
the individual’s surrounding environment. If more people discuss the subtopic in the
individual’s surrounding environment, it is easier for the individual to pay attention to the
subtopic.

The topic correlation and the number of infected neighbors kinf are used to describe
the degree of individual attention to derived subtopics. Setting kinf as the number of
neighboring nodes infected around a node with degree k, then the attention degree function
of a node with degree kin the network [34] is expressed by the following Formula (6):

gi = 1 − (1 − θ)kin f (6)

where the topic correlation θ ∈ (0, 1). Generally speaking, when the correlation between
the subtopic and the initial topic is 0, it means that the subtopic is completely irrelevant to
the initial topic. At this time, the subtopic cannot be regarded as a derived subtopic of the
initial topic, so the individual attention is set to 0 at this time. When the relevance is 1, it
means that the subtopic is completely related to the initial topic. At this time, the relevant
content of the subtopic is equivalent to the initial topic, so the individual attention is set
to 1. In addition, a greater degree of correlation between the subtopic and the initial topic
means more individual attention given to the subtopic. The higher number of infections
in the neighboring nodes around the individual means that the individual receives more
information and consequently pays more attention to subtopics.

Since the number of infected neighbors around each individual is different and their
number will change over time, the attention of the individual is also dynamically changing,
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that is, when a derived subtopic is generated at time Ti, the individuals with high attention
to that subtopic will continue to participate in the propagation of the subtopic, while
individuals with lower attention will lose interest in the subtopic and will no longer
participate in the discussion of the subtopic, resulting in reduced topic spread. It is defined
that when gi > g0 at the time Ti, individuals in the network will participate in the discussion
of the subtopic and carry out the propagation of the subtopic. These individuals propagate
according to the SIR model with the new propagation parameters and are intertwined with
the initial public opinion to form a multi-layer SIR propagation network. The schematic
diagram of their propagation transformation is shown in Figure 4.

Figure 4. Propagation transformation of derived subtopics.

It can be seen from Figure 4 that the spread of initial public opinion corresponds to the
first-level SIR communication network. After the first derived subtopic is generated, indi-
viduals in the network choose whether to participate in the discussion of the first derived
subtopic according to their degree of attention. A second-layer SIR propagation network
emerges, and the process goes on until n subtopics are derived, when an (n + 1)-layer SIR
propagation network is formed, corresponding to the propagation process of (n + 1) topics.

3.4. The Formation of Multi-Dimensional Derived Public Opinion

Though derived subtopics have been generated and spread, not all subtopics will
form derived public opinion. Therefore, this paper introduces the basic reproduction
number from infectious disease modeling as the criterion for judging whether a given
subtopic forms public opinion. The basic reproduction number refers to the number of
people who can be infected by an infective person on average in an environment where all
people are susceptible without intervention [35], and its expression is given in the following
Formula (7) [36]:

R0 =
(

1 +
r

α

)(
1 +

r

β

)
(7)

Formula (7) is calculated by the new infection number data and transmission param-
eters at each time point, these being based on the above transmission dynamics model,
where r refers to the growth rate of the number of new infections at time Ti, and α and β
refer to the infection rate and immunity rate, respectively. In the infectious disease model,
an important critical point of R0 is R0 = 1. The larger the value of R0 is, the more difficult it
is to control the epidemic. When R0 < 1, the infectious disease will gradually disappear.
When R0 = 1, the infectious disease will become endemic. When R0 > 1, infectious diseases
will spread exponentially. According to the propagation of derived subtopics, the basic
reproduction number R0 of each derived subtopic is dynamically changing. It is defined
here that when the basic reproduction number R0 of the subtopic is larger than 1 and lasts
for a period of time, the subtopic forms a network public opinion, i.e., a dimension is added
to the initial public opinion.
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According to the above analysis, the specific simulation process of multi-dimensional
public opinion generation is shown in Figure 5.

Figure 5. Multi-dimensional public opinion generation.

It can be seen from Figure 5 that when a derived subtopic is generated, the attention
of an individual in the network to the subtopic is calculated at that moment. If it is
greater than the attention threshold, the individual participates in the discussion of the
subtopic. At the same time, the propagation parameters of the subtopic change, and the
basic regeneration number also changes accordingly. When the basic reproduction number
R0 > 1, it is considered that the subtopic forms a derived public opinion. When multiple
derived subtopics form a derived public opinion, this and the initial public opinion form a
multi-dimensional public opinion.

4. Simulation Experiments

In this section, combined with the multi-dimensional public opinion formation model
built above, we discuss the influence of the degree of information alienation, environ-
mental force, topic correlation, and the amount of information contained in subtopics on
the formation process of multi-dimensional public opinion. The degree of information
alienation and environmental force are the initial influencing factors on derived subtopics,
and the generation of derived subtopics is the basis for the formation of multi-dimensional
public opinion. Therefore, when discussing these two factors, they are divided into two
parts. The first is the influence on the number of derived subtopics and the propagation
process. The second is the impact on the dimensions of multi-dimensional public opinion.
In order to find the key factors that affect the dimensions of multi-dimensional public
opinion, the above four factors are combined and compared, and finally the influence
of different network topologies on the formation of multi-dimensional public opinion is
further simulated.

4.1. The Impact of Information Alienation on the Formation of Multi-Dimensional Public Opinion

Based on the multi-dimensional public opinion formation model established in the
previous section, initial parameters are set first. Assuming that in the initial state, only
the initial public opinion is spread in the network, and the initial degree of variation is
not 0, at this time the derived subtopic has not yet been generated. Set the initial public
opinion propagation parameters as: α = 0.17, β = 0.5. The complex network chooses
the BA (proposed by Barabasi and Albert) scale-free network [37]; the node size is set
to N = 1000. The relevant threshold is set to: PU = 0.8, g0 = 0.6. In order to facilitate
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the observation of the formation of multi-dimensional public opinion, the subtopics are
set to be derived from the variation of the initial public opinion information. At this
time, each derived subtopic presents a positive correlation with the initial public opinion.
Taking the comprehensive visualization into consideration, other parameters are set as:
δ = 9, θ~N(0.9, 0.3), σ~N(0.9, 0.3), and the evolution time is set to T = 40.

4.1.1. The Impact of Information Alienation on the Amount of Derived Subtopics and
Propagation Process

When the information of the initial public opinion is varied, the degree of variation
is higher and the degree of variation of the initial public opinion is greater. When the
degree of variation reaches the threshold, derived subtopics are generated, and the longer
the duration of the high variation state is, the more times the degree of variation reaches
the threshold and the number of subtopics also increases. Based on this, this section
will simulate and analyze the changes of variation under different information alienation
settings. The results are shown in Figures 6 and 7.

Figure 6. The changes of degree of variation under different information alienation settings.

It can be seen from Figure 6 that no matter how the degree of information alienation
changes, the degree of initial public opinion variation always follows a similar trend, that
is, as time goes by, the degree of variation will always reach a peak at the same time, and
the overall trend will increase first and then decrease. In addition, when time = 0, the
initial public opinion variation degree is between 0.2 and 0.4, indicating that the degree of
information alienation has little effect on the degree of variation at the initial moment. As
the degree of information alienation increases, the peak value of the degree of variation
gradually increases. The degree of variation at the initial moment is almost unchanged.
This shows that as the degree of information alienation increases, the degree of initial
public opinion variation will reach the threshold of variation in a shorter time, resulting
in the generation of new derived subtopics. Secondly, after the same evolution time, the
stronger the degree of information alienation, the lower the initial public opinion is and
the higher is the degree of variation. It can be seen from Figure 7 that when the degree of
information alienation is lower than 0.75, the number of derived subtopics generated is 0,
which means that only when the degree of information alienation reaches a certain value,
there will be derived subtopics, and the number of derived subtopics increases with the
deepening of the degree of information alienation.
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Figure 7. The number of derived subtopics under different information alienation settings.

In summary, the information alienation degree must reach a certain value before
derived subtopics are generated. Therefore, the information alienation degree ρ is set to 0.75,
0.85, and 0.95 respectively, and the derived subtopics generated are numbered according to
the formation time, and the first is set as 1. The influence of different information alienation
settings on the propagation process of the subtopics is analyzed by analogy.

It can be seen from Figure 8 that with the increase in the degree of information
alienation, the number of individuals discussing the derived subtopic 1 has not changed
significantly, but the number of individuals discussing the derived subtopics 2, 3, and 4
has greatly increased. At ρ = 0.95, the number of individuals discussing derived subtopics
2 and 3 is greater than that of derived subtopic 1. The reason may be that the deviation
caused by information alienation requires time to accumulate. Since the derived subtopic 1
is generated earlier and has a higher degree of overlap with the initial public opinion
information, even if the degree of information alienation increases, the influence on the
derived subtopic 1 will be small. At the same time, it shows that when the degree of
information alienation is not high, most individuals tend to pay attention to the earliest
derived subtopics and participate in the spread of subtopics. When the degree of informa-
tion alienation is high, the number of derived subtopics generated is also large enough.
The derived subtopic with the highest individual participation may not be the one that
broke out first. In addition, it can be seen from Figure 8 that as the degree of information
alienation increases, the number of derived subtopics further increases.

Figure 8. The number of agents participating in subtopic communication under different information alienation. (a) ρ = 0.75.
(b) ρ = 0.85. (c) ρ = 0.95.
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It can be seen from Figure 9 that the blue, red, and green lines represent the number
of agents who are susceptible, infective, and recovered, respectively. Comparing the curve
of the number of susceptible persons and the number of infective persons with respect to
the initial public opinion and the subtopics in Figure 9, it can be seen that although the
initial number of susceptible agents discussing subtopics is less than the number of those
discussing the initial topics, the number of infective agents discussing some subtopics is
the same as that discussing the initial topics. This indicates that the popularity is the same
as the initial public opinion. With the deepening of information alienation, the number of
such subtopics further increases.

Figure 9. Evolution of initial public opinion and subtopics under different information alienation settings. (a) ρ = 0.75.
(b) ρ = 0.85. (c) ρ = 0.95.

4.1.2. The Impact of Information Alienation on the Degree of Multi-Dimensional Public
Opinion

The different degree of information alienation affects the time for the generation
of subtopics, the number of subtopics and the number of individuals participating in
the discussion of the subtopics, which will affect the formation of subsequent multi-
dimensional public opinions. Based on this, this section simulates the formation process of
multi-dimensional public opinion under different degrees of information alienation and
the results are shown in Figures 10 and 11.

Figure 10. Changes of subtopics’ R0 values under different information alienation settings. (a) ρ = 0.75. (b) ρ = 0.85.
(c) ρ = 0.95.
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Figure 11. Changes of the number of topics under different information alienation settings. (a) ρ = 0.75. (b) ρ = 0.85.
(c) ρ = 0.95.

It can be seen from Figure 10 that the changes in the basic reproduction numbers of
each derived subtopic under different information alienation settings shows two trends:
one is a short-term decline in the initial stage, then a rise to a peak, and finally a decline
and stabilization at 0; the other is a gradual or slow decrease and final stabilization at
zero. This shows that after the emergence of subtopics, there has not yet been a large-
scale discussion in the initial stage, so the basic reproduction number declines. With the
increase of netizens’ participation in discussions, some subtopics may become hot topics
due to the large amount of information or the influence of factors such as the network
environment. Therefore, the basic reproduction number rapidly increases. At the same
time, some subtopics may disappear as the initial basic reproduction number declines. In
addition, with the increase of the degree of information alienation, the explosive growth of
the basic reproduction number of the first derived subtopic becomes weaker and weaker.
This shows that when the degree of information alienation is high, the earliest derived
subtopics may not necessarily become explosive hot topics, but the derived subtopics
generated in the middle and later stages are more likely to become hot topics.

In addition, it can be seen from Figure 11 that the number of topics are all 1 in the
initial state. From time = 5, derived subtopics are successively generated, and the number
of topics also rapidly increases. With further propagation, some subtopics disappeared,
and the number of topics also gradually decreases. In the end, some derived subtopics
form derived public opinion, and the dimensions of multi-dimensional public opinion
also stabilize at a certain value. Comparing Figure 10a–c, it can be seen that as the degree
of information alienation increases, the number of topics starts to rise earlier, and as the
number of subtopics increases, the peak of the number of topics rises from six to ten. The
increase is large, but the final dimensions of the stable state has changed slightly, rising
from two to four, which shows that the degree of information alienation has an impact on
the number of derived subtopics, but it has a greater impact on the final public opinion
dimension. The degree of influence is relatively small.

4.2. The Impact of Environmental Forces on the Formation of Multi-Dimensional Public Opinion

Environmental force δ refers to the influence of the spread of events or network
communication channels on public opinion. Different social hot events receive different
environmental forces, and the degree of information variation will be different. The number
of derived subtopics generated, along with the formation process of multi-dimensional
public opinion, will change accordingly, so the formation process of multi-dimensional
public opinion under different environmental forces is analyzed. In order to describe the
impact of different environmental forces on social hot events, set δ = 3, δ = 5, δ = 7, δ = 9,
and the other parameters as: α = 0.17, β = 0.5, R = 0.9, PU = 0.7, g0 = 0.6, ρ = 0.85, T = 40.
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4.2.1. The Impact of Environmental Forces on the Number of Derived Subtopics and the
Propagation Process

Generally speaking, the greater the environmental impact of the initial public opinion,
the higher the degree of variability, and the number of derived subtopics will increase
accordingly. Based on this, the generation process of derived subtopics under different
environmental forces is analyzed and the specific results are shown in Figures 12–15.

Figure 12. Changes of degree of variation under different information alienation settings.

Figure 13. The number of derived subtopics under different information alienation settings.

Figure 14. The number of agents participating in subtopic communication under different environ-
mental forces. (a) δ = 3. (b) δ = 5. (c) δ = 7. (d) δ = 9.
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Figure 15. Evolution of initial public opinion and subtopics under different environmental forces.
(a) δ = 3. (b) δ = 5. (c) δ = 7. (d) δ = 9.

It can be seen from Figure 12 that when the environmental force changes, the variation
at the initial moment gradually increases but the peak value of the variation is basically
the same; and when the environmental force is very small, the variation can still reach
the threshold at a certain moment. Environmental forces have great impact on the initial
degree of variation of social hot events, but little impact on the degree of variation in the
evolution of initial public opinion. It can be seen from Figure 13 that as the environmental
force increases, the number of derived subtopics increases. Even if the environmental
force is only 1, there are still derived subtopics. However, when the value reaches a
certain level, the number of derived subtopics reaches a stable level. In addition, it can
be seen from Figure 14 that with the increase of environmental forces, the number of
individuals discussing derived subtopics does not change significantly, and, the earlier
derived subtopics are generated, the more individuals participate in the discussion. With
the increase of environmental forces, the number of individuals participating in each
derived subtopic increases. In addition, it can be seen from Figure 15 that when the
environmental force expands from 1 to 3, the number of susceptible agents participating in
the communication of the subtopic increases significantly.

However, when the environmental force continues to increase, the numbers of sus-
ceptible and infective people do not change significantly. This indicates that when the
environmental force reaches a certain value, its influence on the spread of subtopics is
small.

4.2.2. The Impact of Environmental Forces on the Dimensions of Multi-Dimensional
Public Opinion

Different environmental forces change the time point, the number of subtopics, and
the number of agents participating in the discussion of the subtopics, which further affect
the subsequent formation of derived public opinion. Based on this, the basic reproduc-
tion number R0 and the multidimensional public opinion dimensions of the subtopics
under different environmental forces are simulated here and the results are shown in
Figures 16 and 17.

95



Axioms 2021, 10, 270

Figure 16. The change of R0 under different environmental forces. (a) δ = 3. (b) δ = 5. (c) δ = 7.
(d) δ = 9.

Figure 17. The change of the number of subtopics under different environmental forces. (a) δ = 3.
(b) δ = 5. (c) δ = 7. (d) δ = 9.

It can be seen from Figure 16a–d that with the increase of environmental forces, the
evolution trend of the basic regeneration number curve corresponding to derived subtopic 1
hardly changes, while the basic regeneration number of the second subtopic changes from
the continuous decrease to growth, and the peak of R0 reaches 6. However, due to the
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increasing environmental force, the peak of the second derived topic is 3. This shows
that the environmental force has a relatively small impact on the first derived subtopic,
and it has a greater impact on the second and third derived subtopics, and the basic
regeneration number of the second subtopic increases with the increase in environmental
force. However, when the environmental force increases to a certain level, the increase in
the basic regeneration rate begins to slow down. From Figure 17, it can be seen that when
the environmental force is 3, although three derived subtopics are generated, the final
public opinion dimension is still 1, and no multi-dimensional public opinion is formed.
At the same time, the increase of environmental forces has a positive correlation with the
increase of the final public opinion dimension.

4.2.3. Analysis of the Combination of Factors Influencing the Number of Derived Subtopics

Through the above simulation analysis, it can be seen that the main factors affecting
the number of derived subtopics are the degree of information alienation and the envi-
ronmental forces. The derived subtopic as a transitional link in the formation of public
opinion has a greater impact on its dimension, so these factors are combined for analysis.
The result is shown in Figure 18.

Figure 18. Analysis of the combination of factors influencing the number of derived subtopics.

It can be seen from Figure 18 that only when the degree of information alienation
reaches a certain threshold will derived subtopics be generated. When the degrees of
information alienation and environmental forces both increase, the number of derived
subtopics increases to a certain extent, but the environmental force has a greater impact
on the number of derived subtopics. When the degree of information alienation is 0.8
and the environmental force is 1, the number of derived subtopics is 1. When the degree
of information alienation is unchanged and the environmental force is 9, the number of
derived subtopics is 7, and the range of change is large. This shows that the degree of
information alienation has an important impact on the formation of derived subtopics, and
when there are derived subtopics, environmental forces will have more influence on the
number of derived subtopics.

4.3. The Impact of Topic Correlation on the Formation Process of Multi-Dimensional Public Opinion

When the ith derived subtopic is generated at time Ti, individuals in the network
will pay attention to certain subtopics and participate in the discussion of that subtopic
according to their own characteristics and environment. The degree of individual attention
will be affected by the degree of correlation between the current subtopic and the initial
public opinion and the number of surrounding infected neighbors. Therefore, by analyzing
the degree of correlation between the subtopic and the initial public opinion, we can further
explain which subtopics can form derived public opinions. The simulation results are as
follows.

In order to explore whether subtopics that are highly related to the initial public opin-
ion are more likely to form derived public opinions, a comparative analysis of Figures 19–21
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is carried out. When θ~N(0.3, 0.3), it can be seen from Figure 19a that the first derived
subtopic has the greatest correlation with the initial public opinion and the correlation
with other subtopics is small. From Figures 20a and 21a, we can see that the peak value
of the basic reproduction number R0 of the first subtopic is also the highest, and the final
public opinion dimension is 2. When θ~N(0.5, 0.3), the first and third derived subtopics
have a relatively high relevance. From Figures 20b and 21b, we can see that the peak
value of the basic reproduction number R0 of the first, second, and third subtopics is
higher, and the final public opinion dimension is 4. When θ~N(0.9, 0.3), the correlation
degree of each derived subtopic with the initial public opinion is relatively large, and the
correlation degree of the second, fourth, sixth, and seventh subtopics even reaches 1. From
Figures 20c and 21c, the peak value of the basic reproduction number R0 of the first, second,
third, and fourth subtopics is higher, but the peak value reached by the curve has decreased,
and the final public opinion dimension is 5. When θ~U[0, 1], the second, sixth, and seventh
derived subtopics have a higher degree of correlation. From Figures 20d and 21d, it can
be seen that the peak value of the basic reproduction number R0 of the second subtopic is
higher. The final public opinion dimension is 4. It can be seen from the above phenomenon
that the peak of the basic reproduction number of topics with a high degree of correlation
is correspondingly higher, which means that it is easier to form derived public opinion.
When all the subtopics have a relatively high degree of correlation with the initial public
opinion, the subtopic with the highest degree of correlation is relatively high. Topics may
not be able to form derived public opinion, but the subtopics generated in the early stage
are more likely to become hot topics and form derived public opinions. The reason may be
that when the correlation of subtopics is relatively high, an individual will have a sense of
freshness in the early subtopics, and as time goes by, they will gradually lose interest in the
initial public opinion, even if there is a degree of correlation with initial public opinion in
the later period. The subtopics with higher correlation are not very popular, leading to the
failure to form a new public opinion.

Figure 19. The correlation between derived subtopic number and initial public opinion.
(a) θ~N(0.3, 0.3). (b) θ~N(0.5, 0.3). (c) θ~N(0.9, 0.3). (d) θ~U[0, 1].
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Figure 20. The change of R0 under different distributions of correlation. (a) θ~N(0.3, 0.3).
(b) θ~N(0.5 0.3). (c) θ~N(0.9, 0.3). (d) θ~U[0, 1].

Figure 21. The change of the number of topics under different distributions of correlation.
(a) θ~N(0.3, 0.3). (b) θ~N(0.5, 0.3). (c) θ~N(0.9, 0.3). (d) θ~U[0, 1].
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4.4. The Impact of the Amount of Information Contained in Subtopics on the Formation Process of
Multi-Dimensional Public Opinion

After different derived subtopics are generated, the content posted by individuals
participating in the topic discussion is different, and the amount of information contained
is also different. In order to explore whether derived subtopics with a large amount
of information are more likely to form derived public opinion, simulation analysis is
used. The impact of the amount of information contained in subtopics on the formation
of multi-dimensional public opinion is analyzed, and the specific results are shown in
Figures 22–24.

Figure 22. The amount of information of each subtopic under different distributions.
(a) σi~N(0.1. 0.3). (b) σi~N(0.5, 0.3). (c) σi~N(0.9, 0.3). (d) σi~U[0, 1].

Figure 23. The change of R0 under different distributions of the amount of information.
(a) σi~N(0.1, 0.3). (b) σi~N(0.5, 0.3). (c) σi~N(0.9, 0.3). (d) σi~U[0, 1].
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Figure 24. The change of the number of topics under different distributions of the amount of
information. (a) σi~N(0.1, 0.3). (b) σi~N(0.5, 0.3). (c) σi~N(0.9, 0.3). (d) σi~U[0, 1].

In order to analyze whether subtopics with a large amount of information are more
likely to form derived public opinion, a comparative analysis is carried out. When
σ~N (0.3, 0.3), it can be seen from Figure 22a that the amount of information contained in
all derived subtopics is relatively small. From Figures 23a and 24a, we can see that the
peak of R0 is low, and the final public opinion dimension is only 2. When σ~N(0.5, 0.3), the
second and third derived subtopics contain more information. From Figures 23b and 24b,
it can be seen that the peak value of the basic reproduction number R0 of the second and
third subtopics is also the highest, and the final public opinion dimension is 4. When
σ~N(0.9, 0.3), each derived subtopic contains a large amount of information. Among
them, the amount of information contained in the first, third, fourth, and ninth subtopics
even reaches 1. From Figures 23c and 24c, we can see that the peak value of the basic
reproduction number R0 of the first, third, fourth, and fourth subtopics is also higher, and
the final public opinion dimension is 6. When σ~U[0, 1], the third and fourth subtopics
contain more information. From Figures 23d and 24d, it can be seen that the peak of the
basic reproduction number R0 of the third and fourth subtopics is also higher, and the
final public opinion dimension is 3. From the above phenomenon, it can be seen that the
peak value of the basic reproduction number R0 of the subtopic with a large amount of
information is correspondingly higher, and it is easier to form a new one-dimensional
derived topic.

4.5. Combination Analysis of Various Factors Affecting the Multi-Dimensional Public Opinion

Through the above simulation analysis, it can be known that there are many factors
that affect the dimensions of multi-dimensional public opinion. In the actual evolution of
public opinion, due to the urgency of online public opinion control, it is usually necessary
to focus on key links in order to reduce the cost of public opinion prevention and control.
Therefore, finding the most critical factor from the many factors that affect the formation of
multi-dimensional public opinion is more in line with realistic requirements. Therefore, we
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will find out the key factors through a combination analysis of the factors that affect the
formation of multi-dimensional public opinion. The results are shown in Figures 25–28.

Figure 25. Relationship among degree of correlation, amount of information and dimension.

Figure 26. Relationship among degree of correlation, information alienation and dimension.

Figure 27. Relationship among amount of information, information alienation and dimension.

Figures 25–27 respectively show the relationship among degree of correlation, amount
of information, and dimension, the relationship among degree of correlation, information
alienation and dimension, the relationship among amount of information, information
alienation and dimension. It can be seen from Figure 25 that when the amount of infor-
mation contained in a subtopic is small, its correlation does not impact on the dimension.
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When the amount of information contained is large, as the correlation increases, the di-
mension increases. No matter how the degree of correlation changes, the dimensions of
public opinion increase when the amount of information increases. Therefore, comparing
the effect of correlation, the amount of information contained in subtopics has a greater
impact on the dimension. It can be seen from Figure 26 that with the increase in the degree
of correlation and information alienation, the dimension increases, and the increase in the
two is not much different. It can be seen from this that: the degree of correlation and the
degree of information alienation have little effect on the dimensions of public opinion. It
can be seen from Figure 27 that as the degree of information alienation and the amount
of information contained in subtopics increase, the dimensions of public opinion increase
to a certain extent. When the amount of information is σ~N(0.5, 0.3), as the degree of
information alienation increases, the dimensions of public opinion do not change. When
the degree of information alienation increases with the amount of information contained in
the subtopics, the dimensions of public opinion change. It can be seen that, compared to
the degree of information alienation, the amount of information contained in subtopics has
a greater impact on the dimensions of public opinion.

Figure 28. Combination analysis of environmental forces, correlation and the amount of information contained in subtopics.
(a) The relationship among dimension, environmental forces and correlation. (b) The relationship among dimension,
environmental forces and amount of information.

In addition, Figure 28 shows the relationship among environmental forces, correlation
and the amount of information contained in subtopics. From Figure 28a, it can be seen
that when the environmental force is small, it has little effect on the dimensions of public
opinion. When the environmental force is large, the dimensions of public opinion increase
sharply with the increase of environmental force. With the increase of the degree of
correlation, the dimensions of public opinion have not changed or only increased slightly.
Therefore, compared with the degree of correlation, the influence of environmental forces
on the dimensions of public opinion is greater. From Figure 28b, it can be seen that
as the amount of information contained in the subtopics and the environmental forces
increase, the dimensions of public opinion increase significantly. Therefore, the amount
of information and environmental forces contained in the subtopics impact more on the
dimensions of public opinion. Based on the above combination analysis, the amount of
information contained in subtopics and environmental forces are the key factors that affect
the dimensions of public opinion.

4.6. The Influence of Network Topology on the Formation Process of Public Opinion Dimensions

Differences in network structure have an important influence on the formation and
evolution of public opinion. Therefore, it is necessary to simulate and analyze the formation
process of multi-dimensional public opinion under different network topologies. Since
the previous simulation analysis is based on the BA network, the influence of different
network topologies on the dimensions of public opinion is studied. The BA network, a fully
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connected network and a WS small world network are selected for comparative analysis.
The network topology parameters are as follows.

It can be seen from Table 3 that the aggregation coefficient and average of the fully
connected network are larger than other networks, but the average path length is smaller.
Other parameters are set as follows: ρ = 0.85, δ = 8, σ~N(0.5, 0.3), θ~N(0.9, 0.3), PU = 0.7,
g0 = 0.6, N = 1000. The simulation results are shown in Figures 29 and 30.

Table 3. Different network topology parameters.

Network Name Average Path Length Aggregation Coefficient Average

WS small world network 5.3719 0.0088 4

BA network 4.0282 0.034 3.964

Fully connected network 1 1 999

Figure 29. The number of agents participating in the discussion of derived subtopics under different network topologies.
(a) WS small world network. (b) BA network. (c) Fully connected network.

Figure 30. The change of number of topics under different network topologies. (a) WS small world network. (b) BA
network. (c) Fully connected network.

It can be seen from Figure 29 that 9 derived subtopics are generated under different
network structures. In addition, in the fully connected network, the number of agents
participating in the discussion of each derived subtopic is 1000, indicating that the partic-
ipation of each subtopic is very high. While in the WS small world network and the BA
network, only part of the subtopics’ participation is high, which means that the network
topology does not have much impact on the number of subtopics, it has a greater impact on
the number of agents participating in the discussion of the subtopics. In a fully connected
network, the participation of each derived subtopic is up to the highest. As can be seen
from Figure 30, in different network structures, the dimensions ultimately formed by multi-
dimensional public opinion are different. Fully connected networks will eventually form
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the highest dimensions, and WS small world networks will eventually form the lowest
dimensions. This change is related to network topology parameters. The change of the
aggregation coefficient is the same, which is opposite to the change of the average path
length. Therefore, it can be seen that the multi-dimensional public opinion formed by the
network topology with a high aggregation coefficient and short average path length has a
higher dimension.

5. Empirical Analysis

The news of COVID-19 that broke out in late 2019 swept across China and the world.
At the same time, hot events related to the epidemic are fermenting on the Internet, and
the spread of some rumors has caused many netizens to panic. After a long period of anti-
epidemic work, the epidemic situation in China has basically stabilized and people’s lives
have gradually returned to normal. However, on 9 November 2020, China’s CCTV news
broadcast “One new local confirmed case of COVID-19 in Shanghai” ignited netizens’ panic.
With the development of the Shanghai epidemic, the incident has spawned many topics,
and even the discussion on the derived topics has surpassed that of the original topics.
The original topic of “One new local confirmed case of COVID-19 in Shanghai” derived
further subtopics, such as “Shanghai Epidemic Prevention and Control Work Conference”,
“One Community in Pudong New Area will be Upgraded to Medium Risk Degree”, and
“4015 people in Shanghai Pudong Hospital have been quarantined”. Discussions on these
derived subtopics have even pushed the public’s panic to a climax. Here, we searched the
Baidu index with “Shanghai epidemic” as the key word and obtained the search index
from 18 November to 9 December 2020, as shown in Figure 31.

Figure 31. “Shanghai epidemic” Baidu index.

It can be seen from Figure 31 that the “One new local confirmed case of COVID-19 in
Shanghai” reached the highest search interest degree from November 21 to 24, and then
stabilized, and most derived subtopics were generated during this time period, indicating
that network public opinion has an important influence on the formation and propagation
of derived subtopics.

In order to study the phenomenon of the formation of multi-dimensional public
opinion for the above-mentioned events, event-related microblogs released by media
outlets such as “Tou tiao”, “The Paper News”, and “CCTV News” between 9 November
and 29 November 2020 are collected. The results are shown in Table 4.

It can be seen from Table 4 that after the outbreak of the original topic “One new
local confirmed case of COVID-19 in Shanghai”, with the development of the incident,
11 derived subtopics were successively formed and the amount of reading and discussion of
each derivative subtopic was different. The distribution map of the number of individuals
participating in the discussion is simulated based on the time when the derived subtopics
are generated and the number of discussions among netizens. It also defines that if the total
number of readings of a derived subtopic is greater than 100 million and the total number
of discussions by netizens is greater than 5000, the subtopic is regarded as a derived public
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opinion, that is, a dimension is added to the initial public opinion, and the time cut-off
point is set by December 9th. Based on this simulation, the public opinion dimension
change map of the “One new local confirmed case of COVID-19 in Shanghai” event was
generated and the result is shown in Figure 32.

Table 4. Topic related to “Shanghai epidemic” public opinion.

Release Time Topic Reading Volume Discussion Volume Topic Number

11.09 #One new local confirmed case of COVID-19
in Shanghai # 240 m 6607 0

11.10 #Shanghai Epidemic Prevention and Control
Work Conference# 300 m 18,000 1

11.21 #One Community in Pudong New Area Was
Upgraded to Medium Risk Degree# 23.868 m 594 2

11.21
#One Community in Pudong New Area Will

Be Upgraded to Medium Risk Degree
Tomorrow#

130 m 3452 3

11.21 #4015 people in Shanghai Pudong Hospital
have been quarantined# 450 m 17,000 4

11.21 #83 people that once contacted with infected
person were tracked# 100 m 6383 5

11.21 #1 new COVID-19 case confirmed
among15,416 people in Shanghai# 32.914 m 1319 6

11.23 #2 new local confirmed cases of COVID-19 in
Shanghai# 710 m 28,000 7

11.23 #One COVID-19 patient once exposed toan
aviation container# 310 m 8109 8

11.29 #Shanghai Songjiang # 12.469 m 3106 9

11.29 #No COVID-19 in Shanghai Songjiang # 6.118 m 431 10

1129 #Reasults of 6 local confirmed case of
COVID-19 in Shanghai# 190 m 3670 11

Figure 32. Simulation of derived subtopics for this public opinion. (a)The numberof agents discussing
derived subtopics. (b) Change inthe number of topics.

It can be seen from Figure 32a that the number of agents associated with the first,
fourth, and seventh derived subtopics is relatively large, which means that participation
is high. It can be seen from Figure 32b that the dimensions of public opinion began to
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rise on November 21, reached a peak on the 29th, and finally stabilized at six dimensions,
and formed a six-dimensional public opinion. This six-dimensional public opinion is the
original public opinion.

The following is a simulation of the event based on the multi-dimensional public
opinion formation model mentioned in this paper. Due to the large amount of case data
and comprehensive visualization considerations, the simulation network scale is set to
1000. Since there are many derived subtopics generated, settings were at ρ = 0.95, δ = 9,
and the amount of information contained in the subtopics σ~N(0.9, 0.3), the initial public
opinion infection rate set at α = 0.2, β = 0.5. The result is shown in Figure 33.

Figure 33. Simulation of derived subtopics for this public opinion used the model proposed in this
paper. (a) The number of agents discussing derived subtopics. (b) Change in the number of topics.

It can be seen from Figure 33 that the simulation of the multi-dimensional public
opinion using the model proposed in this paper is not much different from the actual results.
First of all, it can be seen from Figure 33a that the number of individuals participating
in the first, fourth, and seventh derived subtopics is the largest, which is consistent with
reality. It can be seen from Figure 33b that the dimensions of public opinion reached up
to twelve, then began to decline, and finally stabilized at six dimensions. Although the
rise and decline process is slightly different from the reality, the overall trend is basically
the same. In general, the multi-dimensional public opinion formation model proposed
in this paper can better simulate social hot events in reality and has important guiding
significance for analyzing the causes of multi-dimensional public opinion and predicting
the evolutionary trends of multi-dimensional public opinion.

6. Conclusions

This paper discusses the formation process of multi-dimensional public opinion based
on derived topics. Usually, after a hot news story breaks out, the social network platforms
generate the initial topic of the event and form the initial public opinion as the discussion
heats up. As time goes by, netizens’ subjective understanding of the initial public opinion
information will gradually become biased and gradually accumulate, leading to variation
in the initial public opinion so that multiple subtopics are derived. After the subtopics are
generated, the SIR model is used to analyze the propagation process and calculate the basic
reproduction number to determine whether the derived public opinion can be formed, and
this derived new public opinion is intertwined with the initial public opinion to form a
multi-dimensional public opinion together. Finally, simulation experiments are conducted
to explore the influence of factors, such as the degree of information alienation, environ-
mental forces, topic correlation, and the amount of information contained in subtopics on
the formation of multi-dimensional public opinion.

The following conclusions are obtained through simulation experiments:
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(1) When the degree of information alienation reaches a certain threshold, derived
subtopics will be generated. In addition, when the degree of information alien-
ation is high, the earliest derived subtopics may not necessarily form derived public
opinion but later derived subtopics may also be generated. Derived public opinion is
formed, and the degree of information alienation has a greater impact on the number
of derived subtopics but has small impact on the dimensions of the final state of
public opinion.

(2) Environmental forces and the amount of information contained in subtopics are the
key factors that affect the formation of multi-dimensional public opinion. Among
them, environmental forces have a greater impact on the early subtopics, and the
amount of information contained in subtopics is key to forming derived public
opinion.

(3) Subtopics that are highly related to the initial public opinion topic are more likely
to form derived public opinions. When all subtopics are highly correlated with the
initial public opinion, the subtopic with the highest degree of correlation may not
necessarily form a derived public opinion, but subtopics generated in the early stage
are more likely to form a derived public opinion.

(4) The network topology does not have much impact on the number of subtopics, but it
has a greater impact on the number of individuals participating in the discussion of
the subtopics, and the dimensions of multidimensional public opinion formed by the
network topology with a high aggregation coefficient and short average path length
are greater.

However, this paper still has the following shortcomings, which will require further
study:

(1) This paper does not consider the influence of external information intervention in the
study of the formation process of multi-dimensional public opinion and subsequent
intervention mechanisms which can be introduced to study the influence of external
information on initial public opinion and derived public opinion.

(2) The paper considers the situation of static nodes without considering the increase
or withdrawal of Internet users’ nodes [38]. In reality, individuals participating in
discussion of derived subtopics often increase and decrease. Therefore, the multi-
dimensional public opinion evolution mechanism under the dynamic network can be
considered in the follow-up research.

(3) In this paper, the dynamic equations for complex networks only considers the node
average degree of uniform networks and cannot reflect the connections between
each node and its neighbor. Therefore, more complex dynamic equations should be
considered to simulate the infection process of each node in future.
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1. Introduction

For more than three decades, fractional calculus has played an important role in
the study of linear and nonlinear fractional integro-differential equations that arise from
the modeling of nonlinear phenomena, optimal control of complex systems and other
scientific research (see, e.g., [1,2]). Multi-term time-fractional differential systems have
also attracted a great interest in recent years, see for instance [3–6] and references cited
therein. As inherently deterministic extensions, random fractional differential equations
exist in many applications and have been studied by many authors and more details from
historical points of view and recent developments of such equations are reported to the
monographs [7,8], papers [9–11], and the references cited therein. To be more precise, the
existence results and qualitative properties for fractional differential equations with random
effects are examined in [12,13] and references cited therein. Very recently, considerable
attention has been given to multi-term time-fractional differential systems. For instance,
Pardo and Lizama [6] studied the existence of mild solutions under Carathéodory type
conditions by using measure of noncompactness techniques, Singh and Pandey [14] have
established the existence and uniqueness of mild solutions for multi-term time-fractional
differential systems with non-instantaneous impulses and finite delay by using Banach
fixed point theorem whereas Chang and Ponce [15], with the help of the theory of fractional
resolvent families, established the existence of mild solutions to a multi-term fractional
differential equation. It may be noted here that the mentioned works are confined to
deterministic systems. Inspired by the aforementioned papers [6,12–14], this work focuses
on the existence of mild solution of problem (1) with multi-term time-fractional integro-
differential equations with random effects in the form
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



CD1+βϑ(t, ω) +
n

∑
k=1

αk
CDγk ϑ(t, ω) = Aϑ(t, ω) + F

(
t, ϑ(t, ω),

∫ t

0
B(t, s)ϑ(s, ω)ds, ω

)
,

ϑ(0, ω) = ϑ0(ω),
ϑ′(0, ω) = ϑ1(ω),

(1)

for 0 < t ≤ b < ∞ and ω ∈ Ω, where the state ϑ(·, ·) takes values in a separable Banach
space X with norm ‖ · ‖, (Ω,F ,P) is a complete probability space, CDu stand for the Caputo
fractional derive of order u > 0, 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1 and αk ≥ 0, k = 1, 2, · · · n be
given and A : D(A) ⊂ X → X is the infinitesimal generator of a bounded and strongly
continuous cosine family. F : [0, b]×X×X× Ω → X is a random nonlinear function to be
specified later. The operator B(·, ·) : ∆ → R+ is a continuous operator satisfying

ζB = sup
s,t∈[0,b]

∫ b

0
B(t, s)ds < ∞,

where ∆ = {(t, s) ∈ R2 : 0 ≤ s ≤ t < b} and ϑ0(·) and ϑ1(·) are given random functions.
To the best of our knowledge, the study of the existence of mild solutions of multi-term

time-fractional integro-differential equations with random effects by the abstract form (1)
has not yet been treat in the literature. The main contributions of this paper are: Firstly,
the study of existence of random multi-term time-fractional integro-differential equations
of the form (1) via measure of noncompactness is an untreated topic in the literature.
Secondly, the nonlinear term satisfies a weak compactness condition that does not require
the compactness of the resolvent family and sufficient conditions for the existence of mild
solutions where the solution operators are only equicontinuous, are established by means
of Mönch fixed point theorem and a random fixed point theorem with stochastic domain
via the noncompactness measure. At last, our theorems guarantee the effectiveness of
existence results under some weakly compactness condition and the work can considered
as a supplemented for the case that the corresponding (β, γk)-resolvent operator is compact
and deterministic one. The results are established using of the (β, γk)-resolvent operators
developed in [6].

This paper is organized as follows. Section 2 contains preliminary details. In Section 3,
we show the existence of random mild solutions by Mönch’s fixed point theorem combined
with a fixed point theorem with stochastic domain and (β, γk)-resolvent family. A nontrivial
example illustrating our main result (Theorem 2; see below) is also given.

2. Preliminaries

In this section, we recall some basic concepts, notations, definitions, lemmas, and
preliminary facts, which are used throughout this article. We set (Ω,F , P) be a complete
probability space. Let X be a separable Banach space and denote C([0, b],X) be the Banach
space of all continuous X-valued functions on interval [0, b] equipped with the supremum
norm ‖ϑ‖ = sup{‖ϑ(t)‖ : t ∈ [0, b]}. In the sequel, a mapping ϑ : [0, b]× Ω → X is said
to be a stochastic process if for each t ∈ [0, b], ϑ(t, ·) = ϑ(t)(·) is measurable. First, we
recall some basics definitions and properties related to random operators which are used
in this paper.

Definition 1. A mapping F : I × X× X× Ω → X is said to be random Carathéodory if the
following hold:

(a) The mapping (t, ω) → F(t, , x, y, ω) is jointly measurable for all x ∈ X and for all y ∈ X;
(b) The mapping (x, y) → F(t, , x, y, ω) is jointly continuous for almost each t ∈ [0, b] and for

all ω ∈ Ω;

Definition 2 (see [16]). Let X be a separable Banach space with Borel σ-algebra B. A mapping
Υ : Ω ×X → X is called a random operator if Υ(., y) is measurable for each y ∈ X.
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It is generally expressed as Υ(ω, y) = Υ(ω)y. We will use these two expressions
interchangeably in this paper.

Definition 3 (see [16]). Let D : Ω → 2X be a mapping and

U = {(ω, y) : ω ∈ Ω and y ∈ D(ω)}.

(i) A mapping Υ : U → X is called a random operator with stochastic domain D if

(a) D is measurable (i.e, {ω ∈ Ω : D(ω) ∩ A 6= ∅} ∈ F for all A ⊆ X);
(b) for every open set O ⊆ X and any y ∈ X,

{ω ∈ Ω : y ∈ D(ω) and Υ(ω, y) ∈ O} ∈ F .

(ii) We say that Υ is continuous if every Υ(ω) is continuous.

Definition 4 (see [16]). For a random operator Υ, a mapping y : Ω → X is called a random
(stochastic) fixed point of Υ if for P-almost all ω ∈ Ω, we have

y(ω) ∈ D(ω),

Υ(ω)y(ω) = y(ω)

and
{ω ∈ Ω : y(ω) ∈ O} ⊂ F

for every open set O ⊆ X (i.e., y is measurable).

Lemma 1 (see [16]). Let (Ω,F ,P) be complete and let y0 : Ω → X and r : Ω → R∗
+ be

measurable. Then D : Ω → 2X defined by

D(ω) = {y ∈ X : ‖y − y0(ω)‖ ≤ r(ω)}

is a measurable multivalued mapping.

Lemma 2 (see [16]). Let D : Ω → 2X be measurable with D(ω) closed, convex and solid ( i.e.,
int(D(ω)) 6= ∅) for all ω ∈ Ω. Assume there exists a measurable random variable y0 : Ω → X

with y0(ω) ∈ int(D(ω)) for all ω ∈ Ω. Let Υ be a continuous random operator with stochastic
domain D such that for every ω ∈ Ω,

{y ∈ D(ω) : Υ(ω)y = y} 6= ∅.

then Υ has a stochastic fixed point.

In this work, the existence of a mild solution to problem (1) is related to the existence
of resolvent family introduce by Pardo and Lizama [6].

2.1. Resolvent Family

Now, we recall some definitions and basic results on fractional calculus. Let Γ(·)
denote the gamma function and define gx for x > 0 by

gx(t) =





tx−1

Γ(x)
, t > 0;

0, t ≤ 0.

It is known that gx satisfies the following properties:

(i) for any a, b > 0, (ga ⋆ gb)(t) = ga+b(t);
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(ii) for a, λ > 0 and Re(λ) > 0, ĝa(λ) = 1/λa, where (̂·) and (· ⋆ ·)(·) denote the Laplace
transformation and convolution, respectively.

The most frequently encountered tools in the theory of fractional calculus are provided
by the Riemann–Liouville and Caputo fractional differential operators.

Definition 5. The Riemann–Liouvulle fractional integral of a function f ∈ L1
loc([0, ∞),X) of

order η > 0 with lower limit zero is defined as follows

Iη f (t) = (gη ⋆ f )(t) =
∫ t

0
gη(t − s) f (s) ds f or t > 0

and I0(t) = f (t), provided that side integral is point-wise defined in [0, ∞).

Definition 6. Let η > 0 be given and denote m = ⌈η⌉. The Caputo fractional derivative of order
η > 0 of a function f ∈ Cm([0, ∞),X) with lower limit zero is given by

cDη f (t) = Im−η Dm f (t) =
∫ t

0
gm−η(t − s)Dm f (s) ds,

and cD0 f (t) = f (t), where Dm = dm/dtm and ⌈·⌉ is ceiling function.

For more progress and important properties about fractional calculus and its appli-
cations, we refer the reader to [1,2] and references therein. The following definition was
introduced by Pardo and Lizama [6] and provides a suitable representation of a mild
solution for Problem (1) in terms of a specific family of bounded and linear operators.

Definition 7 (see [6]). Let A be a closed linear operator on a Banach space X with domain
D(A) and let β > 0, γk, αk, k = 1, 2, · · · n be real positive numbers. Then A is called the
generator of a (β, γk)-resolvent family if there exists κ ≥ 0 and a strongly continuous function
Rβ,γk

: R+ → L(X) such that

{
λβ+1 +

n

∑
k=1

αkλγk : Re(λ) > κ

}
⊂ ρ(A)

and

λβ

(
λβ+1 +

n

∑
k=1

αkλγk − A

)−1

ϑ =
∫ ∞

0
e−λ tRβ,γk

(t)ϑ dt,

where Re(λ) > κ and ϑ ∈ X.

Theorem 1 (see [6]). Let 0 < β ≤ γn ≤ γn−1 ≤ · · · ≤ γ1 ≤ 1 and αk ≥ 0, k = 1, 2, · · · , n
be given and let A be a generator of a bounded and strongly continuous cosine family {C(t)}t∈R.
Then, A generates a bounded (β, γk)-resolvent family (Rβ,γk

(t))t≥0.

Motivated by Pardo and Lizama [6], we introduce the concept of random mild solution
for Equation (1) as follows.

Definition 8. Let 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1 and αk ≥ 0, k = 1, 2, · · · n be given and A
be a generator of a bounded (β, γk)-resolvent family {Rβ,γk

(t)}t≥0. Then, a stochastic process
ϑ : [0, b]× Ω → X is said to be random mild solution of Equation (1) if ϑ(·, ω) ∈ C([0, b],X),
ϑ(0, ω) = ϑ0(ω), ϑ′(0, ω) = ϑ1(ω) and satifies the following integral Equation
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ϑ(t, ω) = Rβ,γk
(t)ϑ0(ω) + (g1 ⋆Rβ,γk

)(t)ϑ1(ω) +
n

∑
k=1

αk

∫ t

0

(t − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds

+
∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω)

)
ds

for (t, ω) ∈ [0, b]× Ω, where Tβ,γk
(t) = (gβ ⋆Rβ,γk

)(t).

2.2. Measures of Noncompactness

We recall some fundamental definitions and lemmas related to the measure of non-
compactness. We introduce first the definition for Hausdorff’s measure of noncompactness
and its properties.

Definition 9 (see [17]). The Hausdorff measure of noncompactness χ(·) defined on bounded set E
of Banach space X is

χ(E) = inf{ǫ > 0 : E can be covered by finite number of balls of radii smaller then ǫ}.

More details on the Hausdorff’s measure of noncompacness can be found in Goebel [17]
and Deimling [18].

The notations χ(·) and χC(·) stand for the Hausdorff measure of noncompactness on
the bounded set of X and C([0, b],X), respectively. For any V ⊂ C([0, b],X) and t ∈ [0, b],
set V(t) = {ϑ(t) : ϑ ∈ V}. Then V(t) ⊂ X.

The next results play an important role in demonstrating our main result.

Lemma 3 (see [17]). Let V ⊂ C([0, b],X) be bounded, then

χ(V(t)) ≤ χC(V) for all t ∈ [0, b],

where V(t) = {v(t); v ∈ V}. Furthermore, if V is equicontinuous on [0, b], then χ(V(t)) is
continuous on [0, b], and χC(V) = sup

t∈[0,b]
α(V(t)).

Lemma 4 (see [19]). Let {Zn : n ∈ N} be a sequence of Bochner integrable functions from
[0, b] into X such that ‖Zn(t)‖ ≤ f (t) for every n ≥ 1 and almost all t ∈ [0, b], where f ∈
L1([0, b],R+), then the function Z(t) = χ{Zn(t) : n ≥ 1} ∈ L1([0, b],R+) and satisfy

χ

(∫ t

0
Zn(s) ds : n ≥ 1

)
≤ 2

∫ t

0
Z(s)ds.

Definition 10 (see [20]). A countable set {Zn : n ≥ 1} ⊂ L1([0, b],X) is called semicompact if
there exists a function f ∈ L1([0, b],R+) satisfying sup

n≥1
Zn(t) ≤ f (t) for a.e. t ∈ [0, b] and the

sequence {Zn : n ≥ 1} is relatively compact in X.

Lemma 5. [20] Let (QZ)(t) =
∫ t

0
Tβ,γk

(t − s)Z(s)ds and the sequence {Zn : n ≥ 1} ⊂
L1([0, b],X) be semicompact. Then the following statements hold:

(i) The set {QZn : n ≥ 1} ⊂ L1([0, b],X) is relatively compact in C([0, b],X).
(ii) If Zn ⇀ Z, then (QZn)(t) → (QZ)(t), as n → ∞, for all t ∈ [0, b].

To prove our existence results, we shall use the following Mönch’s fixed point theorem
combined with the stochastic fixed point theorem (i.e., Lemma 2).
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Lemma 6 (see [21]). Let V be a closed and convex subset of X and 0 ∈ V. Then a continuous
mapping Q : V → X which satisies Mönch condition (i.e., W ⊆ V is countable and W ⊆
con({0} ∪ Q(W)) =⇒ W is compact) has a fixed point in V.

3. Some Existence Results

In this section, we investigate the existence of random mild solution for Equation (1).
The following conditions will be used in our main theorem.

(H1) A be a generator of a bounded (β, γk)-resolvent family {Rβ,γk
(t)}t≥0 which is

equicontinous. Let M = supt∈[0,b] ‖Rβ,γk
(t)‖L(X).

(H2) Then function F : [0, b]×X×X×Ω → X is random Caratheodory and the functions
ϑ0(·) : Ω → X and ϑ1(·) : Ω → X are measurables and essentialy bounded. Let

max
{

ess sup
ω∈Ω

‖ϑ0(ω)‖ ; ess sup
ω∈Ω

‖ϑ1(ω)‖
}
≤ c0

for some constant c0 ∈ R+.
(H3) There exist two functions f : [0, b]× Ω → R+ and G : R+ × Ω → R+ such that

for each ω ∈ Ω, f (·, ω) ∈ L1/p1([0, b],R+) for a constant p1 ∈ (0, 1) and G(·, ω) a
nondeacresing continuous function with

‖F(t, x, y, ω)‖X ≤ f (t, ω)G(‖x‖+ ‖y‖, ω), for a.e t ∈ [0, b] and each x ∈ X, y ∈ X.

(H4) For a constant p2 ∈ (0, 1) and bounded subsets V1,V2 ⊂ X, there exists a function
h : [0, b]× Ω → R+ such that for each ω ∈ Ω, h(·, ω) ∈ L1/p2([0, b],R+) with

χ(F(t,V1,V2, ω)) ≤ h(t, ω)[χ(V1) + χ(V2)].

(H5) There exists a random function r : Ω → R\{0} such that

M c0

[
1 + b +

n

∑
k=1

αk b(1+β−γk)

Γ(2 + β − γk)

]
+

M G
(
(1 + ζB)r(ω), ω

)

Γ(1 + β)
P̂1 ‖ f (·, ω)‖

L1/p1 ≤ r(ω)

where P̂1 =

[(
1 − p1

1 + β − p1

)
b(1+β−p1)/(1−p1)

]1−p1

.

The following existence theorem is one of the main results of this paper.

Theorem 2. Assume that the assumptions (H1)–(H5) are valid, then the multi-term time-fractional
integro-differential problem (1) has at least one mild random solution on [0, b] provided that

M P̂2(1 + ζB)

Γ(1 + β)
‖h(·, ω)‖

L1/p2 <
1
2

, (2)

where P̂2 =

[(
1 − p2

1 + β − p2

)
b(1+β−p2)/(1−p2)

]1−p2

.

Proof. It is noted that

‖Tβ,γk
(t)‖L(X) ≤

M tβ

Γ(1 + β)
.
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Consider the random operator N : Ω × C([0, b],X) → C([0, b],X) defined by

(N (ω)ϑ)(t) = Rβ,γk
(t)ϑ0(ω) + (g1 ⋆Rβ,γk

)(t)ϑ1(ω)

+
n

∑
k=1

αk

∫ t

0

(t − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds (3)

+
∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω)

)
ds

for t ∈ [0, b]. We divide the proof into a sequence of steps.
Step 1. We show that the mapping N is a random operator with stochastic domain.
By assumption (H2), we know that F(t, x, y, ·) for t ∈ [0, b], x, y ∈ X, ϑ0(·) and ϑ1(·) are
measurables. Then N (·)ϑ : Ω → C([0, b],X) is a random varriable. Let D : Ω → 2C([0,b],X)

be defined by
D(ω) = {ϑ ∈ C([0, b],X) : ‖ϑ‖ ≤ r(ω)}.

Thus, the set D(ω) is bounded, closed, convex and solid for all ω ∈ Ω. So D is
measurable by Lemma 1. For each ϑ ∈ D(ω), using (H2), (H3), (H4), and Hölder’s
inequality, we have

‖(N (ω)ϑ)(t)‖

≤ ‖Rβ,γk
(t)ϑ0(ω)‖+ ‖(g1 ⋆Rβ,γk

)(t)ϑ1(ω)‖+ ‖
n

∑
k=1

αk

∫ t

0

(t − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds‖

+‖
∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω

)
ds‖

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
∫ t

0
‖Tβ,γk

(t − s)‖L(X)‖F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω

)
‖ds

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
M

Γ(1 + β)

∫ t

0
(t − s)β f (s, ω) G

(
‖ϑ(t, ω)‖+ ‖

∫ s

0
B(s, τ)ϑ(τ, ω)dτ‖, ω

)

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)
+

M

Γ(1 + β)

∫ b

0
(b − s)β f (s, ω) G((1 + ζB)r(ω), ω)ds

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
M G

(
(1 + ζB)r(ω), ω

)

Γ(1 + β)

(∫ b

0
(b − s)β/(1−p1) ds

)1−p1(∫ b

0
( f (s, ω))1/p1 ds

)p1
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≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
M G

(
(1 + ζB)r(ω), ω

)

Γ(1 + β)

[(
1 − p1

1 + β − p1

)
b(1+β−p1)/(1−p1)

]1−p1

‖ f (·, ω)‖
L1/p1

≤ M c0

[
1 + b +

n

∑
k=1

αk b(1+β−γk)

Γ(2 + β − γk)

]
+

M G
(
(1 + ζB)r(ω), ω

)

Γ(1 + β)
P̂1 ‖ f (·, ω)‖

L1/p1

≤ r(ω),

which implies that N is a random operator with stochastic domain D and N (ω) : D(ω) →
D(ω) for each ω ∈ Ω.
Step 2. Show that N is continuous on D(ω).

Let (ϑ(m))m∈∈N be a sequence in D(ω) satisfying ϑm → ϑ in D(ω) and define

F̃m(s) = F

(
s, ϑ(m)(s, ω),

∫ s

0
B(s, τ)ϑ(m)(τ, ω)dτ, ω

)

and

F̃(s) = F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω

)
.

then

‖(N (ω)ϑ(m))(t)− (N (ω)ϑ)(t)‖ ≤ M

Γ(1 + β)

∫ t

0
(t − s)β‖F̃m(s)− F̃(s)‖ ds.

by assumption (H2) and combining with Lebesgue dominated convergence theorem, we get

∫ t

0
(t − s)β‖F̃m(s)− F̃(s)‖ ds → 0 as m → ∞, for t ∈ [0, b].

consequently, we obtain

‖(N (ω)ϑ(m))(t)− (N (ω)ϑ)(t)‖ → 0 as m → ∞.

hence N is continuous.
Step 3. Show that for every ω ∈ Ω, {ϑ ∈ D(ω) : N (ω)ϑ = ϑ} 6= ∅.

To achieve this, we going to demontrate that the Mönch condition holds. Let ω ∈ Ω

be arbitrary fixed. First, let show that N maps bounded sets into equicontinuous sets of
D(ω). Let t1, t2 ∈ [0, b] with t2 > t1 and ϑ ∈ D(ω). By the equicontinuouty of Rβ,γk

(t),
we have
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‖(N (ω)ϑ)(t2)− (N (ω)ϑ)(t1)‖

≤ ‖Rβ,γk
(t2)−Rβ,γk

(t1)‖L(X) ‖ϑ0(ω)‖

+‖(g1 ⋆Rβ,γk
)(t2)ϑ1(ω)− (g1 ⋆Rβ,γk

)(t1)ϑ1(ω)‖

+‖
n

∑
k=1

αk

∫ t2

0

(t2 − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds −
n

∑
k=1

αk

∫ t1

0

(t1 − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds‖

+‖
∫ t2

0
Tβ,γk

(t2 − s)F̃(s)ds −
∫ t1

0
Tβ,γk

(t1 − s)F̃(s)ds‖

≤ ‖Rβ,γk
(t2)−Rβ,γk

(t1)‖L(X ‖ϑ0(ω)‖

+
∫ t2

t1

‖Rβ,γk
(s)‖L(X ‖ϑ1(ω)‖ ds

+
n

∑
k=1

αk

∥∥∥∥
∫ t2

0

(t2 − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s) ds −
∫ t1

0

(t1 − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ds

∥∥∥∥ ‖ϑ0(ω)‖

+
∫ t1

0

∥∥Tβ,γk
(t2 − s)− Tβ,γk

(t1 − s)
∥∥ ‖F̃(s)‖ ds −

∫ t2

t1

‖Tβ,γk
(t1 − s)‖ ‖F̃(s)‖ ds

≤ c0‖Rβ,γk
(t2)−Rβ,γk

(t1)‖L(X) + Mc0(t2 − t1)

+
n

∑
k=1

αk M

Γ(1 + β − γk)

[∫ t1

0
|(t2 − s)β−γk − (t1 − s)β−γk | ds −

∫ t2

t1

|(t2 − s)|β−γk ds

]
c0

+
∫ t1

0

∥∥Tβ,γk
(t2 − s)− Tβ,γk

(t1 − s)
∥∥ ‖F̃(s)‖ ds +

M

Γ(1 + β)

∫ t2

t1

|(t1 − s)|β ‖F̃(s)‖ ds

≤ c0‖Rβ,γk
(t2)−Rβ,γk

(t1)‖L(X) + Mc0(t2 − t1)

+
n

∑
k=1

αk M

Γ(1 + β − γk)

[∫ t1

0
|(t2 − s)β−γk − (t1 − s)β−γk | ds −

∫ t2

t1

|(t2 − s)|β−γk ds

]
c0

+
∫ t1

0

∥∥Tβ,γk
(t2 − t1 + s)− Tβ,γk

(s)
∥∥ ‖F̃(s)‖ ds +

M

Γ(1 + β)

∫ t2

t1

|(t1 − s)|β ‖F̃(s)‖ ds.

By the equicontinuity of Rβ,γk
and Lebesgue dominated convergence theorem, we

conclude that the right side of the above inequality tends to zero (independently of ϑ) as
t1 → t2. Thus, N (ω)(V) is equicontinuous on [0, b].

Now, let us assume that V = {ϑ(m)}∞
m=1 be a countable subset of D(ω) and V ⊆

con({0} ∪ N (ω)(V)). Since N (ω)(V) is is bounded and equicontinuous, we have V =
{ϑ(m)}∞

m=1 is bounded and equicontinuous and therefore by Lemma 3, the function t →
χ(V(t)) is continuous on [0, b]. By Lemma 4, we get
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χ
(
{(N (ω)ϑ(m))(t)}∞

m=1
)

≤ χ

({∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(m)(s, ω),

∫ s

0
B(s, τ)ϑ(m)(τ, ω)dτ, ω

)
ds

}∞

m=1

)

≤ 2
M(1 + ζB)

Γ(1 + β)

∫ t

0
(t − s)β h(s, ω)χ

(
{ϑ(m)(s)}∞

m=1

)
ds

≤ 2
M(1 + ζB)

Γ(1 + β)

∫ b

0
(b − s)β h(s, ω) sup

s∈[0,b]
χ
(
{ϑ(m)(s)}∞

m=1

)
ds

≤ 2
M(1 + ζB)

Γ(1 + β)
sups∈[0,b] χ

(
{ϑ(m)(s)}∞

m=1

)(∫ b

0
(b − s)β/(1−p2) ds

)1−p2(∫ b

0
(h(s, ω))1/p2 ds

)p2

≤ 2
M(1 + ζB)

Γ(1 + β)
sups∈[0,b] χ

(
{ϑ(m)(s)}∞

m=1

)
K2‖h(·, ω)‖

L1/p2 .

(4)

By Lemma 3, we obtain

χ(N (ω)V) ≤
[

2
MK2(1 + ζB)

Γ(1 + β)
‖h(·, ω)‖

L1/p2

]
χ(V).

From Mönch condition, we get

χ(V) ≤ χ(con({0} ∪N (ω)V)) = χ(N (ω)V) ≤
[

2
MK2(1 + ζB)

Γ(1 + β)
‖h(·, ω)‖

L1/p2

]
χ(V).

From inequality (2), we deduce that χ(V) = 0. As a consequence of Theorem 6, we
show that N has a fixed point ϑ(ω) ∈ D(ω). Since ∩ω∈ΩD(ω) 6= ∅, the hypothesis that a
measurable selector of int(D) holds. By Lemma 2, the random operator N has a stochastic
fixed point ϑ⋆(ω), which is a mild solution of (1). This complete the proof.

With another growth condition of F(·, ·, ·), the condition (H4) can be deleted. Precisely,
we replace the assumption (H3) with (H3′), where

(H3′) There exist two functions Z1, Z2 : [0, b] × Ω → R+ such that for each ω ∈ Ω,
Z1(·, ω), Z2(·, ω) ∈ L1/p1([0, b],R+) for a constant p1 ∈ (0, 1) with

‖F(t, x, y, ω)‖X ≤ Z1(t, ω) + Z2(t, ω)(‖x‖+ ‖y‖)

for t ∈ [0, b] and x, y ∈ X.

Theorem 3. Under the assumptions (H1), (H2), (H3′), (H4) and condition (2), the multi-term
time-fractional integro-differential problem (1) has at least one mild random solution on [0, b].

Proof. Using (H1), (H2), (H3′), and Hölder’s inequality, we have
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‖(N (ω)ϑ)(t)‖

≤ ‖Rβ,γk
(t)ϑ0(ω)‖+ ‖(g1 ⋆Rβ,γk

)(t)ϑ1(ω)‖+ ‖
n

∑
k=1

αk

∫ t

0

(t − s)β−γk

Γ(1 + β − γk)
Rβ,γk

(s)ϑ0(ω)ds‖

+‖
∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)y(τ, ω)dτ, ω

)
ds‖

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
∫ t

0
‖Tβ,γk

(t − s)‖L(X)‖F

(
s, ϑ(s, ω),

∫ s

0
B(s, τ)ϑ(τ, ω)dτ, ω

)
‖ds

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
M

Γ(1 + β)

∫ t

0
(t − s)β

[
Z1(s, ω) + Z2(s, ω)

(
‖ϑ(t, ω)‖+ ‖

∫ s

0
B(s, τ)ϑ(τ, ω)dτ‖)

) ]
ds

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)

+
M

Γ(1 + β)

∫ b

0
(b − s)β [Z1(s, ω) + Z2(s, ω) (1 + ζB)‖ϑ‖ ]ds

≤ M c0 + b M c0 +
n

∑
k=1

αk M c0 b(1+β−γk)

Γ(2 + β − γk)
+

M

Γ(1 + β)

(∫ b

0
(b − s)β/(1−p1) ds

)1−p1(∫ b

0
(Z1(s, ω))1/p1 ds

)p1

+
M (1 + ζB)

Γ(1 + β)
‖ϑ‖

(∫ b

0
(b − s)β/(1−p1) ds

)1−p1(∫ b

0
(Z2(s, ω))1/p1 ds

)p1

≤ M

[
c0 + b c0 +

n

∑
k=1

αk c0 b(1+β−γk)

Γ(2 + β − γk)
+

1
Γ(1 + β)

P̂1

(∫ b

0
(Z1(s, ω))1/p1 ds

)p1
]

+M
(1 + ζB)

Γ(1 + β)
P̂1

(∫ b

0
(Z2(s, ω))1/p1 ds

)p1

‖ϑ‖

≤ M K1(ω) + M K2(ω) ‖ϑ‖,

where

K1(ω) = c0 + b c0 +
n

∑
k=1

αk c0 b(1+β−γk)

Γ(2 + β − γk)
+

1
Γ(1 + β)

P̂1

(∫ b

0
(Z1(s, ω))1/p1 ds

)p1

and

K2(ω) = M
(1 + ζB)

Γ(1 + β)
P̂1

(∫ b

0
(Z2(s, ω))1/p1 ds

)p1

.
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choosing r(ω) =
M K1(ω)

1 − M K2(ω)
and

D(ω) = {ϑ ∈ C([0, b],X) : ‖ϑ‖ ≤ r(ω)} for all ϑ ∈ D(ω),

we get
‖(N (ω)ϑ))(t)‖ ≤ r(ω).

The proof can be complete similarly to Theorem 2.

Remark 1. Consider the measure of noncompactness χC and ν defined in C([0, b],X) by

χC(K) = max
O∈∆(K)

{ν(O), modc(O)} and ν(O) = sup
t∈[0,b]

e−Ltχ(O(t)), (5)

for all bounded subsets K of C([0, b],X), where ∆(K) stand for the collection of all countable subsets
of K, O(t) = {x(t) , x ∈ O, t ∈ [0, b]} and L is an appropriate constant to be defined later. modC

is the modulus of equicontinuity of the function set O defined by

modC(O) = lim
δ→0

sup
x∈O

max
{
‖x(t2)− x(t1)‖ : t1, t2 ∈ [0, b], |t2 − t1| ≤ δ

}
.

From [20], we know that there exists a O⋆ which achieves the maximun in (5). Furthermore,
the measure χC is nonsingular, monotone and regular.

Applying the abaove regular measure of noncompactness, we obtain the following result.

Theorem 4. Assume that the assumptions (H1)–(H5) are valid, then the multi-term time-fractional
integro-differential problem (1) has at least one mild random solution on [0, b].

Proof. As in the proof of Theorem 2, we show that the operator N : D(ω) → D(ω) has
a stochastic fixed point. We know that N is a random operator with stochastic domain
which is continuous and maps bounded sets into equicontinuous sets of D(ω). So, in order
to finish the proof it is sufficient to show that N satisfies the Mönch’s condition.

Let ω ∈ Ω and V be a countable subset of D(ω) and V ⊆ con({0} ∪N (ω)(V)). Since
χC
(
(N (ω)V)

)
has a maximum, let {z(m)(·, ω)}∞

m=1 ⊂ (N (ω)V) be a denumerable set
which attain its maximum. Then there exists a set {ϑ(m)(·, ω)}∞

m=1 ⊂ V such that

(N (ω)ϑ(m))(t) = zm(·, ω) for all t ∈ [0, b]. (6)

We choose L > 0 such that

K =
2M(1 + ζB)

Γ(1 + β)
sup

t∈[0,b]

∫ b

0
(b − s)β h(s, ω)eL(s−t)ds < 1. (7)
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Now, by (4), we derive that

χ
(
{(N (ω)ϑ(m))(t)}∞

m=1
)

≤ 2
M(1 + ζB)

Γ(1 + β)

∫ t

0
(t − s)β h(s, ω)χ

(
{ϑ(m)(s)}∞

m=1

)
ds

≤ 2
M(1 + ζB)

Γ(1 + β)

∫ b

0
(b − s)β h(s, ω)eLs sup

s∈[0,b]

[
e−Lsχ

(
{ϑ(m)(s)}∞

m=1

)]
ds

≤ 2
M(1 + ζB)

Γ(1 + β)
ν
(
{ϑ(m)}∞

m=1

) ∫ b

0
(b − s)β h(s, ω)eLsds.

(8)

By using (5) and (8), we get

ν({z(m)}∞
m=1) ≤ sup

t∈[0,b]
e−Ltχ

(
{(N (ω)ϑ(m))(t)}∞

m=1
)

≤ sup
t∈[0,b]

e−Lt 2M(1 + ζB)

Γ(1 + β)
ν
(
{ϑ(m)}∞

m=1

) ∫ b

0
(b − s)β h(s, ω)eLsds

≤ 2M(1 + ζB)

Γ(1 + β)
ν
(
{ϑ(m)}∞

m=1

)
sup

t∈[0,b]

∫ b

0
(b − s)β h(s, ω)eL(s−t)ds

≤ K ν
(
{ϑ(m)}∞

m=1

)
.

(9)

Thus, we have

ν
(
{ϑ(m)(·, ω)}∞

m=1

)
= ν(V) ≤ ν

(
con({0} ∪ N (ω)(V))

)

= ν
(
{z(m)(·, ω)}∞

m=1

)
≤ K ν

(
{ϑ(m)(·, ω)}∞

m=1

)
.

From (7), we obtain

ν
(
{ϑ(m)(·, ω)}∞

m=1

)
= ν(V) = ν

(
{z(m)(·, ω)}∞

m=1

)
= 0.

By the definition of ν, we get

χ
(
{ϑ(m)(t, ω)}∞

m=1

)
= χ

(
{z(m)(t, ω)}∞

m=1

)
= 0 for every t ∈ [0, b].

From (H4), we obtain

χ

({
F

(
s, ϑ(m)(s, ω),

∫ s

0
B(s, τ)ϑ(m)(τ, ω)dτ, ω

)}∞

m=1

)

≤ h(t, ω)(1 + ζB)χ
({

ϑ(m)(t, ω)
})

= 0

(10)

which implies that

S :=
{

F

(
s, ϑ(m)(s, ω),

∫ s

0
B(s, τ)ϑ(m)(τ, ω)dτ, ω

)}∞

m=1
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is relatively compact for almost all t ∈ [0, b] in X. Since {ϑ(m)(·, ω)}∞
m=1 ∈ D(ω), by (H3),

we derive that S is uniformly integrable for a.e t ∈ [0, b]. From Definition 10, we conclude
that S is semicompact and by Lemma 4, the set

{∫ t

0
Tβ,γk

(t − s)F

(
s, ϑ(m)(s, ω),

∫ s

0
B(s, τ)ϑ(m)(τ, ω)dτ, ω

)
ds

}∞

m=1

is relatively compact in X. Hence, by (6), {z(m)(·, ω)}∞
m=1 is also relatively compact in

C([0, b],X). Since χC is a nonsingular, monotone and regular measure of noncompactness,
then by Mönch condition, we have

χC(V) ≤ χC(con({0} ∪ N (ω)(V))) = χC
(
{z(m)(·, ω)}∞

m=1

)
= 0,

which shows that V is relatively compact in C([0, b],X). The proof is completed.

Remark 2. In comparison to Theorem 2, the result obtain in Theorem 3 is more general and
interesting. Due to the choice of the measure of noncompactness, we can notice that inequality (2)
in Theorem 2 is not necessary in Theorem 3.

In Theorem 3, when we replace the condition (H4) by (H3′), we obtain the following
result where the condition (H5) is released.

Theorem 5. Under the assumptions (H1), (H2), (H3′) and (H4), the multi-term time-fractional
integro-differential problem (1) has at least one mild random solution on [0, b].

Proof. As in the proof of Theorem 3, there exists a random function r : Ω → R− {0} such
that the operator N : D(ω) → D(ω) is a random operator with stochastic domaine D(ω) =
{ϑ ∈ C([0, b],X) : ‖ϑ‖ ≤ r(ω)}. Furthermore, we know that N is a random operator with
stochastic domain which is continuous and maps bounded sets into equicontinuous sets
of D(ω). So, we only need to check that N satisfies the Mönch’s condition. Following a
similar argument as in the proof of Theorem 3, one can verify the conclusion.

Remark 3. The random differential equation with delay is a special type of random functional
differential equations. The random functional differential equations with state-dependent delay
have many important applications in mathematical models of real phenomena. By applying the
ideas and techniques as in this article and making some appropriate conditions, one can obtain the
existence results for a class of multi-term time-fractional random integro-differential equations with
state-dependent delay.

4. A Nontrivial Example of Application of Theorem 2

In this section, we give a nontrivial example to illustrate our main results.

Example 1. Let β, γk > 0 k = 1, 2, · · · , m be such that 0 < β ≤ γm ≤ · · · ≤ γ1 ≤ 1. We
consider the following problem with random effects:
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



CD1+βu(t, x, ω) +
m

∑
k=1

αk
CDγk u(t, x, ω) =

∂2u(t, x, ω)

∂2x

(1 + t)−1/3

20
Q(ω)

[
sin(u(t, x, ω)) +

∫ t

0
cos(t − s)u(s, x, ω)ds

]
, x ∈ [0, π], t ∈ [0, 1], ω ∈ Ω

u(t, 0, ω) = u(t, π, ω) = 0, t ∈ [0, 1], ω ∈ Ω,

u(0, x, ω) = u0(x, ω), x ∈ [0, π], ω ∈ Ω,

∂u(t, x, ω)

∂t

∣∣∣
t=0

= u1(x, ω), x ∈ [0, π], ω ∈ Ω,

(11)

where Q is a real-valued random variable, u0, u1 : [0, π] × Ω → R are given functions
and (Ω,F ,P) a complete probability space. Let X = L2([0, π],R) and define the operator
A : D(A) ⊂ X → X by Az = z′′, where

D(A) = {z ∈ X : z, z′ are absolutely continuous, z′′ ∈ X, z(0) = z(π) = 0}.

then

Az =
∞

∑
n=1

n2(z, wn)wn, z ∈ D(A),

where wn(θ) =

√
2
π

sin(nθ), n = 1, 2, · · · is the orthogonal set of eigenvectors of A. Thus,

A generates a strongly continuous cosine family {C(t)}t∈R given by

C(t)z =
∞

∑
n=1

cos(nt)(z, wn)wn for z ∈ X.

Since β, γk > 0 k = 1, 2, · · · , m be such that 0 < β ≤ γm ≤ · · · ≤ γ1 ≤ 1, by
Theorem 1, we deduce that A generates a bounded (β, γk)-resolvent family

Rβ,γk
(t)z =

∫ ∞

0

1
t(1+β)/2

Φ(1+β)/2(st−(1+β)/2)C(s)z ds, z ∈ X, t ∈ [0, 1],

where

Φ(1+β)/2(y) =
∞

∑
n=0

(−y)n

n! Γ(−(β(n + 1))− n)
, y ∈ C,

is the Wright functions. Furthermore, we define

ϑ(t, ω)(x) = u(t, x, ω) for t ∈ [0, 1], x ∈ [0, π] and ω ∈ Ω

and
ϑ0(ω)(x) = u0(x, ω), ϑ1(ω)(x) = u1(x, ω) for x ∈ [0, π] and ω ∈ Ω.

For every t ∈ [0, 1], x ∈ [0, π] and ω ∈ Ω, define

F

(
t, ϑ(t, ω),

∫ t

0
B(t, s)ϑ(s, ω)ds, ω

)
(x) = f (t, ω)

[
sin(u(t, x, ω)) +

∫ t

0
cos(t − s)u(s, x, ω)ds

]
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where f (t, ω) =
(1 + t)−1/3Q(ω)

20
. Then Equation (11) can be rewritten in the abtract form

of Equation (1). From the definition of the nonlinear term F, we have

‖F

(
t, ϑ(t, ω),

∫ t

0
B(t, s)z1(s, ω)ds, ω

)
− F

(
t, ϑ̃(t, ω),

∫ t

0
B(t, s)z2(s, ω)ds, ω

)
‖

≤ f (t, ω)
[
‖ϑ(·, ω)− ϑ̃(·, ω)‖+ ζB‖z1(·, ω)− z2(·, ω)‖

]
,

where ζB = sup
t∈[0,1]

∫ t

0
cos(t − s)ds ≤ 1. Therefore

‖F

(
t, ϑ(t, ω),

∫ t

0
B(t, s)z(s, ω)ds, ω

)
‖ ≤ f (t, ω)

[
‖ϑ(·, ω)‖+ ζB‖z(·, ω)‖

]

and for any bounded and contable set V of X, we obtain

χ

(
F

(
t,V(t),

∫ t

0
B(t, s)V(s)ds, ω

))
≤ h(t, ω)[χ(V) + ζBχ(V)]

where h(t, ω) = f (t, ω). Taking p1 = p2 =
1
2

and β =
3
4

, we have

P1 = P2 =

√
2
5

and ‖ f (·, ω)‖ =
3

50

[
(2)5/6 − 1

]1/2
|Q(ω)| ≤ 0.06 × |Q(ω)|.

If
2M

√
2/5

Γ(7/4)
0.06 × |Q(ω)| < 1

2
then by Theorem 2, the random system (11) has at

least one random mild solution.

5. Conclusions

Random fractional integro-differential equations are one of the most important re-
search topics in the past thirty years. In this paper, we investigate the existence of mild
solutions to a multi-term fractional integro-differential Equation (1) with random effects
(see Theorems 2–5). A nontrivial example illustrating Theorem 2 is also given.
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Abstract: We study a certain conjugation problem for a pair of elliptic pseudo-differential equations
with homogeneous symbols inside and outside of a plane sector. The solution is sought in corresponding
Sobolev–Slobodetskii spaces. Using the wave factorization concept for elliptic symbols, we derive a
general solution of the conjugation problem. Adding some complementary conditions, we obtain a
system of linear integral equations. If the symbols are homogeneous, then we can apply the Mellin
transform to such a system to reduce it to a system of linear algebraic equations with respect to
unknown functions.

Keywords: pseudo-differential equation; conjugation problem; wave factorization; solvability condition

1. Introduction

The theory of pseudo-differential equations on manifolds with a smooth boundary
was systematically developed, starting from the papers of M.I. Vishik and G.I. Eskin [1,2] in
the middle of the last century. After this start, L. Boutet de Monvel [3] published a paper in
which he suggested an algebraic variant of the theory, including the index theorem. These
studies were continued and refined by S. Rempel and B.-W. Schulze [4], and then such
results have became useful for situations of manifolds with non-smooth boundaries [5–7].

The first author has started to develop a new approach for non-smooth situations in
the middle of the last century [8], and general concepts of the approach are presented in
the book and latest papers [9–11]. This paper is related to this approach, and it is devoted to
some generalizations of classical results for the Riemann boundary value problem [12,13] in
which we consider model pseudo-differential equations in canonical non-smooth domains
instead of the Cauchy–Riemann operator. These studies were indicated in [14], and here
we develop these results, obtaining more exact and refined solvability conditions. We
formulate the solvability conditions in terms of a system of linear algebraic equations
similar to well-known Shapiro–Lopatinskii conditions [2]. The Mellin transform [15] is used
to reduce the problem for homogeneous elliptic symbols to the mentioned algebraic system.

2. Auxiliaries

A pseudo-differential operator A in a domain D ⊂ Rm is defined by its symbol A(ξ)
in the following way

u(x) 7−→
∫

D

∫

Rm

A(ξ)ei(y−x)·ξ u(y)dydξ, x ∈ D,

where the function u is defined in the domain D. The symbol A(ξ) is a certain measurable
function defined in Rm. The space Hs(D) consists of functions from Sobolev–Slobodetskii
space Hs(Rm) with supports in D. The norm in Hs(D) is induced by the Hs-norm

||u||s =


∫

Rm

|ũ(ξ)|2(1 + |ξ|)2sdξ




1/2

,
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where ũ is the Fourier transform of u:

ũ(ξ) =
∫

Rm

eix·ξ u(x)dx.

We start our considerations from measurable symbols A(ξ), satisfying the condition

c1(1 + |ξ|)α ≤ |A(ξ)| ≤ c2(1 + |ξ|)α

with positive constants c1, c2, and the number α, we call an order of the pseudo-differential
operator A. Such operators are linear bounded operators Hs(D) → Hs−α(D) [2].

In this paper, we consider plane case m = 2 and canonical plane domain D = Ca
+ =

{x ∈ R2 : x = (x1, x2), x2 > a|x1|, a > 0}. For such domains, the key role for the solvability
description for the pseudo-differential equation

(Au)(x) = v(x), x ∈ Ca
+,

takes the wave factorization concept for the symbol A(ξ) [9].
Let us reiterate that the radial tube domain T(Ca

+) over the cone Ca
+ is called the

following domain R2 + iCa
+ of a two-dimensional complex space C2 [9].

Definition 1. By wave factorization of A(ξ) with respect to cone Ca
+ = {x = (x1, x2) ∈

R2 : x2 > a|x1|, a > 0}, we mean its representation in the form

A(ξ) = A 6=(ξ)A=(ξ),

where the factors A 6=(ξ), A=(ξ) must satisfy the following conditions:
(1) A 6=(ξ) is defined, generally speaking, on the set {x ∈ R2 : a2x2

2 6= x2
1} only;

(2) A 6=(ξ) admits an analytical continuation into radial tube domain T(
∗

Ca
+) over the cone

∗
Ca
+= {x ∈ R2 : ax2 > |x1|}, which satisfies the following estimate:

∣∣∣A±1
6= (ξ + iτ)

∣∣∣ ≤ c(1 + |ξ|+ |τ|)±æ, ∀τ ∈
∗

Ca
+ .

The factor A=(ξ) has similar properties with −
∗

Ca
+ instead of

∗
Ca
+ and α− æ instead of æ.

The number æ is called index of wave factorization of A(ξ) with respect to cone Ca
+.

Let us note that if the factors A 6=(ξ), A=(ξ) are homogeneous of order æ and α− æ,
respectively, and then the symbol A(ξ) is homogeneous of order α, then one can discusshomogeneous
wave factorization. The corresponding definition is given in [9].

3. Statement of the Problem

Let us denote Γ = {x ∈ R2 : x2 = a|x1|, a > 0}. We study here the following
conjugation problem. Finding a function U(x) which consists of two components

U(x) =

{
U+(x), x ∈ Ca

+

U−(x), x ∈ R2 \ Ca
+

in the space Hs(R2 \ Γ), and the function should satisfy the following conditions




(AU)(x) = 0, x ∈ R2 \ Γ

+∞∫

−∞

U+(x1, x2)dx2 = g0(x1), x1 ∈ R

+∞∫

−∞

U−(x1, x2)dx2 = g1(x1), x1 ∈ R

u+(x)− u−(x) = g2(x), x ∈ Γ,

(1)
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where u+, u− are boundary values of U from Ca
+ and R2 \ Ca

+, respectively, and the
functions g0, g1 ∈ Hs+1/2(R) and g2 ∈ Hs−1/2(Γ) are given. Since we seek a solution
in the space Hs, then such spaces Hs±1/2 are chosen according to the theorem on restriction
on a hyper-plane [2].

If we consider the equation

(Au)(x) = 0, x ∈ Ca
+, (2)

separately, then we can use one of key results from the book [9], Theorem 8.1.2; more
precisely, it is the following: if the symbol A(ξ) admits the wave factorization with respect
to the cone Ca

+ with the index æ such that æ−s = n + δ, n ∈ N, |ffi| < 1/2, then a general
solution u ∈ Hs(Ca

+) of Equation (2) has the following form

ũ(ξ) = A−1
6= (ξ)

n−1

∑
k=0

(
ãk(ξ1 − aξ2)(ξ1 + aξ2)

k + b̃k(ξ1 + aξ2)(ξ1 − aξ2)
k
)

,

where ak, bk are arbitrary functions from Hsk (R), sk = s − æ + k + 1/2, k = 0, 1, . . . , n − 1.
Furthermore, we have a priori estimates

||u||s ≤ C
n−1

∑
k=0

(
[ak]sk

+ [bk]sk

)
,

where [·]s denotes the Hs(R)-norm.
In this paper, we consider the case n = 1 so that we have the following formula for a

general solution
Ũ+(ξ) = A−1

6= (ξ)(ã0(ξ1 − aξ2) + b̃0(ξ1 + aξ2)).

For the second equation

(Au)(x) = 0, x ∈ R2 \ Ca
+. (3)

we have an analogous formula for a general solution

Ũ−(ξ) = A−1
= (ξ)(c̃0(ξ1 − aξ2) + d̃0(ξ1 + aξ2)),

where c0, d0 are a distinct pair of arbitrary functions.
Now, our main goal is to describe the procedure to uniquely determine four arbitrary

functions in general solutions of the Equations (2) and (3) using boundary and integral conditions.

4. A System of Linear Integral Equations

Using properties of the Fourier transform [2], we write integral conditions in the form

Ũ+(ξ1, 0) = A−1
6= (ξ1, 0)(ã0(ξ1) + b̃0(ξ1)),

Ũ−(ξ1, 0) = A−1
= (ξ1, 0)(c̃0(ξ1) + d̃0(ξ1)).

It gives the first two relations

A−1
6= (ξ1, 0)(ã0(ξ1) + b̃0(ξ1)) = g̃0(ξ1)

A−1
= (ξ1, 0)(c̃0(ξ1) + d̃0(ξ1)) = g̃1(ξ1).

(4)

We introduce new variables
{

ξ1 − aξ2 = t1

ξ1 + aξ2 = t2
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and re-denote

Ũ±

(
t2 + t1

2
,

t2 − t1

2a

)
≡ Ṽ±(t1, t2),

A 6=

(
t2 + t1

2
,

t2 − t1

2a

)
≡ a 6=(t1, t2), A=

(
t2 + t1

2
,

t2 − t1

2a

)
≡ a=(t1, t2),

so that the boundary values u± will be boundary values v± for new variables t1, t2. Thus,
general solutions of the Equations (2) and (3) take the form

Ṽ+(t1, t2) = a−1
6= (t1, t2)(ã0(t1) + b̃0(t2)),

Ṽ−(t1, t2) = a−1
= (t1, t2)(c̃0(t1) + d̃0(t2)).

Therefore, using properties of the Fourier transform [2] we obtain

+∞∫

−∞

a−1
6= (t1, t2)(ã0(t1) + b̃0(t2))dt1 = ṽ+(0, t2)

+∞∫

−∞

a−1
6= (t1, t2)(ã0(t1) + b̃0(t2))dt2 = ṽ+(t1, 0),

+∞∫

−∞

a−1
= (t1, t2)(c̃0(t1) + d̃0(t2))dt1 = ṽ−(0, t2),

+∞∫

−∞

a−1
= (t1, t2)(c̃0(t1) + d̃0(t2))dt2 = ṽ−(t1, 0).

Let us introduce new notations

r1(t2) ≡
+∞∫

−∞

a−1
6= (t1, t2)dt1, r2(t1) ≡

+∞∫

−∞

a−1
6= (t1, t2)dt2,

r3(t2) ≡
+∞∫

−∞

a−1
= (t1, t2)dt1, r4(t1) ≡

+∞∫

−∞

a−1
= (t1, t2)dt2.

We rewrite integral relations by using the above notations.

+∞∫

−∞

a−1
6= (t1, t2)ã0(t1)dt1 + b̃0(t2)r1(t2)−

−
+∞∫

−∞

a−1
= (t1, t2)c̃0(t1)dt1 − d̃0(t2)r3(t2) = g̃21(t2),

r2(t1)ã0(t1) +

+∞∫

−∞

a−1
6= (t1, t2)b̃0(t2)dt2 − r4(t1)c̃0(t1)−

−
+∞∫

−∞

a−1
= (t1, t2)d̃0(t2))dt2 = g̃22(t1),

where g̃21(t2), g̃22(t1) are Fourier transforms of the function g2, which is considered as two
parts related to angle sides.
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So, we have the following relations for determining the unknown functions ã0, b̃0, c̃0, d̃0.
Of course, according to the equalities (4), we can write

b̃0(ξ1) = A 6=(ξ1, 0)g̃0(ξ1)− ã0(ξ1),

d̃0(ξ1) = A=(ξ1, 0)g̃1(ξ1)− c̃0(ξ1),

and can obtain the following integral system with respect to unknowns ã0, c̃0:





+∞∫

−∞

a−1
6= (t1, t2)ã0(t1)dt1 − ã0(t2)r1(t2)−

+∞∫

−∞

a−1
= (t1, t2)c̃0(t1)dt1 + c̃0(t2)r3(t2) = f̃1(t2)

r2(t1)ã0(t1)−
+∞∫

−∞

a−1
6= (t1, t2)ã0(t2)dt2 − r4(t1)c̃0(t1)+

+∞∫

−∞

a−1
= (t1, t2)c̃0(t2))dt2 = f̃2(t1),

(5)

where we have denoted

f̃1(t2) = g̃21(t2)− A 6=(t2, 0)g̃0(t2)r1(t2)− A=(t2, 0)g̃1(t2)r3(t2)

f̃2(t1) = g̃22(t1)−
+∞∫

−∞

a−1
6= (t1, t2)A 6=(t2, 0)g̃0(t2)dt2+

+∞∫

−∞

a−1
= (t1, t2)A=(t2, 0)g̃1(t2)dt2.

Finally, we obtain the following assertion.

Theorem 1. If the symbol A(ξ) admits wave factorization with respect to the cone Ca
+ with the

index æ such that æ− s = 1+ δ, |δ| < 1/2, then unique solvability of the problem (1) is equivalent
to unique solvability of the system (5).

The next section is devoted to study the system (5).

5. Homogeneous Symbols and Applying the Mellin Transform

We consider here the case when the symbol A(ξ) is positively homogeneous of order
α and the factors A 6=(ξ) and A=(ξ) are positively homogeneous of order æ and α− æ,
respectively.

Lemma 1. The functions r1, r2 are positively homogeneous function of order 1 − æ, and the
functions r3, r4 are positively homogeneous functions of order 1+ æ−α.

Proof. Let us verify. Indeed, for λ > 0, we have

r1(λt2) =

+∞∫

−∞

a−1
6= (t1, λt2)dt1,

and after the change of variable t1 = λt we obtain
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r1(λt2) = λ

+∞∫

−∞

a−1
6= (λt, λt2)dt = λλ−ær1(t2) = λ1−ær1(t2).

Analogously,

r3(λt2) =

+∞∫

−∞

a−1
= (t1, λt2)dt1,

and after similar change we have

r3(λt2) = λ

+∞∫

−∞

a−1
= (λt, λt2)dt = λλ−(α−æ)r3(t2) = λ1+æ−αr3(t2).

Similar conclusions are valid for r2, r4.

Remark 1. If æ = α/2, then all functions r1, r2, r3, r4 have the same order of homogeneity, which
equals to 1 − æ.

Lemma 2. The functions a−1
6= (t1, t2)r

−1
1 (t2), a−1

6= (t1, t2)r
−1
2 (t1) are homogeneous functions of

order −1 with respect to variables t1, t2, and the functions a−1
= (t1, t2)r

−1
3 (t2), a−1

= (t1, t2)r
−1
4 (t1)

are homogeneous functions of order −1 too.

Proof. According to Lemma 1, we have

a−1
6= (λt1, λt2)r

−1
1 (λt2) = λ−æa−1

6= (t1, t2)λ
æ−1r−1

1 (t2) =

λ−1a−1
6= (t1, t2)r

−1
1 (t2).

Analogously,

a−1
= (λt1, λt2)r

−1
3 (λt2) = λæ−αa−1

= (t1, t2)λ
α−æ−1)r−1

3 (t2) =

λ−1a−1
= (t1, t2)r

−1
3 (t2).

The same is valid for the left two functions.

Let us note that Lemmas 1 and 2 are almost the same, as in [9].
Now, we divide by r1 and r2





+∞∫

−∞

a−1
6= (t1, t2)r

−1
1 (t2)ã0(t1)dt1 − ã0(t2)−

+∞∫

−∞

a−1
= (t1, t2)r

−1
1 (t2)c̃0(t1)dt1 + c̃0(t2)r

−1
1 (t2)r3(t2) = f̃1(t2)r

−1
1 (t2)

ã0(t1)−
+∞∫

−∞

a−1
6= (t1, t2)r

−1
2 (t1)ã0(t2)dt2 − r4(t1)r

−1
2 (t1)c̃0(t1)+

+∞∫

−∞

a−1
= (t1, t2)r

−1
2 (t1)c̃0(t2))dt2 = f̃2(t1)r

−1
2 (t1),
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and we obtain the following system of two linear integral equations





+∞∫

−∞

K1(t1, t2)ã0(t1)dt1 − ã0(t2)−

+∞∫

−∞

K2(t1, t2)c̃0(t1)dt1 + c̃0(t2)R(t2) = F1(t2)

ã0(t1)−
+∞∫

−∞

K3(t1, t2)ã0(t2)dt2 − Q(t1)c̃0(t1)+

+∞∫

−∞

K4(t1, t2)c̃0(t2))dt2 = F2(t1),

(6)

after new notations with

K1(t1, t2) = a−1
6= (t1, t2)r

−1
1 (t2), K2(t1, t2) = a−1

= (t1, t2)r
−1
1 (t2),

K3(t1, t2) = a−1
6= (t1, t2)r

−1
2 (t1), K4(t1, t2) = a−1

= (t1, t2)r
−1
2 (t1),

R(t2) = r−1
1 (t2)r3(t2), F1(t2) = f̃1(t2)r

−1
1 (t2),

Q(t1) = r4(t1)r
−1
2 (t1), F2(t1) = f̃2(t1)r

−1
2 (t1).

Lemma 3. Let æ = α/2. The kernels of integral operators K1, K2, K3, K4 are homogeneous of order
−1, and the functions R, Q are homogeneous of order 0.

Proof. Using Lemma 1 and Lemma 2, we obtain the required assertion.

Now, we will rewrite the system (6) as a system of integral equations on the positive
half-axis to apply the Mellin transform.





+∞∫

0

K1(t1, t2)ã0(t1)dt1 +

0∫

−∞

K1(t1, t2)ã0(t1)dt1 − ã0(t2)−

−
+∞∫

0

K2(t1, t2)c̃0(t1)dt1 +

0∫

−∞

K2(t1, t2)c̃0(t1)dt1 + c̃0(t2)R(t2) = F1(t2)

ã0(t1)−
+∞∫

0

K3(t1, t2)ã0(t2)dt2 −
0∫

−∞

K3(t1, t2)ã0(t2)dt2 − Q(t1)c̃0(t1)+

+

+∞∫

0

K4(t1, t2)c̃0(t2))dt2 +

0∫

−∞

K4(t1, t2)c̃0(t2))dt2 = F2(t1),

The next step is the following. We would like to transform the latter system to a 4 × 4
system on a positive half-axis. For this purpose, we introduce two additional unknown
functions and new notations.

We denote for all t1 > 0

M1(t1, t2) = K1(−t1, t2), M2(t1, t2) = K2(−t1, t2),

and for all t2 > 0

M3(t1, t2) = K3(t1,−t2), M4(t1, t2) = K4(t1,−t2),

135



Axioms 2021, 10, 234

and we put also for t > 0

ã1(t) = ã0(−t), c̃1(t) = c̃0(−t), G1(t) = F1(−t), G2(t) = F2(−t).

Thus, we have the following system of linear integral equations with respect to
four unknown functions ã0, ã1, c̃0, c̃1 in which all kernel and functions are defined for
positive t1, t2:





+∞∫

0

K1(t1, t2)ã0(t1)dt1 +

+∞∫

0

M1(t1, t2)ã1(t1)dt1 − ã0(t2)−

−
+∞∫

0

K2(t1, t2)c̃0(t1)dt1 +

+∞∫

0

M2(t1, t2)c̃1(t1)dt1 + c̃0(t2)R(t2) = F1(t2)

+∞∫

0

K1(t1,−t2)ã0(t1)dt1 +

+∞∫

0

M1(t1,−t2)ã1(t1)dt1 − ã1(t2)−

−
+∞∫

0

K2(t1,−t2)c̃0(t1)dt1 +

+∞∫

0

M2(t1,−t2)c̃1(t1)dt1 + c̃1(t2)R(−t2) = G1(t2)

ã0(t1)−
+∞∫

0

K3(t1, t2)ã0(t2)dt2 −
+∞∫

0

M3(t1, t2)ã1(t2)dt2 − Q(t1)c̃0(t1)+

+

+∞∫

0

K4(t1, t2)c̃0(t2))dt2 +

+∞∫

0

M4(t1, t2)c̃1(t2))dt2 = F2(t1)

ã1(t1)−
+∞∫

0

K3(−t1, t2)ã0(t2)dt2 −
+∞∫

0

M3(−t1, t2)ã1(t2)dt2 − Q(−t1)c̃1(t1)+

+

+∞∫

0

K4(−t1, t2)c̃0(t2))dt2 +

+∞∫

0

M4(−t1, t2)c̃1(t2))dt2 = G2(−t1).

Further, we introduce notation:

R(t2) =

{
r1, t2 > 0
r2, t2 < 0

, Q(t1) =

{
q1, t1 > 0
q2, t1 < 0

,

Ki(t1,−t2) = ki(t1, t2), Mi(t1,−t2) = mi(t1, t2), i = 1, 2, and Kj(−t1, t2) = k j(t1, t2),
Mj(−t1, t2) = mj(t1, t2), j = 3, 4.

Now we can rewrite our system as follows.
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



+∞∫

0

K1(t1, t2)ã0(t1)dt1 +

+∞∫

0

M1(t1, t2)ã1(t1)dt1 − ã0(t2)−

−
+∞∫

0

K2(t1, t2)c̃0(t1)dt1 +

+∞∫

0

M2(t1, t2)c̃1(t1)dt1 + r1 c̃0(t2) = F1(t2)

+∞∫

0

k1(t1, t2)ã0(t1)dt1 +

+∞∫

0

m1(t1, t2)ã1(t1)dt1 − ã1(t2)−

−
+∞∫

0

k2(t1, t2)c̃0(t1)dt1 +

+∞∫

0

m2(t1, t2)c̃1(t1)dt1 + r2 c̃1(t2) = G1(t2)

ã0(t1)−
+∞∫

0

K3(t1, t2)ã0(t2)dt2 −
+∞∫

0

M3(t1, t2)ã1(t2)dt2 − q1 c̃0(t1)+

+

+∞∫

0

K4(t1, t2)c̃0(t2))dt2 +

+∞∫

0

M4(t1, t2)c̃1(t2))dt2 = F2(t1)

ã1(t1)−
+∞∫

0

k3(t1, t2)ã0(t2)dt2 −
+∞∫

0

m3(t1, t2)ã1(t2)dt2 − q2 c̃1(t1)+

+

+∞∫

0

k4(t1, t2)c̃0(t2))dt2 +

+∞∫

0

m4(t1, t2)c̃1(t2))dt2 = G2(t1).

(7)

Now, we can apply the Mellin transform to the system (7). Let us restate that the
Mellin transform for the function f of one real variable is the following [15]

f̂ (µ) =

+∞∫

0

xµ−1 f (x)dx,

and the function f̂ exists for a wide class of functions.
We will use the following notations for the Mellin transforms. For Ki(t1, t2), ki(t1, t2),

Mi(t1, t2), mi(t1, t2), i = 1, 2, the notation K̂i(µ), k̂i(µ), M̂i(µ), m̂i(µ) denotes the Mellin
transform of the functions Ki(1, t), ki(1, t), Mi(1, t), mi(1, t), respectively. For Kj(t1, t2),
k j(t1, t2), Mj(t1, t2), mj(t1, t2), j = 3, 4, the notation K̂j(µ), k̂ j(µ), M̂j(µ), m̂j(µ) denotes the
Mellin transform of the functions Kj(t, 1).k j(t, 1), Mj(t, 1), mj(t, 1), respectively.

Applying the Mellin transform to the system (7), we obtain at least formally the
following system of linear algebraic equations





(K̂1(µ)− 1)â0(µ) + M̂1(µ)â1(µ)+

(K̂2(µ) + r1)ĉ0(µ) + M̂2(µ)ĉ1(µ) = F̂1(µ)

k̂1(µ)â0(µ) + (m̂1(µ)− 1)â1(µ)−
k̂2(µ)ĉ0(µ) + (m̂2(µ) + r2)ĉ1(µ) = Ĝ1(µ)

(1 − K̂3(µ))â0(µ)− M̂3(µ)â1(µ)+

(K̂4(µ)− q1)ĉ0(µ) + M̂4(µ)ĉ1(µ) = F̂2(µ)

−k̂3(µ)â0(µ) + (1 − m̂3(µ))â1(µ)+

k̂4(µ)ĉ0(µ) + (m̂4(µ)− q2)ĉ1(µ) = Ĝ2(µ).

. (8)
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A matrix of the (4 × 4)-system (8) is the following

A(µ) =




K̂1(µ)− 1) M̂1(µ) K̂2(µ) + r1 M̂2(µ)

k̂1(µ) m̂1(µ)− 1 k̂2(µ) m̂2(µ) + r2
1 − K̂3(µ) −M̂3(µ) K̂4(µ)− q1 M̂4(µ)

−k̂3(µ) 1 − m̂3(µ) k̂4(µ) m̂4(µ)− q2


.

6. Solvability Conditions

Here, we can formulate the following assertion on the solvability of system (5) for
homogeneous kernels (see also [9]).

Theorem 2. Let A 6=(ξ) and A=(ξ) be homogeneous non-vanishing functions of order α/2 and
−α/2, respectively, and differentiable away from the origin, r1(t2) 6= 0, ∀t2 6= 0, r2(t1) 6= 0,
∀t1 6= 0. The system of linear integral Equation (5) is uniquely solvable if, and only if, the condition

inf |detA(µ)| 6= 0, ℜµ = 1/2 (9)

holds.

Proof. Basic elements of the proof were given in the above considerations and Lemmas 1–3.
The condition (9) is related to properties of the Mellin transform [2,9,15].

Nevertheless, we will give some explanations. If we have the wave factorization,
then we obtain the system (5). For homogeneous factors A 6=(ξ) and A=(ξ), the system (5)
transforms into the system (7). The latter system of linear integral equations has kernels
which are homogeneous of order −1. That is why we can apply the Mellin transform. If we
have the expression

+∞∫

0

K(t1, t2)u(t1)dt1,

in which the kernel K(t1, t2) is a homogeneous function of order −1, then after applying
the Mellin transform we obtain the following expression

+∞∫

0

t
µ−1
2




+∞∫

0

K(t1, t2)u(t1)dt1


dt2.

The change of variable in the inner integral t2 = xt1 leads to the following integral

+∞∫

0

t
µ−1
1 xµ−1




+∞∫

0

t1K(t1, xt1)u(t1)dt1


dx,

and after rearrangements of integrals we obtain the following product

+∞∫

0

t
µ−1
1 u(t1)dt1

+∞∫

0

xµ−1K(1, x)dx = û(µ)K̂(µ),

where û denotes the Mellin transform of u.
So, using the Mellin transform, we can obtain the system of linear algebraic Equation (8),

which is equivalent to the system (7). Lemma 3 is needed for this purpose. The condition (9)
is a necessary and sufficient condition for the unique solvability of such systems and the
applicability of the inverse Mellin transform.

Since we suppose the factors A 6=, A= are differentiable, then the Mellin transform
is applicable for the kernels Kj. The functions under the integral can be assumed to be
smooth enough, taking into account further approximation in Hs-spaces.
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Remark 2. A priori estimates for a solution of the problem (1) can be obtained by the methods
described in [9]. We will give these estimates in next papers.

7. Conclusions

In this paper, we have shown that a certain conjugation problem can be reduced to
a system of linear algebraic equations. One can consider other conjugation problems for
homogeneous elliptic symbols using this approach. Perhaps it is reasonable to consider
different boundary conditions which are local, such as Dirichlet and Neumann conditions.
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Abstract: This paper deals with the solution of boundary value problems for ordinary differential
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1. Introduction

Differential equations model numerous phenomena and processes in sciences and
engineering. Boundary value problems for elementary differential equations with classical
boundary conditions have been studied exhaustively by many researchers and compre-
hensive material is now included in various standard texts. A more difficult and less
investigated subject is the general or nonlocal boundary value problems. In many applica-
tions, the incorporation of general boundary conditions such as multipoint and integral
conditions is inevitable. For example, in [1], the necessity of integral conditions in cer-
tain models of epidemics and population growth and the effects when neglecting these
conditions are explained.

Ordinary differential equations with non-local boundary conditions were first studied
at the beginning of the 20th century in [2–4], and later in [5]. Abstract non-local bound-
ary value problems were considered in [6–8]. Operator methods for solving differential
equations are analyzed in the books [9–11]. A description of the theory and the different
directions of differential equations with non-local boundary conditions are given in the
monograph [12]. An overview of non-local boundary value problems and their historical
evolution can also be found in the survey papers [13–16]. Boundary value problems with
integral constraints have been considered in [17–25], to mention but a few. Boundary
value problems with multipoint and integral conditions have been studied in [26–32], and
others. The present paper aims at providing a framework for symbolic computations for
the solution of linear ordinary differential equations of order n with the most general
multipoint and integral conditions, and boundary value problems for powers and products
of differential operators.

In C[a, b], let the general n-th order linear ordinary differential operator,

A = a0(x)
dn

dxn
+ a1(x)

dn−1

dxn−1 + · · ·+ an−1(x)
d

dx
+ an(x), (1)

where the coefficients ai(x), i = 0, . . . , n, are all continuous functions on the interval [a, b],
a0(x) 6= 0, and D(A) = Cn[a, b] and R(A) = C[a, b] are its domain and range, respectively.
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We are concerned with the solution in the closed-form of boundary value problem for the
differential equation

Au(x) = f (x), x ∈ (a, b), (2)

and the boundary conditions
Υ(u) = b, (3)

where Υ = col(Υ1, . . . , Υn) is a vector of linear bounded functionals of the general form

Υi(u) =
m

∑
j=0

n−1

∑
k=0

νikju
(k)(xj) +

n−1

∑
k=0

∫ b

a
hik(t)u

(k)(t)dt, i = 1, . . . , n, (4)

where Υi ∈ [Cn−1[a, b]]∗, i = 1, . . . , n; the m+ 1 ordered points a ≤ x0 < x1 < · · · < xm ≤ b
are fixed boundary points, hik(x), i = 1, . . . , n, k = 0, . . . , n − 1, are continuous functions
on [a, b], νikj, i = 1, . . . , n, k = 0, . . . , n − 1, j = 0, . . . , m, are constants, and u(k) designates
the k-th order derivative of u. The non-homogeneous term f (x) ∈ C[a, b], while the non-
homogeneous term b = col(β1, . . . , βn) is a constant vector. The function u(x) ∈ Cn[a, b] is
the sought solution. We formulate the above problem in a convenient symbolic form and
establish uniqueness solvability criteria and derive the solution in closed-form. Solution
formulae to some special boundary value problems for composite differential operators are
also obtained. The method is based on the theory of the extensions of linear operators in
Banach spaces, see, for example, [33–36], and is an extension of the work [37] by the authors.

The paper is organized as follows. In Section 2, we give some results needed for the
analysis in later sections. Sections 3 and 4 contain the main findings of our investigation.
In Section 5, the implementation of the technique is explained by solving two example
problems. Finally, some conclusions are quoted in Section 6.

2. Preliminaries

Let X, Y be Banach spaces and P : X → Y a linear operator. The operator P is injective
or one-to-one if for every u1, u2 ∈ D(P), u1 6= u2 implies Pu1 6= Pu2. The operator P is
surjective or onto Y if R(P) = Y. If P is both injective and onto, then there exists the inverse
operator P−1 : Y → X defined by P−1 f = u if and only if Pu = f for each f ∈ Y; in this
case, R(P−1) = D(P).

The operator P is called closed if for every sequence um in D(P) converging to u0 with
Pum → y0, y0 ∈ Y, it follows that u0 ∈ D(P) and Pu0 = y0. A closed operator P is called
maximal if R(P) = Y and ker P 6= {0}.

The operator P is correct if it is both injective and onto, and the inverse operator P−1 is
bounded on Y. The problem Pu = f is correct if the operator P is correct.

An operator Pr : X → Y is a restriction of P, or P is an extension of Pr, if D(Pr) ⊂ D(P)
and Pru = Pu for all u ∈ D(Pr).

Let Ψ = col(Ψ1, . . . , Ψn) be a column vector of functionals Ψi ∈ X∗, i = 1, . . . , n, and
v = (v1, . . . , vn) a row vector of elements vi ∈ X, i = 1, . . . , n. By Ψ(v), we symbolize the
n × n matrix

Ψ(v) =




Ψ1(v1) · · · Ψ1(vn)
...

. . .
...

Ψn(v1) · · · Ψn(vn)


,

whose Ψi(vj) element is the value of the functional Ψi on the element vj. It is easy to
show that

Ψ(vN) = Ψ(v)N. (5)

where N is a n × m constant matrix.
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Proposition 1. Let X, Y be real Banach spaces, A : X
on→ Y a linear operator, z = (z1, . . . , zn) a

basis of ker A, and Â the restriction of A defined by

Â ⊂ A, D(Â) = {u : u ∈ D(A), Φ(u) = 0},

where the components of the vector Φ = col(Φ1, . . . , Φn) are linear bounded functionals on X.
Then:

(i) The operator Â is injective if and only if

det Φ(z) = det




Φ1(z1) . . . Φ1(zn)
...

. . .
...

Φn(z1) . . . Φn(zn)


 6= 0.

(ii) If additionally to (i), the operator Â−1 is bounded on the whole Y, then the operator Â is
correct.

Proof. (i) Let det Φ(z) 6= 0. Take u0 ∈ ker Â, then Âu0 = 0, Φ(u0) = 0 and

u0 = za = a1z1 + · · ·+ anzn,

where a = col(a1, . . . , an) ∈ Rn. Acting by the vector Φ on u0, we get

Φ(u0) = Φ(za) = Φ(z)a = 0.

Since det Φ(z) 6= 0 by hypothesis, it is implied that a = 0 and so u0 = 0. That is
ker Â = {0}, and therefore Â is injective. Conversely, let det Φ(z) = 0. Then, there exists
a nonzero vector c = col(c1, . . . , cn) ∈ Rn such that Φ(z)c = 0. Consider the element
u0 = zc. Note that u0 6= 0, since the components of z are linearly independent, and that
Φ(u0) = Φ(z)c = 0. This means that u0 ∈ D(Â). Furthermore, Âu0 = Au0 = (Az)c = 0.
From the above, it follows that u0 ∈ ker Â. Hence, Â is not injective.

(ii) Since Â is injective and the operator Â−1 is bounded on the whole Y by hypothesis,
it follows that the operator Â is correct.

Proposition 2. Let X, Y be real Banach spaces, A : X
on→ Y a linear operator, and z = (z1, . . . , zn)

a basis of ker A. If there exists a correct restriction Â of A defined by

Â ⊂ A, D(Â) = {u : u ∈ D(A), Φ(u) = 0},

where the components of the vector Φ = col(Φ1, . . . , Φn) are linear bounded functionals on X,
then A is closed and so A is a maximal operator.

Proof. Let um ∈ D(A), um → u and Aum → y, m → ∞. Denote Aum = ym. Since A is a
linear operator and Â−1ym is a particular solution of Aum = ym, then every solution um to
this equation can be represented as

um = Â−1ym + zam = Â−1ym + am1z1 + · · ·+ amnzn, (6)

where am = col(am1, . . . , amn) ∈ Rn. Acting by the vector Φ on (6), we obtain

Φ(um) = Φ(z)am.

Since, by hypothesis, the operator Â is correct, it follows from Proposition 1 that det Φ(z) 6= 0
and hence

am = Φ−1(z)Φ(um). (7)
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Substitution of (7) into (6) yields

um = Â−1ym + zΦ−1(z)Φ(um).

Since Â−1, Φ1, . . . , Φn are bounded and um → u, ym → y for m → ∞, it follows that

u = Â−1y + zΦ−1(z)Φ(u).

Further, taking into account that D(A) = D(Â)⊕ ker A [34], we conclude that u ∈ D(A)
and Au = y. So the operator A is closed and hence A is a maximal operator.

3. General Boundary Conditions

In this Section, we study boundary value problems for ordinary differential equations
with general homogeneous and nonhomogeneous boundary conditions.

Let now X = Y = C[a, b] and Xn = Cn[a, b]. Let A : X → X be the n-th order linear
operator in (1), Â : X → X a correct restriction of A defined by

Âu(x) = Au(x), x ∈ (a, b)

D(Â) = {u : u ∈ D(A), Φ(u) = 0}, (8)

where Φ = col(Φ1, . . . , Φn) is a vector of n linear bounded functionals Φi ∈ [Xn−1]∗,
i = 1, . . . , n, and Â−1 the inverse of Â.

For example, the operator

Âu(x) = Au(x), x ∈ (a, b)

D(Â) = {u : u ∈ Xn, u(x0) = u′(x0) = · · · = u(n−1)(x0) = 0},

where Φi(u) = u(i−1)(x0) = 0, i = 1, . . . , n, with x0 being a fixed point in [a, b], known
as Cauchy boundary conditions, is correct. In the particular case where A = dn

dxn , the
inverse Â and the unique solution of the correct problem Âu = f , for any f ∈ X, is given
explicitly by

u = Â−1 f =
1

(n − 1)!

∫ x

x0

(x − t)n−1 f (t)dt, ∀ f ∈ X.

From the above and Proposition 2, it is concluded that the n-th order linear operator
A in (1) is closed and maximal.

3.1. Homogeneous Boundary Conditions

First, we consider the boundary value problem with homogeneous boundary condi-
tions, namely

A0u = Au = f , x ∈ (a, b),

D(A0) = {u : u ∈ D(A), Υ(u) = 0}, (9)

where the linear operator A0 : X → X is a restriction of the n-th order linear operator A
in (1), the components of the vector Υ = col(Υ1, . . . , Υn) ∈ [Xn−1

n ]∗ are as in (3), (4), and
f ∈ X.

Lemma 1. The linear operator A0 is a closed operator.

Proof. Let ur, r = 1, 2, . . . , be a sequence in D(A0), ur → u0 and A0ur → f . Then, Aur → f
and since A is a closed operator, we get that u0 ∈ D(A) and Au0 = f . Moreover, since
Υ1, . . . , Υn are bounded functionals on X, we get

0 = Υi(ur) → Υi(u0) = 0, i = 1, . . . , n, r → ∞.
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This is that u0 ∈ D(A0) and so Au0 = A0u0 = f . Hence, A0 is a closed operator.

Theorem 1. Let A0 be the linear operator defined by (9), z = (z1, . . . , zn) a basis of ker A, and
Â−1 the inverse of the correct operator Â in (8). Then:

(i) The operator A0 is injective if and only if det Υ(z) 6= 0.
(ii) In addition, under (i), the operator A0 is correct and the unique solution to the boundary value

problem (9), for every f ∈ X, is given by

u = A−1
0 f = Â−1 f − zΥ−1(z)Υ(Â−1 f ). (10)

Proof. (i) Suppose det Υ(z) 6= 0. Let u ∈ ker A0. Then, A0u = Au = 0 and u = zc,
where c = col(c1, . . . , cn) is a vector of arbitrary constants. Additionally, Υ(u) = Υ(zc) =
Υ(z)c = 0, which implies that c = 0. That is u = 0 and consequently ker A0 = {0}. This
proves that A0 is injective. Conversely, let det Υ(z) = 0. Then, there exists a nonzero vector
of constants c = col(c1, . . . , cn) such that Υ(z)c = 0. Let the element u0 = zc and notice
that u0 6= 0 since the components of z are linearly independent. Then, A0u0 = Au0 =
A(zc) = (Az)c = 0 and Υ(u0) = Υ(zc) = Υ(z)c = 0. That is u0 = zc ∈ ker A0 and as a
consequence A0 is not injective.

(ii) Let det Υ(z) 6= 0. Then, from statement (i) follows that the opeartor A0 is injective
and hence there exists the inverse operator A−1

0 : R(A0) ⊆ X → X. Since by Lemma 1
the operator A0 is closed, it is implied that A−1

0 is a closed operator. Furthermore, Â is a
correct restriction of the linear operator A and therefore the general solution of the problem
Au = f , for every f ∈ X, may be written as follows

u = Â−1 f + zc, (11)

where c = col(c1, . . . , cn) is a vector of arbitrary constants. By requiring u to satisfy the
boundary conditions in (9), we have

Υ(u) = Υ(Â−1 f ) + Υ(z)c = 0, and hence c = −Υ−1(z)Υ(Â−1 f ).

Substitution of c into (11) yields (10), which is the unique solution of the boundary value
problem A0u = f . In addition, it follows that R(A0) = X and since A−1

0 is a closed operator
with D(A−1

0 ) = R(A0) = X, it is implied that A−1
0 is bounded on X. This proves that the

operator A0 is correct.

3.2. Non-Homogeneous Boundary Conditions

Next, we consider the complete non-homogeneous boundary value problem

A1u = Au = f , x ∈ (a, b)

D(A1) = {u : u ∈ D(A), Υ(u) = b}, (12)

where A1 : X → X is a restriction of the n-th order linear operator A in (1), the components
of the vector Υ = col(Υ1, . . . , Υn) ∈ [Xn−1

n ]∗ are as in (3), (4), b = col(β1, . . . , βn) ∈ Rn,
and f ∈ X. It is noted that the operator A1 is not linear, since its domain is a nonlinear set.

We state and prove the next theorem for the existence and construction of the unique
solution of the boundary value problem (12).

Theorem 2. Let A1 be the operator defined by (12), z = (z1, . . . , zn) a basis of ker A, Â−1 the
inverse of the correct operator Â in (8), and A0 the operator defined in (9). Then, the operator A1
is injective if and only if A0 is injective. In this case, for every f ∈ X and b ∈ Rn, the unique
solution of (12) is given by

u = A−1
1 f = Â−1 f + zΥ−1(z)

[
b − Υ(Â−1 f )

]
. (13)
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Proof. Suppose A0 is injective. Then, ker A0 = {0} and det Υ(z) 6= 0 by Theorem 1. Let
u1, u2 ∈ D(A1) and A1u1 = A1u2 = f . That is,

A1ui = Aui = f , Υ(ui) = b, i = 1, 2,

from which we get

A1ui = Aui = A(ui − zΥ−1(z)b) = f , Υ
(

ui − zΥ−1(z)b
)
= 0, i = 1, 2, (14)

by taking into account that Az = 0 and (5). From (14), it is implied that ui − zΥ−1(z)b ∈
D(A0) and

A1ui = A0

(
ui − zΥ−1(z)b

)
= f , i = 1, 2.

From Theorem 1, we have

ui − zΥ−1(z)b = A−1
0 f or ui = A−1

0 f + zΥ−1(z)b, i = 1, 2.

Since A0 is injective, it is concluded that u1 = u2 and therefore A1 is an injective operator.
Conversely, suppose A1 is injective. Let u ∈ ker A1, which means

A1u = Au = 0, Υ(u) = b, b ∈ Rn. (15)

It follows that u = zc, where c is a vector of constants, and

Υ(u) = Υ(zc) = Υ(z)c = b. (16)

Since A1 is injective, the system (16) has only one solution, that is det Υ(z) 6= 0, and hence
by Theorem 1 A0 is injective.

Finally, under the hypothesis that A1 is injective, for any u ∈ D(A1) that solves the
completely nonhomogeneous problem A1u = f , we have

A1u = Au = A(u − zΥ−1(z)b) = f , Υ
(

u − zΥ−1(z)b
)
= 0. (17)

This means that u − zΥ−1(z)b ∈ D(A0) and

A1u = A0

(
u − zΥ−1(z)b

)
= f .

The solution to this problem follows from Theorem 1, namely

u − zΥ−1(z)b = A−1
0 f

= Â−1 f − zΥ−1(z)Υ(Â−1 f ),

from where we get

u = Â−1 f − zΥ−1(z)Υ(Â−1 f ) + zΥ−1(z)b

= Â−1 f + zΥ−1(z)
[
b − Υ(Â−1 f )

]
.

4. Composition of Operators

In this Section, we investigate boundary value problems for special differential op-
erators, specifically the k-th power of an operator and the product of two operators, with
general homogeneous boundary conditions.
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4.1. k-th Power of an Operator

The k-th power of an operator Ak is defined as the composition of the operator with
itself, repeated k times, i.e.,

Ak = A(Ak−1) = AA · · · A︸ ︷︷ ︸
k

, k = 2, 3 . . . .

If A : X → X is an n-th order linear differential operator with D(A) = Xn then Ak : X → X
is a kn-th order linear operator with D(Ak) = Xkn.

Let the boundary value problem

Ak
0u = Aku = f , x ∈ (a, b),

D(Ak
0) = {u : u ∈ D(Ak), Υ(u) = 0, Υ(Au) = 0, . . . , Υ(Ak−1u) = 0}, (18)

where the operator Ak
0 : X → X, the operators A and A0 are defined as in (1) and (9),

respectively, the components of the vector Υ = col(Υ1, . . . , Υn) are as in (3), (4) where now
Υi ∈ [Xkn−1]∗, i = 1, . . . , n, and f ∈ X. We state the following theorem.

Theorem 3. Let Ak
0 be the linear operator defined in (18) and z = (z1, . . . , zn) be a basis of ker A.

Then:

(i) The operator Ak
0 is injective if and only if det Υ(z) 6= 0.

(ii) Moreover, under (i), the operator Ak
0 is correct and the unique solution to the boundary value

problem (18), for any f ∈ X, is given by

u = (Ak
0)

−1 f = A−k
0 f . (19)

Proof. (i) Let det Υ(z) 6= 0. Then, by Theorem 1, the operator A0 is injective. Further,
the operator Ak

0 is injective as a composition of injective operators. Conversely, let Ak
0 be

injective. Then, ker Ak
0 = {0}, and from the well known relation, which holds for any linear

operator A0,
ker A0 ⊆ ker A2

0 ⊆ ... ⊆ ker Ak
0, k ∈ N,

follows that ker A0 = {0}, i.e., A0 is injective. Then, by Theorem 1, we have det Υ(z) 6= 0.
(ii) Let det Υ(z) 6= 0. Then, by Theorem 1, the operator A0 is correct. Observe that the

problem (18), for any f ∈ X, by setting Au = v1, Av1 = v2, . . . , Avk−2 = vk−1, Avk−1 = f
can be decomposed into the k boundary value problems:

Avk−1 = f , Υ(vk−1) = 0 or A0vk−1 = f ,

Avk−2 = vk−1, Υ(vk−2) = 0 or A0vk−2 = vk−1,

· · ·
Av1 = v2, Υ(v1) = 0 or A0v1 = v2,

Au = v1, Υ(u) = 0 or A0u = v1.

By applying Theorem 1 successively, we get

vk−1 = A−1
0 f = Â−1 f − zΥ−1(z)Υ(Â−1 f ),

vk−2 = A−1
0 vk−1 = A−1

0

(
A−1

0 f
)
= A−2

0 f ,

. . .

v1 = A−1
0 v2 = A−1

0

(
A
−(k−2)
0 f

)
= A

−(k−1)
0 f ,

u = A−1
0 v1 = A−1

0

(
A
−(k−1)
0 f

)
= A−k

0 f ,
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which is (19) with
A−k

0 = A−1
0 A−1

0 · · · A−1
0︸ ︷︷ ︸

k

.

Finally, since R(A−k
0 ) = X and A−k

0 is bounded as a composition of bounded operators, it
is concluded that the operator Ak

0 is correct.

For the important category of boundary value problems for k = 2, we state the
following corollary, which follows immediately from Theorem 3.

Corollary 1. The boundary value problem

A2
0u = A2u = f ,

D(A2
0) = {u : u ∈ D(A2), Υ(u) = 0, Υ(Au) = 0}, (20)

is correct if and only if det Υ(z) 6= 0 and the unique solution, for every f ∈ X, is given by

u = A−2
0 f

= Â−2 f − zΥ−1(z)Υ(Â−2 f )

−
[

Â−1z − zΥ−1(z)Υ(Â−1z)
]
Υ−1(z)Υ(Â−1 f ). (21)

4.2. Product of Two Operators

Here, we are looking at yet another special boundary value problem, which is the
generalization of Corollary 1. In particular, we consider the boundary value problem

A0 Ã0u = A2u = f , x ∈ (a, b),

D(A0 Ã0) = {u : u ∈ D(A2), Υ̃(u) = 0, Υ(Au) = 0}, (22)

where A, A0 are defined as in (1) and (9), respectively, and Ã0 : X → X is a restriction of A
defined by

Ã0u = Au, x ∈ (a, b),

D(Ã0) = {u : u ∈ D(A), Υ̃(u) = 0},

wherein Υ̃ = col(Υ̃1, . . . , Υ̃n) with Υ̃i ∈ [Xn−1]∗ being defined by

Υ̃i(u) =
m

∑
j=0

n−1

∑
k=0

ν̃ikju
(k)(xj) +

n−1

∑
k=0

∫ b

a
h̃ik(t)u

(k)(t)dt, i = 1, . . . , n, (23)

where h̃ik(x), i = 1, . . . , n, k = 0, . . . , n − 1, are continuous functions on [a, b], ν̃ikj, i =
1, . . . , n, k = 0, . . . , n − 1, j = 0, . . . , m, are constants.

Theorem 4. Let A0 and Ã0 be the linear operators defined in (22), z = (z1, . . . , zn) a basis of
ker A, and Â−1 the inverse of the correct operator Â in (8). Then:

(i) The operator A0 Ã0 is injective if and only if

det Υ(z) 6= 0, det Υ̃(z) 6= 0. (24)

(ii) Furthermore, under (24), the operator A0 Ã0 is correct and the unique solution to the boundary
value problem (22), for any f ∈ X, is given by

u = Â−2 f − zΥ̃−1(z)Υ̃(Â−2 f )

−
[

Â−1z − zΥ̃−1(z)Υ̃(Â−1z)
]
Υ−1(z)Υ(Â−1 f ). (25)
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Proof. (i)–(ii) By setting Ã0u = v, the problem (22) may be decomposed into the following
two boundary value problems:

Av = f , Υ(v) = 0 or A0v = f , (26)

Au = v, Υ̃(u) = 0 or Ã0u = v. (27)

By Theorem 1, the boundary value problem (26) is correct if and only if det Υ(z) 6= 0 and
its unique solution is given by

v = A−1
0 f = Â−1 f − zΥ−1(z)Υ(Â−1 f ). (28)

Similarly, the boundary value problem (27) is correct if and only if det Υ̃(z) 6= 0 and its
solution is

u = Ã−1
0 v = Â−1v − zΥ̃−1(z)Υ̃(Â−1v). (29)

Substitution of (28) into (29) yields

u = Â−1
[

Â−1 f − zΥ−1(z)Υ(Â−1 f )
]

−zΥ̃−1(z)Υ̃
(

Â−1
[

Â−1 f − zΥ−1(z)Υ(Â−1 f )
])

= Â−2 f − Â−1zΥ−1(z)Υ(Â−1 f )

−zΥ̃−1(z)Υ̃(Â−2 f ) + zΥ̃−1(z)Υ̃(Â−1z)Υ−1(z)Υ(Â−1 f )

= Â−2 f − zΥ̃−1(z)Υ̃(Â−2 f )

−
[

Â−1z − zΥ̃−1(z)Υ̃(Â−1z)
]
Υ−1(z)Υ(Â−1 f ),

which is (25). Thus, the operator A0 Ã0 is correct if and only if det Υ(z) 6= 0 and det Υ̃(z) 6= 0,
and the unique solution of A0 Ã0u = f is given explicitly by (25).

5. Examples

To explain the implementation of the results presented in the previous section and to
show the efficiency of the proposed solution routine, we solve two example problems.

Example 1. Consider the differential Equation [29]

u′′(x) + u(x) = 0, 0 < x <
π

2
,

with the constraints ∫ π/2

0
u(x)dx = 1,

∫ π/2

0
u(x)sinxdx = 1.

Comparing with (12), it is natural to take

Au(x) = u′′(x) + u(x), D(A) = C2[0,
π

2
], f (x) = 0,

Υ1(u(x)) =
∫ π/2

0
u(x)dx, Υ2(u(x)) =

∫ π/2

0
u(x)sinxdx, β1 = β2 = 1,

and Â and A1 defined on

D(Â) = {u : u ∈ D(A), u(0) = u′(0) = 0},

D(A1) = {u : u ∈ D(A), Υ(u) = b},

respectively. Observe that the only solution of Âu = 0 is u ≡ 0, z1 = cosx and z2 = sinx are two
linearly independent solutions of Au = 0, and the matrix
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Υ(z) =
(

Υ1(z1) Υ1(z2)
Υ2(z1) Υ2(z2)

)

is non-singular. Thus, by applying Theorem 2, we get the unique solution

u(x) = zΥ−1(z)b =
2sinx + (π − 4)cosx

π − 2
.

Example 2. Let the second order ordinary differential equation

u′′(x)− 6
x

u′(x) +
12
x2 u(x) = 2x4, x ∈ (1, 2), (30)

subjected to non-local boundary conditions

8u(
3
2
)− 3

4
u(2) =

177
22

∫ 2

1

1
t3 u(t)dt,

u′(
5
4
)− 12

5
u(

5
4
) =

625
768

∫ 2

1

(
1
t2 u′(t)− 3

t3 u(t)

)
dt. (31)

Observe that this problem can be written as follows:

[
d

dx
− 3

x

]2
u(x) = 2x4, x ∈ (1, 2),

8u(
3
2
)− 3

4
u(2)− 177

22

∫ 2

1

1
t3 u(t)dt = 0,

[
d

dx
− 3

x

]
u(x)

∣∣∣∣
x= 5

4

− 625
768

∫ 2

1

1
t2

([
d

dt
− 3

t

]
u(t)

)
dt = 0.

Comparing now with (22), we take

Au(x) =

[
d

dx
− 3

x

]
u(x), D(A) = C1[1, 2],

f (x) = 2x4,

Υ̃(u) = 8u(
3
2
)− 3

4
u(2)− 177

22

∫ 2

1

1
t3 u(t)dt,

Υ(Au) = Au(x)|x= 5
4
− 625

768

∫ 2

1

1
t2 Au(t)dt,

and we set

Ã0u = Au, D(Ã0) = {u : u ∈ D(A), Υ̃(u) = 0},

A0v = Av, D(A0) = {v : v ∈ D(A), Υ(v) = 0}.

Further, let the correct operator Â defined by

Âu = Au = f , D(Â) = {u : u ∈ D(A), u(1) = 0},

and its inverse given by

Â−1 f (x) = e
∫ x

1
3
s ds
∫ x

1
e−
∫ t

1
3
s ds f (t)dt = x3

∫ x

1

1
t3 f (t)dt.

Finally, note that z(x) = x3 is a fundamental solution of the homogeneous equation Au = 0
and that

Υ(z) 6= 0, Υ̃(z) 6= 0.
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Hence, from Theorem 4, it follows that the non-local boundary value problem (30), (31) has a unique
solution, which after substituting into the formula (25), is

u(x) =
x3(x3 − 1)

3
.

6. Discussion

A method for constructing closed-form solutions to boundary value problems for
ordinary differential equations with general multipoint and integral boundary conditions
has been presented. Ready to use solution formulae in a symbolic form have been derived
for some classes of boundary value problems. Specifically, we considered the following
boundary value problems:

A0u = f , D(A0) = {u : u ∈ D(A), Υ(u) = 0},

A1u = f , D(A1) = {u : u ∈ D(A), Υ(u) = b},

Ak
0u = f , D(Ak

0) = {u : u ∈ D(Ak), Υ(u) = 0, Υ(Au) = 0, . . . , Υ(Ak−1u) = 0},

A0 Ã0u = f , D(A0 Ã0) = {u : u ∈ D(A2), Υ̃(u) = 0, Υ(Au) = 0},

where the operators A0, A1, Ã0 are restrictions of the n-th order linear differential operator
A in (1) and Υ, Υ̃ are vectors of linear bounded functionals as in (4) and (23), respectively,
describing general non-local boundary conditions.

The proposed methodology can be specialized to other categories of boundary value
problems and extended to some classes of partial differential equations.
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Abstract: The immune system is a complex interconnected network consisting of many parts includ-
ing organs, tissues, cells, molecules and proteins that work together to protect the body from illness
when germs enter the body. An autoimmune disease is a disease in which the body’s immune system
attacks healthy cells. It is known that when the immune system is working properly, it can clearly
recognize and kill the abnormal cells and virus-infected cells. But when it doesn’t work properly,
the human body will not be able to recognize the virus-infected cells and, therefore, it can attack the
body’s healthy cells when there is no invader or does not stop an attack after the invader has been
killed, resulting in autoimmune disease.; This paper presents a mathematical modeling of the virus-
infected development in the body’s immune system considering the multiple time-delay interactions
between the immune cells and virus-infected cells with autoimmune disease. The proposed model
aims to determine the dynamic progression of virus-infected cell growth in the immune system. The
patterns of how the virus-infected cells spread and the development of the body’s immune cells with
respect to time delays will be derived in the form of a system of delay partial differential equations.
The model can be used to determine whether the virus-infected free state can be reached or not
as time progresses. It also can be used to predict the number of the body’s immune cells at any
given time. Several numerical examples are discussed to illustrate the proposed model. The model
can provide a real understanding of the transmission dynamics and other significant factors of the
virus-infected disease and the body’s immune system subject to the time delay, including approaches
to reduce the growth rate of virus-infected cell and the autoimmune disease as well as to enhance the
immune effector cells.

Keywords: immune system; virus-infected cell; effector cell; autoimmune disease; time-delay virus-
immune model

1. Introduction

Human beings are constantly exposed to germs such as bacteria, viruses and toxins
(chemicals produced by microbes) that enter into the human body that make-up the
infections and diseases that will eventually make people sick. The body is made up of
many types of cells. Usually, cells grow and divide to produce new cells. A body’s
well-working immune system can prevent germs from entering the body and destroys
any infectious microorganisms that do invade the body [1–3]. As long as our immune
system is working smoothly, we often do not pay much attention to it or even do not know
that it is there. However, if it stops working properly because it is weak or cannot fight
particularly germs or the diseases, then we become sick. The germs that our body has
never encountered before are also likely to make us sick [4]. Some germs will only make
you ill the first time you come into contact with them. When the body senses danger from
a virus or infection, the immune system will respond and attack it.

The human immune system is complex and it is the body’s defense system. It is a
complex network consisting of many parts including cells, tissues, molecules and organs
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working together to defend the body against invaders as well as to fight the infections and
diseases when germs enter our body [1,2,5]. The skin is also a part of the immune system
that prevents germs from entering the body [4]. Our immune system, believe it or not,
works very hard to keep us healthy. The main tasks of the body’s immune system are to
attack and destroy substances that are foreign to our body, such as bacteria and viruses, or
limit the extent of their harm if they get in [5].

When our immune system is working properly, it can recognize which cells are ours
and which substances are foreign to our body. It then activates, mobilizes, attacks and kills
foreign invader germs that can cause us harm. In fact, our immune system learns about
any germs after we have been exposed to them. Our body develops antibodies to protect
us from those specific germs [1,6]. When we are given a vaccine for example, our immune
system builds up antibodies to the foreign cells in the vaccine and will quickly remember
these foreign cells and destroy them if we are exposed to them in the future. However,
when our immune system is not working properly, the body attacks normal and healthy
cells when there is no invader or does not stop an attack after the invader has been killed,
resulting in autoimmune disease [1–3,5].

Developing mathematical models to predict the growth of tumors, virus-infected
cells and immune cells have been of interest in the area of cancer epidemiology re-
search [7–10] and infectious disease epidemiology [11,12] in the past few decades. Many
models [9,10,13–16] have been proposed using the ordinary differential equations and par-
tial differential equations in the past several decades and using the delay partial differential
equations in recent years for characterizing tumor-immune dynamic growth, but there
is still no consensus on the modeling due to the complexity of virus-infected and tumor
cancer growth in the body’s immune system and the growth patterns of the tumors and
virus-infected cells [16]. Many researchers [7,17–24] have used the existing prey–predator
modeling concept [25,26] to study and model the tumor–immune interactions [7,27,28] and
the effects of tumor growth [17,29,30]. To simplify an understanding of the interaction be-
tween tumor and immune cells, several researchers used the concept of the prey–predator
system [24,29]. Here, the immune cells play the role of the predator, while tumor or virus-
infected cells of the prey. In other words, the predator is the immune system that kills the
tumor cells (prey) [24].

The modeling studies of prey–predator systems and its related applications have
beentremendously interesting in recent years to various disciplines including population
disease [31,32], life expectancy [33,34], biomathematics [35,36], cancel growth [29,37–42]
and engineering science [23,35,43]. Many researchers have studied various dynamic
prey–predator models including a two-dimension predator–prey model [44–48], multi-
predator models [20,23,49], multi-prey models [50–52] and time-delay prey–predator
models [23,36,43,50] with various applications in biomathematics [53], population dis-
ease [22,23,29,30,54,54–59] and recent COVID-19 disease analysis [1,12,60–65].

Haque et al. [54] analyzed a predator–prey model using standard disease incidence.
Naji and Mustafa [56] studied a dynamic model of eco-epidemiology considering nonlinear
disease incidence rates with an infective type of disease in prey. Mukhopadhyaya and
Bhattacharyya [36] studied the effect of delay on a prey–predator model with disease
in the prey considering a Holling type II functional response. Wang et al. [43] studied a
predator–prey model with distributed delays. Huang et al. [22] recently studied a stochastic
predator–prey model with a Holling II increasing function in the predator and discussed
the analytic results of the dynamics of the stochastic predator–prey model.

Jana and Kar [23] studied a three-dimensional epidemiological dynamic model in-
corporating time delay in the model for considering it as the time taken by a susceptible
prey to become infected. Lestari et al. [29] discussed an epidemic model of cancer with
chemotherapy in the form of a system of non-linear differential equations with three sub-
populations. They presented the point of equilibrium and numerically determined the
reproduction number and the growth rate of cancer cells. Pham [63] studied a model to
estimate the number of deaths related to COVID-19 based on the US data and recently,
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Pham [64] studied a mathematical model that considers the time-dependent effects of
various pandemic restrictions and changes related to COVID-19 such as reopening states,
social distancing, reopening schools and face mask mandates in communities.

In this paper, we develop a new mathematical model considering the multiple time-
delay interactions between the immune cells and virus-infected cells with an autoimmune
disease in the form of delay partial differential equations. The model can be used to
determine the dynamic progression of the virus-infected cell growth and observe the
patterns of how the virus-infected cells spread in the body’s immune system with respect
to time delays. In Section 2, we discuss all the model assumptions and the mathematical
time-delay virus-immune model development of the body’s immune system considering
the multiple time-delay interactions between the immune cells (or effector cells) and
virus-infected cells with an autoimmune disease. The model aims to predict the dynamic
progression of virus-infected cell growth in the immune system. Section 3 discusses several
numerical examples to illustrate the proposed model and shows numerical results with
various cases whether a virus-infected free state can be reached or not as the time progresses.
Section 4 discusses a brief conclusion and future research problems.

2. A Mathematical Model with Multiple Time-Delay Interactions between
Infected-Virus and Immune Effector Cells

As mentioned earlier, many researchers [7,17,22,28] have developed various prey–
predator models and recently developed mathematical models to investigate the inter-
actions between the tumor cells and immune systems, and tumor-immune cells with
consideration of an interaction between the tumor and immune cells with a time delay.
In this section, we discuss a new virus-immune time-delay model of the body’s immune
system with considerations of the multiple interactions between the virus-infected cells
and body’s immune cells with an autoimmune disease. With the same concept of the prey–
predator models in the literature, here, in this new model, the immune effector cells play
the role of the predator while the virus-infected cells play prey. The effector cell, usually
used to describe cells in the immune system, is a cell that performs a specific function in
response to a stimulus or defends the body in an immune response. We first describe a list
of our modeling assumptions, also based on a recent study by Lestari et al. [29], and then
present a derivation of the mathematical modeling results as follows.

Notation: We use the following notation throughout the paper:
a = the intrinsic growth rate per unit time
b = the elimination rate of the virus-infected cells by the healthy immune system

(effector cells) per cells and unit time
c = the death rate of the healthy immune system per unit time
d = degree of recruitment of maximum immune-effector cells in relation with virus-

infected cells per unit of time
e = capacity of the virus-infected cells per unit of time
f = the rate that the immune system attacks the body’s own healthy (effector) cells,

resulting in autoimmune disease per cells and unit of time
g = constant factor of growth rate per unit of time
h = the half saturation constant (cells)
k = the half saturation for virus-infected cleanup (cells)
m = the degree of inactivation of effector cells by virus-infected cells per cells and unit

of time
p = parameter of virus-infected cleanup by immune-effector cells per unit of time
s = growth rate of immune-effector cells per unit of time
I(t) = the number of healthy immune-effector cells at time t
V(t) = the number of virus-infected cells at time t

2.1. Immune Cell Model Formulation

In apopulation of healthy immune-cell or effector cells (in this case as the predator),
we assume the following:
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1. The effector cell has a constant growth rate, s, of effector cells [29].
2. The effector cell has a natural death rate, c, of effector cells [29]. There is an increase in

the number of effector cells by the growthrate d with a maximum degree of recruitment
of immune-effector cells in response to the shift toward virus-infected cells [29] with
a τ3 time delay.

3. There is a constant rate f of the immune system attacking the body’s own healthy
(effector) cells, resulting in an autoimmune disease. The constant f, in general, will be
very small compared to c, so that when I is not too large, then the term f I2 will be
negligible compared to cI.

4. There will be a reduction in the number of effector cells due to their interaction with
the virus-infected cells witha constant rate m [29].

We can derive a mathematical equation based on the assumptions (1–3) and the result
is as follows:

∂I(t)

∂t
= s − cI +

dV(t − τ3)I(t − τ3)

h + V(t − τ3)
(1)

We can derive a mathematical equation based on the assumptions (4–5) and the result
is as follows:

∂I(t)

∂t
= − f I2 − mIV (2)

From Equations (1) and (2), a model of the rate of the immune-effector cells govern-
ing the interactions between the virus-infected and virus-infected cells over time can be
presented as follows:

∂I(t)

∂t
= s − cI +

dV(t − τ3)I(t − τ3)

h + V(t − τ3)
− f I2 − mIV. (3)

2.2. Virus-Infected Cell Model Formulation

In a population of virus-infected cells (in this case as prey), which is when a virus
infects a host, a virus invades the healthy immune cells of its host and also can infect other
cells, we assume the following:

5. The virus-infected cell has a constant growth rate, a, ref. [29] with consideration of a
constant factor of growth rate, g, and a τ1 time delay before the virus is to be infected.

6. There will be a constant elimination rate of the virus-infected cells by the healthy
immune system (effector cells), b, by a τ2 time delay. In other word, b measures how
efficiently the effector cells kill the virus-infected cells.

7. The number of virus-infected cells will decline by a constant parameter of the virus-
infected cleanup of effector cells, p, ref. [29] with a τ3 time delay.

8. There will be a reduction in the number of virus-infected cells by a constant rate e
that encounters of the two virus-infected cells per unit of time in competing with
each other due to the limited number of host cells. The constant rate e here can be
considered to be very small.

We can derive a mathematical equation based on the assumptions (6–7) and the result
is as follows:

∂V(t)

∂t
= aV(t − τ1)e

−gV(t−τ1) − bVI(t − τ2) (4)

Here, the constant parameter b measures how efficiency effector cells kill virus-infected
cells. From assumptions (8–9), we can derive a mathematical equation and the result is as
follows:

∂V(t)

∂t
= −eV2 − p

V(t − τ3)I(t − τ3)

k + V(t − τ3)
. (5)

156



Axioms 2021, 10, 216

From Equations (4) and (5), a model of the rate of the virus-infected cells overtime can
be presented as follows:

∂V(t)

∂t
= aV(t − τ1)e

−gV(t−τ1) − bVI(t − τ2)− eV2 − p
V(t − τ3)I(t − τ3)

k + V(t − τ3)
. (6)

Thus, from Equations (3) and (6), a new virus-immune time-delay model for the
body’s immune system with considerations of multiple interactions between the virus
infected cells and body’s immune cells with autoimmune disease is given as follows:

∂I(t)
∂t = s − cI + dV(t−τ3)I(t−τ3)

h+V(t−τ3)
− f I2 − mIV

∂V(t)
∂t = aV(t − τ1)e

−gV(t−τ1) − bVI(t − τ2)− eV2 − p
V(t−τ3)I(t−τ3)

k+V(t−τ3)
.

(7)

If we do not consider the effect of the chemotherapy drug from the model studied by
Lestari et al. [29], then their model [29] can be slightly considered as a special case of our
model, as given in Equation (7), where f = 0, e = 0, g = 0, τ1 = 0, τ2 = 0 and τ3 = 0.

We now wish to determine the number of immune-infector cells I(t) and virus-infected
cells V(t) at any given time. We developed a program using R software to calculate and
plot the two functions I(t) and V(t) with respect to time t, as will be discussed in the next
section.

3. Model Analysis

In this section, we present an analysis of the proposed model. Table 1 shows the
parameter values that we use in our analysis based on some existing studies [29,39–41]
for the illustration of our model. Any other sets of parameter values can be easily applied
from the model.

Table 1. Model parameter values.

a = 0.43/day b = 43 × 10−7/cells/day c = 4.12 × 10−2/day
d = 15 × 10−5/day e = 4 × 10−8/day f = 4 × 10−7/day
g = 3 × 10−6/day h = 20.2 (cells) k = 105/cells

m = 2 × 10−11 cells/day p = 341 × 10−12/day s = 7000 cells/day

In this study, we consider various initial numbers of virus-infected cells and numbers
of immune-effect cells from 15,000 to 30,000 and from 50,000 to 75,000, respectively, to ex-
plore if the results depend on those initial numbers of cells. We discuss below several cases
based on various parameter values of the virus-infected growth rates, a, the elimination
rate of the virus-infected cells by the immune-effector cells, b and the growth rate of the
immune-effector cells, s, as follows:

Case 1: When a = 0.43, b = 43 × 10−7, s = 7000.

We first assume that the initial number of virus-infected cells is V0 = 30,000 and the
initial number of immune-effector cells is I0 = 50,000. From Figure 1a,b, we can observe that
the initial number of virus-infected cells and immune-effector cells are 30,000 and 50,000,
respectively, as expected.The virus-infected counts begins to increase and it reaches the
highest point at around the 14th day as (V,I) = (72,248, 81,228) and starts to decrease slowly,
where (V,I) = (31,905, 90,578), at the 300th day. As seen in the graphs in Figure 1a, on the one
hand, the number of immune-effector cells keeps increasing but starts to slowly stabilize
after the 100th day at the level of 90,578. On the other hand, the number of virus-infected
cells first begins to increase until it reaches the maximum number of infected cells at 72,304
(see Figure 1b) then startsto decrease and slowly stabilize after around the 280th day and
stays at just above the level of the initial number of virus-infected cells, at 31,900 cells. It
seems that in this case, with a given growth rate of effector cells s = 7000 cells per day
and avirus-infected growth rate a = 0.43, it will not be able to reach the virus free state.
Figure 1c,d show the relationship between the immune-effector cells and the virus-infected
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cells. Figure 1e,f show the 3D relationships of the effector cells, the immune-effector cells
and time.

We observe the same results above even when the initial number of immune effector
cells is I0 = 75,000 (see Figure 1g,h) as well as the same results when the initial number of
virus-infected cells is reduced toV0 = 15,000 (see Figure 1i,j), respectively. It is worth noting
that the initial number of virus-infected cells and immune-effector cells do not influence
the end result of whether the body is of virus free stage or not. This shows that our model
can be used to obtain the results without needing to know the exact initial number of
virus-infected cells or the number of immune effector cells in the body.

Let us consider when I0 = 75,000 and V0 = 15,000: From Figure 1k,l, we observe that
the virus-infected counts keep increasing significantly from the beginning until around
the 50th day as (V,I) = (31,291, 90,521) and slowly stabilizes around the 100th day at the
level of 31,770, while the number of immune-effector cells also keeps increasing but starts
to slowly stabilize after the 60th day at the level of 90,560. In this case (I0 = 75,000 and
V0 = 15,000), the result is the same as all the cases above that, the body will not be able to
reach the virus free state. This concludes that the initial number of virus-infected cells and
immune-effector cells do not influence the end results.

Model comparison: We now use the model studied by Lestari et al. [29], as we men-
tioned earlier, to compare their modeling result (i.e., without the effect of the chemotherapy
drug and when f = 0, e = 0, g = 0, τ1 = 0, τ2 = 0 and τ3 = 0) to our model from Equation
(7). From Figure 1m, we observe that the number of immune-effector cells, I, keeps in-
creasing but starts to slowly stabilize after the 150th day at the level of 169,669 cells. The
virus-infected count, V, (see Figure 1n) begins to increase and it reaches the highest point
at around the 14th day with (V,I) = (107,189, 102,683) but starts to decrease sharply until it
reaches the virus free state as (V,I) = (0, 168,064) after the 100th day with the number of
immune-effector cells around 168,064 cells.

In this example, when those values, e, f and g, are not equal to zero, our proposed
model shows that one cannot reach the virus free state because we consider the autoimmune
disease factor in our model, where one can reach the virus free state at the 100th day by
using the model developed by Lestari et al. [29], since they did not consider the autoimmune
disease factor in their study.

Case 2: This is the same as Case 1, except s = 10,000 (instead of s = 7000).

From Figure 2a,b, we can observe that the initial number of virus-infected cells and
immune-effector cells are 30,000 and 50,000, respectively, as expected. It should be noted
that the number of immune-effector cells (see Figure 2a) keeps increasing but starts to
slowly stabilize after the 250th day at the level of 114,790. The virus-infected counts (see
Figure 2b) begins to increase and it reaches the highest point at around the 8th day with
(V,I) = (55,468, 89,222) and starts to decrease significantly until it reaches the virus free
state at (V,I) = (0, 114,790) after the 298th day, where the number of immune-effector
cells is 114,790. Figure 2c,d show the relationship between the immune-effector cells and
the virus-infected cells. Figure 2e,f show the 3D relationships of the effector cells, the
immune-effector cells and time.

The result is about the same even when the initial number of immune effector cells
to be as I0 = 75,000, see Figure 2g,h. The result is also about the same, even when the
initial number of virus-infected cells is reduced to V0 = 15,000 cells (see Figure 2i,j). It is
worth noting that the initial number of virus-infected cells and immune-effector cells do
not influence the end result.
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(n) 

Figure 1. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days), (note: (a) is on the left; (b) is on
the right); (c,d): The relationship between the immune-effector cells and virus-infected cells.; (e,f): 3-D relationships of
the effector cells, immune-effector cells and unit of time (days); (g,h): The immune-effector cells (g) and virus-infected
cells (h) vs. time (days). The same as Case 1, except I0 = 75,000 cellsvs. time (days); (i,j): The immune-effector cells (i)
and virus-infected cells (j) vs. time (days). The same as Case 1, except V0 = 15,000 cells; (k,l): The immune-effector cells
(k) and virus-infected cells (l) vs. time (days). The same as Case 1, except V0 = 15,000 cells and I0 = 75,000 cells; (m): The
immune-effector cells vs. time (days); (n): The virus-infected cells vs. time (days).
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Figure 2. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days); (c,d): The relationship between the
immune-effector cells and virus-infected cells; (e,f): 3D relationships of the effector cells, immune-effector cells and unit of
time (days); (g,h): The immune-effector cells (g) and virus-infected cells (h) vs. time (days). The same as Case 2, except
I0 = 75,000 cells; (i,j): The immune-effector cells (i) and virus-infected cells (j) vs. time (days). The same as Case 2, except
V0 = 15,000 cells.

Case 3: This is the same as Case 1 (i.e., b = 43 × 10−7, s = 7000), except a = 0.043.

From Figure 3a,b, we can observe that the initial number of virus-infected cells and
immune-effector cells are 30,000 and 50,000, respectively, as expected. It should be noted
that the number of immune-effector cells (see Figure 3a) keeps increasing but starts to
slowly stabilize after the 50th day at the level of 90,310, where the virus-infected count (see
Figure 3b) starts to decrease sharply until it reaches the virus free stateat (V,I) = (0, 90,310)
after the 50th day.

The result is about the same, even when the initial number of immune effector cells is
I0 = 75,000, see Figure 3c,d. The result is also about the same, even when the initial number
of virus-infected cells is reduced to V0 = 15,000 (see Figure 3e,f). It is worth noting that the
initial number of virus-infected cells and immune-effector cells do not influence the end
result.

Case 4: The same as Case 3 (i.e., b = 43 × 10−7, a = 0.043), except s = 10,000 (instead of
s = 7000).

From Figure 4a,b, we can observe that the initial number of virus-infected cells and
immune-effector cells are 30,000 and 50,000, respectively. It should be noted that the number
of immune-effector cells (see Figure 4a) keeps increasing but starts to slowly stabilize after
the 40th day at the level of 114,416 where the virus-infected count (see Figure 4b) starts to
decrease significantly until it reaches the virus free state at (V,I) = (0, 114,416) after the 40th
day. The result is about the same, even when the initial number of immune effector cells is
I0 = 75,000, see Figure 4c,d. The result is also about the same, even when the initial number
of virus-infected cells is reduced to V0 = 15,000 (see Figure 4e,f). It is worth noting that the
initial number of virus-infected cells and immune-effector cells do not influence the end
result.
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Figure 3. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days); (c,d): The immune-effector cells (c)
and virus-infected cells (d) vs. time (days). The same as Case 3, except I0 = 75,000 cells; (e,f): The immune-effector cells (e)
and virus-infected cells (f) vs. time (days). The same as Case 3, except V0 = 15,000 cells.
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Figure 4. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days); (c,d): The immune-effector cells (c)
and virus-infected cells (d) vs. time (days). The same as Case 4, except I0 = 75,000 cells; (e,f): The immune-effector cells (e)
and virus-infected cells (f) vs. time (days). The same as Case 4, except V0 = 15,000 cells.
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Case 5: Same as Case 1 (i.e., s = 7000), except b = 4.3 × 10−4.

Table 2 below shows the parameter values that we will use to analyze here, the same
as Case 1 except the value b is 4.3 × 10−4. Any other sets of parameter values can be easily
applied from the model.

Table 2. Model parameter values.

a = 0.43/day b = 4.3 × 10−4/(cells·day) c = 4.12 × 10−2 0.0412/day
d = 15 × 10−5/day e = 4 × 10−8/day f = 0.0000004/day
g = 3 × 10−6/day h = 20.2 (cells) k = 105/cells

m = 2 × 10−11/day p = 341 × 10−12/cell s = 7000 cells/day
Note that b = the elimination rate of the virus-infected cells by the healthy immune system (effector cells).

From Figure 5a,b, we can observe that the initial number of virus-infected cells and
immune-effector cells are 30,000 and 50,000, respectively. It should be noted that the number
of immune-effector cells (see Figure 5a) keeps increasing but starts to slowly stabilize after
the 30th day at the level of 89,920, where the virus-infected count (see Figure 5b) starts to
decrease significantly right after the first day and it quickly reaches the virus free state at
(V,I) = (0, 60,467) after the third day.

The result is about the same, even when the initial number of immune effector cells is
I0 = 75,000, see Figure 5c,d. The result is also about the same, even when the initial number
of virus-infected cells is reduced to V0 = 15,000 (see Figure 5e,f). It is worth noting that the
initial number of virus-infected cells and immune-effector cells do not influence the end
result.

Case 6: Same as Case 5, except s =10,000 cells/day.

From Figure 6a,b, we can observe that the initial number of virus-infected cells and
immune-effector cells are 30,000 and 50,000, respectively. It should be noted that the
number of immune-effector cells (see Figure 6a) keeps increasing but starts to slowly
stabilize after the 30th day at the level of 113,310,where the virus-infected counts (see
Figure 6b) starts to decrease significantly right after the firstday and it quickly reaches the
virus free state at (V,I) = (0, 68,680) after the thirdday.

The result is about the same, even when the initial number of immune effector cells
is as I0 = 75,000, see Figure 6c,d. The result is also about the same, even when the initial
number of virus-infected cells is reduced to V0 = 15,000 (see Figure 6e,f). It is worth noting
that the initial number of virus-infected cells and immune-effector cells do not influence
the end result.
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(e) (f) 

Figure 5. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days); (c,d):When the initial number of
immune-effector cells I0 = 75,000 cells. The immune-effector cells (c) and virus-infected cells (d) vs. time (days); (e,f): When
the initial number of virus-infected cells V0 = 15,000 cells. The immune-effector cells (e) and virus-infected cells (f) vs. time
(days).
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Figure 6. (a,b): The immune-effector cells (a) and virus-infected cells (b) vs. time (days); (c,d): When I0 = 75,000 cells. The
immune-effector cells (c) and virus-infected cells (d) vs. time (days); (e,f): When V0 = 15,000 cells. The immune-effector
cells (e) and virus-infected cells (f) vs. time (days).

4. Conclusions

This paper discusses a mathematical model of the body’s immune system, considering
the multiple time-delay interactions between the immune cells and virus-infected cells with
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an autoimmune disease using the delay partial differential equations. The model can be
used to determine the dynamic progression of virus-infected cell growth and observe the
patterns of how the virus-infected cells spread in the body’s immune system with respect
to time delays. The model can be used to predict when the virus-infected free state can be
reached as the time progresses as well as the number of body’s immune cells as any given
time. From the numerical examples, we observe that the initial number of virus-infected
cells and immune-effector cells that are needed to obtain the solutions of the delay partial
differential equations do not influence the end results. We plan to broaden our model in a
near future by considering the chemotherapy drug treatment subject to the time delays.
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Abstract: The Ensemble Intermediate Coupled Model (EICM) is a model used for studying the
El Niño-Southern Oscillation (ENSO) phenomenon in the Pacific Ocean, which is anomalies in
the Sea Surface Temperature (SST) are observed. This research aims to implement Cressman to
improve SST forecasts. The simulation considers two cases in this work: the control case and the
Cressman initialized case. These cases are simulations using different inputs where the two inputs
differ in terms of their resolution and data source. The Cressman method is used to initialize
the model with an analysis product based on satellite data and in situ data such as ships, buoys,
and Argo floats, with a resolution of 0.25 × 0.25 degrees. The results of this inclusion are the
Cressman Initialized Ensemble Intermediate Coupled Model (CIEICM). Forecasting of the sea surface
temperature anomalies was conducted using both the EICM and the CIEICM. The results show that
the calculation of SST field from the CIEICM was more accurate than that from the EICM. The forecast
using the CIEICM initialization with the higher-resolution satellite-based analysis at a 6-month lead
time improved the root mean square deviation to 0.794 from 0.808 and the correlation coefficient to
0.630 from 0.611, compared the control model that was directly initialized with the low-resolution
in-situ-based analysis.

Keywords: cressman method; EICM; ENSO; SSTA

MSC: 37M05; 37N10; 65K05

1. Introduction

The El Niño–Southern Oscillation (ENSO) is used to describe the Sea Surface Tem-
perature Anomaly (SSTA) in the equatorial Pacific Ocean and ocean–atmosphere system
fluctuations in the Southern Hemisphere. Scientists now use the term ENSO warm event
to describe the phenomenon where the SST in the eastern and central parts of the Pacific
region is warmer than normal, while the term ENSO cold event is now used to describe
the phenomenon where the SST in the central and eastern parts of the Pacific region is
colder than normal. Many countries in the world are affected by these two phenomena,
especially countries in the equatorial parts of the Pacific Ocean. The ENSO is also associ-
ated with abnormal climatic conditions, leading to droughts in southern Africa and other
areas of the Southern Hemisphere, such as Australia; for example, the Australian continent
experienced a drought in 1997 as a result of the ENSO phenomenon. At present, the hot
weather in Australia is believed to be the cause of forest fires in Victoria and New South
Wales. Southeast Asia, comprising Indonesia, the Philippines, Malaysia, Singapore, Brunei,
and Papua New Guinea, experienced the greatest incidence of forest fires in 1997–1998.
Moreover, other countries in the region, such as Thailand, Laos, Cambodia, and Vietnam,

177



Axioms 2021, 10, 189

suffered from drought conditions at this time. The ENSO has been identified as the domi-
nant cause of climate variability around the equatorial Pacific Ocean. It connects the air
circulation in the atmosphere with the temperature of water flowing into the Pacific Ocean.
International research has shown that the ENSO phenomenon affects more than 70% of the
global temperature, although it occurs in the Pacific Ocean.

The modelling of ENSO phenomena has improved, in terms of prediction skills, to
within a range of 12 months in advance, based on analyses of the relationships between the
atmosphere and ocean. Several studies have been conducted to predict ENSO phenomena
using different methods [1–6]. Studies have reviewed the efficacy of many models, in an
attempt to rule out changes related to ENSO phenomena [7]. The Hybrid Oceanic and
Atmospheric System Model (HCM) has been studied to explain climate variability in the
tropical Pacific Ocean system [8]. An intermediate coupled model (ICM) has been studied
and developed with a variety of methods, in order to improve ENSO forecasting results [9].
Scientists in the Institute of Oceanology, Chinese Academy of Sciences, have studied the
evolution of the SST in the tropical Pacific Ocean, as predicted using the IOCAS ICM model.
A unique feature is how the temperature of the sub-surface water, entrained into the mixed
layer, is parameterized [10]. SST data have been used to predict ENSO phenomena, as an
essential geophysical variable that can act as a predictor of atmospheric conditions [1]. The
simplest model that can be used to predict the ENSO phenomenon is the EICM. The EICM
is constructed from an Intermediate Ocean Model (IOM), which seeks to couple the ocean
with entrainment temperature, SST, and wind stress in the tropical Pacific Ocean; however,
the observation of oceanic data is very difficult, for various reasons [4], and the resulting
inaccuracies in the input data result in incorrect ENSO, leading to incorrect assessment of
the model status and its predictions [11]. Therefore, it is necessary to find a procedure that
can lead to predictions of the model which are in agreement with the observed data. The
unstable data problem may not occur if one uses satellite data, as the model grid resolution
is lower than that of the satellite data [12]. For the above reason, discovering an optimal
method is necessary for improving initial data, to make them consistent with observation
data. Hence, the Cressman initialization method may serve as a potential means to provide
the initial data in the EICM.

The data assimilation method is a technique of statistical combination that combines
the forecasted result with the initial observation data. This technique is used to correct the
initial data that are to be fed into the EICM [13,14]. The process of data assimilation between
oceanic and atmospheric improved the El Nino forecasts compared to the forecasting result
without data assimilation [15]. The Cressman method has been used to correct the SST
data when there are difficulties in measuring the temperatures at exact locations and exact
times over vast areas, with satellite-measured observations of sea surface temperature from
the MODIS Aqua spectroradiometer [16]. The Cressman method may improve results
slightly compared to other methods but is suitable for SST, as shown by [16,17]. Artur
et al. (2015) uses Cressman, but applies it to satellite-measured sea surface temperature
from the MODIS Aqua spectroradiometer, using a coupled ecosystem model [16]. This
procedure provides more correct input data, which may lead to more accurate forecasts and
more reliable predictions [18]. Therefore, this work aims to improve the SSTA prediction
of the ENSO phenomenon with EICM, using the Cressman initialization method. The
Optimum Interpolation Sea Surface Temperature (OISST) data from the Advanced Very
High-Resolution Radiometer (AVHRR) was analyzed through the data assimilation process
to be used as an input of EICM.

2. Materials and Methods
2.1. Ensemble Intermediate Coupled Model

The EICM was developed from the ICM, in order to improve ENSO phenomenon
forecasting results [13], using a different method to generate initial ensemble members
with the Markov stochastic random model. Furthermore, the studies of Evensen [19,20]
provided a set of initial conditions for an ICM with 100 members. The EICM consists of
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three main parts: the IOM, the anomaly model for Te and the wind stress [21]. This model
has been used to predict ENSO phenomena in tropical regions of the Pacific Ocean [6,22,23].
The anomaly model for Te has been implemented using the prediction of Hybrid Coupled
Model (HCM) simulations [24,25] in ENSO. The EICM framework is shown in Figure 1.
Keenlyside and Kleeman [26] developed an IOM model to predict the upper ocean currents
near the equator, where the model was based on the Baroclinic Euclidean model [27]. These
ocean models are able to simulate the variance in SST over the year in several ways. The
role of SST in the ENSO has been widely accepted, especially in the eastern Pacific. The SST
variance is regulated by zonal and meridional advection and entrainment processes [28].
Zonal currents play important roles in the calculation of the SST in the central Pacific.

Figure 1. General simple structure of the EICM [29].

The SST component of the model can be formulated using Equation (1). The features
of the model that are different from the traditional EICMs are given special attention, which
includes simulating the anomalies in the thermocline depth and defining the sub-surface
temperature parameters. This model consists of different horizontally blended layers,
which serve as the starting point for the various modifications to the traditional EICM.
The vertical diffusivity temperature treatment is analogous to the vertical diffusion of
momentum in the non-linear component of the model. The equation for SSTA that is
implemented in the SST component is written as follows:

∂T′

∂t
= −u′ ∂T

∂x
− (u + u′)

∂T

∂x
− v′

∂T

∂y
− (v + v′)

∂T

∂y

−
{(

w + w′)M
(
−w − w′)− wM(−w)

}(Te − T
)

H

−
(
w + w′)M

(
−w − w′)

(
Te − T

)

H
− αT′

+
κh

H
∇h · (H∇hT′) +

2κv

H(H + H2)
(T′

e − T′), (1)

where T′ and T′
e are the SSTA and water temperature below the mixed layer, respectively;

the mean values of the SSTA and the water temperature below the mixed layer are rep-
resented by T and Te, respectively; the parameters u′, v′, and w′ are the corresponding
anomaly fields; u and v are the prescribed seasonally varying mean zonal and meridional
currents in the mixed layer, respectively, and w is the prescribed seasonally varying mean
entrainment velocity at the base of the mixed layer, which are all obtained from the dy-
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namical ocean model; M(x) is the Heaviside step function; −αT′ is the surface heat flux
term, which is parameterized as being negatively proportional to the local SST anomalies
with the thermal damping coefficient; H is the depth of the mixed layer; H2 is the depth of
the second layer [21]; κh is the coefficient for horizontal diffusivity; κv is the coefficient for
vertical diffusivity; and ∇h =

(
∂

∂x , ∂
∂y

)
is the horizontal divergence operator.

2.2. Cressman Scheme

The Cressman technique was developed by George Cressman in 1959, and is the
process of modifying the background table point values (derived from the forecast model)
by a linear combination of residual values between the predicted and observed values.
This technique involves continuously inserting station data into a user-defined latitude–
longitude grid, through a grid at a smaller radius of influence, for increased accuracy. The
scheme starts with a background field from a numerical forecast, with the background
values at each grid point being continuously adjusted based on nearby observations. The
advantages of the Cressman method include the associated ease and speed of calculation,
combining forecast data into the background field, and offering generally satisfactory
results. These multi-faceted advantages of the Cressman method have made it very
popular. One disadvantage of the model is that large deviations are often observed around
the edges [30]. The Cressman method is not suitable for multiple observations, as it does
not take the observational error into account, which is another disadvantage of this method.
In this work, the simulation is divided into two cases: the “control” case and the “Cressman
initialized” case. Both of these cases are simulations using different inputs where the two
inputs differ in terms of their resolution and data source. The control initialized model
uses the coarse 2 × 2 degree ICOADS SST data, which provides an analysis that is based
solely on in situ data. The Cressman method is used to initialize the model with an analysis
product that is based on satellite data AND in situ data, such as ships, buoys, and Argo
floats, with a resolution of 0.25 × 0.25 degrees. A schematic of the grid points of the
Cressman method is shown in Figure 2.

Figure 2. Model data coordinates (circle) and observation data (square) [31].

The model state is assumed to be univariate and is represented as a grid point value.
Previous estimates of the model state (background), provided by previous forecasts, are
represented by f n

i , while observations of the same parameter are represented by f o
k , where

k = 1, ..., K. The Cressman analytical equation is defined by the model state f n+1
i at each

grid point i, according to Equation (2):
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f n+1
i = f n

i +

K

∑
k=1

wn
ik( f o

k − f n
k )

K

∑
k=1

wn
ik + ε2

, (2)

where f n
i is grid point i of the model at the nth iteration evaluation, f o

k is observation point
k, f n

k is the estimated value at point k of the nth iteration evaluation, ε2 is the estimation of
the error between the model and observed data, and K is the number of observation points.
The following equations determine the weights wn

ik:

wn
ik =





R2
n−r2

ik

R2
n+r2

ik

where r2
ik ≤ R2

n

0 where r2
ik > R2

n,
(3)

where rik is the distance between observation point k and grid point i and Rn is the radius
of the nth iteration evaluation.

2.3. Optimum Interpolation Sea Surface Temperature

NOAA 1/4◦ daily Optimum Interpolation Sea Surface Temperature (or daily OISST) is
an analysis created by combining observations from various platforms, including satellites,
boats, buoys, and Argo floats, on a regular global grid. This method includes adjusting
the biases of satellite and ship observations (referring to buoys), in order to compensate
for platform differences and sensor bias, with a spatially complete SST map being created
with corrections to fill the gaps. Satellite data from the Advanced Very High Resolution
Radiometer (AVHRR) are the primary input, which have allowed for high temporal and
spatial coverage, from late 1981 to the present. The AVHRR is a broadband sensor, featuring
three bands in the visible and near-infrared, and three bands in the infrared spectral domain.
It is used to represent various world phenomena, in terms of meteorology, soil analysis,
and ocean analysis; for example, in the calculation of vegetation indices, cloud properties,
dust, snow, ice, fire detection, sea ice concentration, and SST. The spatial resolution of
AVHRR is 1 km, at the lowest point reached by a celestial body during its apparent orbit
around a given point of observation. These instruments are operated on satellites such
as the National Oceanic and Atmospheric Administration (NOAA-11) and European
Meteorological Operational (MetOp) satellites. The SST is generated in real-time, using the
AVHRR infrared transponder from High-Resolution Picture Transmission (HRPT) using
Seaspace’s Tera Scan software and NOAA’s multi-channel regression algorithm [32,33].
The individual SST scenes are daily combined day–night mean grids for the U.S. East coast,
where overpasses occur at roughly 1:30 a.m., 9:30 a.m., 1:30 p.m., and 9:30 p.m. (local time)
each day. In this work, we considered combining day- and night-time temperatures, in
order to represent the daily averaged sea-surface temperature. Daily grids are combined
into 3-day, 7-day, monthly, seasonal, and yearly average grids. As this work required
monthly SSTA data, NOAA’s daily day–night data were analyzed as monthly data.

The optimum interpolation (OI) sea surface temperature (SST) analysis was performed
on a regular grid using irregularly spaced data. The analysis is based on the weighted sum
of the data using linear weights OI, which is determined by regression [34].

rk =
N

∑
i=1

wikqi, (4)

where rk is the analyzed SST, wik is linear weights, qi are the SST, k is grid points, index i
is for data and N is the number of data. The values of q and r are defined as differences
from the analysis in the previous time step, and q and r are usually different from the first
guess reference system. The average of the analysis correlation error

〈
πiπj

〉
is assumed to

be representative and is proportional of a Gaussian distribution, as follows:
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〈
πiπj

〉
= exp

[
−(xi − xj)

2

λ2
x

+
−(yi − yj)

2

λ2
y

]
(5)

where
〈
πiπj

〉
is the average of the analysis correlation error, x and y are the zonal and

meridional data and analysis locations, and λx and λy are the zonal and meridional spatial
scales. The weight was then determined according to Reynolds and Smith 1994 by

N

∑
i=1

(〈
πiπj

〉
+ ǫ2

i δij

)
wik =

〈
πiπj

〉
, (6)

where ǫi is the noise-to-signal standard deviation ratio, δij is data correlation error and
wik is a linear weighting coefficient. The averages of the data errors is assumed to be
uncorrelated between the different observations. Therefore, the data correlation error is
δij = 1 for i = j, and 0 otherwise. Data types currently include ships, buoys, and day and
night satellite data for each instrument. Spatial functions are defined for each of these
quantities with different ǫi fields for each data type.

2.4. Extended Reconstructed Sea Surface Temperature

The SSTA data of the National Oceanic and Atmospheric Administration (NOAA,
Washington, DC, USA) monthly SST analysis dataset, provided by the Extended Re-
constructed Sea Surface Temperature (ERSST) project, were used as input data for the
EICM [35,36]. The ERSST dataset is a global monthly SST dataset that derived entirely from
in situ observational data and it is provided on a coarse 2 × 2 degree grid, [37,38]. These
data were obtained from the International comprehensive Ocean–Atmosphere Dataset
(ICOADS) from 1854 until present, as derived from Argo floats above 5 m. The ERSST
is suitable for long-term and basin-wide global studies, and uses smooth, specific, and
short-term models in the dataset. ERSST version 5 is the newest version of the ERSST,
which has improved SST spatial and temporal variability. The newest version of ERSST
improves absolute SST, shifting from using the Nighttime Marine Air Temperature (NMAT)
to the use of SST buoys as a reference to correct ship SST biases. The ERSST data were used
as input to the EICM, as shown in Table 1.

Table 1. Details of the data in this research.

Detail ERSST OISST IN SITU

Source National Oceanic and Atmospheric Administration (NOAA)
Name of data Sea Surface Temperature Anomaly (SSTA)

Longitude 0◦ E to 360◦ E 0.125◦ E to 359.875◦ E 137◦ E to 265◦ E
Latitude −90◦ N to 90◦ N −89.875◦ N to 89.875◦ N −8◦ N to 9◦ N

Time 1854-01 to Present 1981-09 to Present 1977-01 to Present
Resolution 2◦×2◦ 0.25◦×0.25◦ Point

Search

https://www.ncdc.noaa.gov/
data-access/marineocean-data/

extended-reconstructed-sea-
surface-temperature-ersst

https:
//www.ncdc.noaa.gov/oisst

https://www.pmel.noaa.gov/
tao/drupal/disdel/index.html

[accessed on 5 August 2020] [accessed on 22 December 2020] [accessed on 27 February 2021]

The Cressman analysis procedure was used to improve the accuracy of the model from
AVHRR. Subsequently, the system was switched back to the EICM format. Figure 3 shows
an outline of how the CIEICM works automatically, using the inputs from the NOAA.
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Figure 3. CIEICM with the operational assimilation working scheme.

3. Results and Discussion

Simulation was performed for the SSTA data of OISST in the EICM and CIEICM, using
historical data spanning from 1995 to 2019. The results of EICM and CIEICM simulations
were compared with the observed data from NOAA/PMEL TAO buoy network, in order
to determine whether the Cressman method had worked properly. A comparison of the
SSTA result samples from each simulation with the observations was carried out, in order
to assess the accuracy of the preliminary models. The absorption validation with EICM
consists of three parts: First, the results of both simulations are compared with the OISST
data to determine if the initial method is working correctly. Second, the results of both
simulations are compared with source data, to verify the accuracy of the two simulations.
Finally, the results of the model are computed, in SSTA index format, in the Niño 3.4
area and compared with data from Hadley Center’s Sea Ice and Sea Surface Temperature
(HadISST) [39]. Figure 4 shows the Pacific region SSTA data for January 1995, including
SSTA data from ERSST (which was the EICM import data, shown in Figure 4a). The SSTA
data of EICM from ICOADS are shown in Figure 4b. The SSTA data, obtained from OISST,
are shown in Figure 4c, while SSTA data of CIEICM that Cressman initialized from OISST
are shown in Figure 4d.

(a) Input data (b) EICM

(c) OISST (d) CIEICM

Figure 4. Comparison of the sample results from the EICM and CIEICM.
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From Figure 4, the OISST data yielded SSTAs lower than those from ERSST and
EICM. CIEICM found that most SSTAs were lower than EICM, and similar to those from
ERSST and OISST, as expected. Figure 5 shows a comparison of SSTA data from EICM and
CIEICM in January 1995, where the blue color means that Cressman Initialized resulted in
lower SSTA values. White and red colours indicate that Cressman Initialized increased the
SSTA value of the model. The simulation results showed that SSTAs were mostly reduced
from EICM , which was consistent with Figure 4.

Figure 5. Difference between EICM and CIEICM SSTA data in January 1995.

Visual comparison may not be sufficient and, therefore, a statistical method must be
utilised to assess the validity of the model. The statistics used were the Root Mean Square
Deviation, shown as Equation (7), Correlation Coefficient, shown as Equation (8), and
Standard Deviation of Error, shown in Equation (9).

Root Mean Square Deviation:

RMSD =

√√√√√
n

∑
i=1

(mi − oi)2

n
. (7)

Correlation Coefficient:

R =

n

∑
i=1

((mi − m)× (oi − o))

√
n

∑
i=1

(mi − m)2 ×
n

∑
i=1

(oi − o)2

. (8)

Standard Deviation:

SD =

√√√√√
n

∑
i=1

(ei − e)2

n
. (9)

In the above equations, mi denotes the SSTA data from the EICM and CIEICM, oi

denotes the SSTA data from OISST, m denotes the mean SSTA data from EICM and CIEICM,
o denotes the mean SSTA data from OISST, n is the number of grids of data, ei is the Error
information between the model and OISST (mi − oi), and e is the mean of the Error.
Comparing SSTA data from EICM and CIEICM with the OISST from 1995 to 2019 (i.e., over
25 years), it was found that, when using Cressman Initialized, there was less discrepancy,
as the Root Mean Square Deviation value decreased from 0.616 to 0.605. The correlation
between the simulation and OISST increased from 0.535 to 0.548, and there was less
variation in the error (which decreased from 0.896 to 0.869), as shown in Table 2.
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Table 2. Comparison of accuracy between EICM and CIEICM with OISST data.

Model Type Root Mean Correlation Standard Significance of the Correlation
Square Deviation (◦C) Coefficient (−) Deviation (◦C) Coefficient (p-Value)

EICM 0.616 0.535 0.896 0
CIEICM 0.605 0.548 0.869 0

When comparing the CIEICM with OISST, the absorption algorithm worked correctly.
A comparison of the precision of both models and OISST with in situ data from 1995
to 2019 was carried out, in order to validate the model and to correlate the model with
situational data, where the in situ data were obtained from the NOAA/PMEL TAO buoy
network [40,41], for which the buoy locations in the central Pacific Ocean to predict ENSO-
related climate variations are shown in Figure 6.

Figure 6. Location of measurement data from NOAA/PMEL TAO buoy network.

Figure 7 shows the correlation of SSTA data between OISST and source data, with
black lines showing that the OISST data and in situ data were highly correlated. If the SSTA
value is below the black line, the OISST data were higher than the source data. If the SSTA
value is higher than the black line, the OISST data were lower than the source data. From
the figure, the data from OISST had a correlation coefficient of 0.968.

Figure 7. Correlation of the SSTA from the OISST with in situ data.
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Figure 8a shows the SSTA relationship between EICM or CIEICM and OISST, where
blue indicates the relationship between EICM and OISST, and red shows the relationship
between CIEICM and OISST. It was found that the EICM was less correlated than that of
the CIEICM (at 0.624 and 0.637, respectively). Figure 8b shows the the SSTA relationship
between EICM and CIEICM and in situ data, where the blue colour shows the relationship
between EICM and in situ data, and red shows the relationship between CIEICM and in
situ data. It was found that the EICM was less correlated than that of the CIEICM (at 0.614
and 0.632, respectively).

(a) Correlation of the SSTA from the EICM EICM and
CIEICM with OISST data.

(b) Correlation of the SSTA from the and CIEICM with
in-situ data.

Figure 8. Correlation of the SSTA from the EICM and CIEICM with OISST and in-situ data.

Comparison of the accuracy of the two simulations with in situ data for each month
from 1995 to 2019 found that the CIEICM was able to reduce the model error. During the
period from June to August, the model tolerance was better than in other months, where
the RMSD from CIEICM was approximately 0.024 less than EICM. When comparing the
model relationships, it was found that the CIEICM was more correlated than that of the
model; it was also found that the EICM had a correlation of approximately 0.16, as shown
in Table 3.

The EICM error was compared with the in situ data, and the CIEICM error was
compared with 300 in situ data by the Mann–Whitney U statistical method. Considering
the statistical value of the Mann–Whitney U Test, it was found that the value was 41,416.5,
and the Asymptotic Significance (1-tailed) value was 0.455, which was compared with
the statistical significance level to conclude. As a result of the analysis, the Asymptotic
Significance (1-tailed) value was less than the significance level of 0.05. The error from the
EICM is greater than the error from the CIEICM, as shown in Table 4.
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Table 3. Comparison of accuracy between EICM and CIEICM with in situ data.

Month Lead Measurements Root Mean Square Deviation Correlation Coefficients
EICM CIEICM EICM CIEICM

Jan 1413 0.691 0.669 0.777 0.789
Feb 1402 0.559 0.535 0.766 0.778
Mar 1402 0.533 0.513 0.691 0.718
Apr 1391 0.55 0.521 0.606 0.629
May 1392 0.668 0.646 0.405 0.399
Jun 1369 0.772 0.743 0.318 0.336
Jul 1383 0.774 0.744 0.436 0.434

Aug 1389 0.767 0.733 0.419 0.476
Sep 1394 0.737 0.71 0.516 0.556
Oct 1384 0.691 0.652 0.723 0.746
Nov 1394 0.684 0.663 0.758 0.763
Dec 1396 0.710 0.665 0.770 0.788

Mean 0.676 0.652 0.600 0.616

Table 4. Statistical data analysis results by the Mann–Whitney U Test method.

Mann-Whitney U Wilcoxon W Z Asymp. Sig (1-Tailed)

RMSD 41,416.5 86,566.5 −1.688 0.0455

The Taylor diagram shows a comparison of the SSTA Index in Niño 3.4 (180◦ E–240◦ E
and 5◦ S–5◦ N). The red dot is the SSTA data from the EICM for each ensemble of
100 ensemble and HadISST data. The blue dot is the SSTA data from the CIEICM for
each ensemble of 100 ensembles and data from HadISST. The red cross is the SSTA mean
from all EICM 100 ensembles and data from HadISST, and the blue cross is the SSTA
mean from all CIEICM 100 ensembles and data from HadISST. Figure 9 shows the pre-
diction results for each month. It was found that, in the forecast using imported data
from December 1994 to November 2019, the forecast from January 1995 to December 2019
had a forecast period of 1 month. The RMSD of each ensemble was 0.53 to 0.55 and the
RMSD of the Mean Ensemble was 0.49 over a 12-month forecast period. Forecasts for
December 1995 through December 2019 had an RMSD of each ensemble from 1.2 to 1.4
and a Mean Ensemble RMSD of 0.8. When forecasting SSTA in the near-term, there was
little discrepancy, while the longer period SSTA forecast increased the error.

Figure 10 shows the SSTA Index at Niño 3.4, in order to determine the ENSO phe-
nomenon, where the black line is the SSTA Index data from HadISST, the red line is the
SSTA Index data from EICM, and the blue line is the SSTA Index data. If the Niño 3.4 index
is greater than 0.5, then the El Niño is defined to occur. If the value of the index is between
0.5 and 1, a weak El Niño is defined to occur. If it is between 1 and 1.5, it is defined to
be a moderate El Niño. If it is between 1.5 and 2, it is defined to be strong. Finally, if it
is greater than 2, it is defined to be very strong. On the other hand, if the Oceanic Niño
index is negative and lower than −0.5, then the La Niña is defined to occur. The level of
the phenomenon is defined to be divided into weak, moderate, and strong, similar to that
for El Niño. The shorter the forecast is, the less accurate the forecast; the longer the forecast,
the greater the error.
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(a) 1-Month Lead (b) 2-Month Lead (c) 3-Month Lead

(d) 4-Month Lead (e) 5-Month Lead (f) 6-Month Lead

(g) 7-Month Lead (h) 8-Month Lead (i) 9-Month Lead

(j) 10-Month Lead (k) 11-Month Lead (l) 12-Month Lead

Figure 9. Taylor diagram comparing the SSTA index at Niño 3.4 (180◦ E–240◦ E and 5◦ S–5◦ N).

Comparing the accuracy of the two simulations with HadISST for each month’s lead
time from 1995 to 2019, the CIEICM was able to reduce the model error. With 1–8 months
lead time, the CIEICM yielded better forecasts than the EICM. With 9–12 months lead time,
the two simulations showed no significant differences in terms of RMSD, with the mean
RMSD from CIEICM being approximately 0.017 less than EICM. When comparing the
model relationships, it was found that the CIEICM was more correlated than the EICM,
with an increase of approximately 0.11. In the ranges 1, 2–6, and 7–12 months lead, the
relationship was at the levels of very strong, strong, and moderate, respectively, as shown
in Table 5.
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(a) 1-Month lead (b) 3-Month lead

(c) 6-Month lead (d) 9-Month lead

Figure 10. ENSO Phenomenon from 1995 to 2019.

Table 5. Accuracy comparison between EICM, CIEICM, and HadISST data.

Month Lead Measurements Root Mean Square Deviation Correlation Coefficients
EICM CIEICM EICM CIEICM

1-Month Lead 300 0.555 0.51 0.827 0.842
2-Month Lead 299 0.654 0.624 0.759 0.77
3-Month Lead 298 0.673 0.651 0.744 0.749
4-Month Lead 297 0.721 0.716 0.706 0.698
5-Month Lead 296 0.76 0.754 0.659 0.676
6-Month Lead 295 0.808 0.794 0.611 0.63
7-Month Lead 294 0.861 0.843 0.55 0.563
8-Month Lead 293 0.897 0.877 0.506 0.509
9-Month Lead 292 0.904 0.89 0.494 0.481

10-Month Lead 291 0.889 0.889 0.499 0.464
11-Month Lead 290 0.881 0.871 0.45 0.499
12-Month Lead 289 0.871 0.855 0.434 0.489

Mean 0.790 0.773 0.603 0.614

Figure 11 shows the Pacific SSTA data in November 2015, which includes SSTA
data from EICM and SSTA data from CIEICM. It was found that, during the El Niño
phenomenon, CIEICM simulations yielded higher SSTAs than EICMs in the Niño region,
as shown in Figure 11a,b, respectively. Figure 11c shows the difference between EICM and
CIEICM, where blue means that carrying out Cressman Initialized resulted in a decrease in
the model’s SSTA, while white and red meant that Cressman Initialization increased the
model’s SSTA. Most SSTA values were reduced from EICM.
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(a) EICM (b) CIEICM (c) Difference between EICM and CIEICM
Figure 11. Comparison of the El Niño range.

Figure 12 shows the Pacific SSTA data in January 2000, which includes SSTA data
from EICM and SSTA data from CIEICM. It was found that, during the La Niña phe-
nomenon, CIEICM simulation led to lower SSTA than EICM during Niño region, as shown
in Figure 12a,b. Figure 12c shows the difference between EICM and CIEICM, where blue
means Cressman Initialized decreased the model SSTA, while white and red indicate
that Cressman Initialization increased the model SSTA. Most SSTA values were reduced
from EICM.

(a) EICM (b) CIEICM (c) Difference between EICM and CIEICM
Figure 12. Comparison of the El Niño range.

4. Conclusions

Accurately predicting the occurrence of ENSO phenomena several months in advance
is a major goal of climate research. It is necessary to find a procedure that can yield
model predictions which agree with the observed data. This study, therefore, focused on
improving the predictions of ENSO phenomena in the Pacific using the Cressman method
to improve SST forecasts with the EICM and CIEICM from 1995 to 2019. The work consisted
of three main parts. Part 1, comparing the results from EICM and CIEICM with OISST data,
it was found that the Cressman method works properly because the Cressman Initialization
method minimizes the error. From the statistical analysis, Root Mean Square Deviation
decreased from 0.616 to 0.605, and the relationship between simulation and OISST increased
from 0.535 to 0.548. Part 2 compares SST data between EICM that initializing with ICOADS
and SST data from NOAA/PMEL TAO buoy network and compares SST data between
CIEICM that initializing with Cressman using OISST and SST data from NOAA/PMEL
TAO buoy network. It was found that the CIEICM was able to reduce the error each month.
The RMSD value decreased from 0.676 to 0.652, and the correlation coefficient increased
from 0.600 to 0.616. The results showed that the Asymptotic Significance (1-tailed) value
was less than the significance level of 0.05. This means that the test has a greater EICM
error than the CIEICM error is shown in Table 4. The last part compared the SSTA index at
Niño 3.4 of the two simulations using HadISST data. It was found that the CIEICM was
more accurate than the EICM. Moreover, the CIEICM simulation was more correlated with
data from HadISST than EICM. Both simulations were able to predict the occurrence of
ENSO phenomena well in the first six months, and had a strong correlation. This confirmed
the reliability of the algorithm using OISST data in conjunction with the EICM to obtain
the CIEICM, which yielded better prediction results.
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Several studies have attempted to solve problems associated with the input data
used in the model to increase ENSO prediction accuracy. The results of the study of
Ji and Leetmaa indicated that adequate physical parameters of data assimilation can
improve forecasting results and, thus, improve predictive skills [42]. Chen demonstrated
the effects and necessity of data assimilation on ICM and pointed out that assimilation is
key in improving the prediction skills of the current ENSO model [43]. Many assimilation
techniques have been used for the initial simulation of the ocean atmosphere [44]. A
four-dimensional variational (4D-Var) data assimilation method has been implemented in
an improved model of the tropical Pacific, in order to improve the accuracy of the model.
The results showed that 4D-Var can effectively reduce the error in ENSO analysis [45–47].
However, improving forecasting skills by assimilation is not the only method that can
be achieved. The need for assimilation may create an imbalance between early ocean
conditions and models. The results of the study of Zavala-Garay suggest that there is little
room for improvement in predictive skills, as a result of the highly limited data assimilation
method [48]. These imbalances and errors in the model can be a significant limiting factor
in forecasting skills, especially for predictions that occur in the northern winter. Most
studies to date have focused on improving the model through data assimilation, while
future studies are expected to focus on optimal error study efforts and actual forecast limit
estimates [49]. Some limiting factors cannot be avoided using data assimilation; they have
to be addressed through modifications to the model.
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The following abbreviations are used in this manuscript:

AVHRR Advanced Very High-Resolution Radiometer
EICM Ensemble Intermediate Coupled Model
CIEICM Cressman Initialized Ensemble Intermediate Coupled Model
ENSO El Niño–Southern Oscillation
ERSST Extended Reconstructed Sea Surface Temperature
HadISST Hadley Center’s Sea Ice and Sea Surface Temperature
HCM Hybrid Coupled Model
HRPT High-Resolution Picture Transmission
ICM Intermediate Coupled Model
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IOM Intermediate Ocean Model
MetOp Meteorological Operational
NMAT Night-time Marine Air Temperature
NOAA National Oceanic and Atmospheric Administration
OISST Optimum Interpolation Sea Surface Temperature
R Correlation Coefficient
RMSD Root Mean Square Deviation
SD Standard Deviation
SST Sea Surface Temperature
SSTA Sea Surface Temperature Anomaly
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Abstract: The secant method is a very effective numerical procedure used for solving nonlinear
equations of the form f (x) = 0. In a recent work (A. Sidi, Generalization of the secant method for
nonlinear equations. Appl. Math. E-Notes, 8:115–123, 2008), we presented a generalization of the secant
method that uses only one evaluation of f (x) per iteration, and we provided a local convergence
theory for it that concerns real roots. For each integer k, this method generates a sequence {xn}
of approximations to a real root of f (x), where, for n ≥ k, xn+1 = xn − f (xn)/p′n,k(xn), pn,k(x)

being the polynomial of degree k that interpolates f (x) at xn, xn−1, . . . , xn−k, the order sk of this
method satisfying 1 < sk < 2. Clearly, when k = 1, this method reduces to the secant method
with s1 = (1 +

√
5)/2. In addition, s1 < s2 < s3 < · · · , such that limk→∞ sk = 2. In this note,

we study the application of this method to simple complex roots of a function f (z). We show that
the local convergence theory developed for real roots can be extended almost as is to complex
roots, provided suitable assumptions and justifications are made. We illustrate the theory with two
numerical examples.

Keywords: secant method; generalized secant method; complex roots

MSC: 65H05

1. Introduction

Let α be the solution to the equation f (x) = 0. An effective iterative method used
for solving this equation that makes direct use of f (x) (but no derivatives of f (x)) is the
secant method that is discussed in many books on numerical analysis. See, for example,
Atkinson [1], Dahlquist and Björck [2], Henrici [3], Ralston and Rabinowitz [4], and Stoer
and Bulirsch [5]. See also the recent note [6] by the author, in which the treatment of the
secant method and those of the Newton–Raphson, regula falsi, and Steffensen methods are
presented in a unified manner.

Recently, this method was generalized by the author in [7] as follows: Starting with
x0, x1, . . . , xk, k + 1 initial approximations to α, we generate a sequence of approximations
{xn}, via the recursion

xn+1 = xn −
f (xn)

p′n,k(xn)
, n = k, k + 1, . . . , (1)

p′n,k(x) being the derivative of the polynomial pn,k(x) that interpolates f (x) at the points
xn, xn−1, . . . , xn−k. (Thus, pn,k(x) is of degree k.) Clearly, the case k = 1 is simply the secant
method. In [7], we also showed that, provided x0, x1, . . . , xk are sufficiently close to α, the

method converges with order sk, that is, limn→∞
|xn+1 − α|
|xn − α|sk

= C 6= 0 for some constant C,

and that 1 < sk < 2. (We call sk the order of convergence of the method or the order of the
method for short.) Here sk is the only positive root of the polynomial sk+1 − ∑

k
i=0 si. We

also have that
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1 +
√

5
2

= s1 < s2 < s3 < · · · < 2; lim
k→∞

sk = 2.

Actually, rounded to four significant figures,

s1=̇1.618, s2=̇1.839, s3=̇1.928, s4=̇1.966, s5=̇1.984, s6=̇1.992, s7=̇1.996, etc.

Note that to compute xn+1 we need knowledge of only f (xn), f (xn−1), . . . , f (xn−k),
and because f (xn−1), . . . , f (xn−k) have already been computed, f (xn) is the only new
quantity to be computed. Thus, each step of the method requires f (x) to be computed only
once. From this, it follows that the efficiency index of this method is simply sk and that this
index approaches 2 by increasing k even moderately, as can be concluded from the values
of s1, . . . , s7 given above.

In this work, we consider the application of this method to simple complex roots of a
function f (z), where z is the complex variable. Let us denote a real or complex root of f (z)
by α again; that is, f (α) = 0 and f ′(α) 6= 0. Thus, starting with z0, z1, . . . , zk, k + 1 initial
approximations to α, we generate a sequence of approximations {zn} via the recursion

zn+1 = zn −
f (zn)

p′n,k(zn)
, n = k, k + 1, . . . , (2)

p′n,k(z) being the derivative of the polynomial pn,k(z) that interpolates f (z) at the points
zn, zn−1, . . . , zn−k. As in [7], we can use Newton’s interpolation formula to generate pn,k(z)
and p′n,k(z). Thus

pn,k(z) = f (zn) +
k

∑
i=1

f [zn, zn−1, . . . , zn−i]
i−1

∏
j=0

(z − zn−j) (3)

and

p′n,k(zn) = f [zn, zn−1] +
k

∑
i=2

f [zn, zn−1, . . . , zn−i]
i−1

∏
j=1

(zn − zn−j). (4)

Here, g[ζ0, ζ1, . . . , ζm] is the divided difference of order m of the function g(z) over the set
of points {ζ0, ζ1, . . . , ζm} and is a symmetric function of these points. For details, we refer
the reader to [7].

As proposed in [7], we generate the k + 1 initial approximations as follows: We choose
the approximations z0, z1 first. We then generate z2 by applying our method with k = 1
(that is, with the secant method). Next, we apply our method to z0, z1, z2 with k = 2 and
obtain z3, and so on, until we have generated all k + 1 initial approximations, via

zn+1 = zn −
f (zn)

p′n,n(zn)
, n = 1, 2, . . . , k − 1. (5)

Remark 1.

1. Instead of choosing z1 arbitrarily, we can generate it as z1 = z0 + f (z0) as suggested in Brin
[8], which is quite sensible since f (z) is small near the root α. We can also use the method of
Steffensen—which uses only f (z) and no derivatives of f (z)—to generate z1 from z0; thus,

z1 = z0 −
[ f (z0)]

2

f (z0 + f (z0))− f (z0)
.

2. It is clear that, in case f (z) takes on only real values along the Re z axis and we are looking for
nonreal roots of f (z), at least one of the initial approximations must be chosen to be nonreal.

3. We would like to mention that Kogan, Sapir, and Sapir [9] have proposed another gener-
alization of the secant method for simple real roots of nonlinear equations f (x) = 0 that
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resembles our method described in (1). In the notation of (1), this method produces a sequence
of approximations {xn} via

xn+1 = xn −
f (xn)

p′n,n(xn)
, n = 1, 2, . . . , (6)

starting with arbitrary x0 and x1, and it is of order 2. Note that, in (6), pn,n(x) interpolates
f (x) at the points x0, x1, . . . , xn, hence is of degree n, which is tending to infinity. In (1),
pn,k(x) is of degree k, which is fixed.

4. Yet another generalization of the secant method for finding simple real roots of f (x) was
recently given by Nijmeijer [10]. This method too requires no derivative information, requires
one evaluation of f (x) per iteration, and has the same order of convergence as our method. It
follows an idea of applying a convergence acceleration method, such as Aitken’s ∆2-process, to
approximations obtained from the secant method, as proposed by Han and Potra [11]. Because
Nijmeijer’s method is not based on polynomial interpolation, it is completely different from
our method, however. For Aitken’s ∆2-process, see [1–5]. See also [12] (Chapter 15) by the
author.

In the next section, we analyze the local convergence properties of the method as it is
applied to complex roots. We show that the analysis of [7] can be extended to the complex
case following some clever manipulation. We prove that the order sk of the method is
the same as that we discovered in the real case. In Section 3, we provide two numerical
examples to confirm the results of our convergence analysis.

2. Local Convergence Analysis

We now turn to the analysis of the sequence {zn}∞
n=0 that is generated via (2). Our

treatment covers all k ≥ 1.
In our analysis, we will make use of the Hermite-Genocchi formula that provides an

integral representation for divided differences (For a proof of this formula, see Atkinson [1],
for example). Even though this formula is usually stated for functions defined on real
intervals, it is easy to verify (see Filipsson [13], for example) that it also applies to functions
defined in the complex plane under proper assumptions. Thus, provided g(z) is analytic
on E, a bounded closed convex set in the complex plane, and provided ζ0, ζ1, . . . , ζm are in
E, there holds

g[ζ0, ζ1, . . . , ζm] =
∫

· · ·
∫

Sm

g(m)(t0ζ0 + t1ζ1 + · · ·+ tmζm) dt1 · · · dtm, t0 = 1−
m

∑
i=1

ti. (7)

Here Sm is the m-dimensional simplex defined as

Sm =

{
(t1, . . . , tm) ∈ Rm : ti ≥ 0, i = 1, . . . , m,

m

∑
i=1

ti ≤ 1
}

. (8)

We note that (7) holds whether the ζi are distinct or not. We also note that g[ζ0, ζ1, . . . , ζm] is
a symmetric and continuous function of its arguments.

By the conditions we have imposed on g(z), it is easy to see that the integrand
g(m)(∑m

i=0 tiζi) in (7) is always defined because ∑
m
i=0 tiζi is in the set E and g(z) is analytic

on E. This is so because, by (7) and (8),

(t1, . . . , tm) ∈ Sm ⇒ ti ≥ 0, i = 0, 1, . . . , m, and
m

∑
i=0

ti = 1,

which implies that ∑
m
i=0 tiζi is a convex combination of ζ0, ζ1, . . . , ζm hence is in the set

C = conv{ζ0, ζ1, . . . , ζm}, the convex hull of the points ζ0, ζ1, . . . , ζm, and C ⊆ E. Conse-
quently, taking moduli on both sides of (7), we obtain, for all ζi in E,
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∣∣g[ζ0, ζ1, . . . , ζm]
∣∣ ≤

∫
· · ·

∫

Sm

∣∣∣∣g(m)

( m

∑
i=0

tiζi

)∣∣∣∣ dt1 · · · dtm

≤ ‖g(m)‖
m!

, ‖g(m)‖ = max
z∈E

|g(m)(z)|. (9)

In addition, since ∑
m
i=0 ti = 1 in (7), as ζi → ζ̂ for all i = 0, 1, . . . , m, there hold ∑

m
i=0 tiζi → ζ̂

and g(m)(∑m
i=0 tiζi) → g(m)(ζ̂), and hence

lim
ζi→ζ̂

i=0,1,...,m

g[ζ0, ζ1, . . . , ζm] = g[ζ̂, ζ̂, . . . , ζ̂︸ ︷︷ ︸
m+1 times

] =
g(m)(ζ̂)

m!
. (10)

In (9) and (10), we have also invoked the fact that (see [14] (p. 346), for example)

∫
· · ·

∫

Sm

dt1 · · · dtm =
1

m!
.

We will make use of these in the proof of our main theorem that follows. This theorem
and its proof are almost identical to that given in [7] once we take into account, where and
when needed, the fact that we are now working in the complex plane. For convenience, we
provide all the details of the proof.

Theorem 1. Let α be a simple root of f (z), that is, f (α) = 0, but f ′(α) 6= 0. Let Br be the closed
disk of radius r containing α as its center, that is,

Br = {z ∈ C : |z − α| ≤ r}. (11)

Let f (z) be analytic on Br. Choose a positive integer k and let z0, z1, . . . , zk be distinct initial
approximations to α. Generate zk+1, zk+2, . . . via

zn+1 = zn −
f (zn)

p′n,k(zn)
, n = k, k + 1, . . . , (12)

where pn,k(z) is the polynomial of interpolation to f (z) at the points zn, zn−1, . . . , zn−k. Then,
provided z0, z1, . . . , zk are in Br and sufficiently close to α, we have the following cases:

1. If f (k+1)(α) 6= 0, the sequence {zn} converges to α, and

lim
n→∞

ǫn+1

∏
k
i=0 ǫn−i

=
(−1)k+1

(k + 1)!
f (k+1)(α)

f ′(α)
≡ L; ǫn = zn − α ∀ n. (13)

The order of convergence is sk, 1 < sk < 2, where sk is the only positive root of the polynomial
gk(s) = sk+1 − ∑

k
i=0 si and satisfies

2 − 2−k−1e < sk < 2 − 2−k−1 for k ≥ 2; sk < sk+1; lim
k→∞

sk = 2, (14)

e being the base of natural logarithms, and

lim
n→∞

|ǫn+1|
|ǫn|sk

= |L|(sk−1)/k, (15)

which also implies that

sk = lim
n→∞

log |ǫn+1/ǫn|
log |ǫn/ǫn−1|

. (16)
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2. If f (z) is a polynomial of degree at most k, the sequence {zn} converges to α, and

lim
n→∞

ǫn+1

ǫ2
n

=
f ′′(α)

2 f ′(α)
; ǫn = zn − α ∀ n. (17)

Thus, {zn} converges with order 2 if f ′′(α) 6= 0, and with order greater than 2 if f ′′(α) = 0.

Proof. We start by deriving a closed-form expression for the error in zn+1. Subtracting α
from both sides of (12), and noting that

f (zn) = f (zn)− f (α) = f [zn, α](zn − α),

we have

zn+1 − α =

(
1 − f [zn, α]

p′n,k(zn)

)
(zn − α) =

p′n,k(zn)− f [zn, α]

p′n,k(zn)
(zn − α). (18)

We now note that

p′n,k(zn)− f [zn, α] =
{

p′n,k(zn)− f ′(zn)
}
+
{

f ′(zn)− f [zn, α]
}

, (19)

and that

f ′(zn)− p′n,k(zn) = f [zn, zn, zn−1, . . . , zn−k]
k

∏
i=1

(zn − zn−i) (20)

and
f ′(zn)− f [zn, α] = f [zn, zn]− f [zn, α] = f [zn, zn, α](zn − α). (21)

Note that (20) can be obtained by starting with the divided difference representation
of f (z)− pn,k(z), namely, f (z)− pn,k(z) = f [z, zn, zn−1, . . . , zn−k]∏

k
i=0(z − zn−i), and by

computing limz→zn [ f (z)− pn,k(z)]/ ∏
k
i=0(z − zn−i) via L’Hôpital’s rule.

For simplicity of notation, let

− f [zn, zn, zn−1, . . . , zn−k] = D̂n and f [zn, zn, α] = Ên, (22)

and rewrite (19) and (20) as

p′n,k(zn)− f [zn, α] = D̂n

k

∏
i=1

(ǫn − ǫn−i) + Ênǫn, (23)

p′n,k(zn) = f ′(zn) + D̂n

k

∏
i=1

(ǫn − ǫn−i). (24)

Substituting these into (18), we finally obtain

ǫn+1 = Cnǫn; Cn ≡
p′n,k(zn)− f [zn, α]

p′n,k(zn)
=

D̂n ∏
k
i=1(ǫn − ǫn−i) + Ênǫn

f ′(zn) + D̂n ∏
k
i=1(ǫn − ǫn−i)

. (25)

We now prove that convergence takes place. First, let us assume without loss of
generality that f ′(z) 6= 0 for all z ∈ Br, and set m1 = minz∈Br | f ′(z)| > 0. (This is
possible since α ∈ Br and f ′(α) 6= 0, and we can choose r as small as we wish to also
guarantee m1 > 0.) Next, let Ms = maxz∈Br | f (s)(z)|/s!, s = 1, 2, . . . . Thus, assuming that
{zn, zn−1, . . . , zn−k} ⊂ Br and noting that Br is a convex set, we have by (9) that

|D̂n| ≤ Mk+1, |Ên| ≤ M2, because {α, zn, zn−1, . . . , zn−k} ⊂ Br.
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Next, choose the ball Bt/2 sufficiently small (with t/2 ≤ r) to ensure that m1 >

2Mk+1tk + M2t/2. It can now be verified that, provided zn, zn−1, . . . , zn−k are all in Bt/2,
there holds

|Cn| ≤
Mk+1 ∏

k
i=1 |ǫn − ǫn−i|+ M2|ǫn|

m1 − Mk+1 ∏
k
i=1 |ǫn − ǫn−i|

≤ Mk+1 ∏
k
i=1(|ǫn|+ |ǫn−i)|+ M2|ǫn|

m1 − Mk+1 ∏
k
i=1(|ǫn|+ |ǫn−i|)

≤ C,

where

C ≡ Mk+1tk + M2t/2
m1 − Mk+1tk

< 1.

Consequently, by (25), |ǫn+1| ≤ C|ǫn| < |ǫn|, which implies that zn+1 ∈ Bt/2, just like
zn, zn−1, . . . , zn−k. Therefore, if z0, z1, . . . , zk are chosen in Bt/2, then |Cn| ≤ C < 1 for all
n ≥ k, hence {zn} ⊂ Bt/2 and limn→∞ zn = α.

As for (13) when f (k+1)(α) 6= 0, we proceed as follows: By the fact that limn→∞ zn = α,
we first note that, by (20) and (21),

lim
n→∞

p′n,k(zn) = f ′(α) = lim
n→∞

f [zn, α], (26)

and thus limn→∞ Cn = 0. This means that limn→∞(ǫn+1/ǫn) = 0 and, equivalently, that
{zn} converges with order greater than 1. As a result,

lim
n→∞

(ǫn/ǫn−i) = 0 for all i ≥ 1,

and

ǫn/ǫn−i = o(ǫn/ǫn−j) as n → ∞, for j < i.

Consequently, expanding in (25) the product ∏
k
i=1(ǫn − ǫn−i), we have

k

∏
i=1

(ǫn − ǫn−i) =
k

∏
i=1

(
− ǫn−i[1 − ǫn/ǫn−i]

)

= (−1)k

( k

∏
i=1

ǫn−i

)
[1 + O(ǫn/ǫn−1)] as n → ∞. (27)

Substituting (27) into (25), and defining

Dn =
D̂n

p′n,k(zn)
, En =

Ên

p′n,k(zn)
, (28)

we obtain

ǫn+1 = (−1)kDn

( k

∏
i=0

ǫn−i

)
[1 + O(ǫn/ǫn−1)] + Enǫ2

n as n → ∞. (29)

Dividing both sides of (29) by ∏
k
i=0 ǫn−i, and defining

σn =
ǫn+1

∏
k
i=0 ǫn−i

, (30)

we have
σn = (−1)kDn[1 + O(ǫn/ǫn−1)] + Enσn−1ǫn−k−1 as n → ∞. (31)
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Now, by (10), (22), and (26),

lim
n→∞

Dn = − 1
(k + 1)!

f (k+1)(α)

f ′(α)
, lim

n→∞
En =

f (2)(α)

2 f ′(α)
. (32)

Because limn→∞ Dn and limn→∞ En are finite, and because limn→∞(ǫn/ǫn−1) = 0 and
limn→∞ ǫn−k−1 = 0, it follows that there exist a positive integer N and positive constants
β < 1 and D, with |Enǫn−k−1| ≤ β when n > N, for which (31) gives

|σn| ≤ D + β|σn−1| for all n > N. (33)

Using (33), it is easy to show that

|σN+s| ≤ D
1 − βs

1 − β
+ βs|σN |, s = 1, 2, . . . ,

which, by the fact that β < 1, implies that {σn} is a bounded sequence. Making use of this
fact, we have limn→∞ Enσn−1ǫn−k−1 = 0. Substituting this into (31), and invoking (32), we
next obtain limn→∞ σn = (−1)k limn→∞ Dn = L, which is precisely (13).

That sk, the order of the method, as defined in the statement of the theorem, satisfies
(14) and (15) follows from Traub [15] (Chapter 3). We provide a simplified treatment of this
topic in Appendix A.

This completes the proof of part 1 of the theorem.
When f (z) is a polynomial of degree at most k, we first observe that f (k+1)(z) = 0

for all z, which implies that pn,k(z) = f (z) for all z, hence also p′n,k(z) = f ′(z) for all
z. Therefore, we have that p′n,k(zn) = f ′(zn) in the recursion of (12). Consequently,
(12) becomes

zn+1 = zn −
f (zn)

f ′(zn)
, n = k, k + 1, . . . ,

which is the recursion for the Newton–Raphson method. Thus, (17) follows. This completes
the proof of part 2 of the theorem.

3. Numerical Examples

In this section, we present two numerical examples that we treated with our method.
Our computations were done in quadruple-precision arithmetic (approximately 35-decimal-
digit accuracy). Note that in order to verify the theoretical results concerning iterative
methods with order greater than unity, we need to use computer arithmetic of high preci-
sion (preferably, of variable precision, if available) because the number of correct significant
decimal digits in the zn increases dramatically from one iteration to the next as we are
approaching the solution.

In both examples below, we take k = 2. We choose z0 and z1 and compute z2 using
one step of the secant method, namely,

z2 = z1 −
f (z1)

f [z0, z1]
. (34)

Following that, we compute z3, z4, . . . , via

zn+1 = zn −
f (zn)

f [zn, zn−1] + f [zn, zn−1, zn−2](zn − zn−1)
, n = 2, 3, . . . . (35)

In our examples, we have carried out our computations for several sets of z0, z1, and we
have observed essentially the same behavior that we observe in Tables 1 and 2.
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Example 1. Consider f (z) = 0, where f (z) = z3 − 8, whose solutions are αr = 2ei2πr/3,
r = 0, 1, 2. We would like to obtain the root α1 = 2ei2π/3 = −1 + i

√
3. We chose z0 = 2i and

z1 = −2 + 2i. The results of our computations are given in Table 1.

Table 1. Results obtained by applying the generalized secant method with k = 2, as shown in (34)
and (35), to the equation z3 − 8 = 0, to compute the root α1 = −1 + i

√
3. The entries denoted “**”

mean that the limit of the extended-precision arithmetic has been reached.

n |ǫn|
ǫn+1

ǫnǫn−1ǫn−2

log |ǫn+1/ǫn|

log |ǫn/ǫn−1|

0 1.035D + 00 - -
1 1.035D + 00 - -
2 4.808D − 01 −8.972D − 02 + i 1.015D − 01 2.516
3 6.979D − 02 1.224D − 01 − i 2.727D − 02 1.437
4 4.355D − 03 1.009D − 01 − i 4.079D − 02 2.023
5 1.591D − 05 4.561D − 02 − i 9.794D − 02 1.839
6 5.223D − 10 3.793D − 02 − i 7.268D − 02 1.839
7 2.967D − 18 3.741D − 02 − i 7.579D − 02 1.838
8 2.083D − 33 ** **
9 0.000D + 00 ** **

From (13) and (16) in Theorem 1, we should have

lim
n→∞

ǫn+1

ǫnǫn−1ǫn−2
=

(−1)3

3!
f ′′′(α1)

f ′(α1)
=

1
24

(1 − i
√

3) = 0.04166 · · · − i 0.07216 · · ·

and

lim
n→∞

log |ǫn+1/ǫn|
log |ǫn/ǫn−1|

= s2 = 1.83928 · · · ,

and these seem to be confirmed in Table 1. Furthermore, in infinite-precision arithmetic, z9 should
have close to 60 correct significant figures; we do not see this in Table 1 due to the fact that the
arithmetic we have used to generate Table 1 can provide an accuracy of at most 35 digits.

Example 2. Consider f (z) = 0, where f (z) = sin(iz)− cos z. f (z) has infinitely many roots
αr = (1 − i)(π/4 + rπ), r = 0,±1,±2, . . .. We would like to obtain the root α0 = (1 − i)π/4.
We chose z0 = 1.5 − i1.3 and z1 = 0.6 − i0.5. The results of our computations are given in Table 2.

Table 2. Results obtained by applying the generalized secant method with k = 2, as shown in
(34) and (35), to the equation sin(iz)− cos z = 0, to compute the root α0 = (1 − i)π/4. The entries
denoted “**” mean that the limit of the extended-precision arithmetic has been reached.

n |ǫn|
ǫn+1

ǫnǫn−1ǫn−2

log |ǫn+1/ǫn|

log |ǫn/ǫn−1|

0 6.608D − 01 - -
1 3.403D − 01 - -
2 1.341D − 01 3.163D − 01 + i 1.397D − 01 2.743
3 1.043D − 02 1.466D − 01 − i 1.846D − 01 1.774
4 1.122D − 04 −2.943D − 03 − i 1.117D − 01 1.934
5 1.755D − 08 9.223D − 03 − i 1.614D − 01 1.766
6 3.320D − 15 −7.686D − 04 − i 1.658D − 01 1.857
7 1.084D − 27 ** **
8 9.630D − 35 ** **

From (13) and (16) in Theorem 1, we should have

lim
n→∞

ǫn+1

ǫnǫn−1ǫn−2
=

(−1)3

3!
f ′′′(α1)

f ′(α1)
= − i

6
= −i 0.16666 · · ·
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and

lim
n→∞

log |ǫn+1/ǫn|
log |ǫn/ǫn−1|

= s2 = 1.83928 · · · ,

and these seem to be confirmed in Table 2. Furthermore, in infinite-precision arithmetic, z8 should
have close to 50 correct significant figures; we do not see this in Table 2 due to the fact that the
arithmetic we have used to generate Table 2 can provide an accuracy of at most 35 digits.

Remark 2. In relation to the examples we have just presented, we would like to discuss the issue
of estimating the relative errors |ǫn/α| in the zn. This should help the reader when studying the
numerical results included in Tables 1 and 2. Starting with (13) and (15), we first note that, for all
large n,

|ǫn+1| ≈ |L|(sk−1)/k|ǫn|sk .

Therefore, assuming also that α 6= 0, we have

|ǫn+1/α| ≈ D|ǫn/α|sk , D =
(
|L|1/k|α|

)sk−1.

Now, if zn has q > 0 correct significant figures, we have |ǫn/α| = O(10−q). If, in addition,
D = O(10r) for some r, then we will have

|ǫn+1/α| ≈ O(10r−qsk ).

For simplicity, let us consider the case r = 0, which is practically what we have in the two examples
we have treated. Then zn+1 has approximately qsk correct significant decimal digits. That is, if zn

has q correct significant decimal digits, then, due to the fact that sk > 1, zn+1 will have sk times as
many correct significant decimal digits as zn.
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Appendix A

Before ending, we would like to provide a brief treatment of the order of convergence
of our method stated in (14) and (15) by considering

ǫn+1

∏
k
i=0 ǫn−i

= L ∀ n ⇔ ǫn+1 = L
k

∏
i=0

ǫn−i ∀ n,

instead of (13). We will show that |ǫn+1| = Q|ǫn|sk is possible if sk is a solution to the
polynomial equation sk+1 = ∑

k
i=0 si and Q = |L|(sk−1)/k. (For a more detailed treatment,

we refer the reader to [15] (Section 3.3)).
We start by expressing all |ǫn−i| in terms of |ǫn|. We have

|ǫn−i| =
|ǫn|1/si

k

Qmi
, mi =

i

∑
j=1

1

s
j
k

, i = 1, 2, . . . .

Substituting this into |ǫn+1| = |L|∏
k
i=0 |ǫn−i|, we obtain

Q|ǫn|sk = |L| |ǫn|
k

∏
i=1

|ǫn|1/si
k

Qmi
=

|L|
QM

|ǫn|ρ; ρ =
k

∑
i=0

1
si

k

, M =
k

∑
i=1

mi.

Of course, this is possible when sk = ρ and QM+1 = |L|.
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Now, the requirement that sk = ρ is the same as sk+1
k = ∑

k
i=0 si

k, which implies that
the order sk should be a root of the polynomial

gk(s) = sk+1 −
k

∑
i=0

si =
sk+2 − 2sk+1 + 1

s − 1
.

By Descartes’ rule of signs, gk(s) has only one positive root, which we denote by s̃. Since
gk(1) = −k < 0 and gk(2) = 1 > 0, we have that 1 < s̃ < 2. The remaining k roots of gk(s)
are the zeroes of the polynomial g̃(s) = gk(s)/(s − s̃) = ∑

k
j=0 cjs

j, the cj satisfying s̃c0 = 1
and s̃cj − cj−1 = 1, j = 1, . . . , k, hence

cj =
1
s̃

j

∑
i=0

1
s̃i

, j = 0, 1, . . . , k ⇒ 0 < c0 < c1 · · · < ck−1 < ck = 1.

Therefore, by the Eneström–Kakeya theorem, all k roots of g̃(s) are in the unit disk. We
thus conclude that s̃ = sk since we already know that the order of our method is greater
than 1. (For Descartes’ rule of signs and the Eneström–Kakeya theorem, see, for example,
Henrici [16] (pp. 442, 462)).

Next, we note that gk(s) = sgk−1(s) − 1. Therefore, gk−1(sk−1) = 0 implies
gk(sk−1) = −1 < 0, which, along with gk(2) = 1 > 0, implies that sk−1 < sk < 2.
Therefore, the sequence {sk}∞

k=1 is monotonically increasing and is bounded from above by
2. Consequently, limk→∞ sk = ŝ exists and ŝ ≤ 2. Now,

gk(sk) = 0 ⇒ sk+2
k − 2sk+1

k + 1 = 0 ⇒ s2
k − 2sk = − 1

sk
k

.

Upon letting k → ∞ on both sides, we obtain ŝ2 − 2ŝ = 0, which gives ŝ = 2.
The expression given for M can be simplified considerably as we show next. First, it

is easy to verify that

M =
k

∑
i=1

k − i + 1
si

k

=
1
sk

k

k

∑
i=1

isi−1
k .

Next,

sk
k M =

(
d

ds

k

∑
i=0

si

)∣∣∣∣
s=sk

=

(
d

ds

sk+1 − 1
s − 1

)∣∣∣∣
s=sk

=
(k + 1)sk(s − 1)− (sk+1 − 1)

(s − 1)2

∣∣∣∣
s=sk

.

By sk+1 − 1 = (s − 1)∑
k
i=0 si, this becomes

sk
k M =

(k + 1)sk − ∑
k
i=0 si

s − 1

∣∣∣∣
s=sk

=
ksk

k − ∑
k−1
i=0 si

k

sk − 1
.

Now, by the fact that gk(sk) = 0, we have ∑
k−1
i=0 si

k = sk+1
k − sk

k. Consequently,

M =
k − (sk − 1)

sk − 1
⇒ M + 1 =

k

sk − 1
,

which is the required result.
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Abstract: “Odd” factor approximants of the special form suggested by Gluzman and Yukalov
(J. Math. Chem. 2006, 39, 47) are amenable to optimization by power transformation and can be
successfully applied to critical phenomena. The approach is based on the idea that the critical index
by itself should be optimized through the parameters of power transform to be calculated from the
minimal sensitivity (derivative) optimization condition. The critical index is a product of the algebraic
self-similar renormalization which contributes to the expressions the set of control parameters typical
to the algebraic self-similar renormalization, and of the power transform which corrects them even
further. The parameter of power transformation is, in a nutshell, the multiplier connecting the critical
exponent and the correction-to-scaling exponent. We mostly study the minimal model of critical
phenomena based on expansions with only two coefficients and critical points. The optimization
appears to bring quite accurate, uniquely defined results given by simple formulas. Many important
cases of critical phenomena are covered by the simple formula. For the longer series, the optimization
condition possesses multiple solutions, and additional constraints should be applied. In particular,
we constrain the sought solution by requiring it to be the best in prediction of the coefficients not
employed in its construction. In principle, the error/measure of such prediction can be optimized
by itself, with respect to the parameter of power transform. Methods of calculation based on
optimized power-transformed factors are applied and results presented for critical indices of several
key models of conductivity and viscosity of random media, swelling of polymers, permeability in
two-dimensional channels. Several quantum mechanical problems are discussed as well.

Keywords: minimal sensitivity; optimization; power transform; critical index

1. Introduction

Often, the limit-problems are characterized by power laws. Accurate analytical formu-
lae for deterministic and random systems, such as composites, suspensions, and porous
media, can be derived by employing approximants, when the low-concentration series are
supplemented with information on the high-concentration regime near divergence points
signifying the physical percolation effects [1,2].

Sometimes, the results can be improved by simple transformation to the divergent
quantities. It is often assumed that even a naive inverse transformation of the original
truncated series could be accomplished. Generally, one can introduce the so-called power
transform defined in [3]. Below, we consider application of power transform to calculation
of the critical properties and of the critical index in particular. It is possible to find the
critical index as an explicit function of the parameters defining the power transformation.
Instead of optimization of critical amplitudes as in [3–7], we express and optimize the
critical index directly. The critical index is obtained then by finding some optimal power
transformation, demanding the critical index to be minimally sensitive to the parameters
of power transform.

Indeed, as we are interested in the critical index, it seems more natural to optimize the
index directly, rather than to try to find from optimizing some other quantities, even the
critical amplitudes. Furthermore, as the critical indices are not sensitive to the fine details
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of interactions, or to the parameters imposed in the course of optimization, we apply rather
generic optimization conditions to rather short expansions.

Various power transformations are known in statistics. Most notable are the Tukey’s
ladder of powers [8] and Box-Cox transformation [9]. The Box-Cox transformation is
nothing else but the celebrated replica-trick. It is intimately related to the concept of highly
optimized tolerance (HOT) [10]. HOT is viewed as the mechanism behind the power laws.

Formally, we study the behaviour of a real function φ(x) of a real variable x ∈ [0, ∞).
This function is typically defined by a complicated problem that does not allow for an
explicit knowledge of the functional form. However, one can attempt to develop some kind
of perturbation theory. The perturbation theory yields truncated asymptotic expansions
representing the function

φ(x) ≃ φk(x) (x → 0) (1)

at a small variable x → 0, with k = 0, 1, . . . being perturbation order. The perturbative
series of kth order can be written as an truncated expansion in powers of x as

φk(x) = a0 +
k

∑
n=1

anxn . (2)

Unless otherwise stated, a0 = 1 is chosen. The series (2) will be subject to renormal-
ization. The most difficult region for approximating is that of the large variable. Our
main interest here will be to find the large-variable behaviour of the function, where its
asymptotic form is expected to be

φ(x) ≃ Bxβ (x → ∞) . (3)

The constant B will be called the critical amplitude and the power β is the critical exponent.
We have to transform the truncated series into convergent expressions with the asymp-

totic behavior (3). We are going to calculate β first, and B second, by employing the
technique of power transforms applied to factor approximants [3].

One can consider the index k as the discrete time. Then, the truncated series (2)
corresponds to the points of the trajectory of the dynamical system. The velocity which
governs the passage from one point to another is approximated from the available truncated
series. Finding the stable fixed points for such a dynamical system means to be able to find
the sum (1) as k → ∞.

In the vicinity of the fixed point, the functional self-similarity relation between the
consecutive functional approximations can be employed constructively. Moreover, due to
the self-similarity relation, one can look for the fixed point representing the sought sum in
the analytical form, e.g., the power-transformed factor approximant can be considered as
such a representation [3]. For such approximants, one can analytically express the critical
index and amplitude, and optimize the critical index with respect to the parameters of
power transform. To define the power transform in full, we have to apply additional,
optimization conditions of rather general nature. More specifically, the program could
be accomplished by means of the power-transformed “odd” factor approximants [3].
Furthermore, the conditions on fixed points using power transform parameters as control
parameters take particularly simple form and optimization leads to some polynomial-type
equations, relatively easy to solve numerically.

The general idea of application of various optimal conditions in the space of approx-
imations is due to V.I. Yukalov [11,12]. For the particular example, minimal difference
condition was put forward in [13]. Minimal sensitivity condition was exploited in [14].
Kleinert’s variational-perturbation method also employs minimal derivative conditions [15].
However, the method is very difficult to adapt to the purpose of finding an analytical
expression for the sought quantity.

The method of coherent anomaly was suggested and developed by M. Suzuki [16,17].
He applied the ideas of the renormalization group, but specifically considered it in the
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space of approximations. The physical quantities are considered with respect to the
approximation parameter, discrete in most cases, just as in the general approach briefly
discussed above. The method allows to estimate critical indices but does not bring the
concrete approximant whatsoever. Absence of control parameters makes it necessary to
consider high-order approximations to the sought quantity in order to achieve better results.

Various self-similar techniques were applied to calculations with short series [5,6,18],
but they all appear to be designed for providing lower and upper bounds for the index.
Such methods combine at least two separate methods and are applied through optimizing
the expressions for critical amplitudes [2,5]. Such an indirect approach to the critical
indices computations can be remedied by reformulating it for the direct optimization of
the expressions for critical indices. However, to accomplish the task, it turned out to be
necessary to extend the class of approximations in order to be able to select possible stable
solutions within the bounds found by other methodologies.

Because of the limited information supplied by the short series, the problem of crit-
ical properties should be attacked by various methods, under various assumptions [2].
The method considered in the current paper does have some unique qualities, such as
incorporating both critical and sub-critical indices simultaneously, while the optimization
procedure is applied directly to the critical index. It appears to give more stable perfor-
mance than all other methods based on finding the index as a control parameter from the
critical amplitude optimization.

2. Power Transform and Minimal Sensitivity Condition for the Index

It is possible to improve the quality of approximants by employing power trans-
forms [3]. To this end, we defined the power transform of the reduced expansion (2) as

Pk(x, m) ≡ φm
k (x) . (4)

In turn, the power transform (4) can be expanded in powers of x giving

Pk(x, m) ≃
k

∑
n=0

bn(m)xn . (5)

After the self-similar renormalization of the expansion (5) is accomplished by means
of, say, factor approximants, we arrive at an approximant P∗

k (x, m). Then, we accomplish
the inverse transformation

Fk(x, m) = [P∗
k (x, m)]1/m . (6)

Thus, in distinction with the statistics, we rigidly demand the existence of a direct and
inverse transformation, eradicating an uncertainty in the matter of interpretation existing
in the statistical applications [8,9].

The powers mk = mk(x) are defined by the variational condition

∂Fk(x, m)

∂m
= 0 . (7)

Finally, the corresponding approximation for the sought function is given by

φ∗
k (x) = Fk(x, mk) . (8)

Suppose that after all transformations performed explicitly one can find an explicit
expression for the critical index βk(m), in kth order. When we are interested in the power
law appearing in the large-variable limit and the critical index in particular, the condition (7)
reduces to the requirement that the critical index should not depend on the parameter of
transformation expressed in the following form:

∂βk(m)

∂m
= 0 . (9)
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The differentiation of the critical index leads to the minimal sensitivity condition on
the parameter of transformation m.

Although equation (9) is quite intuitive, it can be explained following the idea put
forward in [7]. Assume that we found the expression for the critical index

β(m) ≈ βk(m),

in kth approximation. Correspondingly, we can find the critical amplitude for the kth
approximation Bk(m) ≈ B(m). Here, we should also recognize that B(m) = B(β(m)). As
at large x

φ∗
k (x) ≃ Bxβ,

the differentiation (7) can be performed, and the following expression obtained for large x,

∂φ∗
k (x)

∂m
≃ xβ

(
∂B

∂β
+ B ln x

)
∂β

∂m
. (10)

Thus, as long as we are interested in large x critical properties, in order to make the
approximation Fk(x, m) minimally sensitive to the transformation parameters it is sufficient
to satisfy the equation (9).

To put the meaning into the formulas one is bound to select the self-similar approx-
imants. Following the work in [3], we consider the kth order “odd” self-similar factor
approximant

P∗
k (x) = 1 +Ax

Nk−1

∏
i=1

(1 +Aix)
si , Nk =

1 + k

2
, k = 3, 5, . . . . (11)

The parameters A, Ai and si have to be defined from an odd number of k conditions.
The necessary number of conditions typically is extracted from the conditions of asymptotic
equivalence with the truncated series.

In our study, we insist only that the total number of conditions employed should be
equal to k. The approximant can be considered as “odd” [3], while factor approximants of
“even” type, recently considered as subject of optimization [6], are simply not amenable
to the optimization by power transform. They should be approached by some other
optimization techniques developed previously in [6,7].

With k = 3 we simply have

P∗
3 (x) = 1 +Ax(1 +A1x)s1 . (12)

As x → ∞

F∗
3 (x, m) ≃

(
A(m)(A1(m))s1(m)

)1/m
x(1+s1(m))/m.

Minding that A, A1 and s1 are functions of m, the critical index can be found

β ≈ β3(m) =
1 + s1(m)

m
, (13)

but only as the function of parameter m. It has to be found from the simplified minimal
sensitivity condition

∂β3(m)

∂m
= 0 . (14)

After the particular value of m3 ≡ m∗ is found, one can find the the critical index from
the formula (13), and the critical amplitude

B ≈ B3(m
∗) =

(
A(m∗)A1(m

∗)s1(m
∗)
)1/m∗

.
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The form of approximation expressed by the formula (12) is common for all self-
similar approximants known to us, such as roots, factors, additive approximants, continued
roots [3,19,20], i.e., it is not sensitive at all to the assumptions made while constructing
the approximations in higher-orders, and includes the basic, single step of the algebraic
self-similar transformation, as explained in [20,21].

For k = 5 we have

P∗
5 (x) = 1 +Ax(1 +A1x)s1(1 +A2x)s2 .

As x → ∞

F∗
5 (x, m) ≃

(
A(m)(A1(m))s1(m

∗)(A2(m))s2(m)
)1/m

x(1+s1(m)+s2(m))/m.

With

β ≈ β5(m) =
1 + s1(m) + s2(m)

m
, (15)

the parameter m5 ≡ m∗ has to be found from the minimal sensitivity condition

∂β5(m)

∂m
= 0 , (16)

One can also find the critical amplitude

B ≈ B5(m
∗) =

(
A(m∗)(A1(m

∗))s1(m
∗)(A2(m

∗))s2(m
∗)
)1/m∗

.

In order to simplify formulas without modifying the expressions for critical index and
minimal sensitivity equations, we are going to set A2(m) = 1 (see, e.g., in [7]). However,
imposing such conditions in lower-order would not bring a solution to the optimiza-
tion problem.

The form of the expressions for critical induces (13) and (15), suggests that in special
case when the optimal value is found as m∗ = 0 (or close), one can start, or include into
consideration at par with other approximations, some logarithmic-type approximations as
discussed, e.g., in [22]. As m = 1, the formulas (13) and (15) will correspond to the results
for the critical index originating only from the factor approximants (11) per se.

In the general case of arbitrary m, the critical index is a product of the algebraic trans-
formation which contributes the set of control parameters si, and of the power transform
which corrects them in two ways. First, si are getting “dressed” becoming dependent on
the parameter of power transform m and, second, they are divided by m.

The parameter of power transformation m has a simple meaning of the multiplier
connecting the critical exponent with the correction-to-scaling exponent, to be explained
below in the Section 3.1. Both the power transform and minimal sensitivity condition are of
a non-perturbative origin, based on generic ideas on improving the quality of perturbative
calculations. The expression (15) can be with ease generalized to the kth order,

β ≈ βk(m) =
1 + s1(m) + s2(m) + . . . sk(m)

m
.

3. Critical Point at Infinity

As long as we are concerned with the low-order calculations, it makes sense to
simplify the problem even further. In order to analytically solve the minimal problem, with
only two non-trivial coefficients, a1 and a2, let us impose an additional condition on the
amplitudes, namely,

A1 = A.

This condition does not directly involve the shape of the minimization condition
imposed exclusively on the critical index. Imposing the constraint also allows to greatly
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simplify calculations and obtain a unique solution for the optimization problem in lowest
non-trivial order. Besides, it also guarantees the existence of the (approximate) solution by
guaranteeing positive amplitudes.

From the asymptotic equivalence with the truncated series, we find

A1(m) = A(m) = a1m, s1(m) =
a1

2m − a1
2 + 2a2

2a1
2m

. (17)

From the optimization condition, we find the optimal control parameter

m∗ =
2
(
a1

2 − 2a2
)

3a1
2 . (18)

It leads to the critical index

β ≈ β3 =
9a1

2

8(a1
2 − 2a2)

, (19)

and critical amplitude

B ≈ B3 =

(
2
3

) 9a1
2

8(a1
2−2a2)

(
a1 −

2a2

a1

) 9a1
2

8(a1
2−2a2) . (20)

See Section 3.4 for more general formulas (17) in the case of A1(m) 6= A(m).
For longer series, the optimization condition possesses multiple solutions and addi-

tional constraints should be applied. In particular, we require that the chosen solution
should be best in prediction of the coefficients ak not employed in its construction.

The optimization condition leads to the equation on high-order polynomials in the
parameter m, so that an exact solution cannot be found. On the other hand, the class of
solutions is significantly broadened because the complex-conjugate roots are now allowed.
In some important examples presented below they appear to give the best results when
the constraints are imposed. In principle, the error/measure of such prediction can be
optimized by itself, with respect to the parameter of power transform.

3.1. Swelling of Polymers

An important characteristic of polymer chains is their swelling factor. It is just the
ratio of the mean-square end-to-end distance of the chain, with interactions between its
segments, to the value of the mean-square end-to-end distance of the chain, without such
interactions.

Two-dimensional polymers are often met in chemistry and biology. For such polymers,
perturbation theory with respect to weak interactions can be developed [23,24]. It can be
reduced to a truncated series in a single dimensionless interaction parameter g. For the the
expansion factor Υ(g), it gives

Υ(g) ≃ 1 +
1
2

g − 0.12154525g2 + 0.02663136g3 − 0.13223603g4, (21)

as g → 0.
In the strong-interaction limit [25,26], one expects the power law behavior

Υ(g) ≃ Bgβ (g → ∞) , (22)

with the critical exponent β = 1/2 . One also considers the critical index ν ≡ 1
2 (1 + β) ,

which gives ν = 0.75.
Application of the formulas presented above gives m∗ = 1.31491, β = β3 = 0.570382,

B = B3 = 0.787252. Correspondingly, ν ≈ 0.785191, well within the bounds ν = 0.77525 ±
0.021747 calculated in [2].
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In the case of a three-dimensional polymer coil, perturbation theory [23] for the
swelling factor leads to series of the same type as (21), but with the coefficients

a1 =
4
3

, a2 = −2.075385396 , a3 = 6.296879676 ,

a4 = −25.05725072 , a5 = 116.134785 , a6 = −594.71663 .

The strong-coupling limit of the swelling factor Υ(g) can be found from [24], and

Υ(g) ≃ 1.531g0.3544 (g → ∞) , (23)

By applying our approach, we obtain m∗ = 2.22321, β = β3 = 0.337351, B = B3 =
1.44279 and the critical index ν ≈ 0.584338. Complete swelling factor looks rather simple,

Υ(g) = φ∗
3 (g) =

(
1 +

2.96427g

(2.96427g + 1)0.25

)0.449801
.

The result for the critical index is located within the bounds ν = 0.5814 ± 0.006 found
earlier in [5], based on the same input form the truncated series.

One may expect that the higher-order terms will have some effect on the results. There
are multiple solutions to the minimal sensitivity equation. The best solution to the minimal
sensitivity problem corresponds to

m∗
1 = 2.31467.

The corresponding approximant reads as follows,

Υ(g) = ≺∗
5(g) =

(
1 +

3.08622g

(g + 1)0.0869825(6.21143g + 1)0.0954871

)0.432028
. (24)

Asymptotically, at large g
φ∗

5 (g) ≃ Bgβ,

and the critical indices β = 0.353196, ν = 0.588299, and the critical amplitude B = 1.50912.
Compared to all other solutions to the minimal sensitivity condition, formula (24) gives the
smallest average error in estimation of the 5th and 6th order coefficients in the expansion.
The results fit within the bounds marked by the numerical result ν = 0.5886 [24], and by
the numerical result ν = 0.5877 of [27], or even by a slightly lower value of 0.5876 obtained
in [28].

Intriguingly, the “odd” factor approximants contain also the correction-to-scaling
exponent ∆ defined in [2,24,29], as follows:

Υ(g) ≃ Bgβ

(
1 +

B1

B
g−∆

)
(g → ∞). (25)

After extraction of the critical behavior, and by rewriting the transformed factor
approximants for k = 3, 5, one can see that in kth order

∆k = βk(m)m.

Note that the technique of optimization from [6], which also dwells on the factor
approximants, always brings ∆ ≡ 1. The case of k = 3 is also qualitative, always bringing
∆ = 0.75.

However, for k = 5, we simply calculate ∆5 ≈ 0.82, in a good agreement with the
numerical estimate ∆ = 0.93 from [24]. Thus the parameter m of the power transformation
is the multiplier connecting the two exponents. The connection is of general nature and
not limited to the case of polymers. Analysis of available literature does confirm that in all
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cases considered in this section, such simultaneous estimation of the two indices works
reasonably well.

3.2. Schwinger Model

The Schwinger model [30,31] represents the Euclidean quantum electrodynamics
interacting with a Dirac fermion field, defined on a lattice in (1+ 1) dimensions. The model
reflects confinement, chiral symmetry breaking, and charge shielding, sharing therefore
the key properties with quantum chromodynamics. The ground state of the model, given
as a function of the dimensionless variable x = m/g. Here, m stands for electron mass and
g is the coupling parameter. It also has the dimension of mass. The energy E = M − 2m,
corresponds to a vector boson of mass M(x).

The expansion at small-x for the ground-state energy [32–35] is known in the follow-
ing form:

E(x) ≃ 0.5642 − 0.219x + 0.1907x2 (x → 0) . (26)

In the complementary, large-x limit [35–38], there is a power law,

E(x) ≃ Bxβ + O
(

x−1
)

(x → ∞) , (27)

with B = 0.6418, β = −1/3.
To standardize calculations, let us first normalize the expansion (26) to unity at x = 0.

Elementary calculations according to the formulas presented above, give m∗ = −2.32446,
β ≈ β3 = −0.322656, B3 = 1.03374. Restoring the original units, we find the critical
amplitude B = 0.583237. The result for the index fits within the bounds β = −0.311 ± 0.2
found in [5].

3.3. Harmonium

An N-electron harmonium atom is described by the Hamiltonian

Ĥ =
1
2

N

∑
i=1

(
−∇2

i + ω2r2
i

)
+

1
2

N

∑
i 6=j

1
rij

, (28)

where dimensionless variables are used, ω2

2 stands for the harmonic oscillator force con-
stant [39], and ri ≡ |ri| , rij ≡ |ri − rj| .

Following Cioslowski [39], we consider a two-electron harmonium atom with N = 2.
The ground-state energy for a rigid potential diverges as the power law [39] at large ω,

E(ω) = 3ω + O
(

ω1/2
)

(ω → ∞) . (29)

At a shallow harmonic potential, the energy can be expanded [39] in powers of ω
giving in low orders the following truncation:

E(ω) ≃ 1.19055 ω2/3 + 2.36603 ω + 0.122492 ω4/3 (ω → 0) . (30)

By introducing the new variable x ≡ ω1/3 , Equation (30) could be reduced to

E(x3) ≃ 1.19055x2(1 + 1.98734x + 0.102887x2) (x → 0) . (31)

Applying our method to the expression within brackets, we find m∗ = 0.631933,
β3 = 1.18684, B3 = 1.31048, and reconstruct the large ω behaviour

E(ω) ≃ B ωβ (ω → ∞), (32)
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with B = 3.10063, β = 1.06228. The error of 6% for the critical index should be considered
as quite satisfactory for calculations with such short truncation as (30). The critical index is
well within the bounds β = 1.049 ± 0.031 found in [5].

3.4. Nonlinear Schrödinger Equation

The following nonlinear Hamiltonian

ĤNLS = − 1
2

d2

dx2 +
1
2

x2 + g|ψ|2 , (33)

defines the one-dimensional stationary nonlinear Schrödinger equation for the wave func-
tion ψ of the Bose-condensed atoms in a harmonic trap. Here, g is a dimensionless cou-
pling parameter.

The energy levels E(g) for the Hamiltonian (33) can be represented in the form E(g) =(
n + 1

2

)
e(g) , where n = 0, 1, 2, . . . labels the eigenvalues. The following expansion for

function e(g) in powers of the effective coupling:

e5(g) = 1 + g − 1
8

g2 +
1
32

g3 − 1
128

g4 +
3

2048
g5, (34)

can be found in [20,40]. Moreover, for the strong-coupling limit we have

e(g) =
3
2

g2/3 + O
(

g−2/3
)

(g → ∞) . (35)

There are multiple solutions to the minimal sensitivity equation. The best solution to
the minimal sensitivity problem corresponds to the complex-conjugate pair

m∗
1 = 1.27731 + 0.320816i, m∗

2 = 1.27731 − 0.320816i.

The real part of the corresponding approximants gives the following approximant,

≺∗
5(g) =

0.5(1 + (1.27731 + 0.320816i)g(1 + (0.437208 − 0.179573i)g)−0.253536+0.0807663i×
(g + 1)0.110002+0.0795681i)0.736436−0.184967i+
0.5(1 + (1.27731 − 0.320816i)g(1 + (0.437208 + 0.179573i)g)−0.253536−0.0807663i×
(g + 1)0.110002−0.0795681i)0.736436+0.184967i.

(36)

Asymptotically, at large g
φ∗

5 (g) ≃ Bgβ,

and gives a very good critical index β = 0.660389, and critical amplitude B = 1.50916.
Compared to all other solutions to the minimal sensitivity condition, Formula (36)

gives the smallest (by order of magnitude) error in estimation of the 5th order coefficient in
the expansion.

One can also model Bose-condensate within spherically-symmetrical traps by the
following effective Hamiltonian:

Ĥr =
1
2

(
− d2

dr2 + r2
)
+

g

4πr2 χ2 , (37)

for the radial part of the condensate wave function χ(r) [41].
The ground state energy can be approximated by the expansions

E(c) ≃ 3
2
+

1
2

c − 3
16

c2 +
9
64

c3 − 35
256

c4 (c → 0), (38)
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and
E(c) =

5
4

c2/5 + O
(

c−2/5
)

(c → ∞), (39)

where c = g

(2π)3/2 .
Applying our method, we find m∗ = 13/6 ≈ 2.17, β3 ≈ 0.35, B3 = 1.34, and

reconstruct the large c behaviour
E(c) ≃ Bcβ,

with B = 1.34, β = 0.35. The third-order coefficient (divided by a0) could be estimated
as well, and is equal to 0.112, in a reasonable agreement with the a3/a0 ≈ 0.14 from the
expansion (38).

Avoiding restrictions on the amplitudes by keeping A1(m) 6= A(m), we reconstruct
the unrestricted approximation

F∗
3 (x, m) =

(
1 +A(m) x (1 +A1(m) x)s1(m)

)1/m
.

and find
A(m) = a1m ,

A1(m) =
a1

4(−m2)+6a1
4m−5a1

4−12a1
2a2m+12a1

2a2−24a1a3+12a2
2

6a1(a1
2m−a1

2+2a2)
,

s(m) = − 3(a1
2m−a1

2+2a2)
2

a1
4m2−6a1

4m+5a1
4+12a1

2a2m−12a1
2a2+24a1a3−12a2

2 .

(40)

Optimization condition remains of the same form and brings optimal m∗ = 6.0512,
with excellent critical index β3 ≈ 0.39, and good critical amplitude B3 ≈ 1.325, while the
resulting approximant is given as follows,

φ∗
3 (c) =

3
2

(
2.01707c(0.343481c + 1)1.35922 + 1

)0.165257
.

The fourth-order coefficient (divided by a0) could be estimated as well, and is equal
to 0.088, in reasonable agreement with the a4/a0 ≈ 0.091 from the expansion (38). It also
reconstructs the large c behaviour

E(c) = Bcβ + O(c−1),

with the results B = 1.325, β = 0.39.

3.5. Quartic Oscillator

To conclude our variations on the theme of perturbed harmonic oscillators, let us
discuss the very popular quantum model of quartic anharmonic oscillator [42], with
the Hamiltonian

Ĥ = − 1
2

d2

dx2 +
1
2

x2 + gx4,

with the anharmonicity parameter g ∈ [0, ∞).
One can construct the perturbation theory for the ground-state energy in the parameter

g → 0,

e(g) ≃ 1
2
+

3
4

g − 21
8

g2 +
333
16

g3 − 30885
128

g4 +
916731

256
g5 − 65518401

1024
g6. (41)

The expansion in the parameter g → 0 is divergent also in high orders.
For large g the series for e(g) have fractional powers, with the leading term from the

strong-coupling expansion of the energy given as follows,

e(g) ≃ Bgβ (g → ∞),

with β = 1/3, B ≈ 0.667986.
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However, setting A2(m) = 1 does not lead to a completely satisfactory solution,
although some very reasonable estimates for the critical index and amplitude could be
found following the standard calculations, i.e., optimal complex-conjugate pair

m∗
1 = 0.0810036 − 5.35446i, m∗

2 = 0.0810036 + 5.35446i,

with excellent critical index β5 ≈ 0.3213, and good critical amplitude B5 ≈ 0.6979. However,
an overall picture described by a complete approximant φ∗

5 (g) is not so good, as we were
not able to construct an accurate expression for all coupling constants.

However, lifting the restriction on amplitudes, and finding A2(m) at par with other
parameters from the asymptotic equivalence with the truncated weak-coupling expansion,
allows to get a consistent expression for all g. Using five non-trivial conditions from the
weak-coupling expansion and expressing the approximant parameters as functions of m,
one can find m from the condition of minimal error in predicting the 6th order coefficient,
not yet employed. Along this pass we find the following approximant:

φ∗
5 (g) =

1
2

(
1 +

16.7519g(1 + 1.86188g)2.42764

(1 + 25.4873g)0.0154605

)0.0895423

. (42)

with quite reasonable estimates for the critical index β ≈ 0.3055 with error of 8.3%, and
the critical amplitude B ≈ 0.7333. To achieve high accuracy, we still need considerably
more terms [22]. The approximant (42) gives good results in pure extrapolation, predicting
the ground state energy with the error remaining less than 3% up to quite large g = 50,
compared with the numerical results [43]. The self-similar approximants from [4] are also
rather accurate, giving the critical index close to 0.3.

The example below shows the value of studying such a model system as the quartic
oscillator, as the series to be studied does resemble very much the series for the quartic os-
cillator.

Let us consider also the energy gap δ(z) between the lowest and first excited states of
the vector boson for the massive Schwinger model in Hamiltonian lattice theory [30,36],
which can be represented for strong coupling constants g as follows:

δ(z) ≃ 1 + 2z − 10z2+
78.66667z3 − 736.2222z4 + 7572.929z5 − 82736.69z6 + 942803.4z7,

(43)

where z = x2, x = 1
g2a2 , and a is the lattice spacing. The strong increase of the coefficients

makes the series in powers of z widely divergent. They do resemble the truncated expres-
sion for the quartic oscillator. The transition from the lattice formulation to the continuous
limit requires taking the limit a → 0, implying z → ∞. In this limit, the gap behaves as

δ(z) ∼ zβ (z → ∞),

with β = 1/4.
There are two good solutions to the optimization problem. The complex–conjugate pair

m∗
1 = 7.13701 − 1.35426i, m∗

2 = 7.13701 + 1.35426,

with β5 = 0.22433, (10% error), and real solution m∗ = 10.8324, with β5 = 0.237578 (5%
error). The former solution incurs slightly smaller average error in predicting unexploited
three higher-order terms from the expansion (43). Yet, the latter solution is still preferable
as it brings a smaller maximal error of 2.7% in prediction of the remaining three coefficients
from the truncation (43). The real solution corresponds to the approximant

φ∗
5 (z) =

(
1 + 21.6649z(1 + z)0.964953(1 + 6.35479z)0.608593

)0.0923153
.
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4. Finite Critical Point

Consider another ubiquitous situation when the function φ(x) of a real variable x
exhibits critical behavior,

φ(x) ≃ B(xc − x)β, as x → xc − 0 , (44)

with a positive or negative critical index β, and critical amplitude B at a finite critical point
xc. The approach developed for the case of a critical point located at infinity can be applied
with minor modifications when the critical point xc is finite and its position is known, in
conjunction with transformation

z =
x

xc − x
, (45)

while x = zxc
z+1 . In the low-order case of k = 3, just like in the case of critical point located

at infinity, we obtain explicit and uniquely defined expressions,

A1(m) = A(m) = a1mxc, s1(m) =
a1

2mxc − a1
2xc − 2a1 + 2a2xc

2a1
2mxc

. (46)

The optimization problem remains of the same form, and by solving it we find optimal
control parameter

m∗ =
2
3

(
1 +

2(a1 − a2xc)

a1
2xc

)
. (47)

It leads to the critical index

β ≈ β3 = − 9a1
2xc

8(a1
2xc + 2a1 − 2a2xc)

, (48)

and critical amplitude

B ≈ B3 =

(
2
3

) 9a1
2xc

8(a1
2xc+2a1−2a2xc)

(
xc

(
−2a2xc

a1
+ a1xc + 2

)) 9a1
2xc

8(a1
2xc+2a1−2a2xc)

. (49)

A number of examples considered below cover the most interesting for us physical
cases. The problems of conductivity, viscosity, and permeability arising in different contexts
can be solved based on seemingly sparse information.

4.1. 2D Ising Model

Consider spin-1/2 Ising model characterized by the Hamiltonian

Ĥ = − J

2 ∑
〈ij〉

sz
i sz

j ,

with sz
j ≡

Sz
j

S , on a square lattice, with the ferromagnetic interaction J of nearest neighbors,

for spins Sz
j = ±1/2 [44]. The dimensionless interaction parameter is defined as g ≡ J

kBT ,
where kB stands for the Boltzmann constant and T is temperature.

On the square lattice, a high-temperature expansion of the susceptibility χ in powers
of dimensionless inverse temperature g could be obtained in rather high orders [44]. The
starting terms of the expansion are given as follows,

χ(g) ≃ 1 + 4g + 12g2. (50)
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It is expected [45] that in the vicinity of the threshold gc = ( 2
log(1+

√
2)
)−1 ≈ 0.440687,

the 2D susceptibility diverges as

χ(g) ∼ (gc − g)−γ,

with exact γ = 7
4 .

Application of the formulas presented above gives m∗ = 0.423062, γ = β3 = −1.77279,
B3 = 0.139076. The critical index is well within the bounds γ = 1.76 ± 0.15, found in [46].
It is significantly better than our previous result γ = 1.923 ± 0.077, obtained by applying
the technique of root approximants [5].

4.2. Conductivity of Percolating Systems

The conductivity for site percolation model is explained as a transport of classical
particles through a random medium [47,48]. The minimal model of such phenomena is the
Lorenz 2D gas, which is realized on a square lattice with a fraction of sites being excluded
at random. If f stands for the concentration of conducting or not excluded sites in the
Lorenz model, then x = 1 − f stands for the concentration of excluded sites. Through the
diffusion coefficient for random walkers on such a lattice one can express the macroscopic
conductivity [47]. The transport ceases to exist at the critical density of the excluded sites
xc corresponding to the site percolation threshold [49], and the conductivity behaves as

σ(x) ∝ (xc − x)t (x → xc − 0) , (51)

with xc = 0.4073, t = 1.310 . Perturbation theory in powers of the variable x = 1 − f [47],
gives for the two-dimensional square lattice the expansion

σ(x) ≃ 1 − πx + 1.28588x2 (x → 0) . (52)

In our approach, we obtain m∗ = −0.549066, t = β3 = 1.36596, B3 = 5.52404. The
estimate for the critical index is well within the bounds t = 1.291 ± 0.1 found in [46].

The effective conductivity for the three-dimensional site percolation is studied similarly
to the two-dimensional one. The conductivity also exhibits the critical behaviour [50–54], de-
scribed just as in the equation (51), but with xc = 0.688, t = 1.9. Perturbation theory gives

σ(x) ≃ 1 − 2.52x + 1.52x2 (x → 0) . (53)

Using our method, we get m∗ = −0.421068, t = β3 = 1.78119, B3 = 3.40252. The
estimate for the critical index is well within the bounds t = 1.82 ± 0.09, calculated in [46].

4.3. Permeability of the Two-Dimensional Channels

Let us consider the case of a Darcy flow in the two-dimensional channel bounded
by the surfaces z = ±b (1 + ǫ cos x) , where ǫ is termed waviness. The permeability K(ǫ)
behaves critically [2,5,55]. Precisely, it tends to zero as

K(ǫ) ∼ (ǫc − ǫ)κ , as ǫ → ǫc − 0 , (54)

with ǫc = 1, κ = 5
2 . An expression for permeability can be derived by iterative perturbation

method. It gives a truncated expansion in powers of the waviness [2,55–57].
The permeability, for b = 0.5, has the expansion

K(ǫ) ≃ 1 − 3.14963 ǫ2 + 4.08109 ǫ4, as ǫ → 0 , (55)

Application of the formulas presented above gives m∗ = −0.305188, κ = β3 = 2.4575,
B3 = 1.10206. The critical index is within the bounds κ = 2.372 ± 0.19 found in [5], but is
much closer to the upper bound and to the expected value of 5/2 than to the center.
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The permeability, for b = 0.25 [56], has the expansion

K(ε) ≃ 1 − 3.03748 ε2 + 3.54570 ε4, as ε → 0 . (56)

Application of the formulas presented above gives m∗ = −0.284699, κ = β3 = 2.63436,
B3 = 0.670918. The critical index is located well within the bounds κ = 2.543 ± 0.2 found
in [5].

4.4. Effective Viscosity

The elasticity problem of perfectly rigid spherical inclusions randomly embedded into
an incompressible matrix is analogous to the problem of high-frequency effective viscosity
of a hard-sphere suspension [58–60]. The viscosity, considered as a function of the variable
f ≡ 4π

3 r3
s ρ, (ρ ≡ N

V ), in which rs is the sphere radius and ρ is average density, exhibits the
critical behaviour

η( f ) ∝ ( fc − f )−S ( f → f − 0) , (57)

where fc = 0.637,S = 1.75 [61]. The small f -expansion form [60], reads as

η( f ) ≃ 1 +
5
2

f + 5.0022 f 2 ( f → 0) . (58)

Using our method, we find m∗ = 0.436789, S = −β3 = 1.71708, B3 = 0.24717. The
estimate for the critical index appears to fit within the bounds S = 1.726 ± 0.06, obtained
in [5]. In what follows, one should distinguish the critical index for viscosity (elasticity) S
from the critical index for superconductivity denoted as s.

4.5. Critical Index for Superconductivity in Random 3D Case

In the limiting case of a three-dimensional randomly distributed perfectly conducting
inclusions, the effective conductivity σe is expected to tend to infinity as a power law, with
critical index s, as the concentration of inclusions f tends to fc ≈ 0.637, the maximal value
in 3D, and

σe( f ) ∼ ( fc − f )−s.

The superconductivity critical index s is expected to have the value of 0.73 ± 0.01 [54].
There is also a slightly larger estimate, s ≈ 0.76 [62].

For sample generation, the Random Sequential Adsorption protocol was employed [1].
The consecutive objects were placed randomly in the cell, rejecting those that overlap with
the previously absorbed one. For macroscopically isotropic composites, the expansion for
scalar effective conductivity was found to be

σe = 1 + 3 f + 3 f 2 + 4.80654 f 3 + O( f
10
3 ).

Application of the formulas presented above gives m∗ = 0.919937, s = −β3 =
0.815273, B3 = 1.09667.

For the effective conductivity we find the following compact expression

σe( f ) = φ∗
3 ( f ) =


1 +

1.758 f
(

0.758 f+0.637
0.637− f

)0.25
(0.637 − f )




1.08703

,

which can be expanded in powers of f . It does exceptionally well in estimating the
coefficient a3 ≈ 4.7963, deviating from the expected value only 0.21%. The 4th-order
coefficient can be estimated as well, a4 ≈ 6.68.

The low-order estimate appears to be self-consistent, because the estimate for the
critical index is supported by a simultaneous excellent result for a3. Of course, one can
attempt to incorporate the third-order coefficient explicitly, i.e., to devise the approximant
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P∗
3 ( f ) with A 6= A1. Computations are still possible to perform in a symbolic form. In

such case the estimates become very close to the numerical results of [54], and to the results
of calculations with various approximants [2], based on the same number of terms,

σe( f ) = φ∗
3 ( f ) =

1
2 ((1 −

(2.55836+0.117254i) f (1+ (1.28492−0.744437i) f
0.637− f )−0.042703+0.0208865i

f−0.637 )0.745398−0.034163i+

(1 +
(2.55836−0.117254i) f (1− (1.28492+0.744437i) f

f−0.637 )−0.042703−0.0208865i

0.637− f )0.745398+0.034163i),

(59)

leading to the critical index s = 0.714, and the critical amplitude B = 1.46. The 4th order
coefficient can be estimated as a4 ≈ 6.01. But to confirm or reject the results one will have
to rely on some novel, additional information, which is not available at the moment.

4.6. Critical Index for Superconductivity of Honeycomb Array

Finally, consider a regular honeycomb array of perfectly conducting (superconducting)
disks. As their volume fraction f → fc, the effective conductivity of the array goes to infinity
as a power law similar to previous example, with critical index s, as the concentration of
disks f tends to fc =

π
3
√

3
.

It is always instructive to study the regular case by yet different methods, other than
employed in [63], and estimate the critical index s. The exact value for the index is expected
to be 1/2. The small- f polynomial has the following form,

σe ≃ 1 + 2 f + 2 f 2 + 2 f 3 + 4.14933 f 4 + 6.29865 f 5 + 8.44798 f 6.

There are multiple solutions to the optimization problem understood as solving
the minimal sensitivity equation. Note that we have to apply first the transformation
z( f ) = f

fc− f , as in the formula (45), and then construct the critical index β5(m) (mind the
sign!) and approximant φ∗

5 (z( f )), as shown above in the Section 2.
The best solution to the minimal sensitivity problem corresponds to the complex–

conjugate pair

m∗
1 = 2.46436 − 0.462709i, m∗

2 = 2.46436 + 0.462709i.

The real part of the corresponding approximants gives

σe( f ) = φ∗
5 ( f ) =

1
2 ((1 + (3.2629 + 0.850614i) f (1 + (1.56155−0.331863i) f

0.6046− f )0.375221+0.347239i×
( 1

0.6046− f )
0.788789−0.137954i)0.391967−0.0735958i+

(1 + (3.2629 − 0.850614i) f ( 1
0.6046− f )

0.788789+0.137954i×
(1 + (1.56155+0.331863i) f

0.6046− f )0.375221−0.347239i)0.391967+0.0735958i).

(60)

Asymptotically, as f → fc,

φ∗
5 (g) ≃ B( fc − f )β,

with reasonable estimates for critical index −β = s = 0.471655, and critical amplitude
B = 0.862639. The expected value for the index is 1/2 [63], the same as for other regular
arrays of inclusions [1,64].

Consider for reassurance also the toy model represented by the function

φ(x) =

√
1+x
1−x − 1

x
,

with transition at the point xc = 1, index β = 1/2 and amplitude B =
√

2.
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As x → 0

φ(x) ≃ 1 +
x

2
+

x2

2
+

3x3

8
+

3x4

8
+

5x5

16
+

5x6

16
.

We find that the same conclusions as were reached above for realistic problems, apply
here. Namely, there are multiple solutions of the higher-order optimization condition and
the best result is achieved for the complex–conjugate pair

m∗
1 = 2.89498 − 1.37644i, m∗

2 = 2.89498 + 1.37644i.

The real part of the corresponding approximants gives

φ∗
5 ( f ) = 1

2×
((1 − (1.44749+0.688222i)x( 1

1−x )
0.720503+0.570413i(1− (1.3549+1.04464i)x

x−1. )−0.194988−0.0166872i

x−1. )0.281736−0.133954i+

(1 − (1.44749−0.688222i)x( 1
1−x )

0.720503−0.570413i×(1− (1.3549−1.04464i)x
x−1 )−0.194988+0.0166872i

x−1 )0.281736+0.133954i),

(61)

while the critical index β = −0.503966. As was already suggested above, the good result
for the index does not necessarily preclude correspondingly accurate results for the critical
amplitude B ≈ 0.451, as the optimization procedure involves the critical index, but not
the critical amplitude. The formula (61) for the effective conductivity appears to be smart,
meaning that it does more accurately (by orders of magnitude) than other solutions to the
optimization problem, predict the average error for the remaining 2 coefficients from the
expansion for conductivity.

4.7. Compressibility Factor of Hard-Disks fluids

The state of hard-disks fluids is described by the compressibility factor

Z =
P

ρkBT
= Z( f )

(
f ≡ πρ

4
a2

s

)
, (62)

in which P is pressure, ρ is density, T is temperature, as is the disk diameter, kB stands for
Boltzmann constant, and f is called packing fraction. The compressibility factor exhibits
critical behaviour at a finite critical point. This behavior has been found from phenomeno-
logical equations as

Z( f ) ≃ B( fc − f )β ( f → fc − 0) , (63)

with the fitted parameters fc = 1 and β = −2 [65,66], although these are not asymptotically
exact values. For low packing fractions the compressibility factor is represented by the
virial expansion

Z( f ) ≃ 1 + 2 f + 3.12802 f 2 + 4.25785 f 3 + 5.3369 f 4 + 6.36296 f 5 + 7.35186 f 6

+8.3191 f 7 + 9.27215 f 8 + 10.2163 f 9 ,
(64)

from in [67,68]. Using the same optimization methods as above, we find m∗ = 0.808791,
β5 = −1.80539, B5 = 1.84906 and the approximant

φ∗
5 ( f ) =


1 +

1.61758
(

1
1− f

)0.831449
f

(1 − f )
(

1 + 1.23536 f
1− f

)0.371267




1.23641

, (65)

which employs the terms up to the 4th order in f and predicts the rest with maximal error
of just 0.52%. Simply setting m∗ = 1 leads to a simpler expression

φ∗
5 ( f , 1) = 1 +

2 f
(

1−0.122783 f
1− f

)2.29987

(
1

1− f

)0.453479 ,
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which works with almost the same accuracy in predicting the coefficients from the truncated
series (64). The latter formula may yet have advantage in predicting the higher-order
coefficients. Such coefficients were only estimated up to 15th order (see, e.g., the book [2]
and references therein), but are not exact unlike the others.

5. Concluding Remarks

We conclude that “odd” factor approximants of the special form represented by the
Formula (11) are amenable to optimization by power transformation and can be successfully
applied to the critical phenomena of various physical nature.

The novelty of the current approach amounts to the idea that the critical index by
itself should be optimized through the parameters of power transform calculated from
the optimization condition. The critical index is a product of the algebraic transformation
which contributes to the expressions the set of control parameters si, and of the power
transform which corrects them.

The parameter of power transformation m has the simple meaning of the multiplier
connecting the critical exponent with the correction-to-scaling exponent. Both, the power
transform and minimal sensitivity conditions are of a non-perturbative nature. As we
optimize the critical index directly the results for the indices appear to be more accurate
than obtained from optimization of critical amplitudes with a subsequent determination of
the indices with optimal conditions calculated for the amplitudes.

We study mostly the minimal model of critical phenomena based on expansions with
only two coefficients and critical points. The power-transformed factor approximants of
the form (11) are asymptotically equivalent to such series. The approximants are optimized
by complementing them with natural optimization conditions. The minimal sensitivity
condition imposed on the critical index appears to bring quite accurate, uniquely defined
results given by simple formulas. Surprisingly, many important cases of critical phenomena
are being covered by the simple formulae. The knowledge of higher-order coefficients
appears to be excessive as critical indices could be estimated from only two low-order
coefficients. The multitude of the unknown higher-order coefficients can be mimicked by
optimized power-transformed factor approximations.

For the longer series, the optimization condition possesses multiple solutions and
additional constraints should be applied. In particular we require that the chosen solution
is to be best in prediction of the coefficients ak not employed in its construction. In princi-
ple, the error/measure of such prediction can be optimized by itself, with respect to the
parameter of power transform. The latter idea dwells on the requirement of independence
of the critical indices from the higher-order coefficients an. Some other approaches to long
series were discussed in the preceding work [2,22].

Methods of calculation based on optimized power-transformed factors are applied
and results presented for critical indices of several key models of conductivity and viscosity
of random media, swelling of polymers, and permeability in two-dimensional channels.
Several quantum mechanical problems based on the strongly perturbed harmonic oscillator
are discussed as well.

Accurate calculations with short truncated series are possible and accurate in quite a
few important cases, because the higher-order coefficients appear to be redundant close
to the critical point, and critical indices could be estimated just from two low-order coeffi-
cients by imposing some universal conditions of non-perturbative nature. Power transform
extends the class of approximations and brings some unique quality, such as incorporat-
ing both critical and sub-critical indices simultaneously. The optimization procedure is
developed to estimate the indices together.

Convergence is not always as fast as in the examples presented above. To improve
results one would try adding more terms from the truncation when possible, and apply
different optimized approximations, or even introducing control functions instead of
control parameters [1,22]. On the other hand, the methodology is limited to a short series
because the optimization procedure developed above is based on analytical expressions
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for the parameters of approximants. Such limitation could be overcome by resorting to
different self-similar approximants of the type described in [20].

One can think (see, e.g., in [18]) that for an approach based on optimization to be
successful, Nature by itself should be organized in such a way that certain quantities called
critical indices play a special role of stabilizing various physical phenomena in the vicinity
of their respective critical points by making them minimally sensitive to the parameters of
power transform.

Critical indices are introduced into consideration by assuming a trial power law. They
could be found from special optimization conditions of general nature selecting a unique
fixed point/sum of the asymptotic series associated with a given truncation. Such fixed
points also incorporate the critical behavior which appears to be optimal.
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Abstract: We considered the canonical gravitational partition function Z associated to the classical
Boltzmann–Gibbs (BG) distribution e−βH

Z . It is popularly thought that it cannot be built up because
the integral involved in constructing Z diverges at the origin. Contrariwise, it was shown in (Physica
A 497 (2018) 310), by appeal to sophisticated mathematics developed in the second half of the last
century, that this is not so. Z can indeed be computed by recourse to (A) the analytical extension
treatments of Gradshteyn and Rizhik and Guelfand and Shilov, that permit tackling some divergent
integrals and (B) the dimensional regularization approach. Only one special instance was discussed
in the above reference. In this work, we obtain the classical partition function for Newton’s gravity in
the four cases that immediately come to mind.

Keywords: partition functions; analytical extensions; guelfand’s and gradshteyn’s; classical gravity

MSC: 32A70; 46N55; 82B03; 82B05

1. Introduction

This paper is a continuation and generalization of [1]. It involves mathematical ideas
that were fully explored there (and references therein), in which a canonical ensemble at the
temperature T was concocted for a two-particle gravitation system and fully analyzed. For
brevity’s sake, the accompanying (involved) math will not be repeated here. It is advisable
to have [1] at hand in trying to follow our discussion below. A very important concept is
that of generalized dimensionally regularized partition function Z, which we abbreviate as
GDR[Z . Dimensional regularization works in ν dimensions. We call ν0 the actual physical
dimension. We use the common notation β = 1/(kBT), with T as the temperature. To
simplify numerical computations, we set kB = 1, and also the gravitational constant G
equal to unity. The domain of integration is called D-.

An important point that will emerge below is that of the behavior of the partition
function Z as a function of the inverse temperature β. Z is a sum or integral of terms of the
form exp [−βEM], with Em some energy. Thus, the second derivative dZ/dβ2 is positive.
Thus, its curvature, when plotted against β, cannot change.

Self-gravitating systems exhibit peculiarities that might perhaps defy ordinary com-
mon sense. We highlight here the following: [2]

(1) As gravitational binding gets tighter, the kinetic energy augments and so does, as a
consequence, the temperature;

(2) As gravitational binding gets weaker, the kinetic energy decreases, and as a conse-
quence, the temperature diminishes;

(3) The specific heat becomes negative if the system can freely expand or contract.
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2. Basic Instance: Partition Function for the Distance-Case 0 ≤ r < ∞

The first case is the most important one. Conceptually, it is the most complex of the
four to be addressed. Algebraically, however, it is the simplest instance. We deal with the
gravitational interaction between two masses m and M. The partition function is then:

Z = Zν0 = (−1)ν0 GDR[Zν]ν=ν0 , (1)

and Zν is given by classical phase space (ν dimensions):

Zν =
∫

D

e
−β

(
p2
2m − GmM

r

)

dνxdν p. (2)

This quantity was already used for three dimensions in [1]. We then have:

Zν =

[
2π

ν
2

Γ
(

ν
2
)
]2 ∞∫∫

0

(rp)ν−1e
−β

(
p2
2m − GmM

r

)

dr dp. (3)

By appeal to the relation below, employed in [1]:

∞∫

0

xν−1e
β
x dx = cos(πν)βνΓ(−ν), (4)

we obtain:

Zν =

[
2π

ν
2

Γ
(

ν
2
)
]2

cos(πν)

2
(βGmM)ν

(
2m

β

) ν
2
Γ
(ν

2

)
Γ(−ν). (5)

To apply GDR, we introduce f (ν):

f (ν) =
2πν

Γ
(

ν
2
) (βGmM)nu

ν(ν − 1)(ν − 2)

(
2m

β

) ν
2
, (6)

and in three dimensions:
Zν = f (ν)Γ(3 − ν). (7)

Following [1], we Laurent expand around ν = 3 to obtain:

Zν = − 2
3
√

π

(2π2βG2m3M2)
3
2

(ν − 3)
− 1

3
√

π
(2π2βG2m3M2)

3
2 ×

[
ln
(

8π2βG2m3M2
)
+ 3C − 17

3

]
+

∞

∑
n=1

an(ν − 3)n. (8)

Therefore:

Z =
1

3
√

π
(2π2βG2m3M2)

3
2

[
ln
(

8π2βG2m3M2
)
+ 3C − 17

3
.
]

(9)

Remind that the mean energy < U >= − 1
Z

∂Z
∂β . Accordingly, we obtain:

< U >= −
√

2π5/2(G2m3M2β
)3/2(3C + log

(
8π2G2m3M2β

)
− 5
)

βZ . (10)

For the specific heat C, we use the definition C = ∂<U>
∂T , and we have:

C =
π5/2G4m6M4β

(
3C + log

(
8π2G2m3M2β

)
− 3
)

√
2
√

G2m3M2βTZ
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− β

T

[√
2π5/2(G2m3M2x

)3/2(3C + log
(
8π2G2m3M2x

)
− 5
)

βZ

]2

. (11)

We express a word of caution regarding the plotting the above relations. They involve
big quantities like m and M and also very small ones like G and kB. In order to make sense
of the associated computational mess, we are forced to appeal to a simple scenario with
m = M = G = kB = 1 and set the horizontal coordinate to x = 1/T. Notice that we will be
dealing with gigantic temperatures in the order of 1022 Kelvin. See Figures 1–3.

0.5 1.0 1.5 2.0
x

10

20

30

40

50

Z

Figure 1. m = M = G = kB = 1, and x = 1/T. Plot of Z(x). Here, x = β, G = m = M = 1. For
small x, we see that Z is negative. These x-values are, of course, unphysical. Z grows as T diminishes.

0.8 1.0 1.2 1.4 1.6 1.8 2.0
x
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-4
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U

Figure 2. m = M = G = kB = 1, and x = 1/T. Plot of < U (x) >. At large temperatures (near the
origin), the binding and kinetic energies, as well as the temperature are large, as prescribed by item
(1) of the introduction. As T decreases, so does the binding and kinetic energies, as indicated by item
(2) of the Introduction.
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Figure 3. Plot of the specific heat C(x). Here, x = β, G = m = M = 1. It is negative, as prescribed by
item (3) of the Introduction. The specific heat tends to vanish as the temperature drops, as expected
because of the third law of thermodynamics, that, remarkably enough, is obeyed classically here.

We see that our dimensionally regularized partition function predicts the expected
gravitational behavior.
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3. Partition Function for the Bound System R0 ≤ r ≤ R1

Now, suppose that we deal with two masses: one has mass M and radius R0 and the
second is a point mass m. Both are contained in a spherical box of radius R1. Of course, in
this paper, tidal forces are ignored. The system is bound by construction.

The partition function now turns out to be:

Z =

[
2π

3
2

Γ
( 3

2
)
]2 ∞∫

0

dp

R1∫

R0

dr(rp)2e
−β

(
p2
2m − GmM

r

)

. (12)

We appeal to the well-known result:

∫
x2e

a
x dx =

1
6

[
e

a
x x
(

a2 + ax + 2x
)
− a3Ei

( a

x

)]
+ b. (13)

Here, Ei is the integral exponential function [3] and b is an arbitrary constant. We
obtain thus, in three dimensions:

Z =
π

3
2 V1

2

{
e

βGmM
R1

[(
βGmM

R1

)2
+

βGmM

R1
+ 2

]
−
(

βGmM

R1

)3
Ei

(
βGmM

R1

)}

− π
3
2 V0

2

{
e

βGmM
R0

[(
βGmM

R0

)2
+

βGmM

R0
+ 2

]
−
(

βGmM

R0

)3
Ei

(
βGmM

R0

)}
, (14)

where V1 is the volume of a sphere of radius R1 and V0 is the volume of a sphere of radius
R0. For the mean energy, we have:

< U >= −(1/(2R3
1R3

0Z))×

3GmMπ3/2
(
−V1R1R3

0e
GmMβ

R1 (R1 + GmMβ) + R3
1V0R0e

GmMβ
R0 (R0 + GmMβ) + V1R3

0GmM2

β2Ei
(

GmMβ

R1

)
− R3

1V0GmM2β2Ei
(

GmMβ

R0

))
, (15)

and for the specific heat:

C = −3π3/2GmM2β

ZTR3
1R3

0
×

(
−V1R1R3

0e
GmMβ

b + R3
1V0R0e

GmMβ
R0 + V1R3

0GmMβEi
(

GmMβ

R1

)
−

R3
1V0GmMβEi

(
GmMβ

R0

))

− β

T

[
(1/(2R3

1R3
0Z))

3GmMπ3/2
(
−V1R1R3

0e
GmMβ

R1 (R1 + GmMβ) + R3
1V0R0e

GmMβ
R0 (R0 + GmMβ) + V1R3

0GmM2

β2Ei
(

GmMβ

R1

)
− R3

1V0GmM2β2Ei
(

GmMβ

R0

))]2
. (16)

See Figures 4–6.
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Figure 4. Plot of Z(x) . Here, x = β/R1, R0 = 1, R1 = 1000, G = m = M = 1.
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Figure 5. Plot of < U (x) >. Here, x = β/R1, R0 = 1, G = m = M = 1. Note that the size of the
container diminishes as x grows, so that the binding energy has to grow with x.
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Figure 6. Plot of C(x) versus x. Here, x = β/R1, R0 = 1, G = m = M = 1. The binding energy
increases as β grows and the mean energy U is negative. Thus, the specific heat = −β2 dU

dβ is positive.
Notably enough, it tends to obey the third law in a classical scenario, as bound by construction.

4. Partition Function for 0 ≤ r ≤ R1

We now consider the case of two point masses m and M are enclosed in a container of
radius R1. The three-dimensional partition function is now:

Z = −
[

2π
3
2

Γ
( 3

2
)
]2 ∞∫

0

dp

R1∫

0

dr(rp)2e
−β

(
p2
2m − GmM

r

)

(17)

Evaluating the integral corresponding to the momenta, we arrive at:

Z = −4π
5
2

(
2m

β

) 3
2

R1∫

0

drr2e
βGmM

r . (18)
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We see that the resulting integral displays a singularity at the origin. We evaluate this
integral using the Guelfand [4] method for calculating integrals of powers of x, expanding
the exponential in power series around the origin. We are led to:

Z = −4π
5
2

(
2m

β

) 3
2 ∞

∑
n=0

(βGmM)n

n!

R1∫

0

r2−ndr. (19)

We need here the result (see [4]):

R1∫

0

r2−sdr =
R3−s

1
3 − s

; s 6= 3

R1∫

0

r−1dr = ln R1 ; s = 3. (20)

Using it, we obtain:

Z = −4π
5
2

(
2m

β

) 3
2
[
(βGmM)3 ln R0

3!
− 3

∞

∑
n=0;n 6=3

(
βGmM

R1

)n R3
1

n!(n − 3)

]
. (21)

Remember that we usually call C the Euler–Mascheroni constant. We now need a
further result that is given in reference [5] and reads:

∑
s=0;s 6=3

ys

s!(s − 3)
=

y3

3!
[ψ(4)− ln |y|+ E1(y)]−

ey

3!
[y2 + y + 2], (22)

so that we finally obtain:

Z = −4π
5
2

(
2m

β

) 3
2





R3
1e

βGmM
R1

3!

[(
βGmM

R1

)2
+

βGmM

R1
+ 2

]
+

(βGmM)3

3!

[
ln(βGmM)− ψ(4)− Ei

(
βGmM

R1

)]}
(23)

where ψ is the poly-gamma function. For the mean energy, one has:

< U >=
GmMπ5/2

Z

(
2R2

1e
GmMβ

R1 + 2R1GmMβe
GmMβ

R1 − 3GmM2β2 + 2CGmM2β2−

2GmM2β2Ei
(

GmMβ

R1

)
+ 2GmM2β2 log(GmMβ)

)
, (24)

and the specific heat reads:

Cv = −4GmM2π5/2β

ZT

(
R1e

GmMβ
R1 − GmMβ + γGmMβ−

GmMβEi
(

GmMβ

R1

)
+ GmMβ log(GmMβ)

)
−

β

T

[
PGmMπ5/2

Z

(
2R2

1e
GmMβ

R1 + 2R1GmMβe
GmMβ

R1 − 3GmM2β2 + 2γGmM2β2−
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2GmM2β2Ei
(

GmMβ

R1

)
+ 2GmM2β2 log(GmMβ)

)]2
. (25)

We plot below these equations in Figures 7–9.

1 2 3 4 5
x

-1000

-500

500

Z

Figure 7. Plot of Z(x) versus x = β for G = m = R1 = M = 1. Results are unphysical for x < 3.35.
At the ensuing very high (big-bang like) temperatures (at which matter does not exist), Z(x) is
negative, and thus unphysical.
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x

-6

-4

-2

2
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U

Figure 8. Plot of < U (x) > for x = β G = m = R1 = M = 1. Remember that the results are
unphysical for x < 3.35. The kinetic energy diminishes as x grows and so does the energy. However,
R1 is too large to allow for statistical bounding in the region here considered.
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50
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C

Figure 9. Plot of C(x) for x = β. One has G = m = R1 = M = 1. Again, the results are unphysical
for x < 3.35. The system tends to comply with the third law. It is unbound, since C > 0.

5. Partition Function for R0 ≤ r < ∞

Finally, we confront the twin case of the precedent one (under a y to 1/y transform).
We thus consider the case of a spherical mass M of radius R0 interacting with a punctual
mass m Accordingly, the distance between the two masses has a lower bound but no
upper bound:

Z =

[
2π

3
2

Γ
( 3

2
)
]2 ∞∫

0

dp

∞∫

R0

dr(rp)2e
−β

(
p2
2m − GmM

r

)

(26)
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Evaluating the momenta integral, we obtain:

Z = 4π
5
2

(
2m

β

) 3
2

∞∫

R0

drr2e
βGmM

r . (27)

This integral is divergent and can be evaluated as prescribed in reference [4], that is:

Z = 4π
5
2

(
2m

β

) 3
2 ∞

∑
n=0

(βGmM)n

n!

∞∫

R0

r2−ndr, (28)

leading to:
∞∫

R0

r2−sdr = −R3−s
0

3 − s
; s 6= 3

∞∫

R0

r−1dr = − ln R0 ; s = 3. (29)

Using again the result (20), we obtain:

Z = 4π
5
2

(
2m

β

) 3
2
{
(βGmM)3

3!

[
ψ(4) + Ei

(
βGmM

R0

)
− ln(βGmM)

]
−

R3
0e

βGmM
R0

3!

[(
βGmM

R0

)2
+

βGmM

R0
+ 2

]
. (30)

For the mean energy, the result is (here a = R0):

< U >= − 1
3βZ 2

√
2π5/2

(m

x

)3/2(
6a3e

GmMx
a − 3a2GmMxe

GmMx
a − aGm2M2x2e

GmMx
a −

2aEi((GmMx)/a)G2m2M2x2 − 2Ei((GmMx)/a)GGm2mM3x3 − 2G3m3M3x3+

2G3m3M3x3e
GmMx

a + 3G3m3M3x3Ei
(

GmMx

a

)
−

3G3m3M3x3ψ(0)(z) + 3G3m3M3x3 log(GmMx)
)

. (31)

For the specific heat, we have:

Cv = − 1
3axTZ

√
2π5/2

(m

x

)3/2(
−30a4e

GmMx
a + 21a3GmMxe

GmMx
a + a2Gm2M2x2e

GmMx
a −

4a2G2m2M2x2e
GmMx

a − 4aGGm2mM3x3e
GmMx

a −
8aG3m3M3x3 + 4aG3m3M3x3e

GmMx
a − 4G2Gm2m2M4x4e

GmMx
a +

4G4m4M4x4e
GmMx

a + 3aG3m3M3x3Ei
(

GmMx

a

)
−

3aG3m3M3x3ψ(0)(z) + 3aG3m3M3x3 log(GmMx)
)
+

β

T

[
1

3βZ 2
√

2π5/2
(m

x

)3/2(
6a3e

GmMx
a − 3a2GmMxe

GmMx
a − aGm2M2x2e

GmMx
a −

2aEi((GmMx)/a)G2m2M2x2 − 2Ei((GmMx)/a)GGm2mM3x3 − 2G3m3M3x3+
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2G3m3M3x3e
GmMx

a + 3G3m3M3x3Ei
(

GmMx

a

)
−

3G3m3M3x3ψ(0)(z) + 3G3m3M3x3 log(GmMx)
)]2

. (32)

We plot the pertinent results below. Because of duality, our graphs closely resemble
those of the precedent Section. See Figures 10–12.
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Figure 10. Plot of Z(x) for x = β G = m = R0 = M = 1. Results turn out to be unphysical for
x < 3.35, as in the previous case.
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Figure 11. Plot of < U (x) > for x = β and G = m = R1 = M = 1. It closely resembles the
companion graph of the precedent case. However, R0 is too large to allow for statistical bounding in
the region here considered.
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Figure 12. Plot of C(x) for x = β G = m = R1 = M = 1. C > 0 diverges in the unphysical x−region.
It is positive in the physical one. The third law is complied with.

6. Conclusions

In this work, we showed how to deal with the partition function for gravitational
systems in four different scenarios:

• The last two of the four scenarios envisioned here are linked by the twin transform
from y to 1/y.
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• Even if our treatment is classical, the third law of thermodynamics is obeyed by the
specific heat in all cases.

• It is remarkable that at a classical level, one can detect that at too high temperatures,
statistical mechanics fails because the partition function becomes negative. We know
now that at these Ts, matter cannot exist.

• Transformation from y to 1/y: we might have discovered a transform that conserves
the physics in the statistical mechanics of gravitation.

Author Contributions: Investigation, A.P., M.H., M.C.R. and J.Z. All authors have read and agreed
to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Zamora, J.; Plastino, A.; Rocca, M.C.; Ferri, G.L. Dimensionally regularized Tsallis’ Statistical Mechanics and two-body Newton’s

gravitation. Physica A 2018, 497, 310. [CrossRef]
2. Lynden-Bell, D.; Lynden-Bell, R.M. On the negative specific heat paradox. Mon. Not. R. Astron. Soc. 1977, 181, 405. [CrossRef]
3. Gradshteyn, S.; Ryzhik, I.M. Table of Integrals, Series and Products; Academic Press, Inc.: Cambridge, MA, USA, 1980.
4. Gel’fand, I.M.; Shilov, G.E. Generalized Functions; Academic Press: Cambridge, MA, USA, 1964; Volume 1.
5. Prudnikov, A.P.; Brichkov, Y.A.; Marichev, O.I. Integrals and Series; Gordon and Breach Science Publishers: London, UK, 1992.

236



axioms

Article

Strong Interacting Internal Waves in Rotating Ocean: Novel
Fractional Approach

Pundikala Veeresha 1 , Haci Mehmet Baskonus 2 and Wei Gao 3,*

Citation: Veeresha, P.; Baskonus,

H.M.; Gao, W. Strong Interacting

Internal Waves in Rotating Ocean:

Novel Fractional Approach. Axioms

2021, 10, 123. https://doi.org/

10.3390/axioms10020123

Academic Editor: Davron

Aslonqulovich Juraev

Received: 4 May 2021

Accepted: 13 June 2021

Published: 16 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Mathematics, CHRIST, Bengaluru 560029, India; pundikala.veeresha@christuniversity.in or
viru0913@gmail.com

2 Faculty of Education, Harran University, Sanliurfa 63050, Turkey; hmbaskonus@gmail.com
3 School of Information Science and Technology, Yunnan Normal University, Kunming 650500, China
* Correspondence: gaowei@ynnu.edu.cn
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1. Introduction

The concept of fractional calculus (FC) has received much consideration in recent
years due to its wide applicability and ability to capture more consequences of real-world
problems. Even though the concept of classical calculus can exemplify most real-life
problems and aid us in predicting the nature of complex phenomena, it has become a
narrow subset of FC. Even though pioneers propose many new notions, many things
need to be derived in order to ensure all classes of phenomena, which will be achieved
by overcoming the limitations raised by mathematicians and scientists [1–7]. This is
particularly true when researchers try to study, analyze and predict behaviors related to
history, long-range memory, heritage, chaos, epidemiology, and other such subjects. There
is always a door open for innovation, novelty, improvisation, and modifications in the
research when it comes to the investigation of consequences that help us to solve real-world
problems (the present pandemic, for example) and in this connection, many researchers
have derived stimulating results with the aid of FC, and by using efficient techniques with
the aid of fundamental results of FC [7–10].

The investigation of physical models and analysis of the associated properties are
always a hot topic in applied mathematics with appropriate tools. In particular, this is the
case for research on earthquakes, electrochemistry, signal processing, viscoelastic models,
fluid dynamics, plasma physics, and many others. In the present investigation, we consider
the nonlinear model describing the strong interacting internal waves in the ocean. In
1995, Oregon Bay experimented Coastal Ocean Probe Experiment (COPE) [11], found that
the internal shallow waves are very strong, and also, it is stated that the shallow water
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wave phenomena are not completely nurtured with one nonlinear term. Furthermore,
there is a need for dual nonlinear terms to examine the physical behaviors of the model.
These experiments on shallow-water waves aid in formulating the model with dual-power
law nonlinearity.

The equation that exemplifies the above phenomena is familiarly known as the Gard-
ner equation. Generally, the Korteweg de-Vries (KdV) equations are widely used to
exemplify the behaviors of long waves and their physical significance. Here, we consider
the modified KdV equation, called the Gardner–Ostrovsky (GO) equation, due to the large
amplitude for long internal waves and extended rotational effects [12]. Now, we consider
the following two equations respectively exemplifying Ostrovsky and Gardner-Ostrovsky
(GO) equations with the isopycnic surface (u(x, t)):

d

dx

(
du(x, t)

dt
+ κ1u

du

dx
+ β

d3u

dx3

)
= cu(x, t), (1)

du(x, t)

dt
+ κ1u

du

dx
+ κ2u2 du

dx
+ β

d3u

dx3 = 0, (2)

where κ1 and κ2 are, respectively, quadratic and cubic nonlinearities coefficients, β is the
coefficient of small-scale dispersion, and c is the velocity of dispersion-less linear waves.
Here, κ1 and κ2 are two proportional terms involving in the above equations, and u du

dx is
due to the nonlinear hydrodynamic system, and it comes traditionally. Moreover, the term
u2 du

dx appears when u du
dx is a bird that is arbitrarily small. The GO equation is employed,

and formally known to exemplify by large-amplitude waves with strong nonlinearity
effects [13–18].

Recently, many authors illustrated the fractional operator’s essence in capturing
and understanding the more relative consequences of physical phenomena with higher
nonlinearity and complexity with long-range memory and history-based properties [19].
In this paper, we consider the fractional-order version of Equations (1) and (2) with Caputo–
Fabrizio fractional operator with order α, fractional Ostrovsky (FO) and fractional Gardner–
Ostrovsky (FGO) equations given by:

d

dx

(
CF
0 Dα

t u(x, t) + κ1u
du

dx
+ β

d3u

dx3

)
= cu(x, t), (3)

CF
0 Dα

t u(x, t) + κ1u
du

dx
+ κ2u2 du

dx
+ β

d3u

dx3 = 0. (4)

The vital and challenging job is finding the solution for nonlinear problems. Even
though we have distinct schemes for finding the solution for these problems, they may
possess a conversion of nonlinear to linear, partial to ordinary, perturbation, assumption of
additional parameters, or discretization. Here, we consider the method proposed based on
a topological concept called the homotopy analysis technique, which is nurtured to solve
complicated nonlinear problems, and for 20 years, numerous scholarly works have been
carried out with the aid of this [20,21]. Mankind is always searching for innovation, mod-
ernization and improvisation to increase accuracy and reduce the complexity associated
with the method. In association with this, the authors in [22] came with the improvisation
associated with Laplace transform (LT).

The projected scheme offers more freedom to choose the initial conditions, and the
novelty is that it offers a simple solution procedure. This method is perceptible and includes
all merits achieved by HAM, and also it attracted many researchers to analyze the diverse
class of models and systems. The novelty of the projected scheme is the ability to solve the
nonlinear problems without any assumption, perturbation, or conversion from nonlinear
to linear, or partial to ordinary differential equations. Moreover, it is associated with
parameters that are very helpful in converging the results attained towards a beneficial
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solution. Furthermore, it is related to well-posed transformation, which aims to reduce the
complexity and increase the applicability and reliability of the method.

The considered technique (q-HATT) is widely used for examining diverse classes of
nonlinear problems and investigating the distinct mathematical models associated with real
life [23–30]. For instance, the system of nonlinear differential equations exemplifying the
outbreak of COVID-19 in India is examined within the frame of a nonsingular derivative
in [24] using the projected scheme; HIV infection of lymphocyte cells is numerically
analyzed by researchers in [25]; some interesting results have been derived with the help
of the considered algorithm by authors in [29], in which the system exemplified the wind-
influenced projectile motion; and the numerical simulation is presented by authors in [28]
for the coupled Korteweg-de Vries system and this derived some interesting consequences
in terms of numerical simulation.

2. Preliminaries

The basic definitions are presented in this segment for the CF and Laplace transform.
Specifically, we recall the notions related to Caputo–Fabrizio fractional operator [19,31].

Definition 1. The CF fractional derivative for f ∈ H1(a, b) is presented as [19]:

Dα
t ( f (t)) =

M(α)

1 − α

∫ t

a
f ′(t) exp

[
−α

t − ϑ

1 − α

]
dϑ, b > a, (5)

where M(α) is a normalization function and admits M(0) = M(1) = 1. Further, if f /∈
H1(a, b), then we have:

Dα
t ( f (t)) =

αM(α)

1 − α

∫ t

−∞
( f (t)− f (ϑ)) exp

[
−α

t − ϑ

1 − α

]
dϑ. (6)

Definition 2. The CF fractional integralfor f ∈ H1(a, b) is presented as [31]:

CF I α( f (t)) =
2(1 − α)

(2 − α)M(α)
f (t) +

2α

(2 − α)M(α)

∫ t

0
f (ϑ)dϑ, 0 < α < 1, t ≥ 0. (7)

Note: According to [31], the following must hold:

2(1 − α)

(2 − α)M(α)
+

2α

(2 − α)M(α)
= 1, 0 < α < 1, (8)

which gives M(α) = 2
2−α . With the help of the above equation, researchers in [31] proposed

a novel Caputo derivative as follows

Dα
t ( f (t)) =

1
1 − α

∫ t

0
f ′(t) exp

[
α

t − ϑ

1 − α

]
dϑ, 0 < α < 1. (9)

Definition 3. The LT for a CF derivative CF
0 Dα

t f (t) is presented as [19] below:

L
[

CFC
0 D

(α+n)
t f (t)

]
=

sn+1L[ f (t)]− sn f (0)− sn−1 f ′(0)− · · · − f (n)(0)
s + (1 − s)α

. (10)
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3. Fundamental Procedure of the Considered Method

Here, we hired the differential equation to present the basic algorithm of the projected
method with the initial condition:

CF
0 Dα

t v(x, t) +R v(x, t) +N v(x, t) = f (x, t), 0 < α ≤ 1, (11)

and
v(x, 0) = }(x). (12)

We obtained this by applying LT on Equation (11):

L[v(x, t)]− }(x)

s
+

s + (1 − s)α

s
{L[Rv(x, t)] + L[N v(x, t)]−L[ f (x, t)]} = 0. (13)

For ϕ(x, t; q), N is contracted as follows:

N [ϕ(x, t; q)] = L[ϕ(x, t; q)]− }(x)
s

+ s+(1−s)α
s {L[R ϕ(x, t; q)] + L[N ϕ(x, t; q)]− L[ f (x, t)]}

(14)

where q ∈
[
0, 1

n

]
. Then, the homotopy is defined by results in:

(1 − nq)L[ϕ(x, t; q)− v0(x, t)] = ℏqN [ϕ(x, t; q)]. (15)

For q = 0 and q = 1
n , we have:

ϕ(x, t; 0) = v0(x, t), ϕ

(
x, t;

1
n

)
= v(x, t). (16)

By using the Taylor theorem, we consider:

ϕ(x, t; q) = v0(x, t) + ∑
∞

m=1 vm(x, t)qm, (17)

where

vm(x, t) =
1

m!
∂m ϕ(x, t; q)

∂qm
|q=0. (18)

For the appropriate chaise of v0(x, t), n and ℏ the series (15) converges at q = 1
n . Then:

v(x, t) = v0(x, t) + ∑
∞

m=1 vm(x, t)

(
1
n

)m

. (19)

After differentiating Equation (15) m-times with q and multiplying by 1
m! and substi-

tuting q = 0, one can obtain:

L[vm(x, t)− kmvm−1(x, t)] = ℏℜm

(→
v m−1

)
, (20)

where →
v m = {v0(x, t), v1(x, t), . . . , vm(x, t)}. (21)

Equation (20) reduces after employing inverse LT to:

vm(x, t) = kmvm−1(x, t) + ℏL−1
[
ℜm

(→
v m−1

)]
, (22)

where

ℜm

(→
v m−1

)
= L[vm−1(x, t)]−

(
1 − km

n

)( }(x)
s + s+(1−s)α

s L[ f (x, t)]
)

+ s+(1−s)α
s L[Rvm−1 +Hm−1],

(23)
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and

km =

{
0, m ≤ 1,
n, m > 1.

(24)

Here, Hm is homotopy polynomial and presented as:

Hm =
1

m!

[
∂m ϕ(x, t; q)

∂qm

]

q=0
and ϕ(x, t; q) = ϕ0 + qϕ1 + q2 ϕ2 + . . . . (25)

By the help of Equations (22) and (23), we found:

vm(x, t) = (km + ℏ)vm−1(x, t)−
(

1 − km
n

)
L−1

( }(x)
s + s+(1−s)α

s L[ f (x, t)]
)

+ℏL−1
{

s+(1−s)α
s L[Rvm−1 +Hm−1]

}
.

(26)

With the help of q-HATM, the series solution is:

v(x, t) = v0(x, t) +
∞

∑
m=1

vm(x, t)

(
1
n

)m

. (27)

4. Solution for FO and FGO Equations

The above-illustrated scheme is employed for the two fractional-order equations
(namely, FO and FGO equations).

Case I. For FO equation

Consider the equation defined in Equation (3):

CF
0 Dα

t u(x, t) + κ1u
du

dx
+ β

d3u

dx3 − c
∫

u(x, t)dx = 0, (28)

with
u(x, 0) = ρsech2(x). (29)

Taking LT on Equation (28) and with the help of Equation (29), we obtain:

L[u(x, t)] =
1
s

(
ρsech2(x)

)
− s + (1 − s)α

s
L
{

κ1u
du

dx
+ β

d3u

dx3 − c
∫

u(x, t)dx

}
. (30)

Now, N is defined as:

N [ϕ(x, t; q)] = L[ϕ(x, t; q)]− 1
s

(
ρsech2(x)

)

+ s+(1−s)α
s L

{
κ1 ϕ(x, t; q)

∂ϕ(x,t;q)
∂x + β

d3 ϕ(x,t;q)
d3x

− c
∫

ϕ(x, t; q)dx
}

.
(31)

At H(x, t) = 1, the deformation equation presented as:

L[um(x, t)− kmum−1(x, t)] = ℏℜm

[→
u m−1

]
, (32)

where
ℜm

[→
u m−1

]
= L[um−1(x, t)]−

(
1 − km

n

){
1
s

(
ρsech2(x)

)}

+ s+(1−s)α
s L

{
κ1 ∑

m−1
i=0 ui

∂um−1−i
∂x + β

d3um−1
dx3 − c

∫
um−1(x, t)dx

}
.

(33)

On employing inverse LT on Equation (32), it simplifies to:

um(x, t) = kmum−1(x, t) + ℏL−1
{
ℜm

[→
u m−1

]}
. (34)
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Now, by simplifying the above system we can evaluate the terms of the series solution:

u(x, t) = u0(x, t) +
∞

∑
m=1

um(x, t)

(
1
n

)m

. (35)

Now, by the help of the initial condition, we can derive the terms of Equation (29) as:

u1(x, t) = ℏ(1 − α + αt)(−ρtanh(x)(c − 16β sech4(x) + 2ρsech4(x)κ1
+8βsech2(x)tanh2(x))),

...

4.1. Existence of Solution for Ostrovsky Equation

Here, the existence and uniqueness are illustrated with CF operator for the considered
Equation (28) as:

CF
0 Dα

t [u(x, t)] = Q1(x, t, u). (36)

Now, using Equation (36) and results derived in [31], we obtained:

u(x, t)− u(x, 0) = CF
0 I α

t

{
−κ1u

du

dx
− β

d3u

dx3 + c
∫

u(x, t)dx

}
. (37)

Then we have from [31] the follows:

u(x, t)− u(x, 0) =
2(1 − α)

M(α)
Q(x, t, u) +

2α

(2 − α)M(α)

∫ t

0
Q1(x, ζ, u)dζ. (38)

Theorem 1. The kernel Qadmits the Lipschitz condition and contraction if 0 ≤ ( κ1
2 Λ(a1 + a2)

+βΛ3 − cξ) < 1 satisfies.

Proof. Consider the two functions A and A1 to prove the theorem, then

‖Q1(x, t, u)−Q1(x, t, u1)‖
= ‖κ1

[
u(x, t)

∂u(x,t)
∂x − u(x, t1)

∂u(x,t1)
∂x

]
+ β ∂3

∂x3 [u(x, t)− u(x, t1)]− cb(x)‖
= ‖ κ1

2

[
∂

∂x

[
u2(x, t)− u2(x, t1)

]]
+ β ∂3

∂x3 [u(x, t)− u(x, t1)]− cb(x)‖
≤ ‖ κ1

2 Λ[u(x, t)− u(x, t1)] + βΛ3 − cb(x)‖‖u(x, t)− u(x, t1)‖
≤
( κ1

2 Λ(a1 + a2) + βΛ3 − cξ
)
‖u(x, t)− u(x, t1), ‖

(39)

where a1 = ‖u‖ and a2 = ‖u1‖ are the bounded function and ‖b(x)‖ = ξ is also a bounded
function. Set Ψ1 = κ1

2 Λ(a1 + a2) + βΛ3 − cξ in Equation (39), then:

‖Q1(x, t, u)−Q1(x, t, u1)‖ ≤ Ψ1‖u(x, t)− u(x, t1)‖. (40)

Equation (40) provides the Lipschitz condition for Q1. Similarly, we can see that if
0 ≤ κ1

2 Λ(a1 + a2) + βΛ3 − cξ < 1, then it implies the contraction. With the help of the
above equations, Equation (38) simplifies to:

u(x, t) = u(x, 0) +
2(1 − α)

(2 − α)M(α)
Q1(x, t, u) +

2α

(2 − α)M(α)

∫ t

0
Q1(x, ζ, u)dζ. (41)

un(x, t) =
2(1 − α)

(2 − α)M(α)
Q1(x, t, un−1) +

2α

(2 − α)M(α)

∫ t

0
Q1(x, ζ, un−1)dζ, (42)
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Now, between the terms the successive difference is defined as:

φ1n(x, t) = un(x, t)− un−1(x, t)

= 2(1−α)
(2−α)M(α) (Q1(x, t, un−1)−Q1(x, t, un−2))

+ 2α
(2−α)M(α)

∫ t
0 (Q1(x, t, un−1)−Q1(x, t, un−2))dζ.

(43)

Notice that:

un(x, t) =
n

∑
i=1

φ1i(x, t). (44)

Then we have:

‖φ1n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖
= ‖ 2(1−α)

(2−α)M(α) (Q1(x, t, un−1)−Q1(x, t, un−2))

+ 2α
(2−α)M(α)

∫ t
0 (Q1(x, t, un−1)−Q1(x, t, un−2))dζ‖.

(45)

Application of the triangular inequality, Equation (45) reduces to:

‖φ1n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖
= 2(1−α)

(2−α)M(α)
‖(Q1(x, t, un−1)−Q1(x, t, un−2))‖

+ 2α
(2−α)M(α)

‖
∫ t

0 (Q1(x, t, un−1)−Q1(x, t, un−2))dζ‖.
(46)

The Lipschitz condition satisfied by the kernel t1, then:

‖φ1n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖ ≤ 2(1−α)
(2−α)M(α)

Ψ1‖φ(n−1)(x, t)‖
+ 2α

(2−α)M(α)
Ψ1
∫ t

0 ‖φ(n−1)(x, t)‖dζ.
(47)

�

By the aid of the above result, we state the following result:

Theorem 2. If we have specific t0, then the solution for Equation (28) will exist and be unique.
Further, we have:

2(1 − α)

(2 − α)M(α)
Ψ1 +

2α

(2 − α)M(α)
Ψ1t0 < 1.

Proof. Let u(x, t) be the bounded functions admitting the Lipschitz condition. Then, we
obtain, using Equations (46) and (47):

‖φ1i(x, t)‖ ≤ ‖un(x, 0)‖
[

2(1 − α)

(2 − α)M(α)
Ψ1 +

2α

(2 − α)M(α)
Ψ1t

]n

. (48)

Therefore, for the obtained solution, continuity and existence are verified. Now, to
prove the Equation (48) is a solution for Equation (28), we consider:

u(x, t)− u(x, 0) = un(x, t)−K1n(x, t). (49)

Let us consider:

‖K1n(x, t)‖ = ‖ 2(1−α)
(2−α)M(α) (Q1(x, t, u)−Q1(x, t, un−1))

+ 2α
(2−α)M(α)

∫ t
0 (Q1(x, ζ, u)−Q1(x, ζ, un−1))dζ‖

≤ 2(1−α)
(2−α)M(α)

‖(Q1(x, t, u)−Q1(x, t, un−1))‖
+ 2α

(2−α)M(α)

∫ t
0 ‖(Q1(x, ζ, u)−Q1(x, ζ, un−1))‖dζ

≤ 2(1−α)
(2−α)M(α)

Ψ1‖u − un−1‖+ 2α
(2−α)M(α)

Ψ1‖u − un−1‖t.

(50)
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This process gives:

‖K1n(x, t)‖ ≤
(

2(1 − α)

(2 − α)M(α)
+

2α

(2 − α)M(α)
t

)n+1
Ψn+1

1 M

Similarly, at t0 we can obtain:

‖K1n(x, t)‖ ≤
(

2(1 − α)

(2 − α)M(α)
+

2α

(2 − α)M(α)
t0

)n+1
Ψn+1

1 M. (51)

Next, for the solution of the projected model, we prove its uniqueness. Suppose
u∗(x, t) is another solution, then:

u(x, t)− u∗(x, t) =
2(1−α)

(2−α)M(α) (Q1(x, t, u)−Q1(x, t, u∗))

+ 2α
(2−α)M(α)

∫ t
0 (Q1(x, ζ, u)−Q1(x, ζ, u∗))dζ.

(52)

Now, employing the norm on the above equation, we obtain:

‖u(x, t)− u∗(x, t)‖ = ‖ 2(1−α)
(2−α)M(α) (Q1(x, t, u)−Q1(x, t, u∗))

+ 2α
(2−α)M(α)

∫ t
0 (Q1(x, ζ, u)−Q1(x, ζ, u∗))dζ‖

≤ 2(1−α)
(2−α)M(α)

Ψ1‖u(x, t)− u∗(x, t)‖+ 2α
(2−α)M(α)

Ψ1t‖u(x, t)− u∗(x, t)‖.

(53)

On simplification, this becomes:

‖u(x, t)− u∗(x, t)‖
(

1 − 2(1 − α)

(2 − α)M(α)
Ψ1 −

2α

(2 − α)M(α)
Ψ1t

)
≤ 0. (54)

From the above condition, it is clear that u(x, t) = u∗(x, t), if:
(

1 − 2(1 − α)

(2 − α)M(α)
Ψ1 −

2α

(2 − α)M(α)
Ψ1t

)
≥ 0. (55)

Hence, Equation (55) proves our required result. �

Case II. For the FGO equation

Consider the equation defined in Equation (4):

CF
0 Dα

t u(x, t) + κ1u
du

dx
+ κ2u2 du

dx
+ β

d3u

dx3 = 0, (56)

with condition defined in Equation (29). Now, taking LT on Equation (56) and by the assist
of Equation (29), we obtain:

L[u(x, t)] =
1
s

(
ρsech2(x)

)
− s + (1 − s)α

s
L
{

κ1u
du

dx
+ κ2u2 du

dx
+ β

d3u

dx3

}
. (57)

Now, N is defined as:

N [ϕ(x, t; q)] = L[ϕ(x, t; q)]− 1
s

(
ρsech2(x)

)

+ s+(1−s)α
s L

{
κ1 ϕ(x, t; q)

∂ϕ(x,t;q)
∂x + κ2 ϕ2(x, t; q)

∂ϕ(x,t;q)
∂x + β

d3 ϕ(x,t;q)
d3x

}
.

(58)
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Here:

ℜm

[→
u m−1

]
= L[um−1(x, t)]−

(
1 − km

n

){
1
s

(
ρsech2(x)

)}

+ s+(1−s)α
s L

{
κ1 ∑

m−1
i=0 ui

∂um−1−i
∂x + κ1 ∑

m−1
i=0 ∑

i
j=0 ui−jui

∂um−1−i
∂x + β

d3um−1
dx3

}
.

(59)

4.2. Existence of Solution for Fractional Gardner’s Ostrovsky Equation

Here, the existence and uniqueness are illustrated with CF operator for the considered
Equation (56) as:

CF
0 Dα

t [u(x, t)] = Q2(x, t, u). (60)

Now, using Equation (56) and results derived in [31], we obtained:

u(x, t)− u(x, 0) = CF
0 I α

t

{
−κ1u

du

dx
− κ2u2 du

dx
− β

d3u

dx3

}
. (61)

Then, we have from [31] the following:

u(x, t)− u(x, 0) =
2(1 − α)

M(α)
Q2(x, t, u) +

2α

(2 − α)M(α)

∫ t

0
Q2(x, ζ, u)dζ. (62)

4.3. Existence of Solution for the Fractional Gardner–Ostrovsky Equation

Here, we will state the following results in a similar manner carried out for the
above case.

Theorem 3. The kernel Qadmits the Lipschitz condition and contraction if 0 ≤ ( κ1
2 Λ(a1 + a2)

+κ2Λ(a1 + a2 + a1a2) + βΛ3) < 1 satisfies for Equation (56).

Proof. Consider the two functions A and A1 to prove the theorem, then:

‖Q2(x, t, u)−Q2(x, t, u1)‖
= ‖κ1

[
u(x, t)

∂u(x,t)
∂x − u(x, t1)

∂u(x,t1)
∂x

]
+ κ2

[
u2(x, t)

∂u(x,t)
∂x − u2(x, t1)

∂u(x,t1)
∂x

]
+ β ∂3

∂x3 [u(x, t)− u(x, t1)]‖
= ‖ κ1

2

[
∂

∂x

[
u2(x, t)− u2(x, t1)

]]
+ κ2

[
u2(x, t)

∂u(x,t)
∂x − u2(x, t1)

∂u(x,t1)
∂x

]
+ β ∂3

∂x3 [u(x, t)− u(x, t1)]‖
≤
( κ1

2 Λ(a1 + a2) + κ2Λ(a1 + a2 + a1a2) + βΛ3)‖u(x, t)− u(x, t1)‖,

(63)

where a1 = ‖u‖ and a2 = ‖u1‖ is the bounded function. Set Ψ2 = κ1
2 Λ(a1 + a2) +

βΛ3 − cξ in Equation (63), then:

‖Q2(x, t, u)−Q2(x, t, u1)‖ ≤ Ψ2‖u(x, t)− u(x, t1)‖. (64)

Equation (64) provides the Lipschitz condition for Q2. Similarly, we can see that if
0 ≤ κ1

2 Λ(a1 + a2) + κ2Λ(a1 + a2 + a1a2) + βΛ3 < 1, then it implies the contraction. By the
assist of the above equation, Equation (62) simplifies to

u(x, t) = u(x, 0) +
2(1 − α)

(2 − α)M(α)
Q2(x, t, u) +

2α

(2 − α)M(α)

∫ t

0
Q2(x, ζ, u)dζ. (65)

Then we obtain the recursive form as follows:

un(x, t) =
2(1 − α)

(2 − α)M(α)
Q2(x, t, un−1) +

2α

(2 − α)M(α)

∫ t

0
Q2(x, ζ, un−1)dζ, (66)
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Now, between the terms, the successive difference is defined as:

φ2n(x, t) = un(x, t)− un−1(x, t)

= 2(1−α)
(2−α)M(α) (Q2(x, t, un−1)−Q2(x, t, un−2))

+ 2α
(2−α)M(α)

∫ t
0 (Q2(x, t, un−1)−Q2(x, t, un−2))dζ.

(67)

Notice that:

un(x, t) =
n

∑
i=1

φ2i(x, t). (68)

Then, we have:

‖φ2n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖
= ‖ 2(1−α)

(2−α)M(α) (Q2(x, t, un−1)−Q2(x, t, un−2))

+ 2α
(2−α)M(α)

∫ t
0 (Q2(x, t, un−1)−Q2(x, t, un−2))dζ‖

(69)

Application of the triangular inequality, Equation (69) reduces to:

‖φ2n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖
= 2(1−α)

(2−α)M(α)
‖(Q2(x, t, un−1)−Q2(x, t, un−2))‖

+ 2α
(2−α)M(α)

‖
∫ t

0 (Q2(x, t, un−1)−Q2(x, t, un−2))dζ‖.
(70)

The Lipschitz condition satisfied by the kernel t1, then:

‖φ2n(x, t)‖ = ‖un(x, t)− un−1(x, t)‖ ≤ 2(1−α)
(2−α)M(α)

Ψ2‖φ(n−1)(x, t)‖
+ 2α

(2−α)M(α)
Ψ1
∫ t

0 ‖φ(n−1)(x, t)‖dζ.
(71)

�

By the aid of the above result, we state the following result:

Theorem 4. If we have specific t0, then the solution for Equation (56) will exist and be unique.
Further, we have:

Proof. Let u(x, t) be the bounded functions admitting the Lipschitz condition. Then, from
Equations (70) and (71), we obtain:

‖φ2i(x, t)‖ ≤ ‖un(x, 0)‖
[

2(1 − α)

(2 − α)M(α)
Ψ2 +

2α

(2 − α)M(α)
Ψ2t

]n

(72)

Therefore, for the obtained solution, continuity and existence are verified. Now, to
prove that Equation (72) is a solution for Equation (56), we consider:

u(x, t)− u(x, 0) = un(x, t)−K1n(x, t). (73)

Let us consider:

‖K1n(x, t)‖ = ‖ 2(1−α)
(2−α)M(α) (Q2(x, t, u)−Q2(x, t, un−1))

+ 2α
(2−α)M(α)

∫ t
0 (Q2(x, ζ, u)−Q2(x, ζ, un−1))dζ‖

≤ 2(1−α)
(2−α)M(α)

‖(Q2(x, t, u)−Q2(x, t, un−1))‖
+ 2α

(2−α)M(α)

∫ t
0 ‖(Q2(x, ζ, u)−Q2(x, ζ, un−1))‖dζ

≤ 2(1−α)
(2−α)M(α)

Ψ2‖u − un−1‖+ 2α
(2−α)M(α)

Ψ2‖u − un−1‖t.

(74)
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This process gives:

‖K2n(x, t)‖ ≤
(

2(1 − α)

(2 − α)M(α)
+

2α

(2 − α)M(α)
t

)n+1
Ψn+1

2 M

Similarly, at t0 we can obtain:

‖K2n(x, t)‖ ≤
(

2(1 − α)

(2 − α)M(α)
+

2α

(2 − α)M(α)
t0

)n+1
Ψn+1

2 M. (75)

Next, for the solution of the projected model, we prove the uniqueness. Suppose
u∗(x, t) is another solution, then:

u(x, t)− u∗(x, t) =
2(1−α)

(2−α)M(α) (Q2(x, t, u)−Q2(x, t, u∗))

+ 2α
(2−α)M(α)

∫ t
0 (Q2(x, ζ, u)−Q2(x, ζ, u∗))dζ.

(76)

Now, employing the norm on the above equation we obtain:

‖u(x, t)− u∗(x, t)‖ = ‖ 2(1−α)
(2−α)M(α) (Q2(x, t, u)−Q2(x, t, u∗))

+ 2α
(2−α)M(α)

∫ t
0 (Q2(x, ζ, u)−Q2(x, ζ, u∗))dζ‖

≤ 2(1−α)
(2−α)M(α)

Ψ2‖u(x, t)− u∗(x, t)‖+ 2α
(2−α)M(α)

Ψ2t‖u(x, t)− u∗(x, t)‖.

(77)

On simplification:

‖u(x, t)− u∗(x, t)‖
(

1 − 2(1 − α)

(2 − α)M(α)
Ψ2 −

2α

(2 − α)M(α)
Ψ2t

)
≤ 0. (78)

From the above condition, it is clear that u(x, t) = u∗(x, t), if
(

1 − 2(1 − α)

(2 − α)M(α)
Ψ2 −

2α

(2 − α)M(α)
Ψ2t

)
≥ 0. (79)

Hence, Equation (79) proves our required result. �

5. Results and Discussion

Here, we capture the physical nature of two cases with different fractional order,
small-scale dispersion, and homotopy parameters. It is essential to illustrate the effect of
the fractional operator incorporated in the considered model. For Case I, we present the
surfaces of fractional values of the order in Figure 1, and then it is illustrated in Figure 2
with a particular value of time (t = 0.5). In the Ostrovsky equation, the dispersion term
plays a pivotal role and its effect is presented in Figure 3 with attained results. The main
advantage of the considered scheme is the association of homotopy parameters (n and ℏ).
They play a critical role in the archiving solution for the modulation of convergence. For
Case I we presented ℏ-curves in Figure 4.
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(𝑡 = 0.5) 𝑛 ℏℏ

  
(a) (b) 

 
(c) 𝑞 (𝒂) 𝛼 = 0.50 (𝒃) 𝛼 = 0.75 (𝒄) 𝛼 = 1 𝑛 = 1, ℏ = −1, 𝛽 = 1, 𝑐 =−1, 𝜅1 = 1 𝜌 = 0.001

𝛼 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛽 =1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001

Figure 1. Surfaces of q-HATT solution for (a) α = 0.50, (b) α = 0.75 and (c) α = 1 at n = 1, ℏ = −1, β = 1, c = −1, κ1 = 1
and ρ = 0.001 for Case I.

(𝑡 = 0.5) 𝑛 ℏℏ

𝑞 (𝒂) 𝛼 = 0.50 (𝒃) 𝛼 = 0.75 (𝒄) 𝛼 = 1 𝑛 = 1, ℏ = −1, 𝛽 = 1, 𝑐 =−1, 𝜅1 = 1 𝜌 = 0.001

 𝛼 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛽 =1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001Figure 2. Response of the obtained solution with distinct α and time at n = 1, t = 0.5, ℏ = −1,
β = 1, c = −1, κ1 = 1 and ρ = 0.001 for Case I.
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 𝛽 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛼 =1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001

) ℏ 𝑥 = 1, 𝑡 = 0.01, ℏ = −1, 𝛽 = 1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001 (𝑎) 𝑛 = 1 (𝑏) 𝑛 =2
–

−1 1 𝑥 𝛽0.4 𝑥 ℏ

Figure 3. Response of the obtained solution with distinct β and time at n = 1, t = 0.5, ℏ = −1,
α = 1, c = −1, κ1 = 1 and ρ = 0.001 for Case I. 𝛽 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛼 =1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001

  
(a) (b) ℏ 𝑥 = 1, 𝑡 = 0.01, ℏ = −1, 𝛽 = 1, 𝑐 = −1, 𝜅1 = 1 𝜌 = 0.001 (𝑎) 𝑛 = 1 (𝑏) 𝑛 =2

–

−1 1 𝑥 𝛽0.4 𝑥 ℏ

Figure 4. ℏ-curves for Case I at x = 1, t = 0.01, ℏ = −1, β = 1, c = −1, κ1 = 1 and ρ = 0.001 for (a) n = 1 and (b) n = 2.

Similarly, we present Case II (i.e., fractional Gardner–Ostrovsky equation). For the
change in fractional values of the order, we capture the response in Figures 5 and 6. The
effect of the small dispersion term in the FGO equation is cited in Figure 7. In Figure 2,
we have a diverse change in between the range of −1 and 1 with x. With the change in β
within the range of 0.4 and 1 for this case, we can observe peak variations with the same
values that we observe for x with fractional order in Figure 3, and similarly for Case II in
Figures 6 and 7. For Case I and II, we respectively presented ℏ-curves in Figure 8.These
types of studies can influence researchers to investigate physical phenomena.
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(a) (b) 

 
(c) 

Figure 5. Surfaces of 𝑞 -HATT solution for (𝒂) 𝛼 = 0.50 , (𝒃) 𝛼 = 0.75  and (𝒄) 𝛼 = 1  at 𝑛 = 1, ℏ = −1, 𝛽 = 1, 𝑐 =−1, 𝜅1 = 1 𝜌 = 0.001

𝛼 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛽 =1, 𝜅1 = 𝜅2 = 1 𝜌 = 0.001

Figure 5. Surfaces of q-HATT solution for (a) α = 0.50, (b) α = 0.75 and (c) α = 1 at n = 1, ℏ = −1, β = 1, c = −1, κ1 = 1
and ρ = 0.001 for Case II.

𝑞 (𝒂) 𝛼 = 0.50 (𝒃) 𝛼 = 0.75 (𝒄) 𝛼 = 1 𝑛 = 1, ℏ = −1, 𝛽 = 1, 𝑐 =−1, 𝜅1 = 1 𝜌 = 0.001

 𝛼 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛽 =1, 𝜅1 = 𝜅2 = 1 𝜌 = 0.001Figure 6. Response of the obtained solution with distinct α and time at n = 1, t = 0.5, ℏ = −1,
β = 1, κ1 = κ2 = 1 and ρ = 0.001 for Case II.
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 𝛽 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛼 =1, 𝜅1 = 𝜅2 = 1 𝜌 = 0.001

𝑥 = 1, 𝑡 = 0.01, ℏ = −1, 𝛽 = 1, 𝜅1 = 𝜅2 = 1, 𝑛 = 1 𝜌 = 0.001
𝑞

– 𝑥

Figure 7. Response of the obtained solution with distinct β and time at n = 1, t = 0.5, ℏ = −1,
α = 1, κ1 = κ2 = 1 and ρ = 0.001 for Case II.

𝛽 𝑛 = 1, 𝑡 = 0.5, ℏ = −1, 𝛼 =1, 𝜅1 = 𝜅2 = 1 𝜌 = 0.001

 𝑥 = 1, 𝑡 = 0.01, ℏ = −1, 𝛽 = 1, 𝜅1 = 𝜅2 = 1, 𝑛 = 1 𝜌 = 0.001
𝑞

– 𝑥

Figure 8. Curves for Case II at x = 1, t = 0.01, ℏ = −1, β = 1, κ1 = κ2 = 1, n = 1 and ρ = 0.001.

6. Conclusions

In this study, we investigated the equations exemplifying the rotating ocean with
strong interacting internal waves with the fractional operator using q-HATT. With the help
of the fixed-point hypothesis, the existence of the solution of the two cases is illustrated
associated with the Caputo–Fabrizio operator. Furthermore, the effect of the coefficients of
small-scale dispersion is illustrated with change in space x for both the cases, and we found
noticeable variations in the archived results. The considered scheme is free from many
limitations, including conversion from PDE to ODE, nonlinear to linear, or discretization.
Finally, the present study demonstrates the effect of fractional order, parameters associated
with models, and methods with their corresponding consequences.
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1. Introduction

In the last decade, several researchers (see, for instance, Treanţă [1–8], Jayswal et al. [9]
and Mititelu and Treanţă [10]) have studied several controlled processes by considering some
integral functionals with PDE, PDI, or mixed constraints. More specifically, these researchers
have introduced and investigated new classes of optimization problems governed by multi-
ple and path-independent curvilinear integral functionals with mixed constraints involving
first-order PDEs of m-flow type, partial differential inequations and boundary conditions.
In this regard, quite recently, Treanţă [11] established the optimality conditions for a class of
constrained interval-valued optimization problems governed by path-independent curvilinear
integral (mechanical work) cost functionals. More exactely, he formulated and proved a
minimal criterion of optimality such that a local LU-optimal solution of the considered
constrained optimization problem to be its global LU-optimal solution. On the other
hand, due to their importance in the applied sciences and engineering, the isoperimet-
ric constrained optimization problems have been introduced, studied and analyzed by
many researchers. In this respect, by using the Pontryagin’s principle, Schmitendorf [12]
established necessary optimality conditions for a class of isoperimetric constrained control
problems with inequality constraints at the terminal time. Further, Forster and Long [13]
have studied the same isoperimetric constrained optimization problem formulated in
Schmitendorf [12] (see, also, Schmitendorf [14]). They have established the associated
necessary conditions of optimality by considering an alternative transformation technique.
Recently, Benner et al. [15] investigated bang-bang control strategies corresponding to pe-
riodic trajectories with isoperimetric constraints for a control problem, with application to
nonlinear chemical reactions. For other different but connected ideas on this subject, the
reader is directed to the following reasearch works [16–20].

In this paper, motivated and inspired by the research works conducted by Hestenes [21],
Lee [22], Schmitendorf [12] and Treanţă [4], we introduce a new class of isoperimetric
constrained controlled optimization problems governed by path-independent curvilinear
integral functionals which involves second-order partial derivatives and boundary conditions.
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Concretely, in comparison with other related research papers, without restrict our analysis
to linear systems having convex cost (see Lee [22]), we build a mathematical framework
that is more general than in Hestenes [21] and Schmitendorf [12], both by the presence of
path-independent curvilinear integrals as isoperimetric constraints but also by the inclusion
of second-order partial derivatives and the new proof associated with the main result.
Furthermore, besides totally new elements mentioned above, due to the physical meaning of
the integral functionals used (as is well-known the path-independent curvilinear integrals
represent the mechanical work performed by a variable force in order to move its point of
application along a given piecewise smooth curve), this paper becomes a fundamental work
for researchers in the field of applied mathematics and ingineering.

The paper is divided as follows. Section 2 introduces the controlled optimization
problem under study, and includes the main result of the current paper, namely, Theorem 1.
This result establishes the necessary conditions of optimality for the considered isoperi-
metric constrained variational control problem. Furthermore, an illustrative example is
presented in the second part of Section 2. Moreover, to emphasize the steps to be followed
to solve a control problem such as the one studied in this paper, an algorithm is presented.
Section 3 contains the conclusions of the paper.

2. Isoperimetric Constrained Controlled Optimization Problem

In the following, let Lζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
, ζ = 1, m, be C3-class functions,

called multi-time controlled second-order Lagrangians, where t = (tα) = (t1, · · · , tm) ∈
Λt0,t1 ⊂ Rm

+, s = (si) =
(

s1, · · · , sn
)

: Λt0,t1 → Rn is a C4-class function (called the

state variable) and u = (uϑ) =
(

u1, · · · , uk
)

: Λt0,t1 → Rk is a piecewise continuous

function (called the control variable). Furthermore, denote sα(t) :=
∂s

∂tα
(t), sαβ(t) :=

∂2s

∂tα∂tβ
(t), α, β ∈ {1, ..., m}, and consider Λt0,t1 = [t0, t1] (multi-time interval in Rm

+) is a

hyper-parallelepiped determined by the diagonally opposite points t0, t1 ∈ Rm
+. Moreover,

we assume that the previous multi-time controlled second-order Lagrangians determine a
controlled closed (complete integrable) Lagrange 1-form

Lζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ

(see summation over the repeated indices, Einstein summation), which generates the
following controlled path-independent curvilinear integral functional

J(s(·), u(·)) =
∫

Υt0,t1

Lζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ , (1)

where Υt0,t1 is a smooth curve, included in Λt0,t1 , joining the points t0, t1 ∈ Rm
+.

Isoperimetric constrained controlled optimization problem. Find the pair (s∗, u∗) that
minimizes the above controlled path-independent curvilinear integral functional (1), among all the
pair functions (s, u) satisfying

s(t0) = s0, s(t1) = s1, sγ(t0) = s̃γ0, sγ(t1) = s̃γ1

and the isoperimetric constraints (constant level sets of some controlled curvilinear integral func-
tionals) defined as follows:

∫

Υt0,t1

ga
ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ = la, a = 1, 2, · · · , r ≤ n,

where
ga

ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ , a = 1, 2, · · · , r
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are (C1-class functions) complete integrable differential 1-forms, that is, Dγgζ = Dζ gγ, γ, ζ ∈
{1, · · · , m}, γ 6= ζ, where Dγ :=

∂

∂tγ
, γ ∈ {1, · · · , m}.

In order to formulate the necessary optimality conditions of the above controlled
optimization problem (1), associated with the aforementioned isoperimetric constraints,
we introduce the curve Υt0,t ⊂ Υt0,t1 and the auxiliary variables

ya(t) =
∫

Υt0,t
ga

ζ

(
s(τ), sγ(τ), sαβ(τ), u(τ), τ

)
dτζ , a = 1, 2, · · · , r,

which satisfy ya(t0) = 0, ya(t1) = la. It results that the functions ya fulfil the following
controlled complete integrable first-order PDEs

∂ya

∂tζ
(t) = ga

ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
, ya(t1) = la.

Now, under the Abadie constraint qualifications, considering the Lagrange multiplier
p = (pa(t)) and by denoting y = (ya(t)), we build new multi-time controlled second-order
Lagrangians

L1ζ

(
s(t), sγ(t), sαβ(t), u(t), y(t), yζ(t), p(t), t

)
= Lζ

(
s(t), sγ(t), sαβ(t), u(t), t

)

+pa(t)

(
ga

ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
− ∂ya

∂tζ
(t)

)
, ζ = 1, m,

which change the initial controlled optimization problem (with isoperimetric constraints
defined by controlled path-independent curvilinear integral functionals) into an uncon-
strained controlled optimization problem

min
(s(·), u(·), y(·), p(·))

∫

Υt0,t1

L1ζ

(
s(t), sγ(t), sαβ(t), u(t), y(t), yζ(t), p(t), t

)
dtζ (2)

s(tq) = sq, sγ(tq) = s̃γq, q = 0, 1

y(t0) = 0, y(t1) = l.

According to Lagrange theory (Treanţă [4]), a minimum point of (1) is found among
the minimum points of (2).

A multi-index (see Saunders [23]) is an m-tuple U of natural numbers. The components
of U are denoted U(α), where α is an ordinary index, 1 ≤ α ≤ m. The multi-index
1α is defined by 1α(α) = 1, 1α(β) = 0 for α 6= β. The addition and the substraction
of the multi-indexes are defined componentwise (although the result of a substraction
might not be a multi-index): (U ± V)(α) = U(α) ± V(α). The length of a multi-index

is | U |=
m

∑
α=1

U(α), and its factorial is U! =
m

∏
α=1

(U(α))!. The number of distinct indices

represented by {α1, α2, ..., αk}, αj ∈ {1, 2, ..., m}, j = 1, k, is

µ(α1, α2, ..., αk) =
| 1α1 + 1α2 + ... + 1αk

|!
(1α1 + 1α2 + ... + 1αk

)!
.
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The following theorem represents the main result of this paper. It establishes the
necessary conditions of optimality associated with the considered isoperimetric constrained
controlled optimization problem.

Theorem 1. If (s∗(·), u∗(·), y∗(·), p∗(·)) is solution for (2), then

(s∗(·), u∗(·), y∗(·), p∗(·))

is solution of the following Euler–Lagrange system of PDEs

∂L1ζ

∂si
− Dγ

∂L1ζ

∂si
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂si
αβ

= 0, i = 1, n, ζ = 1, m

∂L1ζ

∂uϑ
− Dγ

∂L1ζ

∂uϑ
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂uϑ
αβ

= 0, ϑ = 1, k, ζ = 1, m

∂L1ζ

∂ya
− Dζ

∂L1ζ

∂ya
ζ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂ya
αβ

= 0, a = 1, r, ζ = 1, m

∂L1ζ

∂pa
− Dγ

∂L1ζ

∂pa,γ
+

1
µ(α, β)

D2
αβ

∂L1ζ

∂pa,αβ
= 0, a = 1, r, ζ = 1, m

where pa,γ :=
∂pa

∂tγ
, pa,αβ :=

∂2 pa

∂tα∂tβ
, uϑ

αβ :=
∂2uϑ

∂tα∂tβ
, ya

αβ :=
∂2ya

∂tα∂tβ
, α, β, γ, ζ ∈ {1, 2, ..., m}.

Proof. Let (s(t), u(t), y(t), p(t)) be a solution for (2) and s(t) + εh(t) is a variation of s(t),

with h(t0) = h(t1) = 0, hη(t0) = hη(t1) = 0, η ∈ {1, 2, ..., m} (see hη :=
∂h

∂tη ). Fur-

thermore, let p(t) + εf(t) be a variation of p(t), with f(t0) = f(t1) = 0. In the same
manner, consider u(t) + εm(t), y(t) + εn(t) be a variation of u(t) and y(t), respectively,
with m(t0) = m(t1) = n(t0) = n(t1) = 0. The functions h, f, m, n represent some “small”
variations and ε is a “small” parameter used in our variational arguments. By considering
the aforementioned variations, the controlled curvilinear integral functional becomes a
function depending by ε, that is, a controlled curvilinear integral with parameter

I(ε) =
∫

Υt0,t1

L1ζ(s(t) + εh(t), sγ(t) + εhγ(t), sαβ(t) + εhαβ(t), u(t) + εm(t),

y(t) + εn(t), yζ(t) + εnζ(t), p(t) + εf(t), t)dtζ .

By hypothesis, we must have the following relation

0 =
d

dε
I(ε)|ε=0 =

∫

Υt0,t1

(∂L1ζ

∂sj
hj +

∂L1ζ

∂s
j
γ

h
j
γ +

1
µ(α, β)

∂L1ζ

∂s
j
αβ

h
j
αβ +

∂L1ζ

∂uϑ
mϑ

+
∂L1ζ

∂ya
na +

∂L1ζ

∂ya
ζ

na
ζ +

∂L1ζ

∂pa
fa
)

dtζ

= BT +
∫

Υt0,t1

(∂L1ζ

∂sj
− Dγ

∂L1ζ

∂s
j
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂s
j
αβ

)
hjdtζ

+
∫

Υt0,t1

(∂L1ζ

∂ya
− Dζ

∂L1ζ

∂ya
ζ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂ya
αβ

)
nadtζ

+
∫

Υt0,t1

(∂L1ζ

∂uϑ
− Dγ

∂L1ζ

∂uϑ
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂uϑ
αβ

)
mϑdtζ
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+
∫

Υt0,t1

(∂L1ζ

∂pa
− Dγ

∂L1ζ

∂pa,γ
+

1
µ(α, β)

D2
αβ

∂L1ζ

∂pa,αβ

)
fadtζ .

Taking into account the formula of integration by parts, we find the following equalities

∂L1ζ

∂s
j
γ

h
j
γ = −hjDγ

∂L1ζ

∂s
j
γ

+ Dγ

(
∂L1ζ

∂s
j
γ

hj

)
,

∂L1ζ

∂ya
ζ

na
ζ = −naDζ

∂L1ζ

∂ya
ζ

+ Dζ

(
∂L1ζ

∂ya
ζ

na

)
,

1
µ(α, β)

∂L1ζ

∂s
j
αβ

h
j
αβ =

1
µ(α, β)


hjD2

αβ

∂L1ζ

∂s
j
αβ

− Dα


hjDβ

∂L1ζ

∂s
j
αβ


+ Dβ


∂L1ζ

∂s
j
αβ

h
j
α




.

The boundary terms BT vanish (see, also, h(tq) = m(tq) = n(tq) = f(tq) = 0, hη(tq) =
0, q = 0, 1), by considering the following equalities

Dγ

(
∂L1ζ

∂s
j
γ

hj

)
= Dζ

(
∂L1γ

∂s
j
γ

hj

)
,

Dα


hjDβ

∂L1ζ

∂s
j
αβ


 = Dζ


hjDβ

∂L1α

∂s
j
αβ


,

Dβ


∂L1ζ

∂s
j
αβ

h
j
α


 = Dζ


∂L1β

∂s
j
αβ

h
j
α


.

In addition, we assume that the solution (s(t), u(t), y(t), p(t)) in (2) fulfils the fol-
lowing complete integrability conditions (closeness conditions) of Lagrange 1-form L1ζ ,
that is,

∂L1ζ

∂si

∂si

∂tα
+

∂L1ζ

∂si
γ

∂si
γ

∂tα
+

1
µ(α, β)

∂L1ζ

∂si
αβ

∂si
αβ

∂tα
+

∂L1ζ

∂pa

∂pa

∂tα
+

∂L1ζ

∂tα

+
∂L1ζ

∂uϑ

∂uϑ

∂tα
+

∂L1ζ

∂ya

∂ya

∂tα
+

∂L1ζ

∂ya
ζ

∂ya
ζ

∂tα

=
∂L1α

∂si

∂si

∂tζ
+

∂L1α

∂si
γ

∂si
γ

∂tζ
+

1
µ(α, β)

∂L1α

∂si
αβ

∂si
αβ

∂tζ
+

∂L1α

∂pa

∂pa

∂tζ
+

∂L1α

∂tζ

+
∂L1α

∂uϑ

∂uϑ

∂tζ
+

∂L1α

∂ya

∂ya

∂tζ
+

∂L1α

∂ya
ζ

∂ya
ζ

∂tζ
.

257



Axioms 2021, 10, 112

Furthermore, we assume that the variation functions h, f, m, n satisfy the closeness
conditions of the 1-form

L1ζ(s(t) + εh(t), sγ(t) + εhγ(t), sαβ(t) + εhαβ(t), u(t) + εm(t),

y(t) + εn(t), yζ(t) + εnζ(t), p(t) + εf(t), t)dtζ .

This condition adds the following PDEs

∂L1ζ

∂si

∂hi

∂tα
+

∂L1ζ

∂si
γ

∂hi
γ

∂tα
+

1
µ(α, β)

∂L1ζ

∂si
αβ

∂hi
αβ

∂tα
+

∂L1ζ

∂pa

∂fa

∂tα

+
∂L1ζ

∂uϑ

∂mϑ

∂tα
+

∂L1ζ

∂ya

∂na

∂tα
+

∂L1ζ

∂ya
ζ

∂na
ζ

∂tα

=
∂L1α

∂si

∂hi

∂tζ
+

∂L1α

∂si
γ

∂hi
γ

∂tζ
+

1
µ(α, β)

∂L1α

∂si
αβ

∂hi
αβ

∂tζ
+

∂L1α

∂pa

∂fa

∂tζ

+
∂L1α

∂uϑ

∂mϑ

∂tζ
+

∂L1α

∂ya

∂na

∂tζ
+

∂L1α

∂ya
ζ

∂na
ζ

∂tζ
.

Finally, we get

0 =
∫

Υt0,t1

(∂L1ζ

∂sj
− Dγ

∂L1ζ

∂s
j
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂s
j
αβ

)
hjdtζ

+
∫

Υt0,t1

(∂L1ζ

∂ya
− Dζ

∂L1ζ

∂ya
ζ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂ya
αβ

)
nadtζ

+
∫

Υt0,t1

(∂L1ζ

∂uϑ
− Dγ

∂L1ζ

∂uϑ
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂uϑ
αβ

)
mϑdtζ

+
∫

Υt0,t1

(∂L1ζ

∂pa
− Dγ

∂L1ζ

∂pa,γ
+

1
µ(α, β)

D2
αβ

∂L1ζ

∂pa,αβ

)
fadtζ

and, since the smooth curve Υt0,t1 is arbitrary, we obtain the Euler–Lagrange system of
PDEs formulated in theorem.

Remark 1. The Euler–Lagrange system of PDEs in Theorem 1 can be rewritten as follows

∂L1ζ

∂si
− Dγ

∂L1ζ

∂si
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂si
αβ

= 0, i = 1, n, ζ = 1, m

∂L1ζ

∂uϑ
− Dγ

∂L1ζ

∂uϑ
γ

+
1

µ(α, β)
D2

αβ

∂L1ζ

∂uϑ
αβ

= 0, ϑ = 1, k, ζ = 1, m

∂pa

∂tζ
= 0, a = 1, r, ζ = 1, m

∂ya

∂tζ
(t) = ga

ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
, a = 1, r, ζ = 1, m.

In consequence, the Lagrange multiplier p is constant. Moreover, it is well determined only if
the optimal solution is not an extrem for at least one of the following controlled path-independent
curvilinear integral functionals

∫

Υt0,t1

ga
ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ , a = 1, r.
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Illustrative example. Let us find the minimum for the following controlled curvilinear integral
functional

J(s(·), u(·)) =
∫

Υ0,1

(
s2(t) + u2(t)

)
dt1 +

(
s2(t) + u2(t)

)
dt2

subject to:
∫

Υ0,1

st1(t)dt1 + st2(t)dt2 = 0 (path-independent curvilinear integral) and the boundary

conditions s(0, 0) = 0, s(1, 1) = 0, where Υ0,1 is a C1-class curve, included in [0, 1]2, joining the
points (0, 0), (1, 1).

Solution. The path-independence associated with the cost functional J(s(·), u(·)) gives the relation

s
( ∂s

∂t2 − ∂s

∂t1

)
= u

( ∂u

∂t1 − ∂u

∂t2

)
.

Furthermore, the associated Lagrange 1-form has the following components

L11 = s2(t) + u2(t) + p(yt1(t)− st1(t)),

L12 = s2(t) + u2(t) + p(yt2(t)− st2(t))

and the extremals are described by the following system of Euler–Lagrange PDEs

2s +
∂p

∂t1 = 0, 2s +
∂p

∂t2 = 0,

2u = 0,

yt1(t)− st1(t) = 0, yt2(t)− st2(t) = 0,

implying that (s∗, u∗) = (0, 0) is the optimal solution of the considered isoperimetric constrained
controlled optimization problem.

Further, taking into account the above illustrative example and the theory developed
in the paper, we formulate an algorithm. The main intention of the next algorithm is
to synthesize the concrete steps to be followed to solve a control problem such as those
studied in the paper. In particular, for a controlled path-independent curvilinear integral
cost functional and a set of mixed (isoperimetric and boundary conditions) restrictions
and self or normal data, the main goal is to find (s⋆, u⋆) (satisfying the set of mixed
constraints and normal data) such that J(s⋆, u⋆) ≤ J(s, u), for all feasible points (s, u). For
this purpose, we start with a feasible point (s, u). If the pair (s, u) fulfils the necessary
optimality conditions formulated in Theorem 1, then the “Generating Stage” (see below) is
satisfied and we go to the next step, namely “Detecting Stage”; else, the algorithm stops.
If the set of self or normal data is fulfilled, then the “Detecting Stage” is satisfied and we
go to the next step, namely “Deciding Stage” (see below); else, the algorithm stops. For
(s⋆, u⋆) derived in “Detecting Stage”, if J(s⋆, u⋆) ≤ J(s, u) holds for all feasible points (s, u),
then (s⋆, u⋆) is an optimal solution; else, the Algorithm 1 stops.
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Algorithm 1:
DATA:

• controlled path-independent curvilinear integral cost functional

min
(s,u)

J(s, u) =
∫

Υt0,t1

Lζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ ;

• set of mixed constraints
∫

Υt0,t1

ga
ζ

(
s(t), sγ(t), sαβ(t), u(t), t

)
dtζ = la, a = 1, 2, · · · , r ≤ n

and
s(tq) = sq, sγ(tq) = s̃γq, q = 0, 1;

• set of self or normal data

- the differential 1-form g =
(

ga
ζ

)
satisfies the closeness conditions;

RESULT:

S = {(s⋆, u⋆)|J(s⋆, u⋆) ≤ J(s, u),

with (s⋆, u⋆) satisfying the set

of ; mixed ; constraints ; and ; normal ; data};

BEGIN

• Generating Stage: consider (s, u) a feasible point

if the necessary optimality conditions (see Theorem 1)

are not compatible with respect to (s, u)
then STOP

else GO to the next step

• Detecting Stage: monitoring of Lagrange multipliers

if the set of self or normal data is not fulfilled

then STOP

else GO to the next step

• Deciding Stage: let (s⋆, u⋆) be derived in Detecting Stage

if J(s, u) ≥ J(s⋆, u⋆) holds for all feasible points (s, u)
then (s⋆, u⋆) is an optimal solution

else STOP

END

3. Conclusions

In this paper, we have studied a new class of isoperimetric constrained controlled op-
timization problems. In accordance with Lagrange Theory, necessary optimality conditions
have been formulated and proved for the considered class of variational control problems
governed by path-independent curvilinear integrals and second-order partial derivatives.
The theoretical mathematical results developed in the paper have been highlighted by an
illustrative example and an algorithm.

As a new research direction on the class of problems introduced in this paper, we
mention, for example, the study of well-posedness.
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6. Treanţă, S.; Arana-Jiménez, M.; Antczak, T. A necessary and sufficient condition on the equivalence between local and global

optimal solutions in variational control problems. Nonlinear Anal. 2020, 191, 111640.
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Abstract: With the rapid development of “We media” technology, netizens can freely express their
opinions regarding enterprise products on a network platform. Consequently, online public opinion
about enterprises has become a prominent issue. Negative comments posted by some netizens
may trigger negative public opinion, which can have a significant impact on an enterprise’s image.
From the perspective of helping enterprises deal with negative public opinion, this paper combines
user portrait technology and a random forest algorithm to help enterprises identify high-risk users
who have posted negative comments and thus may trigger negative public opinion. In this way,
enterprises can monitor the public opinion of high-risk users to prevent negative public opinion
events. Firstly, we crawled the information of users participating in discussions of product experience,
and we constructed a portrait of enterprise public opinion users. Then, the characteristics of the
portraits were quantified into indicators such as the user’s activity, the user’s influence, and the
user’s emotional tendency, and the indicators were sorted. According to the order of the indicators,
the users were divided into high-risk, moderate-risk, and low-risk categories. Next, a supervised
high-risk user identification model for this classification was established, based on a random forest
algorithm. In turn, the trained random forest identifier can be used to predict whether the authors of
newly published public opinion information are high-risk users. Finally, a back propagation neural
network algorithm was used to identify users and compared with the results of model recognition in
this paper. The results showed that the average recognition accuracy of the back propagation neural
network is only 72.33%, while the average recognition accuracy of the model constructed in this
paper is as high as 98.49%, which verifies the feasibility and accuracy of the proposed random forest
recognition method.

Keywords: product user experience; enterprise network public opinion; identification of high-risk
users; random forest algorithm; user portrait

1. Introduction

At present, with the popularization and development of media technology, a growing
number of netizens are frequently posting opinions about enterprise products on social
platforms, including some comments about poor experiences. However, this open trans-
mission of information sometimes leads to comments about negative experiences, which
are likely to cause negative public opinion. Some users may post negative comments via
Weibo, for example, to compromise an enterprise, bringing huge damage to the business
and resulting in a negative impact on business operations. However, due to the large
number of users who post comments online, enterprises cannot monitor the public opinion
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of all users. Therefore, personalized classification and identification of users can help
enterprises develop more targeted solutions for public opinion and can also greatly reduce
the cost of controlling public opinion for enterprises. Based on this, the monitoring and
identification of users’ online comments are particularly critical to improving the efficiency
of managing public opinion and maintaining the corporate image.

Generally speaking, monitoring online public opinion for enterprises mainly refers
to capturing the relevant public opinion information through a series of technical means
to realize the monitoring and tracking of public opinion [1]. At present, the academic
research on enterprises’ online public opinion focuses on both macro and micro levels.
With regard to research on the macro level, most scholars carry out a theoretical analysis on
the communication characteristics of enterprise public opinion and propose suggestions
to deal with negative public opinion. However, much of the macro research ignores
the characteristics of the event content itself and is short of user tracking of negative
public opinion events because such research is focused on the overall perspective. On
the micro level, many scholars have introduced natural language processing tools to
identify the emotional polarity of user comments and described the emotional distribution
of product users. Although such studies are helpful for enterprises to understand the
emotional tendencies of users, they lack personalized identification and monitoring of
users in enterprises’ negative public opinion events. In addition, in the study of recognition
and detection algorithms, many scholars use neural network algorithms for classification
and prediction, but this often requires manual classification of training samples in advance,
and the recognition accuracy needs to be improved.

In this context, this paper combines user portrait technology and random forest
algorithm to create a supervised model to recognize and monitor high-risk users expressing
a public opinion on enterprises. The traditional technique of manually classifying training
samples is abandoned in this model, while user portrait technology is adopted to classify
the public opinion data of users. Further, such data are used as the training samples of the
random forest algorithm, which lowers the workload of manual labeling and eliminates
subjectivity, making it more scientific and objective. Specifically, Python (3.8 32-bit) is firstly
used to crawl the information of users participating in the discussion of product experience.
In turn, indicators are quantified according to the user’s portrait technology. Consequently,
the users are divided into high-risk, moderate-risk, and low-risk types in terms of the
size of quantized indicators. Moreover, a high-risk user identification model based on a
supervised random forest algorithm is established, which can learn and train the random
forest classifier and predict whether newly released public opinion information users are
high-risk users. Finally, by analyzing the public opinion of Hive Box and optimizing
the parameters of the random forest algorithm, the parameters applicable to “Hive Box
Charges” are selected to demonstrate the feasibility of the model. Compared with the BP
(Back Propagation) neural network, the proposed model is verified by recognition results
with high accuracy.

2. Literature Review

Negative public opinion caused by negative product experience has a significant
impact on corporate image, and this has attracted the attention of many scholars. In
this paper, user portrait technology and a random forest algorithm are used to monitor
enterprise public opinion. Therefore, the applications of these two methods in enterprise
public opinion are summarized.

Many scholars have studied the public opinion of enterprises from the perspective
of user portraits. For example, Wang et al. [2] presented a novel learning model called
the personal service ecosystem (PSE) to delineate user preferences and interests naturally.
Virginia et al. [3] explored the relationship between the user’s perceived quality, the club
service dimensions, and the golf club performance. The results showed that the strategy
to increase user satisfaction should be quite different depending on whether users were
beginners or advanced golf players. Martínez-Cevallos et al. [4] analyzed the segmentation
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of participants in a sports event according to their perceived quality, perceived value,
satisfaction, and future intentions. Tiwari et al. [5] leveraged the power of the categorical
information stored in the Wikipedia database to assign relative weights to entities that a user
followed on Twitter. Zhang et al. [6] explored the application of user portrait technology
in agriculture, and they constructed a situational recommendation system of agricultural
science and technology resources based on user portraits. Sun and Chai [7] classified the
portrait of online learners into three dimensions, and they constructed a tag system of
learner portraits based on the data fields of an online learning platform. You et al. [8]
excavated user characteristics through identified user behaviors and constructed user
portraits based on behavior perception according to actual cases. Widiyaningtyas et al. [9]
proposed a new similarity algorithm—so-called “user profile correlation-based similarity”,
which examined genre data and user profile data, namely, age, gender, occupation, and
location. Ni et al. [10] designed a new user portrait construction architecture based on
knowledge database construction and fingerprint matching technology. Chen et al. [11]
modeled the public opinion reversal process, taking into consideration external intervention
information and individual internal characteristics. Their simulation results showed that
the intensity of external intervention information affected the direction and degree of public
opinion reversal. Although the above literature works have promoted the development of
user portrait theory, few scholars have applied this method to the research of enterprise
network public opinion. Most scholars have only established an indicator system of user
characteristics, while few scholars have quantified the indicators within it.

On the other hand, many scholars use random forests to study public opinion. For
example, Yelkanat [12] investigated the performance of the random forest machine learning
algorithm in estimating near-future case numbers for 190 countries in the world, and it
was mapped in comparison with actual confirmed cases’ results. Chen et al. [13] focused
on studying the polarization phenomenon and established a model of public opinion
dissemination with the polarization process considering individual heterogeneity. Simsek-
ler et al. [14] used a tree-based machine learning algorithm as well as random forests to
estimate accurate and stable associations. The results of our analysis showed that safety
perception, management support, and supervisor/manager expectations were the leading
drivers of patient safety grade. Chen et al. [15] introduced the social preference theory and
revealed the micro-interaction mechanism of public opinion polarization. Different social
preferences held by individuals had different influences on the public opinion polariza-
tion effects. Xiao et al. [16] held that the evolution of individual opinions was not only
influenced by the interactions between neighboring individuals but was also updated nat-
urally due to individual factors themselves in the absence of interactions. Li and Xiao [17]
combined social judgment theory with the multi-agent model and proposed a multidi-
mensional opinion evolution model for studying the dynamics of opinion polarization.
The results demonstrated that polarization was influenced by the average degree of the
network, and the polarization process was affected by the parameters of the assimilation
effect and contrast effect. Although the above studies have promoted the development of
the random forest algorithm, few scholars have applied it to the detection and identification
of enterprise network public opinion users, and few scholars have combined it with user
portrait technology.

This paper takes enterprise network public opinion as the research background. The
current academic research in this field mainly focuses on the macro and micro perspectives.
For research on the macro level, Regester and Larkin [18] hold that enterprise reputation is
an important component of intangible assets, and they also put forward the 3T principle for
enterprises to deal with a reputation crisis. Taylor and Perry [19] proposed that enterprises
should establish a crisis response mechanism combining traditional media and network
media when dealing with crises. By analyzing specific cases, Li and Dong [20] proposed
the communication process model of enterprises’ online public opinion and believe that
the attention of netizens plays a leading role in the development direction of events. At the
micro level, Yu [21] proposed the Leader Rank algorithm, which recognizes the emotional
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characteristics of users by commenting on them and infers their positive, negative, or
neutral attitude towards the author of an article. Yin et al. [22] examined how a perceived
locus of the crisis was caused and used a real case study to perform a quantitative content
analysis with a sample of 503 comments under online articles. Zhang and Zhang [23]
used a sentiment analysis to calculate the emotional strength of defect events and explored
the effectiveness of the trust repair strategy adopted by enterprises at different evolution
stages. Bella et al. [24] selected the comment text of the official Twitter of an enterprise and
used SVM (Support Vector Machines) to classify the text to construct an opinion leader
style model. Liu et al. [25] used natural language processing technology to study the word
segmentation of text information on a network and applied it for risk detection of corporate
public opinion. Aggarwal and Singh [26] monitored user review data from different social
network regions and optimized corporate advertising strategies. However, the described
objects of the aforementioned research are products or services provided by enterprises,
which lack the monitoring of users during negative public opinion events of enterprises.

3. Model Construction

After the outbreak of negative public opinions of an enterprise due to poor user
experiences, monitoring high-risk users involves monitoring and recognizing those users
participating in negative public opinion discussions. Firstly, user data in the network
are crawled and classified by user portrait technology. Then, supervised random forest
algorithms are adopted to identify and monitor high-risk groups. The overall framework
of the paper is shown in Figure 1.

 

Figure 1. Research framework.

The variables and parameters involved in this paper are shown in Table 1.

Table 1. Relevant parameters.

Parameter Description

Y User’s influence
Q User’s emotional tendency
S User’s base properties
H User’s activation
A The number of thumbs up
B The number of secondary comments
C The number of fans
D The amount of attention
F Total number of Weibo posts shared

Gini Gini coefficient
c Sample category

nTree The number of decision trees
maxf The maximum number of features
leaf The number of leaf nodes
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3.1. Crawling User Data

The product name is used as a keyword to search on various social network platforms,
and public opinion topics related to the product experience are selected. Subsequently,
the Python (3.8 32-bit) crawler is used to crawl user information under the relevant topic,
which is mainly for three kinds of information: (1) user information, such as the number of
followers, address, and other account information; (2) user experience, comments, and other
text information; and (3) interactive information, such as the number of reposts/comments,
etc. In order to facilitate the subsequent emotional segmentation, pre-processing of the
comment text data is required. Firstly, the symbols, expressions, and punctuations in the
comments are removed. Secondly, comments that are not relevant to the company, such as
advertisements and comments with very few words, are also deleted.

3.2. Building the User Portraits

A user portrait refers to the characterization of users through direct or indirect data,
which is widely used in enterprise precision marketing, crime prevention, financial risk
prediction, and other fields. In addition, by studying users’ behaviors on the internet, user
portraits can also be used for online public opinion governance [27]. At present, the user
portrait system construction methods are varied, and user portrait construction methods
with statistical analysis or rules are based on the practice of business knowledge combined
with the understanding of the business, scenes, and problems. A characteristic index based
on scenes is put forward to construct a user portrait framework and deal with real problems.
In this paper, this method is adopted to construct an enterprise network public opinion
user portrait. Based on the theoretical knowledge of enterprise public opinion, the user
characteristic labels are crawled, and the data are quantified as indicators affecting the risk
degree to build a user characteristic index system of enterprise public opinion and take it
as the training data of the random forest.

3.2.1. Constructing the User Characteristic Index System

After the outbreak of negative public opinions on an enterprise, the user can participate
in discussions and make comments on Weibo. While constructing the portrait of users
participating in the discussions of negative public opinion, the characteristics can be
divided into dynamic and static categories. The former is the attributes of users when
they participate in social activities, including the time they participate in discussions and
the opinions they hold. The latter describes basic properties, including an individual’s
ID, gender, site, number of followers, number of fans, number of Weibo posts shared, and
other characteristics. Based on this, the specific user characteristic index system is shown
in Table 2.

Table 2. User characteristic index system.

The First Index The Second Index The Third Index The Fourth Index

User portrait

User’s dynamic characteristics

User’s emotional tendency Q Comment text content

User’s influence Y

The number of thumbs up A
The number of secondary comments B

The number of fans C

User’s static characteristics

User’s base properties S
Weibo ID
Gender

Site

User’s activation H
The amount of attention D

Total number of Weibo posts shared F
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3.2.2. Quantification of User Characteristics

In the index system constructed above, the static characteristics of users can be directly
obtained according to the crawled Weibo user data. However, the dynamic characteristics
of users change with the content posted by users, so it is necessary to quantify these
characteristics.

For the quantification of emotional tendency, the Jieba segmentation tool [28] is
adopted, and word frequency is counted. SnowNLP is used to score the emotion so as to
obtain the emotional value of each posted text comment as a user’s emotional tendency.

For the quantification of user influence, the influence of users in public opinion events
is comprehensively judged according to the number of users’ comments by likes, the
number of secondary comments, and the number of fans. The calculation is shown in the
following Formula (1):

Yi =

Ai
Amax

+ Bi
Bmax

+ Ci
Cmax

3
(1)

where Yi represents the relative influence of the ith Weibo user; Ai represents the likes
on a comment by user i, and Amax represents the maximum number of likes by all the
users participating in the public opinion event; Bi represents the number of secondary
comments of i, and Bmax represents the highest number of secondary comments of all
the users participating in the public opinion event; Ci represents the number of fans of i,
and Cmax represents the highest number of fans of all the users participating in the public
opinion event.

With regard to the quantification of user activation, the participation in public opinion
events can be comprehensively judged according to the amount of users’ attention and the
total number of posts on Weibo. The calculation is shown in the following Formula (2):

Hi =

Di
Dmax

+ Fi
Fmax

2
(2)

where Hi represents the relative activation of user i; Di represents the number of followers
of i, and Dmax represents the highest number of followers of all users participating in the
public opinion event; Fi represents the total number of Weibo posts shared by i, while Fmax

represents the maximum total number of Weibo posts shared by all users participating in
the public opinion event.

3.2.3. Classification of Risk Degree of User

In our classification, those who post negative comments on Weibo and can easily
bring great losses to a corporate image are defined as high-risk groups. On this basis, the
risk levels of users who post comments on the internet are divided into three categories:
high-risk users, medium-risk users, and low-risk users. According to the above-quantified
user portrait index system, the risk degree of each user is positively correlated with the
influence and activity of the user and negatively correlated with the affective tendency
value of the user. Therefore, the user influence and user activity are sorted in descending
order, while the emotional tendency is sorted in ascending order. High-risk users are
defined as those who rank in the top 10% for influence, activity, and emotional propensity,
and their label is set as 2. After the high-risk users are excluded from the top 20% of the
users in the three indicators, the remaining users are defined as moderate-risk users, and
the label is set as 1. After excluding high-risk and moderate-risk users, the remaining users
shall be low-risk users, and the label shall be set as 0. The specific judgment criteria are
shown in Table 3.
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Table 3. Criteria for classification of user portraits.

Classification Classification Label User’s Emotional Tendency Q User’s Influence Y User’s Activation H

High-risk type 2 Q = 0 Y ∈ (0.1, Ymax) H ∈ (0.1, Ymax)
Moderate-risk type 1 Q ∈ (0, 0.05) Y ∈ (0.05, 0.1) H ∈ (0.05, 0.1)

Low-risk type 0 Q ∈ (0.05, 1) Y ∈ (0, 0.05) H ∈ (0, 0.05)

3.3. Supervised Random Forest Algorithms

After the outbreak of negative public opinion, monitoring and identifying high-
risk users involves classifying those high-risk users participating in discussions of the
product/experience, so as to identify the high-risk users with label 2. In recent years, the
use of machine learning algorithms to classify all kinds of data has extended to a very
wide range of applications, and there are various machine learning algorithms. Since the
involved data belong to the supervised classification type, the random forest algorithm
with strong generalization ability and fast training speed is adopted. The random forest
algorithm was first proposed by Leo [29] in 2001, which was a classifier with a decision
tree as the basic unit. It is equivalent to consisting of multiple decision tree classifiers.
Each decision tree produces a result, and the final classification result is determined by
voting. As such, the principle of random forest is introduced based on decision trees, and
the specific steps of the algorithm are described as well.

3.3.1. Decision Tree

A decision tree algorithm is a supervised learning algorithm, which is mainly used
for regression and classification. There are three optimal feature selection methods in
the decision tree—namely, information gain, information gain rate, and Gini coefficient.
By calculating the Gini coefficient selection characteristics, the user set S = {s1, s2, s3, . . .
sn} is obtained, meaning that there are n different users participating in a public opinion
discussion, and each user can be represented by V = {v1, v2, v3, . . . vM}. It is assumed that
each user in set S can be divided into k subsets, and each subset represents a class. The Gini
coefficient [30] of the attribute v in dataset S is as follows:

Gini(S, v)
v

∑
j=1

p
(
vj

)
× gini

(
Sj

∣∣V = vj

)
(3)

Gini
(
Sj

∣∣V = vj

)
= ∑

n

∑
i=1

pi(1 − pi) (4)

In Formula (4), pi is the probability that any user belongs to a specific category. By
calculating the information gain of each feature, the feature with the lowest Gini coefficient
in V is obtained, which is taken as the best feature.

3.3.2. Steps of Random Forest Algorithm

The random forest algorithm involves the integration of multiple decision tree clas-
sifiers. The tree classifier is set as an independent identically distributed random vector
{h(x, θk), k = 1, . . .}. Given the dataset T = {(x1, y1), . . . , (xl , yl)}, l = 1, 2, . . . , n}, the al-
gorithm flow is as follows:

(1) Firstly, sampling with a replacement is adopted, and each sub-training set is extracted
from n samples of the original training set by the replacement, namely {θk};

(2) Based on the decision tree, a binary tree corresponding to each sub-training set is
formed. The process is as follows:

(a) In the decision tree for constructing each node, select m(M ≥ m) features out
of M as the candidate attribute characteristics for prediction or classification;
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(b) Calculate the Gini coefficients of the selected m characteristics, and select the
smallest attribute characteristic of the Gini coefficient as the optimal classifica-
tion characteristic attribute;

(c) Classify the nodes according to the selected optimal attribute characteristics,
and select the sub-characteristic attributes next to the optimal attribute charac-
teristics from the remaining ones to ensure that each binary tree is a full binary
tree.

(3) Repeat steps (1) and (2) until the generated tree can accurately classify the samples
in the training set and combine all tree models in the operation process to form a
random forest model;

(4) For any test sample, the final classification result of the sample is usually decided by
simple voting. The specific formula is as follows:

c = argmaxc

(
1

ntree ∑ ntree
k=1 I(h(x, {θk}) = c)

)
(5)

where I(·) is the indicator function, and c is the sample category that receives the
most votes.

The specific algorithm diagram is shown in Figure 2.

{ℎ(𝑥, 𝜃௞), 𝑘 = 1,… } 𝑇 = {(𝑥ଵ, 𝑦ଵ), … , (𝑥௟ , 𝑦௟)}, 𝑙 = 1,2, … , 𝑛}
{𝜃௞}

𝑚(𝑀 ≥ 𝑚)

𝑐 = 𝑎𝑟𝑔𝑚𝑎𝑥௖ ቀ ଵ௡௧௥௘௘∑ 𝐼(ℎ(𝑥, {𝜃௞}) = 𝑐)௡௧௥௘௘௞ୀଵ ቁ 𝐼(∙)

 

Figure 2. Random forest algorithm diagram.

3.4. Combination of the User Portrait and Random Forest Algorithm

Based on the theory of user portraits, first, the data of user characteristics are crawled,
and the user characteristic index system is built up. Then, the quantitative characteristics
after the indicators are considered as independent variables, and the user’s degree of risk
is considered as the dependent variable. According to the characteristics of the target,
the degrees of risk to the user classification are sorted out. Furthermore, data from the
classification of the dataset are selected as a training set for the random forest algorithm
through continuously generating a decision tree.

4. The Empirical Analysis

In this section, Hive Box (one of the largest express enterprises in China), a typical
representative of the logistics industry, is selected as the research object to conduct an
empirical analysis of the recent outbreak of a “Hive Box charges” public opinion event.

On 30 April 2020, Hive Box launched a membership system in which ordinary users
could keep a package for free within 12 h, for CNY 0.5 for 12 h after overtime, and for CNY
3 for capping. After the implementation of this system, most users’ experiences of Hive
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Box were very poor, and they made negative comments on various social platforms. On
8 May, some communities in Hangzhou and Shanghai posted notices to stop using Hive
Box, and the negative public opinion continued to spread online. As of 11 May, the number
of discussions about Hive Box on Weibo had reached 3.5 million. In view of the negative
public opinion of Hive Box caused by poor user experiences, identification and monitoring
of the online public opinion of the aforementioned enterprise were applied to depict the
user portrait characteristics of Hive Box enterprise and to identify high-risk groups, so as
to take targeted measures to improve user experience.

4.1. Crawling User Data

“Hive Box” and “Hive Box charges” were chosen as the main key words, the related
Weibo comments starting from “30 April 2020” were selected, and the Python (3.8 32-bit)
software crawl was adopted to collect user data—mainly user information, comment
information for experience, and interactive information. In total, 48,267 data pieces were
processed by Python (3.8 32-bit); a piece of data refers to a single comment posted by a
user on the network, and it can include many bytes of varying lengths. As such, about
44,775 valid pieces of data were obtained after removing useless punctuations and emojis.

4.2. Building the User Portrait

Firstly, the characteristics of the users were quantified according to the above-built
model. User comment text was segmented using the Jieba tool and was scored through the
natural language processing tool SnowNLP. The text emotional value Q was quantified
and mapped to [0,1] as the user’s emotional tendency. The specific distribution is shown
in Figure 3.

 
Figure 3. Distribution of emotional value for “Hive Box charges”.

Figure 3 shows that in the initial stage of the “Hive Box charges”, most users’ emotional
tendency was less than 0.1, a few users’ emotional value was 0.5, and a small number
of users’ emotional value was more than 0.5. According to the calculation, 86.19% of
users’ emotional value was less than 0.5, which shows that most users held a negative
emotional tendency towards this event, while only a small number of users held a positive
attitude, and almost no users held a neutral attitude. Subsequently, on 8 May, a number
of communities in Hangzhou and Shanghai jointly boycotted Hive Box, and most of the
negative emotions of users also reached a peak. It can be seen that this event had a great
impact on the corporate image, and the user experience was very poor. In such a case, Hive
Box enterprise would need to take immediate strategies to improve the user experience.

4.3. Classification of Risk Degree of User

With regard to the quantification of influence and activation, the influence Y ∈ (0,
0.666709) and the activation H ∈ (0, 0.83015) were calculated using the above Formulas (1)
and (2), and then, the users participating in the public opinion discussion were classified
according to the above classification criteria. The final results are shown in Table 4.
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Table 4. Classification of high-risk groups.

User Type High-Risk Moderate-Risk Low-Risk

User number 26 151 44,598

Proportion 0.058% 0.34% 99.6%

Table 4 shows that most users were low-risk, and only a small number were high-risk,
accounting for only 0.058% ratio, which indicates that although the majority of users held a
negative opinion, most of them were ordinary users in the network with limited influence
and were not significant enough to become high-risk users. Based on this, in order to
prevent the continuous spread of negative public opinions, Hive Box enterprise could focus
on monitoring the high-risk users and improving user experience.

4.4. Selecting Training Set and Test Data for Random Forest Algorithm

According to the classification of data, influence Y, activation H, and emotional value
Q were deemed as attributes, and a training set was randomly selected from the data
classified using the user portrait technique. A random forest classifier was trained using
the random forest algorithm. From the data excluding the training samples, 1000 pieces of
data were randomly selected as the test sample to identify the corresponding category of
each sample, and the recognition accuracy of the algorithm was calculated. The training
set and test set were disjoint.

4.5. Simulating the Appropriate Parameters

As different parameters have a great influence on the random forest algorithm’s
identification precision, different datasets generally use different values of parameters.
Selecting appropriate parameters not only improves the identification precision of the
algorithm but also speeds up the training. Therefore, four parameters in the random forest
algorithm were simulated and analyzed: the number of decision trees (nTree), the size of
the training sample, the maximum number of features (maxf ), and the number of leaf nodes
(leaf ). The suitable parameters for this case were determined by simulation analysis. The
specific results are shown in Figures 4 and 5.

 
0 2,000 4,000 6,000 8,000 10,000

The size of training sample

0.8

0.85

0.9

0.95

1

nTree=2
nTree=4
nTree=6
nTree=8
nTree=10

Figure 4. Simulation of nTree and the size of training sample.
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Figure 5. Simulation of leaf and maxf.

As can be seen from Figure 4, when the training sample is small, the accuracy of recog-
nition of the high-risk population fluctuates greatly. However, when the training sample is
larger than 1000, the recognition accuracy fluctuates only slightly. Therefore, in reality, the
high-risk population monitoring and identification model requires at least 1000 pieces of
data. Since there are enough data crawled in this paper, 10,000 pieces of data were selected
as the training sample. In addition, with the increase in the number of decision trees in
the random forest, the recognition accuracy is further improved, but at the same time,
the running speed needs to be taken into account. Therefore, nTree = 10 was selected for
training. As shown in Figure 5, only when maxf = 0.2 will the prediction accuracy change,
and when leaf =60, the identification accuracy will be the highest. Therefore, in this case,
our simulation set the parameters maxf = 0.2 and leaf = 60. Based on the above simulation
results, the parameter settings are shown in Table 5 below.

Table 5. Parameter settings.

Parameter The Size of Training Sample nTree Maxf Leaf

setvalue >1000 10 0.2 60

4.6. Training Random Forest Classifier and Comparing the Results with BP Neural Network

The trained classifier was used to identify the test samples. In order to improve the
reliability of the results, 2000 pieces of data were randomly selected as the test set and
divided into two groups. BP neural network and random forest were used to identify the
samples, respectively, and the identification accuracy is shown in Table 6.

Table 6. Comparison of identification accuracy.

Test Dataset Recognition Accuracy of BP Neural Network Recognition Accuracy of Random Forest

Dataset 1 62% 98.98%
Dataset 2 84% 97.8%
Dataset 3 71% 98.7%

Average identification accuracy 72.33% 98.49%

In Table 6, the identification accuracy of random forest in the three datasets is much
higher than that of BP neural network. The average identification accuracy of random
forest is 98.49%, while the average accuracy of BP neural network is only 72.33%. Since
1000 pieces of data are too large an amount, in order to better visualize the identification
results, 100 pieces of data were selected from each dataset for display. The results are
shown in Figures 6–11.
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–

 

Figure 6. BP (back propagation) neural network recognition results from dataset 1.

–

 

Figure 7. Random forest identification results from dataset 1.

–

Figure 8. BP (back propagation) neural network recognition results from dataset 2.

 

–

Figure 9. Random forest identification results from dataset 2.
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–

Figure 10. BP (back propagation) neural network recognition results from dataset 3.

 

–

Figure 11. Random forest identification results from dataset 3.

In the three datasets, most of the users who made comments are low-risk users, while
only a small number of users are high-risk users, which is also consistent with the data
characteristics in Section 4.3 above. In the 100 test samples of Figures 6–11, the category of
users identified by random forest is consistent with the real category, but the recognition
results from BP (back propagation) neural network are only partially accurate. This
suggests that the random forest identification method has higher accuracy and feasibility,
which can be used for identifying high-risk users in public opinion discussions of an
enterprise network.

4.7. Discussion

User portrait technology and the random forest algorithm were used to monitor and
identify the public opinion events related to “Hive Box charges”. The related discussions
are as follows:

(1) When the sample size is big enough, the results of training indicate a dependence
of precision on the training sample size. However, if the sample size is small, the
result of training will be influenced by the size of the sample. This may be due to
contingency. Therefore, we tested different sample sizes and demonstrated that the
required sample size is at least above 1000 in the “Hive Box charges” public opinion
event, and the identification accuracy will not be affected by the sample size;

(2) With regard to the “Hive Box charges” public opinion event, although 86.19% of
the users participating in the discussion held negative emotions, most of them were
low-risk users and only 0.058% were high-risk users. Therefore, monitoring the public
opinion of high-risk groups could greatly save the costs of public opinion control of
the enterprise;

(3) In the random forest algorithm, the final result is the average output result of each
decision tree. Generally speaking, the larger the number of decision trees is, the
stronger the robustness and the higher the accuracy of the random forest algorithm
are. However, if the number of decision trees is too large, it is easy to increase
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the correlation between the trees and increase the running time of the algorithm.
Therefore, determining the appropriate number of decision trees is helpful to improve
accuracy and efficiency. Our simulation showed that in the “Hive Box charges” public
opinion event, the appropriate number of decision trees is 10;

(4) Compared with the BP neural network algorithm, the random forest algorithm used
in this paper has a higher identification accuracy and is better for identifying high-risk
groups of enterprise public opinion.

5. Conclusions

From the perspective of improving a user’s experience with an enterprise, this paper
proposes a monitoring and identification method combining user portrait technology
and random forest algorithm to find high-risk users holding a negative enterprise public
opinion. Accordingly, the traditional way of manual classification of training samples is
abandoned. The proposed scheme can help enterprises to identify high-risk users that
have had a poor experience and who may trigger negative public opinion. The main
contributions of this paper are as follows:

(1) The traditional supervised machine learning algorithm is abandoned, while user
portrait technology is adopted to classify the public opinion data of enterprise users.
Furthermore, such data are used as the input data for the random forest algorithm,
which lowers the workload of manual labeling and is not subjective, making it more
scientific and objective;

(2) Combining the user portrait technique and the random forest algorithm, a model
to identify public opinions on enterprises from high-risk users in terms of user
experience of a product was established, which could allow enterprises to identify and
monitor high-risk groups that may threaten their network image. The user portrait
technique can identify the characteristics of users, providing a new perspective for
the management of enterprise public opinion;

(3) In analyzing the public opinion of Hive Box, after optimizing the parameters of the
random forest algorithm, the parameters applicable to “Hive Box charges” were
selected to demonstrate the feasibility of the model. Compared with the BP neural
network recognition results, the proposed model was verified by the recognition
results with high accuracy.

However, there are still some limitations in this paper that need to be further explored.
In this paper, only users who participated in the public discussion of opinions and ex-
periences were identified, and no specific countermeasures were proposed. Therefore,
further research could carry out a specific analysis based on the comments of high-risk
users’ experience perception to help enterprises come up with targeted measures.
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Abstract: The aim of this paper is to explain for broad audience the author’s result concerning the
Navier–Stokes problem (NSP) in R3 without boundaries. It is proved that the NSP is contradictory in
the following sense: if one assumes that the initial data v(x, 0) 6≡ 0, ∇ · v(x, 0) = 0 and the solution
to the NSP exists for all t ≥ 0, then one proves that the solution v(x, t) to the NSP has the property
v(x, 0) = 0. This paradox shows that the NSP is not a correct description of the fluid mechanics
problem and the NSP does not have a solution. In the exceptional case, when the data are equal to
zero, the solution v(x, t) to the NSP exists for all t ≥ 0 and is equal to zero, v(x, t) ≡ 0. Thus, one of
the millennium problems is solved.

Keywords: hyper-singular integrals; Navier–Stokes problem
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1. Introduction

The results of this paper are proved in detail in the monograph [1]. In the author’s
papers, listed in the References (see [2–5]), some preliminary results are obtained. In
paper [6] some of the results are summarized. These results are stated in the abstract.
The aim of this paper is to explain for broad audience the author’s result concerning the
Navier–Stokes problem (NSP) in R3 without boundaries. The result, proven in detail in the
book [1], can now be stated:

If the exterior force f (x, t) = 0, the initial velocity v0(x) := v(x, 0) 6≡ 0, ∇ · v0(x) = 0 and
the solution v(x, t) of the NSP exists for all t ≥ 0, then v0(x) = 0.

This result, that we call the NSP paradox (or just paradox), shows that
The NSP is not a correct statement of the problem of motion of viscous incompressible fluid. The

NSP is neither physically nor mathematically correct statement of the dynamics of incompressible
viscous fluid.

Let us explain the steps of our proof. The NSP consists of solving the equations:

v′ + (v,∇)v = −∇p + ν∆vs. + f , x ∈ R3, t ≥ 0, ∇ · v = 0, v(x, 0) = v0(x), (1)

see, for example, books [1,7]. Here v = v(x, t) is the velocity of incompressible viscous
fluid, p = p(x, t) is the pressure, f = f (x, t) is the exterior force, ν = const > 0 is the
viscoucity coefficient, v0 = v0(x) is the initial velocity, ∇ · v0 = 0. The data v0 and f are
given, the v and p are to be found. The fluid’s density ρ = 1.

(a) First we reduce the NSP to an equivalent integral equation.

v(x, t) = F −
∫ t

0
ds
∫

R3
G(x − y, t − s)(v,∇)vdy, (2)

where F = F(x, t) depends only on the data f and v0, see [1]. We assume that f = 0. This
is done for simplicity only. Under this assumption one has (see [1]):

F(x, t) :=
∫

R3
g(x − y, t)v0(y)dy, (3)
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where

g(x, t) =
e−

|x|2
4νt

4νπt
, t > 0; g(x, t) = 0, t ≤ 0. (4)

The tensor G = G(x, t) = Gjm(x, t) is calculated explicitly in [1]:

G(x, t) = (2π)−3
∫

R3
eiξ·x

(
δpm − ξpξm

ξ2

)
e−νξ2tdξ. (5)

Let us define the Fourier transform:

ṽ := ṽ(ξ, t) := (2π)−3
∫

R3
v(x, t)e−iξ·xdx. (6)

Take the Fourier transform of Equation (2) and get the integral equation:

ṽ(ξ, t) = F̃(ξ, t)−
∫ t

0
dsG̃(ξ, t − s)ṽ⋆(iξṽ), (7)

where ⋆ denotes the convolution in R3. The following inequality, that follows from the
Cauchy inequality, is useful:

|ṽ⋆(iξṽ)| ≤ ‖ṽ‖‖|ξ|ṽ‖. (8)

One proves a priori estimate (see [1]):

sup
t≥0

‖ṽ‖ < c. (9)

By c here and throughout the paper various positive constants, independent of t,
are denoted. We denote by c1 := |Γ(− 1

4 )| > 0 the special constant from Equation (27),
see below.

Let us prove inequality (9).

We denote vj,m :=
∂vj

∂xm
,
∫

:=
∫
R3 , write Equation (1) as

v′j + vmvj,m = f j − p,j + νv,jj, vj,j = 0, (10)

where over the repeated indices summation is understood, 1 ≤ j ≤ 3. We assume that
v = v(x, t) is real-valued and

‖v0‖+
∫ ∞

0
‖ f (x, t)‖dt < c. (11)

Here ‖ · ‖ is L2(R3) norm.
Multiply Equation (10) by vj, integrate over R3 and sum up over j to get

1
2
(‖v‖2),t ≤ |( f , v)| ≤ ‖ f ‖‖v‖, (12)

where z,t := ∂z
∂t . In deriving inequality (12) we have used integration by parts: −

∫
p,jvjdx =∫

pvj,jdx = 0,
∫

νv,jjvjdx = −ν
∫

v,jv,jdx ≤ 0 and
∫

vmvj,mvjdx = − 1
2

∫
vm,mvjvjdx = 0.

From inequality (12) it follows that ‖v‖,t ≤ ‖ f ‖. Consequently,

‖v‖ ≤ ‖v0‖+
∫ ∞

0
‖ f ‖dt.

This and our assumption (11) imply estimate supt≥0 ‖v‖. By Parseval equality the
desired estimate (9) follows. Estimate (9) is proved.

Inequalities (8) and (9) imply

|ṽ⋆(iξṽ)| ≤ c‖|ξ|ṽ‖. (13)
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Therefore, Equation (7) implies inequality (22), see below.
From (5) it follows that

|G̃(ξ, t − s)| ≤ ce−ν(t−s)ξ2
, (14)

because |
(

δpm − ξpξm

ξ2

)
| < c.

(b) Secondly, we prove that any solution to Equation (7) satisfies integral inequal-
ity (15), see below. The integral in this inequality is a convolution with the kernel that is
hyper-singular; this integral diverges classically, that is, from the classical point of view.
This inequality is derived in Section 2 (see also [1]):

b(t) ≤ b0(t) + c
∫ t

0
(t − s)−

5
4 b(s)ds, (15)

where
b0(t) := ‖F̃‖, b(t) := ‖|ξ|ṽ‖ ≥ 0. (16)

The norm here and below is L2(R3) norm. Since the convolution integral in (15)
diverges classically, we give a new definition to this integral in Section 3 and estimate the
solution b(t) to integral inequality (15) by the solution q(t) to an integral equation with the
same hyper-singular kernel:

q(t) = b0(t) + c
∫ t

0
(t − s)−

5
4 q(s)ds. (17)

Namely, we prove the following inequality

b(t) ≤ q(t). (18)

The term b0(t) depends on the data only (on v0 since we assume f = 0) and we may
assume that b0(t) is smooth and rapidly decaying as t → ∞.

(c) We prove a priori estimate

sup
t≥0

(‖∇v‖+ ‖v‖) < c, (19)

part of which is inequality (9). One has

(2π)3/2‖ṽ‖ = ‖v‖, (2π)3‖|ξ|ṽ‖2 = ‖∇v‖2, (20)

by the Parseval equality. We prove that Equation (17) has a solution in the space C(R+),
supt≥0 q(t) < c, provided that the data v0(x) is smooth and rapidly decaying at infinity.
Moreover, this solution is unique and

q(0) = 0. (21)

(d) We prove that any solution b(t) ≥ 0 of inequality (15) with b0(t) a smooth rapidly
decaying function satisfies inequality (18). Since q(0) = 0 and 0 ≤ b(t) ≤ q(t) it follows
that b(0) = 0. This yields the NSP paradox mentioned at the beginning of this section.
Indeed, the initial data v0(x) 6≡ 0, so b(0) > 0 and we prove that b(0) = 0.

The NSP paradox impies the conclusions we have made:
The NSP is physically not a correct description of motion of incompressible viscous fluid in R3

and the NSP does not have a solution on the interval [0, ∞) unless the data are equal to zero. In this
case the solution to the NSP does exist on the whole inteval [0, ∞) and is identically equal to zero.

The uniqueness of the solution to NSP is proved in Section 4, see Theorem 3.
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2. Derivation of the Integral Inequality

Take the absolute value of both sides of Equation (7), then use inequalities (9) and (14)
to get

u ≤ µ + c
∫ t

0
e−ν(t−s)ξ2‖u‖‖|ξ|u‖ds ≤ µ + c

∫ t

0
e−ν(t−s)ξ2

b(s)ds, b(s) := ‖|ξ|u‖, (22)

where the Parseval formula (2π)3/2‖ṽ‖ = ‖v‖ < c was used, and we denoted

|ṽ(ξ, t)| := u, |F̃| := µ(ξ, t) := µ. (23)

In this paper, by c various constants, independent of t, are denoted. Multiply in-
equality (22) by |ξ|, take the norm ‖ · ‖ of both sides of the resulting inequality and get
inequality (15). In this calculation one uses the formulas

‖e−ν(t−s)ξ2‖ =
c

(t − s)3/4 , ‖|ξ|e−ν(t−s)ξ2‖ =
c

(t − s)5/4 , 0 ≤ s < t, (24)

which are easy to derive. The c are different in these formulas.
To study integral Equation (17) and integral inequality (15) we need to define the

hyper-singular integral in this equation.
To do this, one needs some auxiliary material.
Let us define the function

Φλ :=
tλ−1

Γ(λ)
, (25)

where Γ(λ) is the gamma function. Here and throughout t = t+, that is, t = 0 for t < 0,
t := t for t ≥ 0. It is known (see [8] ) that Γ(λ) is an analytic function of λ ∈ C except
for the points λ = 0,−1,−2, ...., at which it has simple poles. The function 1

Γ(λ)
is entire

function of λ.
Consider the convolution operator

Φλ ⋆ b :=
∫ t

0
Φλ(t − s)b(s)ds. (26)

One has ∫ t

0
(t − s)−

5
4 b(s)ds = Γ(−1

4
)Φ− 1

4
⋆ b = −c1Φ− 1

4
⋆ b,

where ⋆ denotes the convolution on R+ and c1 := |Γ(− 1
4 )|. Inequality (15) can be written as

b(t) ≤ b0(t)− cc1Φ− 1
4
⋆ b. (27)

Consider also the corresponding integral equation:

q(t) = b0(t)− cc1Φ− 1
4
⋆ q. (28)

3. Investigation of Integral Equations and Inequalities with Hyper-Singular Kernel

In this section, we solve Equation (28) analytically and prove estimate (18). First, let
us define the hyper-singular integral ψ := Φλ ⋆ q. We are especially interested in the value
λ = − 1

4 because it appears in Equation (28). For λ > 0 the convolution Φλ ⋆ q is defined
classically for q ∈ L2(R+) and one has L(ψ) = L(q)p−λ, where L is the Laplace transform
operator defined as

Q(p) := L(q) :=
∫ ∞

0
e−ptq(t)dt, (29)

which is analytic in the region Rep > 0 if q ∈ L2(R+). If q(t)e−at ∈ L2(R+) and a =
const > 0, then L(q) is an analytic function of p in the region Rep > a. The Laplace
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transform is injective on any domain of its definition. Therefore the inverse operator L−1 is
well defined on the range of L. The inversion formula is known:

q(t) := L−1L(q) :=
1

2πi

∫

Cσ

eptL(q)dp, (30)

where Cσ is the straight line σ = const > a, p = σ + iω, ω changes from −∞ to ∞ and L(q)
is a function of p. In Appendix 3 of [1] one finds information on the Laplace transform
used in this paper. In particular, the following Lemmas 1–3 will be used. Their proofs can
be found in Appendix 3 of [1].

Lemma 1. Example text of a Lemma.
If Q(p) is analytic in the region Rep > 0 and

|Q(p)| < c(1 + |p|)−b, b > 1/2, |p| ≫ 1, Re p > 0, (31)

then q(t) = 1
2π

∫ ∞

−∞
eiωtQ(iω)dω, q(t) ∈ L2(R+) and L(q) = Q(p).

In Lemma 1 sufficient conditions are given for a function, analytic in the region Rep > 0 to be
the Laplace transform of an L2(R+) function.

Lemma 2. Let the assumptions of Lemma 1 hold with b > 1. Then q(0) = 0.

Lemma 3. One has
L(Φλ ⋆ q) = L(q)p−λ. (32)

Here we have used the known result (see [1] or [9]):

L(Φλ) = p−λ, (33)

and the known formula
L(Φλ ⋆ q) = L(Φλ)L(q). (34)

For λ > 0 and q smooth and decaying at infinity this formula can be understood
classically. For λ < 0 it is defined by the analytic continuation with respect to λ ∈ C

where L(Φλ) is given in formula (33). Formula (33) is valid for all λ ∈ C by the analytic
continuation from the region Reλ > 0, where it is valid classically.

Let us define convolution ψ := Φλ ⋆ q by the formula:

ψ(t) := L−1(L(q)p−λ). (35)

The expression under the sign L−1 is an entire function of λ. For λ > 0 the ψ(t) is well
defined classically if q ∈ C(R+) ∩ L2(R+). The function L(ψ) admits analytic continuation
with respect to λ to the whole complex plane C. Therefore, the convolution ψ is defined
for all λ ∈ C. We are especially interested in the value λ = − 1

4 because it appears in
Equation (27).

To illustrate the argument with analytic continuation, consider a simple example:
∫ ∞

0
tz−1e−ptdt =

∫ ∞

0
sz−1e−sdsp−z = Γ(z)p−z, (36)

where s = pt. Formula (36) is valid classically for Rez > 0, but remains valid for all z ∈ C,
z 6= 0,−1,−2, . . . . . ., by the analytic continuation with respect to z because Γ(z) is analytic
for z ∈ C, z 6= 0,−1,−2, . . . . . ., and p−z is an entire function of z. Formula (33) follows
from (36) immediately: just divide both sides of (36) by Γ(z). The integral (36) diverges
classically for Rez ≤ 0, but formula (36) is valid by analytic continuation for all z ∈ C
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except for z 6= 0,−1,−2, . . . . . .. In [10], a regularization method is described for defining
divergent integrals. By this method one writes

∫ ∞

0
sz−1e−sds =

∫ 1

0
sz−1(e−s − 1 − s)ds +

∫ ∞

1
sz−1e−sds + (

sz

z
+ 0.5

sz+1

z + 1
)|10, (37)

and uses analytic continuation with respect to z. The third term of the right side of
Equation (37) for Rez > 0 can be written as 1

z + 0.5 1
z+1 . The first integral on the right side

of (37) is analytic with respect to z in the region Rez > −2, the second integral is also
analytic with respect to z in this region and the third term, 1

z + 0.5 1
z+1 , admits analytic

continuation with respect to z from the region Rez > 0 to the complex plane C except
for the points z = 0 and z = −1. Thus, the right side of Equation (37) admits analytic
continuation with respect to z to the region Rez > −2, except for the points z = 0 and
z = −1 at which it has simple poles. So, this right side is well defined at z = − 1

4 .
However, the right side of (37) is much less convenient than Γ(z), the expression we

use. If one deals with the integral Φλ ⋆ q, then the advantage of our definition, based on
the Laplace transform, is even greater because the three terms, analogous to the terms on
the right side of Equation (37), will depend on p and on z and there is no separation of
z-dependence similar to the one we have in Equation (36). Furthermore, these three terms
are not all the Laplace transforms. Consequently, it is wrong to use the regularization
procedure from [10] in our problem.

Lemma 4. One has
Φλ ⋆ Φµ = Φλ+µ. (38)

for any λ, µ ∈ C. If λ + µ = 0 then
Φ0(t) = δ(t), (39)

where δ(t) is the Dirac distribution.

Proof. By formulas (32) and (33) one gets

L(Φλ ⋆ Φµ) =
1

pλ+µ
. (40)

By formula (33) one has

L−1
( 1

pλ+µ

)
= Φλ+µ. (41)

This proves formula (38).
If λ + µ = 0 then

p−(λ+µ) = 1, L−11 = δ(t). (42)

This proves formula (39).
Lemma 4 is proved. ✷

This proof is taken from [1].
Our plan is to prove that Equation (28) has a solution q(t) ∈ C(R+) provided that

b0(t) is smooth and rapidly decaying as t → ∞. Moreover, this solution is unique in C(R+)
and q(0) = 0. Any solution b(t) ≥ 0 to inequality (27) satisfies the relation b(t) ≤ q(t).

In particular, b(0) = 0. This is the NSP paradox because a priori b(0) 6= 0.
To realize this plan, let us investigate Equation (28). First, let us apply to (28) the

operator Φ1/4⋆ and use Lemma 4 to get

Φ1/4 ⋆ q = Φ1/4 ⋆ b0 − cc1q. (43)
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This implies

q = c3(Φ1/4 ⋆ b0 − Φ1/4 ⋆ q), c3 := (cc1)
−1, c3 > 0. (44)

Take the Laplace transform of (44) to get

L(q) = c3L(b0)p−
1
4 − c3L(q)p−

1
4 . (45)

Therefore

L(q) =
c3L(b0)

p1/4 + c3
. (46)

The function p1/4 := |p|eiφ is analytic function of p in the region −π/2 ≤ φ ≤ π/2,
where φ is the argument of p. One can check that the function 1

p1/4+c3
, c3 > 0, is an analytic

function of p in the region Rep > 0 and is bounded in this region. To check this, denote
r := |p| and write

|reiφ/4 + c3|2 = r2 + 2rc3 cos(φ/4) + c2
3 ≥ c2

3(1 − cos2(φ/4)) + (r cos(φ/4) + c3)
2
> c > 0.

This inequality is valid for all −π/2 ≤ φ ≤ π/2. The function L(b0) is also analytic
in this region. Therefore, the function L(q) in formula (46) is analytic in this region. We
assumed that b0(t) is smooth and rapidly decaying as t → ∞. Thus, L(b0) is analytic in the
region Rep > 0 and

|L(b0)| < c(1 + |p|)−1, Re p > 0, |p| ≫ 1. (47)

Therefore, L(q) is analytic in the region Rep > 0 and

|L(q)| < c(1 + |p|)− 5
4 , Re p > 0, |p| ≫ 1. (48)

By Lemma 1, the function L(q) is the Laplace transform of the function q(t) ∈ C(R+)
and q(0) = 0. We have proved the following result.

Theorem 1. Assume that v0(x) is smooth and rapidly decaying as |x| → ∞, f (x, t) = 0 and
x ∈ R3. Then estimate (48) holds, Equation (28) is solvable in C(R+), its solution q(t) is unique
in this space and q(0) = 0.

Let us now prove that b(t) ≤ q(t), where b(t) ≥ 0 solves inequality (27).

Theorem 2. Any solution b(t) ≥ 0 of inequality (27) satisfies the inequality b(t) ≤ q(t).

Proof of Theorem 2 requires the following lemma.

Lemma 5. The operator A f :=
∫ t

0 (t − s)a f (s)ds in the space X := C(0, T) for any fixed
T ∈ [0, ∞) and a > −1 has spectral radius r(A) equal to zero. The equation f = A f + g is
uniquely solvable in X. Its solution can be obtained by iterations

fn+1 = A fn + g, f0 = g; lim
n→∞

fn = f , f =
∞

∑
j=0

Ajg, (49)

for any g ∈ X and the convergence holds in X.

Proof. The spectral radius of a linear operator A is defined by the formula

r(A) = lim
n→∞

‖An‖1/n.

285



Axioms 2021, 10, 95

By induction one proves that

|An f | ≤ tn(p+1) Γn(p + 1)
Γ(n(p + 1) + 1)

‖ f ‖X , n ≥ 1. (50)

From this formula and the known asymptotic of the gamma function Γ(z) for z → ∞

(see [8]) the conclusion r(A) = 0 follows. If r(A) = 0 then the solution to equation
f = A f + g is unique and can be calculated by the iterative process (49).

This proof is taken from [1] where more details are provided.
Lemma 5 is proved. ✷

By Lemma 5 the solution to Equation (44) can be obtained as

q =
∞

∑
j=0

(−c3Φ1/4⋆)
jc3Φ1/4 ⋆ b0, (51)

and any solution to inequality (27) satisfies the inequality

b ≤
∞

∑
j=0

(−c3Φ1/4⋆)
jc3Φ1/4 ⋆ b0, (52)

which is checked by iterations.

Proof of Theorem 2. From (51) and (52) the inequality b(t) ≤ q(t) follows.
Theorem 2 is proved. ✷

It follows from Theorems 1 and 2 that supt≥0 q(t) < c, b(t) ≤ q(t). This and the
Parseval equality implies supt≥0 ‖∇ · v‖ < c. Together with the estimate (9) this proves
the a priori estimate (19). So, solutions to Equation (7) belong to W1

2 (R
3)× C(R+), where

W1
2 (R

3) is the Sobolev space.

4. Uniqueness of the Solution to the NSP

Theorem 3. There is no more than one solution to the NSP in the space W1
2 (R

3)× C(R+).

Proof. Let there be two solutions ṽ and w̃ to (7) and z := ṽ − w̃. Then, subtracting from
the first equation the second, one gets:

z = −
∫ t

0
dsG̃(ξ, t − s)

(
z⋆(iξṽ) + w̃⋆(iξz)

)
. (53)

Using estimate (13) and (19), one obtains from (53) the following inequality:

|z| ≤ c
∫ t

0
e−ν(t−s)ξ2

η(s)ds, η := ‖z‖+ ‖|ξ|z‖. (54)

From (54), taking the norm ‖ · ‖ and using (24), one obtains:

‖z‖ ≤ c
∫ t

0
(t − s)−

3
4 η(s)ds. (55)

Multiply (54) by |ξ| and take the norm ‖ · ‖. One gets:

‖|ξ|z‖ ≤ c
∫ t

0
(t − s)−

5
4 η(s)ds. (56)

Taking the Laplace transform of (55) and of (56) and summing the results yields:

L(η) ≤ c
(

Γ(−1
4
)p

1
4 + p−

1
4 Γ(1/4)

)
L(η) = c

(
−c1 p

1
4 + p−

1
4 Γ(1/4)

)
L(η), c1 > 0. (57)
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Since L(η) ≥ 0, one concludes that 1 ≤ c(−c1 p
1
4 + p−

1
4 Γ(1/4)). If L(η) 6≡ 0, then

one has a contradiction: take p → +∞, then the above inequality yields 1 ≤ −∞. This
contradiction proves that L(η) = 0, so z = 0. Theorem 3 is proved. ✷

Theorem 3 is not used in the derivation of our basic conclusions. This theorem is new.
Earlier uniqueness theorems were proved under different assumptions on the spaces to
which the solution to the NSP belongs, see [2,11].

5. Conclusions

From Theorems 1 and 2 the NSP paradox follows. From the NSP paradox we conclude
that the NSP is physically and mathematically contradictive and is not a correct description
of the dynamics of incompressible viscous fluid.

Thus, one of the millennium problems is solved.
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Abstract: For each fundamental and widely used ordinary second-order linear homogeneous dif-
ferential equation of mathematical physics, we derive a family of associated differential equations
that share the same “degenerate” canonical form. These equations can be solved easily if the original
equation is known to possess analytic solutions, otherwise their properties and the properties of their
solutions are de facto known as they are comparable to those already deduced for the fundamental
equation. We analyze several particular cases of new families related to some of the famous differen-
tial equations applied to physical problems, and the degenerate eigenstates of the radial Schrödinger
equation for the hydrogen atom in N dimensions.
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1. Introduction

The ordinary second-order linear homogeneous (OSLH) differential equations of
mathematical physics have the general form [1–4]

y′′0 + b0(x)y′0 + c0(x)y0 = 0 , (1)

where primes denote derivatives with respect to the independent variable x and b0(x) and
c0(x) are functions of x. Equation (1) can be transformed to the canonical form [5–8]

u′′
0 + q0(x)u0 = 0 , (2)

where
q0 ≡ c0 −

1
4

(
2b′0 + b 2

0

)
, (3)

and then the solutions y0(x) are given by

y0(x) = u0(x) exp
(
−1

2

∫
b0(x)dx

)
. (4)

Equation (2) is degenerate in the sense that it can also be obtained from another
equation of the form

y′′ + b(x)y′ + c(x)y = 0 , (5)
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in which the functions b 6= b0 and c obey the condition that

q ≡ c − 1
4

(
2b′ + b2

)
= q0 , (6)

and then the solutions y(x) of Equation (5) are given by

y(x) = u0(x) exp
(
−1

2

∫
b(x)dx

)
. (7)

Therefore, the original transformation (b0, c0) → q0 is not uniquely invertible as there
exist an infinite number of function pairs (b, c) that result in the same q0 coefficient in
Equation (2). The solutions y0(x) and y(x) of the two differential equations still differ in
their exponential factors, but the u0(x) function is the same in Equations (4) and (7) and
generally ascribes similar qualitative properties to the solutions.

The degeneracy of the canonical form (2) effectively provides a new method of solution
or at least of investigation of an enormous number of potentially useful OSLH differential
equations. In what follows, we determine some of these families of associated equations
that may prove to be of current or future interest in applied mathematics and in physics
applications. In Section 2, we describe the general theory and some notable special cases
derived from degenerate canonical forms. In Sections 3 and 4, we analyze specific examples
of such families with closely related properties and solutions. In particular, we revisit 15
fundamental OSLH equations of mathematical physics listed in [3] and the degeneracies
of the radial Schrödinger equation across N ≥ 1 spatial dimensions. In Section 5, we
summarize and discuss our results.

2. Exploiting the Degeneracy of the Canonical Form

We consider Equations (1) and (5) with b 6= b0 and/or c 6= c0 leading to the same
canonical form (2) with coefficient q0(x). Ibragimov [5] calls q0(x) the invariant function
and the associated equations equivalent by function (his Theorem 3.3.2, page 112) in the
Lie symmetry group of second-order linear equations [6], but he does not pursue the
classification further, as we do. We assume that the solutions (or at least their properties)
are known for Equation (1) and we determine all other OSLH equations of the form (5) that
are closely related due to the appearance of the same u0(x) function in their solutions (7).
Combining Equations (3) and (6), we find that

(
2b′ + b2

)
−
(

2b′0 + b 2
0

)
= 4(c − c0) . (8)

The coefficients b0(x) and c0(x) are known functions of x, whereas b(x) and c(x) are
generally unknown functions to be determined. If b = b0, then c = c0 also, in which
case there is no family of associated equations. If c = c0, then b = b0 is only a particular
solution of Equation (8). We examine this case in Section 2.1, two special cases with c 6= c0
in Section 2.2, and the general case for arbitrary b(x) and c(x) in Section 2.3 below.

Written as a Riccati equation for b(x), Equation (8) takes the form

b′ = 2(c − q0)−
1
2

b2 , (9)

where q0 is known by virtue of Equation (3). A given c(x) and the general solution
b(x) of the Riccati equation determine together a family of coefficients for the associated
Equation (5); some examples of important differential equations from mathematical physics
with c = c0 are analyzed in Section 3 below. Furthermore, two chosen functions b(x) and
c(x) such that they satisfy Equation (9) identically (i.e., q ≡ q0) produce additional (and
generally more complicated) members of the same family; a physically interesting problem
from multidimensional quantum mechanics is analyzed in Section 4 below.
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2.1. The Case for b(x) When c = c0

When the Riccati Equation (9) is solved to obtain b(x), a particular solution bP(x) is
needed [7,8]. In the case with c = c0, we already know that bP = b0. In this case:

Theorem 1. The general solution of Equation (9) is given by

b = b0 +
1
z

, (10)

where z(x) is the general solution of the linear differential equation

z′ − b0(x)z =
1
2

. (11)

Proof. See Procedure 2 in page 392 of [8].

This result appears to be important for physics applications using equations of the
form (1) with predetermined coefficients b0(x) and c0(x). It shows that when the new term
1/z(x) is added to the coefficient b0(x) of the first derivative (Equation (10)), the complexity
of the mathematical problem does not increase at all; and the new problem remains just as
mathematically tractable as the original problem since the two equations share the exact
same canonical form (Equation (2)).

2.2. Additional Riccati Cases with Particular Solutions bP = b0

(a) For c = Kb and c0 = Kb0, where K is a constant, the Riccati Equation (9) takes
the form

b′ = −2q0(x) + 2Kb − 1
2

b2 , (12)

for which bP = b0 is a particular solution. Then Equation (10) is the general solution, where
z(x) is the general solution of the linear equation

z′ + [2K − b0(x)]z =
1
2

. (13)

Example 1. In the special case with b0 = c0 = 0, the method generates a family of damped
harmonic oscillators (associated with the basic equation y′′0 = 0 [5]) whose simplest member has
constant coefficients b = 4K and c = 4K2 in Equation (5).

(b) For c = Kb2 and c0 = Kb 2
0 , where K is a constant, the Riccati Equation (9) takes

the form
b′ = −2q0(x) +

1
2
(4K − 1)b2 , (14)

for which bP = b0 is a particular solution. Then Equation (10) is again the general solution,
where z(x) is the general solution of the linear equation

z′ + (4K − 1)b0(x)z =
1
2
(1 − 4K) . (15)

Example 2. In the special case with K = 1/4, then z = 1/C = constant, and the known function
b0(x) is shifted vertically in order to produce the family of associated coefficients, i.e., b = b0 + C
and c = 1

4 (b0 + C)2, in Equation (5).

Example 3. On the other hand, for K 6= 1/4 and for b0 = c0 = 0, the method generates a family
of Cauchy–Euler equations (associated with y′′0 = 0 [5]) whose simplest member has coefficients
b = B0/x and c = K(B0/x)2 in Equation (5), where B0 = 2/(1 − 4K) = constant.

By comparing the associated families in Examples 1 and 3 above, we see how complex-
ity is being built up into the coefficients of the general OSLH form (5), starting merely from
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the simplest possible OSLH equation y′′0 = 0; but without causing any serious difficulties
to the investigations of properties or solutions of the associated equations (see also related
examples in [5], pages 112 and 114).

2.3. The General Case for b(x) and c(x)

2.3.1. Solving a Riccati Equation

For arbitrary coefficients c(x) and c0(x) (not related to b and b0, respectively),
Equation (8) or (9) can be written as a Riccati equation without a linear b-term, viz.

b′ = p(x)− 1
2

b2 , (16)

where
p ≡ 2(c − q0) = 2(c − c0) + b′0 +

1
2

b 2
0 , (17)

is a function of x with no particular dependencies among the functions involved or any
special symmetries. This function does not appear explicitly in the calculations that follow,
but it does affect the determination of the sought-after particular solution. The general
solution of Equation (16) from Theorem 1 is

b = bP +
1
z

, (18)

where bP(x) is a particular solution and z(x) is the general solution of the linear equation

z′ − bP(x)z =
1
2

. (19)

The particular solution bP(x) cannot be specified in general terms. Its form will depend
on the details of the given fundamental differential Equation (1) and on the coefficient c(x)
that will be chosen for the family of the associated Equation (5).

2.3.2. Solving a Canonical Equation

If a particular solution bP(x) cannot be found, then there is one more transformation
that one can try ([8], Section 86, page 392):

Theorem 2. Equation (16) can be recast as an OSLH equation in canonical form (since there is no
linear b-term, and the coefficient of b2 is a constant), viz.

v′′ − 1
2

p(x)v = 0 , (20)

where p is given by Equation (17), and b(x) will then be determined from the general solution v(x),
viz.

b =
2v′

v
. (21)

Proof. See Procedure 1 in page 392 of [8].

It is important that this b(x) coefficient will finally contain only one arbitrary constant,
just as the solution (18). The two integration constants in the solution of Equation (20) will
always combine into one constant in Equation (21), thus the solutions (18) and (21) are
equivalent, as shown following Example 4.
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Example 4. An example of such a reduction to one arbitrary constant is provided by the simplest
case with p = 0. In this case, v(x) is a linear function of x, i.e., v = C1x + C2, where C1 and C2
are the integration constants, and then Equation (21) gives

b =
2C1

C1x + C2
=

2
x + C

, (22)

where C ≡ C2/C1. Thus, Equation (21) produces a function b(x) that depends on only one
arbitrary constant C.

In the general case, v = C1v1 + C2v2, where v1(x) and v2(x) are two nontrivial
linearly-indepenent particular solutions of Equation (20). Then Equation (21) gives

b =
2
(
C1v′1 + C2v′2

)

C1v1 + C2v2
=

2
(
v′1 + Cv′2

)

v1 + Cv2
, (23)

where, again, C ≡ C2/C1. In this case as well, the determined b(x) coefficient depends on
only one arbitrary constant C.

Example 5. A simple choice that results in complicated associated equations is b0 = 0 and
c − c0 = x ≥ 0. Then, p = 2x from Equation (17), and Equation (16) gives b′ = 2x − b2/2,
a Riccati equation for which a particular solution bP cannot be readily found. Thus, we turn to
Equation (20) which takes the form of Airy’s differential equation v′′ − xv = 0 with particular
solutions v1 = Ai(x) and v2 = Bi(x), where Ai and Bi are the Airy functions [3]; and the general
solution of b(x) is then given by Equation (23), where C is an arbitrary constant. For C = 0, the
principal solution is b = 2(lnAi)′, which is much more involved as compared to the initial choice
of b0 = 0.

3. Families of Associated Differential Equations with c = c0

We analyze several examples of families of associated OSLH differential equations
of the form (5) that are closely related to well-known and widely used equations of math-
ematical physics that take the form of Equation (1). In this section, we limit ourselves to
families with

c = c0 , (24)

hence the methodology of Section 2.1 is applicable. The new differential equations have
significantly more complicated coefficients b(x) due to the addition of nontrivial terms 1/z
(see Equation (10)) for which z(x) is determined by solving the first-order linear differential
Equation (11).

In physics applications of the standard form (1), the term b0y′0 usually represents
damping due to friction or other resisting forces [7,9], unless it was created by the specific
choice of a curvilinear coordinate system [4], as for example the inertial term y′0/x in
the cylindrical Bessel differential equation [4,10]. The new coefficient b = b0 + 1/z then
generally represents a significantly more sophisticated model of resistance to motion that
surprisingly has a similar effect on the dynamics of the physical system as the original
simpler damping coefficient b0 (see Table 1 for a summary). The similarity is not precise
however because the solutions (4) and (7) also contain differing exponential factors. The
differences in the exponential factors, exp(−

∫
[b(x)− b0(x)]dx/2), are also summarized

in Table 1.
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Table 1. Exponential factors and 1/z terms that appear in the solutions (4) and (7) of the OSLH differential Equations (1)
and (5) with c = c0, due to transformations to the canonical form (2).

Differential Section b0(x) exp
(
−
∫

b0(x)dx/2
)

Equation(s) 1/z(x) = b(x)− b0(x) exp
(
−
∫
[b(x)− b0(x)]dx/2

)

(1) (2) (3) (4)

Canonical 3.1 0 1
Equations (b0 = 0) 2/(x + C) 1/|x + C|

Damped Harmonic 3.2 2k exp(−kx)
Oscillator 4k/[C exp(2kx)− 1] 1/| exp(−2kx)− C|

Cauchy–Euler (B0 6= 1) 3.3 B0/x |x|−B0/2

2(1 − B0)/
(

x + CxB0
)

1/|C + x1−B0 |

Cauchy–Euler (B0 = 1) 3.3 1/x 1/
√
|x|

and (Modified) Bessel 3.4 2/(x ln |Cx|) 1/|ln |Cx||

Legendre and 3.5 −2x/(1 − x2) (1 − x2)−1/2

Associated Legendre 4/
[
(1 − x2)(C + ln[(1 + x)/(1 − x)])

]
1/|C + ln[(1 + x)/(1 − x)]|

Chebyshev 3.6 −x/(1 − x2) (1 − x2)−1/4

2/[
√

1 − x2
(

C + sin−1 x
)
] 1/|C + sin−1 x|

Hermite 3.7 −2x exp(x2/2)
(Physics) 2/[C exp(−x2) +Di(x)] 1/|C + exp(x2)Di(x)|

Hermite 3.7 −x exp(x2/4)
(Probability)

√
2/[C exp(−x2/2) +Di(x/

√
2)] 1/|C + exp(x2/2)Di(x/

√
2)|

Laguerre 3.8 (1 − x)/x x−1/2 exp(x/2)
2 exp(x)/[x(C + E i(x))] 1/|C + E i(x)|

Associated Laguerre 3.8 (ν + 1 − x)/x x−(ν+1)/2 exp(x/2)
2 exp(x)/[xν+1(C +
(−1)ν+1Γ(−ν,−x))]

1/|C + (−1)ν+1Γ(−ν,−x)|

3-D Radial Schrödinger 3.9 2/x 1/x
(Hydrogen Atom) 2/[x(Cx − 1)] x/|Cx − 1|

3-D Radial Schrödinger 3.9 2(ℓ+ 1)/x − 1 x−(ℓ+1) exp(x/2)

(Kummer’s Form) 2 exp(x)/[x2(ℓ+1)(C + Γ(−2ℓ−
1,−x))]

1/|C + Γ(−2ℓ− 1,−x)|

3-D Radial Schrödinger 3.9 1 exp(−x/2)
(Whittaker’s Form) 2/[C exp(x)− 1] 1/| exp(−x)− C|

Notes: (a) To obtain the coefficient b(x), add the two functions in column (3) in each case. (b) To obtain the factor exp(−
∫

b(x)dx/2),
multiply the two functions in column (4) in each case. (c) In Sections 3.5 and 3.6, |x| < 1. In Sections 3.8 and 3.9, x > 0 and −ν, ℓ ≥ 0
are integers. (d) Whittaker’s form with b0 = 1 = constant is a form of damped harmonic oscillator with k = 1

2 . Definitions (Ref. [3]):
(1) Dawson’s Integral: Di(x) =

∫ x
0 dt exp(t2 − x2) (2) Exponential Integral: E i(x) = −

∫ ∞

−x dt exp(−t)/t, x > 0 (3) Upper Incomplete
Gamma Function: Γ(a, x) =

∫ ∞

x dt ta−1 exp(−t).

3.1. Canonical Equations of Physics with b0 = 0

There are quite a few OSLH equations of mathematical physics that lack a first deriva-
tive term (b0 = 0 in Equation (1)) [3,4] and their properties and solutions depend only
on the single remaining coefficient c0(x). For such equations, we find that the associated
Equation (5) admit nonzero terms of the form b(x)y′ that complicate their appearances but
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not their studies. For b0 = 0 and c = c0, Equation (11) reduces to z′ = 1/2 and Equation (10)
provides a nonzero coefficient b(x) of the form (22) (since p = 0 from Equation (17)), viz.

b = 2/(x + C) , (25)

where C is an arbitrary constant. This is not a trivial result. The principal (C = 0)
particular solution b = 2/x is ubiquitous in physical models [1,4,9] and the degeneracy
of the canonical form was first discovered in this case: transformations of equations with
b0 = 2/x to their canonical forms would eliminate the b0-terms from q0, thus leading to
q0 ≡ c0 in such models (Equation (3) with b0 = 2/x; see also Section 6.2 in [4]).

3.2. Damped Harmonic Oscillator

The damped harmonic oscillator [7] is described by Equation (1) with b0 = 2k =
constant and c0 = ω 2

0 = constant. A family of associated differential equations is obtained
from Equations (10) and (11). We find that the family members with c = c0 have coefficients
b(x) of the form

b = 2k

[
C exp(2kx) + 1
C exp(2kx)− 1

]
, (26)

where C is an arbitrary constant. The result can also be written in terms of hyperbolic
functions (Appendix 2 in [11]). It may be surprising that such a complicated damping
coefficient can be introduced to the harmonic oscillator, yet the problem remains analyti-
cally solvable. We have seen analogous “harmless” complications in the past (hyperbolic
tangents in b(x); Equations (56) and (59) in [4]) when we solved analytically the CDOS
differential equation [11,12].

3.3. Cauchy–Euler Equation

The Cauchy–Euler equation [2,7] is described by Equation (1) with b0 = B0/x and
c0 = C0/x2, where B0 and C0 are constants. We find that its family members with c = c0
have

b =

{
1/x + 2/(x ln |Cx|), for B0 = 1

B0/x + 2(1 − B0)/
(
x + CxB0

)
, for B0 6= 1

, (27)

where C is an arbitrary constant. As with the Bessel differential equation [10], the 1/x term
in the B0 = 1 case does not represent damping if x is a cylindrical radial coordinate [4]. This
must be the case for the new term as well, because b and b0 lead to the same canonical form
with q0 = (C0 + 1/4)/x2, which implies that q0 > 1/(4x2) for C0 > 0; thus, the solutions
are oscillatory in x > 0 for any positive value of the constant C0 (see [4] for details).

Example 6. The cases with B0 = 0 and B0 = 2 are also notable and consistent with the results
obtained in Section 3.1 above and in Section 3.9 below, respectively:

(a) For B0 = 0 (i.e., b0 = 0), then b = 2/(x + C), a renowned coefficient [1,4,9].
(b) For B0 = 2 (i.e., b0 = 2/x), then b = 2C/(Cx + 1), a coefficient that includes the special

forms b = 0 (for C = 0) and b = 2/(x + C) (for C → 1/C).

It is important to note here that both Cauchy–Euler special cases with B0 = 0 and B0 = 2 include
the ubiquitous result that b = 2/(x + C).

3.4. Bessel Equations

The Bessel equation of order n [10,13] is described by Equation (1) with b0 = 1/x and
c0 = 1 − n2/x2, where n is a constant. We find that its family members with c = c0 have

b = 1/x + 2/(x ln |Cx|) , (28)

where C is an arbitrary constant. In this case too, the new coefficient b(x) does not represent
damping in a cylindrical coordinate frame (see also equation (77) in [4]).
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The modified Bessel equation of order n [10,13] also has b0 = 1/x, but it differs in the
form of c0 = −(1 + n2/x2). Members of this family are described by the same coefficient
b(x) as that in Equation (28) and they are distinguished from the corresponding Bessel
family members only because of their “modified” coefficient c(x) = −(1 + n2/x2).

3.5. Legendre Equations

The Legendre (m = 0) and associated Legendre (m 6= 0) equations [13] are described
by Equation (1) with b0 = −2x/(1− x2) and c0 = ℓ(ℓ+ 1)/(1− x2)−m2/(1− x2)2, where
|x| < 1 and ℓ, m are constants. We find that their family members with c = c0 have

b = −2x/(1 − x2) + 4/
[
(1 − x2)(C + ln[(1 + x)/(1 − x)])

]
, (29)

where C is an arbitrary constant other than zero. The condition C 6= 0 eliminates a
singularity at x = 0 where b(0) = 4/C.

3.6. Chebyshev Equation

The Chebyshev equation [13] is described by Equation (1) with b0 = −x/(1 − x2) and
c0 = n2/(1 − x2), where |x| < 1 and n is a constant. We find that its family members with
c = c0 have

b = −x/(1 − x2) + 2/[
√

1 − x2
(

C + sin−1 x
)
] , (30)

where C is an arbitrary constant other than zero. The condition C 6= 0 eliminates a
singularity at x = 0 where b(0) = 2/C. The Chebyshev equation and the associated
differential equations can all be solved analytically by a transformation to their degenerate
canonical form [4,11].

3.7. Hermite Equations

The Hermite differential equation [13] for the so-called H
λ
(x) polynomials in physics

applications is described by Equation (1) with b0 = −2x and c0 = 2λ, where λ ≥ 0 is an
integer. We find that its family members with c = c0 have

b = −2x + 2/[C exp(−x2) +Di(x)] , (31)

where C 6= 0 is an arbitrary constant and Di(x) is Dawson’s integral [3,14].
In probability applications, the Hermite differential equation for the so-called He

λ
(x)

polynomials is written with b0 = −x and an integer c0 = λ ≥ 0 [3]. In this case, we find
that family members with c = c0 have

b = −x +
√

2/[C exp(−x2/2) +Di(x/
√

2)] , (32)

where, again, C 6= 0 is an arbitrary constant and Di(x/
√

2) is Dawson’s integral [3,14]. In
both of the above b(x) coefficients, the condition that C 6= 0 eliminates the singularity at
x = 0 introduced by Di(0) = 0.

3.8. Laguerre Equations

The Laguerre equation [13] is described by Equation (1) with b0 = (1 − x)/x and
c0 = λ/x, where x > 0 and λ ≥ 0 is a constant. We find that its family members with
c = c0 have

b = (1 − x)/x + 2 exp(x)/[x(C + E i(x))] , (33)

where C is an arbitrary constant and E i(x) is the exponential integral [3,11].
The associated Laguerre equation [13] is described by Equation (1) with b0 = (ν + 1 −

x)/x and c0 = λ/x, where x > 0 and λ ≥ 0, ν are real constants. Here we take ν to be a
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negative integer so that the coefficients b(x) will be real (on the other hand, ν = 0 leads
back to Equation (33)). We find that family members with c = c0 have

b = (ν + 1 − x)/x + 2 exp(x)/[xν+1(C + (−1)ν+1Γ(−ν,−x))] , (34)

where C is an arbitrary constant and Γ(−ν,−x) is the upper incomplete Gamma function [3].
We note that the coefficient b(x) in Equation (34) is not a real function of x > 0 if ν is taken
to be a real number other than a negative integer or zero.

3.9. Radial Schrödinger Equation in Three Dimensions

The radial Schrödinger equation for the hydrogen atom [1–3,15–17] is described by
Equation (1) with b0 = 2/x and c0 = n/x − ℓ(ℓ+ 1)/x2 − 1/4, where x > 0 is a spherical
radial coordinate and the integers n ≥ 1 and 0 ≤ ℓ ≤ n − 1 are the principal and secondary
quantum numbers, respectively. It is often written in alternative forms such as in Kummer’s
form of the confluent hypergeometric equation (Section 67 in [15]) with b0 = 2(ℓ+ 1)/x − 1
and c0 = (n − ℓ− 1)/x; and as Whittaker’s differential equation (Section 16.1 in [1]) with
b0 = 1, c0 = (−m2 + 1/4)/x2, and m = ℓ + 1/2. All three equations share the same
canonical form (2) with q0 = n/x − ℓ(ℓ+ 1)/x2 − 1/4 [16].

For c = c0, the above forms produce three distinct families of associated differential
equations having b(x) coefficients (Equation (10))

b =
2

x + C
, (35)

b = 2(ℓ+ 1)/x − 1 + 2 exp(x)/[x2(ℓ+1)(C + Γ(−2ℓ− 1,−x))] , (36)

and

b =
C exp(x) + 1
C exp(x)− 1

, (37)

respectively, where C is an arbitrary constant and Γ(−2ℓ− 1,−x) is the upper incomplete
Gamma function [3]. The coefficient (35) with C = 0 is ubiquitous in mathematical
physics [1,4,9]. On the other hand, we find that, as in Equation (34) above with integer
−ν < 0, the coefficient (36) here is not a real function of x > 0 since −2ℓ− 1 < 0 in the
Gamma function for all quantum numbers ℓ ≥ 0. Finally, b(x) in Equation (37) (derived
from the original b0 = 1) corresponds to the associated coefficient (26) of a damped
harmonic oscillator derived from an original constant damping of b0 = 2k = 1.

4. Radial Schrödinger Equations in N Dimensions

Here we consider the eigenvalue problem posed by the radial Schrödinger equation
in N dimensions with quantum numbers n ≥ 1 and 0 ≤ ℓ ≤ n − 1 and radial scale x > 0.
The fundamental N-dimensional equation [17] takes the form (1) with b0 = (N − 1)/x
and c0 = EN

nrℓ
− V(x)− ℓ(ℓ+ N − 2)/x2, where V is the potential and EN

nrℓ
is the discrete

spectrum of the eigenvalues with radial quantum numbers nr = n − ℓ − 1 such that
0 ≤ nr ≤ n − 1.

The corresponding eigenfunctions ψ(x) ∈ L2(R+), ψ(0) = 0, ψ(x) → 0 as x → ∞,
and they have nr radial nodes, not counting the boundary node at x = 0. For N = 3 and
V = −k/x, where k > 0 is a constant, and with the proper normalization of variables,
the main differential equation in [17] reduces to the spherical form discussed at the top of
Section 3.9 above and in [16] for the hydrogen atom. In this transformation, the eigenvalues
(usually denoted by En) are absorbed by the scaling (Section 67 in [15]) and they can be
obtained from En = −1/(2n2) in atomic units (Section 3.9.1 in [18]) or, more commonly,
from En ≃ −13.6/n2 in electron-volts, where n ≥ 1. (We note that, in the metric system of
units [19], 13.6 eV = 2.18 × 10−18 J.)

Our interest in this differential equation stems from the comparison theorems of Hall
and Katatbeh [17] who showed that the eigenvalues and the corresponding eigenstates
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with the same number of radial nodes nr are related across different dimensions because
the associated differential equations share effectively the same canonical form. Using
our formulation, we recover and extend their Theorem 2 that quantifies the degeneracies
between eigenvalues across dimensions N and M 6= N (and within the 1-dimensional case
itself) for the same potential function V(x) and with quantum numbers nr, ℓ and nr, ℓ′,
respectively. We note that, although nr is taken to be the same in degenerate eigenstates,
their principal quantum numbers may still differ since n depends also on ℓ [15], viz.

n ≡ nr + ℓ+ 1 (0 ≤ nr, ℓ ≤ n − 1) . (38)

On the other hand, it is the number of radial nodes that determines the number of
oscillations in the corresponding eigenfunctions, causing thus the appearance of similar
qualitative characteristics in the degenerate eigenstates [16].

4.1. The Case with ℓ′ = 0

For the given b0 and c0 functions, the coefficient of the N-dimensional canonical
form (2) is

q0 = EN
nrℓ

− V(x)− 1
4x2 [(N − 1)(N − 3) + 4ℓ(ℓ+ N − 2)] . (39)

Degeneracy occurs between these eigenstates with discrete eigenvalues EN
nrℓ

and the
families of the corresponding eigenstates in M dimensions with eigenvalues EM

nr0 and
canonical coefficients

q = EM
nr0 − V(x)− 1

4x2 (M − 1)(M − 3) , (40)

in which the secondary quantum number is ℓ′ = 0 [17]. The condition q = q0 then results in
two intersecting sets of degenerate solutions with eigenvalues EM

nr0 = EN
nrℓ

: (i) M = N + 2ℓ
and (ii) M = 4 − (N + 2ℓ). Set (ii) is finite (since M ≥ 1 requires that N + 2ℓ ≤ 3 and
M + N ≥ 2 requires that ℓ ≤ 1) and its elements are also contained in set (i), except for
one particular solution: M = 1 for N = 3 and ℓ = 0. This solution indicates that in
three-dimensional and in one-dimensional spaces, the corresponding coefficients b0 = 2/x
and b0 = 0 result in the same canonical form for ℓ = ℓ′ = 0. This occurs because the
s-orbitals effectively respond to the same radial potential V(x) in one and three dimensions.
The same property does not extend to the s-orbitals in two dimensions because the electron
sees a different effective potential, V(x)− 1/(4x2), when we restrict its motion to be on a
plane (Equation (39) with N = 2 and ℓ = 0).

We note that Equations (39) and (40) allow for more sets of solutions with ℓ = 2 − N
and/or ℓ′ = 2 − M for 1 ≤ M, N ≤ 2. These sets are finite and their solutions are included
in the fundamental set (i). We conclude that in the N-dimensional radial Schrödinger
equation, given an eigenstate with eigenvalue EN

nrℓ
for potential V(x), the degenerate

eigenstates with ℓ′ = 0 are described by the conditions

EN+2ℓ
nr0 = EN

nrℓ
and E1

nr0 = E3
nr0 , (41)

where the integers N ≥ 1, 0 ≤ nr ≤ n − 1, and 1 ≤ ℓ ≤ n − 1 (because using ℓ = 0 for
s-orbitals in the first condition leads to a tautology).

4.2. The Case with c = c0

For c = EM
nrℓ

′ − V(x)− ℓ′(ℓ′ + M − 2)/x2 = c0, the inferred equation

ℓ
′(ℓ′ + M − 2) = ℓ(ℓ+ N − 2) , (42)

can be rewritten in the convenient form
[
(M + N − 4) + 2

(
ℓ
′ + ℓ

)][
(M − N) + 2

(
ℓ
′ − ℓ

)]
= (M + N − 4)(M − N) , (43)
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which has three nontrivial solution sets with degenerate eigenvalues EM
nrℓ

′ = EN
nrℓ

in the
case M + N = 4: (iii) M = 1 for N = 3, ℓ′ = ℓ+ 1 (where ℓ′ ≥ 1); (iv) M = 3 for N = 1,
ℓ′ = ℓ− 1 (where ℓ ≥ 1); and (v) ℓ′ + ℓ = 0 and M 6= N (which is identical to the second
condition in Equation (41) obtained in Section 4.1). Sets (iii) and (iv) are equivalent, thus
the degenerate eigenstates with c = c0, M + N = 4, and ℓ′ + ℓ > 0 are described by
the condition

E1
nrℓ+1 = E3

nrℓ
(0 ≤ nr, ℓ ≤ n − 1) , (44)

that associates the (ℓ+ 1)-orbitals in 1 dimension with the corresponding ℓ-orbitals in three
dimensions and the same number of radial nodes.

Equation (42) also has a solution set (vi) for M = N = 1: In one dimension, we find
that ℓ′ + ℓ = 1, which gives the degeneracy condition

E1
nr1 = E1

nr0 (0 ≤ nr ≤ n − 1) . (45)

This condition shows that the s- and p-orbitals are degenerate in one dimension, if
they have the same number of radial nodes nr (i.e., if their principal quantum numbers
differ by 1). Finally, combining Equations (44) and (45) and with ℓ = 0, we infer the second
condition in Equation (41) which also results from set (v) above.

4.3. The General Case for Any c(x) Function

For the same potential function V(x), the degeneracy condition q = q0 in the general
case takes the form

(M − 1)(M − 3) + 4ℓ′(ℓ′ + M − 2) = (N − 1)(N − 3) + 4ℓ(ℓ+ N − 2) , (46)

which can be recast as a quadratic equation for M + 2ℓ′ in terms of N + 2ℓ, viz.

(
M + 2ℓ′ − 2

)2
= (N + 2ℓ− 2)2 , (47)

that has two sets of solutions: (I) M + 2ℓ′ = N + 2ℓ and (II) M + 2ℓ′ = 4 − (N + 2ℓ).
The two sets are intesecting and the combinations (M ± N) are even integers in all

solutions, just as in the subsets of solutions with ℓ′ = 0 studied in Section 4.1. Similarly here,
set (II) is finite and small in size since its solutions are valid only for 2 ≤ M + N ≤ 4 and
0 ≤ ℓ+ ℓ′ ≤ 1. Sets (I) and (II) include all special cases found in Sections 4.1 and 4.2 above:

(a) From set (II) and for M + N = 2, we recover the solution set (45);
(b) whereas for M + N = 4 in set (II), we recover the second condition (41).
(c) Finally, condition (44) is recovered here from set (I) for N − M = 2;
(d) and the first condition (41) is recovered also from set (I) for ℓ′ = 0.

5. Summary and Discussion

For OSLH differential equations of the form (1), we have determined entire fami-
lies of associated differential Equation (5) of the same form, but with generally differ-
ent coefficients b(x) and/or c(x), that exhibit comparable qualitative properties in their
solutions. All such equations belonging to the same family share the same canonical
form (see Equations (2) and (6)) and their general solutions y(x) differ only by the in-
troduction of exponential factors in Equations (4) and (7), such as those listed in the
exp(−

∫
[b(x)− b0(x)]dx/2) entries of the summarizing Table 1. Given an original well-

studied and widely used differential equation, the methods for determining associated
equations with comparable qualitative properties were described in Section 2, and several
examples known from physics applications were analyzed in Section 3 (c = c0; see also
Table 1) and Section 4 (generally b 6= b0 and c 6= c0 in L2(R+) Hilbert spaces with different
spatial dimensions).

Although one may generally create arbitrarily complicated differential equations
(as in Sections 2.2 and 2.3), we focused here on the “tip of the iceberg,” that is, on the
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multidimensional radial Schrödinger equations of quantum mechanics (Section 4), as well
as on other physically-important OSLH differential equations (Section 3) in which the
y-coefficients of Equations (1) and (5) remain the same (Equation (24)) within each family of
associated equations. In the latter case, the transformations of coefficients b0(x) → b(x) that
we carried out are not iterative: If the derived function b(x) is used in place of the original
b0(x), then the new derived function is equivalent to the input b(x), that is, repeated
transformations produce the sequence b0 → b → b and only one general solution b(x).

Example 7. For instance, in the canonical case with b0 = 0 (Section 3.1):

b0 = 0 → b = 2/(x + C) → b = 2/(x + C);

and similarly in the Bessel case with b0 = 1/x (Section 3.4):

b0 = 1/x → b = 1/x + 2/(x ln |Cx|) → b = 1/x + 2/(x ln |Cx|),

where C and C are arbitrary constants.

This property arises from the method of solution of the Riccati Equation (9). For any
choice of the arbitrary constant C = C1, b(x) becomes a particular solution and if it is used
in place of b0(x) in Equation (11), then this equation will produce the same general solution
(10) for b(x) that will contain yet another arbitrary constant C which absorbs both C1 and
the new integration constant C2. In particular, in the two cases of Example 7, we have
C = C1 + C2 and C = C1C2, respectively.

The results listed in Table 1 indicate that b → b0 as C → ±∞, and then the listed
exp(−

∫
[b(x)− b0(x)]dx/2) entries are not applicable; as b → b0, these exponential factors

tend to 1. On the other hand, for C = 0, the principal solutions b(x) are described mostly
by elementary functions and by three notable special functions (Dawson’s integral Di(x),
the exponential integral E i(x), and the upper incomplete Gamma function Γ(a, x); their
standard definitions are given in [3] and in the notes to Table 1). Because of their appearance
in the corresponding families of associated differential equations, these special functions
have just grown somewhat in importance to mathematical physics. Of the three special
functions appearing in Table 1, E i(x) and Γ(−ν,−x) (for x > 0 and −ν > 0 an even
integer) contain singular points other than the familiar x = 0 in the coefficients b(x)
of the (associated) Laguerre equation for C = 0 (Equations (33) and (34), respectively,
in Section 3.8). In particular, the only root of E i(x) = 0 is x ≈ 0.372507 and it lies in
the domain x > 0 of the Laguerre equation; and the root of Γ(2,−x) = 0 is x = 1
and it lies in the domain x > 0 of the associated Laguerre equation; similarly, the real
roots of Γ(−ν,−x) = 0 for −ν = 4, 6, 8, 10 are x ≈ 1.596072, 2.180607, 2.759003, 3.333551,
respectively.

The coefficients b(x) derived from Equation (10) for c = c0 and listed in Table 1 (one
has to add up the two b-entries in each case) generally describe damping of motion due to
friction ([20], Section 3.4, page 172), or air resistance ([20], Section 2.3, page 93), or other
dissipative processes (e.g., [21], Section 17.9, page 603) in physics applications (unless the
b(x)y′ term is inertial created by the curvature of the coordinate system; see [4]). At present,
there is no general theory of friction or such resisting forces [22]. Then, these new functions
b(x) would potentially represent more complicated and more sophisticated models of
resisting forces acting on the corresponding dynamical systems. Despite their intimidating
look at first sight (owing to the overly complicated b(x)y′ terms), the associated differential
equations of the various families are quite easily mathematically tractable, provided that
the original models involving simpler damping terms of the form b0(x)y′0 in Equation (1)
are already well-studied and their qualitative properties are fully understood.
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Abstract: Traffic management is a significantly difficult and demanding task. It is necessary to know
the main parameters of road networks in order to adequately meet traffic management requirements.
Through this paper, an integrated fuzzy model for ranking road sections based on four inputs
and four outputs was developed. The goal was to determine the safety degree of the observed
road sections by the methodology developed. The greatest contribution of the paper is reflected in
the development of the improved fuzzy step-wise weight assessment ratio analysis (IMF SWARA)
method and integration with the fuzzy measurement alternatives and ranking according to the
compromise solution (fuzzy MARCOS) method. First, the data envelopment analysis (DEA) model
was applied, showing that three road sections have a high traffic risk. After that, IMF SWARA was
applied to determine the values of the weight coefficients of the criteria, and the fuzzy MARCOS
method was used for the final ranking of the sections. The obtained results were verified through a
three-phase sensitivity analysis with an emphasis on forming 40 new scenarios in which input values
were simulated. The stability of the model was proven in all phases of sensitivity analysis.

Keywords: road section; IMF SWARA; traffic safety; fuzzy MARCOS; DEA

MSC: 90B20; 90B50; 90C08

1. Introduction

Roads represent considerable resources and are some of the most important public
investments of a country, with significant funds allocated for their construction and mainte-
nance with two main tasks: that they are efficient and safe. In a real traffic flow, almost all
functional dependencies given by international road standards are based on the correlation
between flow, speed, density, number of traffic accidents, etc., as traffic parameters and
longitudinal gradient, minimum radius of horizontal curve, etc., as road parameters. The
analysis of functional dependence requires special attention and is particularly evident
for two-lane roads, since these roads make up the largest percentage of a road network
of a country. Based on the research [1] conducted on 3450 km stretch of two-lane roads
in Valencia, it was shown that traffic risk is significantly affected by the density of access
points, average sight distance, average speed limit, and the proportion of no-passing zones.
The impact of a larger number of access points also results in a large number of conflict
points on the road, which significantly affects both speed and flow, as well as a negative
trend in safety for traffic participants.

Deviation from speed limits is most often associated with an increased probability
of traffic accidents. In addition, any credible deviation from the speed limit of real traffic
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flow is an imperative in the analysis of speeding, and thus the potential occurrence of
incidents. Speed credibility analysis is a method of traffic engineering management which
is often neglected and can lead to worsening traffic risk. Any deviation from speed limits
is often related to both technical and operational road characteristics, as well as to the
psychophysical abilities of drivers. For example, across slope ranges of −5.5% to 4.50%,
it was found that speed increases with where the slope increases, and with a decrease,
stress while driving increases too [2]. Within this research, measured sections on the slope
were identified as potential places with a high percentage of traffic accidents. According
to the research [3], about 40% of drivers drove above the permitted speed limit, and this
percentage of speeding varies from location to location. It was concluded that the speed
limit of 60 km/h was not appropriate for most of the investigated locations.

In traffic and operational analyzes conducted on two-lane roads, unadjusted speed
is one of key indicators for the occurrence of traffic accidents. The importance of the
85th percentile speed is especially emphasized in the scientific literature, since it is a
representative speed in a traffic flow of road network users [3,4]. Commonly, the number
of traffic accidents and an increase in risk are related to the exploitation speed. Exploitation
speeds have been shown to be higher than design speeds for a speed limit of about
55 mph or less. Therefore, it is important to present speed potentially through five specific
indicators of speed dependence on geometric road characteristics [5].

In addition to the importance of the research field and motivation for conducting this
study, it is very important to emphasize that in addition to the professional contribution
reflected in assessing the safety level of considered sections, a significant scientific contri-
bution was made too. It is reflected through forming an integrated fuzzy multi-criteria
decision-making (MCDM) model with an emphasis on defining the IMF SWARA method
that eliminates the shortcomings of the previously developed fuzzy SWARA method,
which is explained in detail in the Materials and Methods section. It is also important to
emphasize that Dombi and Bonferroni aggregators were used to average specific values of
inputs and outputs.

After the introduction in Section 1, the rest of the paper is structured as follows. Sec-
tion 2 provides an overview of the literature related to the field of application. Section 3
presents the preliminaries regarding the development of the methodology. Section 4
presents the creation of the methodology that is described and explained in detail. Section 5
provides a case study with a detailed calculation given for each approach of the method-
ology proposed. Section 6 demonstrates the stability of the model through a three-phase
sensitivity analysis, while Section 7 presents a conclusion with guidelines for further
research.

2. Literature Review

Contemporary HCM methodology [6], depending on the speed limit, can classify
all two-lane roads in Bosnia and Herzegovina in class II of two-lane roads (where limit
speed does not exceed 80 km/h), and the assessment of the qualitative measure level of
service (LOS) is based on determining the percentage of time losses, but not on the mean
value of speed or deviation from the speed limit. The German methodology HBS 2001 [7]
mainly expresses the problem of the functional dependence of travel speed on the width of
traffic lanes. This method defines a minimum lane width of 2.75 m, while the lane width
can be 2.50 m on some sections of road in Bosnia and Herzegovina. Chapter 10 of the
Highway Safety Manual [8] (HSM, 2010) defines a method for predicting traffic accidents
for suburban two-lane, two-way roads. This prediction method provides a procedure
consisting of 18 steps for estimating the “expected average number of traffic accidents”
(according to the total number of accidents, the severity of accidents, or the type of collision)
on road networks, facilities, or locations.

However, some authors have investigated the functional dependence of speed, length
of individual geometric road elements, radius of curvature of transverse/longitudinal
slopes, and traffic accidents [9–12]. Additionally, in some research the problem of reducing
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speed due to geometric road characteristics arises. The reduction in speed of heavy vehicles
was specifically analyzed in a study where a longitudinal slope of 9.0% at 1.20 km of road
was included, showing a significant reduction in the speed of heavy vehicles. According to
this study, in order to increase speed due to influential road factors, power-to-mass ratio
must be improved [13]. Based on a report conducted in Texas [14], regression analysis
determined that the following variables affect the prediction of traffic accidents: AADT, lane
width, shoulder width, and section length. The use of wider longitudinal road markings
leads to a reduction in the speed of vehicles, and thus a reduction in the number of traffic
accidents. The analysis of speed reduction in day and night driving conditions at average
traffic volume showed the following reduction in vehicle speed: 2.24% during the day and
1.96% at night for light vehicles, and 2.46% during the day and 2.15% at night for heavy
vehicles [15]. Using the Bayesian network analysis for predicting the probability of the
influence of traffic and road factors on the occurrence of traffic accidents, it is especially
emphasized that vehicle speed, horizontal curve radius, vehicle type, adhesion coefficient,
and longitudinal slope are important factors [11]. Additionally, the results of the study [12]
show that the continuous use of several boundary indices and the excessive average
gradient of long and steep road sections are some of the main causes of frequent accidents
on the Hexi section.

In a study conducted according to data on 465 traffic accidents in Chongqing, vehicle
stability is analyzed as a function of a combination of steep slopes and the sharp radii
of curves, where a relevant safety model of a combined section of a steep slope and
sharp curve was established. The simulation iteration frequency at 100 Hz (using the
target speed control mode) was performed on steep downhills where safety factors were
analyzed downhill at speeds of 40 km/h, 60 km/h, and 80 km/h [16]. Additionally, in a
study researching the validation of mean speeds collected in a driving simulator, speed
was monitored on curves corresponding to real-world road sections. A road in Iran was
simulated in two experiments. In the first experiment, the speeds of 30 participants were
collected at the beginning, middle, and end of five curves, and in the second experiment,
the speeds of 40 different participants were collected at specified points of five curves on
the real road using radar. In most curves, the mean speeds in the simulator were higher
than on the real road, and the trend in changing speed from the beginning to the end
of the curve was similar in both experiments [17]. Additionally, the dynamic simulation
procedure analyzed several factors (longitudinal grades, minimum radius of horizontal
curve, vehicle speed, changes in vehicle length and weight, and differences in changes in
driver behavior) where the level of traffic safety was determined across large radius curves.
This research demonstrates the need for the introduction of clothoid transition curves, and
also proposed a methodology for the analysis of lateral friction for speeds of 50, 80, 110,
and 130 km/h [18]. At the same time, the analysis of lateral friction, through the reduction
of the coefficient of friction by 5% in vertical curves, increased the probability of a traffic
accident by 20% for rescue vehicles. By increasing the speed of these vehicles in curves by
10%, the probability of a crash increases by 25% [19]. Some researchers have analyzed roads
in rural areas in order to determine the functional correlation between vehicle speed at
different horizontal radii of curves in order to link this to traffic safety. Within this research,
a linear model for predicting operating speeds depending on the radius and preceding
tangent length of the curve was developed [20].

The implementation of different approaches in one integrated model is a practice
that very often ensures more accurate results. Such models are preferable, thus many
researchers have brought new ideas and have implemented them in the field of transport
and traffic. For example, an approach based on an individual DEA for determining the
efficiency of 197 municipalities containing two inputs and 14 outputs was applied in [21].
The obtained results showed that due to the weights of the input, it was possible for a
more efficient municipality to be ranked lower. In the study [22] the analytic hierarchy
process (AHP) method for determining the influence of traffic factor interaction on the
rate of traffic accidents was applied. The MCDM model was also applied in [23] for the
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identification of priority black spots in order to decrease traffic risk, while in [24] authors
have implemented the AHP method in order to evaluate and rank road section designs.
In the research [25], a new multi-criteria and simultaneous multi-objective optimization
(MOO) model using the AHP method for evaluating and ranking traffic and geometric
elements was created.

For transport projects, policies, or policy measures, various multi-criteria methods
have been used. The study [26] defines why MCDM models play such an important role
in dealing with various categories of decision problems that arise in mass transit systems.
Additionally, the importance of MCDM models in this field has been proven with two
case studies. In the study [27], a novel hybrid model which combines the fuzzy step-wise
weight assessment ratio analysis (FSWARA) and the fuzzy best-worst method (FBWM)
was developed for selection of equipment in a container terminal. By applying MCDM, the
quality of life in urban environments was assessed at three spatial levels (socioeconomic,
environmental, and accessibility) [28]. For transport projects, policies, or the evaluation of
policy measures, from 1982 to 2019 we have seen the development and effective application
of various multi-criteria methods to complement conventional cost effectiveness and cost
benefit analyses [29]. The determination of transportation and traffic risk is a very popular
and interesting activity that can help participants avoid risk and conflict situations. The
authors in [30] applied a fuzzy pivot pairwise relative criteria importance assessment
(Fuzzy PIPRECIA) method to determine and rank the road transportation risk factors in
the Giresun province.

3. Preliminaries
3.1. Preliminaries—Operations with Fuzzy Numbers

A fuzzy number A on R is to be a TFN if its membership function µA(x): R→[0,1] is
equal to following Equation (1) [31,32]:

µA(x) =





x−l
m−l l ≤ x ≤ m
u−x
u−m m ≤ x ≤ u

0 otherwise

(1)

In Equation (1), l and u indicated the lower and upper bounds of the fuzzy number A,
and m is the modal value for A. The TFN can be denoted by A = (l, m, u).

The operational laws of TFN A = (l1, m1, u1) and A = (l2, m2, u2) are displayed as
the following equations.

Addition:

A1 + A2 = (l1, m1, u1) + (l2, m2, u2) = (l1 + l2, m1 + m2, u1 + u2) (2)

Multiplication:

A1 × A2 = (l1, m1, u1)× (l2, m2, u2) = (l1 × l2, m1 × m2, u1 × u2) (3)

Subtraction:

A1 − A2 = (l1, m1, u1)− (l2, m2, u2) = (l1 − u2, m1 − m2, u1 − l2) (4)

Division:
A1

A2
=

(l1, m1, u1)

(l2, m2, u2)
=

(
l1
u2

,
m1

m2
,

u1

l2

)
(5)

Reciprocal:

A1
−1

= (l1, m1, u1)
−1 =

(
1
u1

,
1

m1
,

1
l1

)
(6)
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3.2. Preliminaries—Dombi Aggregator

The Dombi aggregator [33] was used to determine the value of AADT, since data for a
total of 12 years were considered.

(
bj

)
=

∑
n
j=1(bj)

1+

(
n
∑

j=1
wj

(
1− f(bj)

f(bj)

))

f
(
bj

)
=

bj
n
∑

j=1
bj

(7)

where wj represents the weight of each considered year of data separately.

3.3. Preliminaries—Bonferroni Aggregator

Since the previous Dombi aggregator is not suitable for averaging the value of traffic ac-
cidents due to the occurrence of the value of zero, the Bonferroni aggregator was used [34].

aj =




1
e(e − 1)

e

∑
i, j = 1
i 6= j

a
p
i ⊗ a

q
j




1
p+q

(8)

In this research, e represents the number of years for traffic accidents, while p, q ≥ 0
are a set of non-negative numbers.

4. Materials and Methods

This section presents the main phases of the research with the methodology created
for determining the safety degree of road sections. All phases and the overall methodology
are described below and shown in Figure 1, consisting of a total of 10 steps arranged in
three phases which are causally connected.

 

−

Figure 1. Research flow diagram with the applied methodology.
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4.1. The First Phase

The first phase is to define sections of road infrastructure, determine entrances and
exits, and collect data. A total of six sections of the road network on the territory of the
Republic of Srpska were considered: Vrhovi-Šešlije I, Vrhovi-Šešlije II, Rudanka-Doboj,
Šepak-Karakaj 3, Donje Caparde-Karakaj 1, and Border (RS/FBIH)-Donje Caparde. The
input parameters for the given sections were as follows: section length—I1, road slope—I2,
deviation from the speed limit—I3, and average annual daily traffic (AADT) —I4. The
classifications of traffic accidents with fatalities, severe injuries, minor injuries, and material
damage are defined as output parameters, O1, O2, O3, and O4, respectively.

4.2. The Second Phase

The second phase is the most important part of this research as it develops a method-
ology for determining the safety degree of certain road sections. After collecting all data
from the first phase, it is necessary to determine an initial matrix that synthesizes the input
and output parameters of the model. In terms of input data, AADT in the last 12 years has
been considered as a very important factor in both this analysis and others. Since the data
refer to a large number of years in order to obtain unique values, the Dombi aggregator
described in the previous section was applied. The traffic parameters that occurred in the
last five years on the presented road sections were considered as output parameters. Since
no traffic accidents with fatalities occurred on certain sections during the year, i.e., their
value was zero, the Bonferroni aggregator, also described in the previous section, was used.

4.2.1. Improved Fuzzy SWARA Method (IMF SWARA)

Step 1: After defining all the criteria on the basis of which the decision was made, it is
necessary to arrange them in descending order based on their expected significance. For
example, the most significant criterion is placed in first position and the least significant
criterion is in the last position.

Step 2: Starting from the previously determined rank, the relatively smaller signifi-
cance of the criterion (criterion Cj) was determined in relation to the previous one (Cj−1),
and this was repeated for each subsequent criterion. This relation, i.e., comparative sig-
nificance of the average value, is denoted with sj. A key problem in the original fuzzy
SWARA [35] method is the application of an inadequate scale to determine the comparative
significance of criteria, as demonstrated in detail below. Therefore, in this paper, the key
point that improves the fuzzy SWARA method is the development of an adequate TFN
scale (Table 1) that enables the precise and good quality determination of the significance
of criteria using improved fuzzy SWARA (IMF SWARA).

Table 1. New linguistics and the TFN scale for the evaluation of the criteria in the improved fuzzy
SWARA (IMF SWARA) method.

Linguistic Variable Abbreviation TFN Scale

Absolutely less significant ALS 1.000 1.000 1.000
Dominantly less significant DLS 1

2 2/3 1.000
Much less significant MLS 2/5 1/2 2/3
Really less significant RLS 1/3 2/5 1/2

Less significant LS 2/7 1/3 2/5
Moderately less significant MDLS 1

4 2/7 1/3
Weakly less significant WLS 2/9 1/4 2/7

Equally significant ES 0.000 0.000 0.000

Step 3: Determining the fuzzy coefficient k j (9):

k j =

{
1 j = 1
sj j > 1

(9)
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Step 4: Determining the calculated weights qj (10):

qj =

{
1 j = 1

qj−1

kj
j > 1 (10)

Step 5: Calculation of the fuzzy weight coefficients using the following Equation (11):

wj =
qj

m

∑
j=1

qj

(11)

where wj represents the fuzzy relative weight of the criteria j, and m represents the total
number of criteria.

We will now present the reasoning behind the need to develop the improved fuzzy
SWARA (IMF SWARA) method, i.e., why the original fuzzy SWARA method [35] was not
well conceived. To do this we have taken two examples, both from the paper in which the
original extension of the fuzzy SWARA method was performed. The authors considered
four main criteria: economic, environmental, social, and risk, applying the scale developed
by Chang in 1996 [36] for the purposes of calculating the weights of criteria using the fuzzy
AHP method, as shown in Table 2.

Table 2. Inadequate scale used by the authors in [35] in fuzzy SWARA.

Linguistic Scale Response Scale

Equally important (1, 1, 1)
Moderately less important (2/3, 1, 3/2)

Less important (2/5, 1/2, 2/3)
Very less important (2/7, 1/3, 2/5)

Much less important (2/9, 1/4, 2/7)

Therefore, the authors in developing the fuzzy SWARA method in [35] should not
have used the scale created for the fuzzy AHP method, since the procedure for solving and
thus evaluating the criteria is different for these two methods. The authors obtained the
values of the criteria as shown in Table 3. As can be seen, the evaluation was performed as
follows: less important, much less important, and moderately less important, respectively.

Table 3. Calculation process and weights of the main criteria applying fuzzy SWARA in [35].

sj kj qj wj Crisp Value

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.377 0.405 0.444 0.407
C2 0.400 0.500 0.667 1.400 1.500 1.667 0.600 0.667 0.714 0.226 0.270 0.317 0.271
C3 0.222 0.250 0.286 1.222 1.250 1.286 0.467 0.533 0.584 0.176 0.216 0.259 0.217
C4 0.667 1.000 1.500 1.667 2.000 2.500 0.187 0.267 0.351 0.070 0.108 0.156 0.110

SUM 2.253 2.467 2.649

The calculation below instead applies the improved fuzzy SWARA (IMF SWARA)
(Table 4) method developed in this paper using the same linguistic variables: LS, MLS, and
MDLS in order to show differences in the obtained fuzzy weights.
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Table 4. Calculation process and weights of the main criteria applying improved fuzzy SWARA (IMF SWARA) in the same
example.

sj kj qj wj Crisp Value

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.360 0.379 0.406 0.380
C2 2/7 1/3 2/5 1.286 1.333 1.400 0.714 0.750 0.778 0.257 0.284 0.316 0.285
C3 2/5 1/2 2/3 1.400 1.500 1.667 0.429 0.500 0.556 0.154 0.189 0.225 0.190
C4 1/4 2/7 1/3 1.250 1.286 1.333 0.321 0.389 0.444 0.116 0.147 0.180 0.148

SUM 2.464 2.639 2.778

Considering the comparative analysis on the basis of the same example by applying
both the fuzzy SWARA and improved fuzzy SWARA (IMF SWARA) method, three key
points can be identified:

(1) Using the fuzzy SWARA method, it is impossible to obtain results in which two
criteria have equal fuzzy weights. By applying the improved fuzzy SWARA method, two
or more criteria can have equal values.

(2) On the contrary, applying the inadequate TFN scale shown in Table 2, where
decision-makers indicate that two criteria have the same value by assigning TFN (1,1,1),
the criterion Cj in relation to Cj−1 received a value that is twice less than Cj. By applying
the improved fuzzy SWARA method, assigning the value (0,0,0), equal values are obtained
and not values twice as large.

(3) By increasing the number of criteria in the model, the least significant criteria
receive values that can be negligible, i.e., with a tendency to zero. By applying the improved
fuzzy SWARA method, less significant criteria have higher values and can play a greater
role in the decision-making process.

We prove the above through a comparative analysis of the second example, which is a
continuation of the first one. Namely, it is further considered the sub-criteria of the main
economic criterion, which contains a total of eight criteria. A comparative analysis from
which the inadequacy of the results of the fuzzy SWARA method can be concluded and the
advantages of the improved fuzzy SWARA (IMF SWARA) method are shown in Table 5.

Table 5. Comparative analysis of fuzzy SWARA and improved fuzzy SWARA (IMF SWARA) in another example.

Fuzzy SWARA

sj k j qj wj Crisp Value

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.292 0.319 0.351 0.320
C2 0.286 0.333 0.400 1.286 1.333 1.400 0.714 0.750 0.778 0.209 0.239 0.273 0.240
C3 0.222 0.250 0.286 1.222 1.250 1.286 0.556 0.600 0.636 0.162 0.191 0.223 0.192
C4 0.400 0.500 0.667 1.400 1.500 1.667 0.333 0.400 0.455 0.097 0.127 0.160 0.128
C5 0.667 1.000 1.500 1.667 2.000 2.500 0.133 0.200 0.273 0.039 0.064 0.096 0.065
C6 1.000 1.000 1.000 2.000 2.000 2.000 0.067 0.100 0.136 0.019 0.032 0.048 0.032
C7 0.667 1.000 1.500 1.667 2.000 2.500 0.027 0.050 0.082 0.008 0.016 0.029 0.017
C8 0.286 0.333 0.400 1.286 1.333 1.400 0.019 0.038 0.064 0.006 0.012 0.022 0.013

SUM 2.849 3.138 3.423

IMF SWARA

sj k j qj wj Crisp Value

C1 1.000 1.000 1.000 1.000 1.000 1.000 0.243 0.263 0.292 0.265
C2 2/7 1/3 2/5 1.286 1.333 1.400 0.714 0.750 0.778 0.174 0.198 0.227 0.199
C3 2/9 1/4 2/7 1.222 1.250 1.286 0.556 0.600 0.636 0.135 0.158 0.186 0.159
C4 2/5 1/2 2/3 1.400 1.500 1.667 0.333 0.400 0.455 0.081 0.105 0.133 0.106
C5 1/4 2/7 1/3 1.250 1.286 1.333 0.250 0.311 0.364 0.061 0.082 0.106 0.082
C6 0 0 0 1.000 1.000 1.000 0.250 0.311 0.364 0.061 0.082 0.106 0.082
C7 1/4 2/7 1/3 1.250 1.286 1.333 0.188 0.242 0.291 0.046 0.064 0.085 0.064
C8 2/7 1/3 2/5 1.286 1.333 1.400 0.134 0.181 0.226 0.033 0.048 0.066 0.048

SUM 3.425 3.796 4.113
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In Table 5, we prove that all three key points were enhanced through the development
of the improved fuzzy SWARA (IMF SWARA) method. As can be observed using the fuzzy
SWARA method, there is no case where two criteria have the same weight, although in
the process of the criterion evaluation it is indicated that criteria C5 and C6 should have
equal values. If, using the fuzzy SWARA method, we see that criterion C6 is assigned
TFN (1,1,1), this should mean that it has the same value as the preceding C5 criterion.
However, the results show that C5 is twice as important as C6, which is an inconsistency in
the process of evaluating the criteria and its weights. This shortcoming is eliminated by
applying the improved fuzzy SWARA (IMF SWARA) method, which can be seen in Table 5.
Additionally, it is evident that less significant criteria with an increase in the total number
of criteria do not have a maximum tendency to zero.

Some examples of the application of the fuzzy SWARA method with an inadequate
scale were given in studies [37–40]. It should be noted that the future application of the
fuzzy SWARA method should be replaced by the improved fuzzy SWARA (IMF SWARA)
method or the application of another scale in fuzzy SWARA that eliminates these previously
observed shortcomings.

4.2.2. DEA Model

The CCR model is the most basic model of DEA [41,42]. Here, two DEA CCR models
have been formed according to an input-oriented model (max) and according to an output-
oriented model (min). The DEA CCR input-oriented model (max) is:

DEAinput = max
m

∑
i=1

wixi−input

st :
m

∑
i=1

wixij −
m+s

∑
i=m+1

wiyij ≤ 0, j = 1, . . . , n

m+s

∑
i=m+1

wiyi−output = 1

wi ≥ 0, i = 1, . . . , m + s

(12)

The decision-making units (DMUs) are presented as m inputs for each alternative xij,
through s which represents outputs for each alternative yij. Additionally, the weights of the
parameters wi are taken into account [43]. The total number of DMUs is denoted by n.

The DEA CCR output-oriented model (min) is:

DEAoutput = min
m+s

∑
i=m+1

wiyi−output

st :

−
(

m

∑
i=1

wixij

)
+

m+s

∑
i=m+1

wiyij ≥ 0, j = 1, . . . , n

m

∑
i=1

wixi−input = 1

wi ≥ 0, i = 1, . . . , m + s

(13)

4.2.3. Fuzzy MARCOS Method

The fuzzy MARCOS method was developed by Stanković et al. [44] and consists of
the following steps [45]:

Step 1. Forming an initial fuzzy decision matrix.
Step 2. Expanding the initial fuzzy decision matrix with an anti-ideal solution (AAI):

Ã(AI) = min
i

x̃ij i f j ∈ B and max
i

x̃ij i f j ∈ C (14)
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and the ideal solution (AI):

Ã(ID) = max
i

x̃ij i f j ∈ B and min
i

x̃ij i f j ∈ C (15)

Step 3. Normalizing the initial fuzzy decision matrix.

ñij =
(

nl
ij, nm

ij , nu
ij

)
=

(
xl

id

xu
ij

,
xl

id

xm
ij

,
xl

id

xl
ij

)
i f j ∈ C (16)

ñij =
(

nl
ij, nm

ij , nu
ij

)
=

(
xl

ij

xu
id

,
xm

ij

xu
id

,
xu

ij

xu
id

)
i f j ∈ B (17)

Step 4. Weighting the normalized decision matrix.

ṽij =
(

vl
ij, vm

ij , vu
ij

)
= ñij ⊗ w̃j =

(
nl

ij × wl
j, nm

ij × wm
j , nu

ij × wu
j

)
(18)

Step 5. Calculating the Si matrix:

S̃i =
n

∑
i=1

ṽij (19)

Step 6. Calculating the degree of usefulness Ki.

K̃i
− =

S̃i

S̃ai

=

(
sl

i

su
ai

,
sm

i

sm
ai

,
su

i

sl
ai

)
(20)

K̃i
+ =

S̃i

S̃id

=

(
sl

i

su
id

,
sm

i

sm
id

,
su

i

sl
id

)
(21)

Step 7. Calculating the fuzzy matrix T̃i.

T̃i = t̃i =
(

tl
i , tm

i , tu
i

)
= K̃−

i ⊕ K̃+
i =

(
k−l

i + k+l
i , k−m

i + k+m
i , k−u

i + k+u
i

)
(22)

Determining the fuzzy number D̃:

D̃ =
(

dl , dm, du
)
= max

i
t̃ij (23)

Step 8. The de-fuzzification of fuzzy numbers:

d fcrisp =
l + 4m + u

6
(24)

Step 9. Determining the utility function f
(

K̃i

)
:

Utility function according to the anti-ideal solution.

f
(

K̃+
i

)
=

K̃−
i

d fcrisp
=

(
k−l

i

d fcrisp
,

k−m
i

d fcrisp
,

k−u
i

d fcrisp

)
(25)

Utility function according to the ideal solution.

f
(

K̃−
i

)
=

K̃+
i

d fcrisp
=

(
k+l

i

d fcrisp
,

k+m
i

d fcrisp
,

k+u
i

d fcrisp

)
(26)
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Step 10. Calculating the final utility function:

f (Ki) =
K+

i + K−
i

1 +
1− f (K+

i )
f (K+

i )
+

1− f (K−
i )

f (K−
i )

; (27)

Step 11. Ranking alternatives.

4.3. The Third Phase

In the third phase of this research, a sensitivity analysis consisting of three parts was
conducted. The first part presents the change of input values through 40 newly formed
scenarios in which their weights ware simulated using Equation (28).

Wnβ = (1 − Wnα)
Wβ

(1 − Wn)
(28)

W̃nα indicates the reduced value of the input the weight of which changes, W̃β indicates
the real value of the input considered, while W̃n indicates the original value of the input the
value of which increases. In the second part of the verification of the results, the ranking
reversal problem is applied [46], in which the size of the initial fuzzy matrix is changed.
This is followed by a comparative analysis with three other fuzzy MCDM methods: fuzzy
WASPAS [47], fuzzy SAW [48], and fuzzy TOPSIS [49].

5. Case Study
5.1. Formation of Input-Output Parameters and Averaging Using Dombi and Bonferroni
Aggregators

The input parameters for the given sections are: section length—I1, road slope—I2,
deviation from the speed limit—I3, and average annual daily traffic (AADT)—I4. The
classifications of traffic accidents with fatalities, severe injuries, minor injuries, and ma-
terial damage are defined as output parameters, O1, O2, O3, and O4, respectively. These
parameters are defined on the basis of the authors’ practical experiences, similar studies,
and dialogue with other experts. Table 6 shows the values of all DMUs according to the
input-output parameters.

Table 6. Road section parameters in relation to input-output parameters.

I1 I2 I3 I4 O1 O2 O3 O4

DMU1 14.07 5.00 10.16 4578.95 0.63 2.49 3.70 7.26
DMU2 14.07 1.92 11.67 4578.95 0.63 2.49 3.70 7.26
DMU3 7.41 0.02 4.88 13,179.39 1.38 4.81 14.42 49.72
DMU4 20.95 1.00 9.61 5988.48 1.38 5.67 19.38 53.18
DMU5 15.35 3.00 6.33 3367.41 0.55 3.16 6.26 21.09
DMU6 3.14 7.00 6.29 3871.79 0.00 0.32 0.84 1.95

A total of six sections of the road network on the territory of the Republic of Srpska:
Vrhovi-Šešlije I, Vrhovi-Šešlije II, Rudanka-Doboj, Šepak-Karakaj 3, Donje Caparde-Karakaj
1, and Border (RS/FBIH)-Donje Caparde, were considered.

Figure 2 shows the lengths of six analyzed sections, the slopes on the measured sections
(upgrade/downgrade), and the arithmetic mean of the speed deviation of passenger cars
from the speed limit on the measured sections. The measured sections were determined for
different values of longitudinal gradients. At 1000 m in front of the measured cross section,
the value of the average downgrade/upgrade was determined (−5.00%, −1.92%, −0.017%,
+ 1.00%, 3.00%, and 7.00%). The largest section length is Šepak-Karakaj 3 (20.95 km), and
the smallest is Border (RS-FBIH)-Donje Caparde (3.14 km). The sections Vrhovi-Šešlije and
Border (RS-FBIH)-Donje Caparde can be classified as hilly sections according to their terrain
configuration. The arithmetic means of deviations from the speed limit were determined
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on the measured sections. The credibility of the speed limit on the section Vrhovi-Šešlije
for both values of the measured longitudinal downgrades is especially endangered, with
exceedances of over 10 km/h. In this case, the speeding of passenger cars as representative
vehicles was analyzed, and it was determined that the credibility of the speed limit was
significantly endangered for the downgrade. Additionally, with the increase of the ascent
on the measured sections, a deviation from the speed limit which did not endanger the
credibility of the speed limit was determined.

 

≈

Figure 2. Display of the section length, road slope, and deviation from the speed limit.

Figure 3 shows the AADT values for the available period of 12 years, from 2005 to
2016, where the value of AADT on the plain section Rudanka-Doboj deviates significantly
(0.017% ≈ 0.00%), while, on the other five sections, the arithmetic mean of AADT does not
exceed the value of 6000 vehicles/day, except at the section Rudanka-Doboj, where the
AADT is 13,179.39 vehicles/day. On all sections, the slight increase/decrease of AADT by
years is not balanced.

Figure 4 shows the average number of traffic accidents in the period from 2015 to 2019
by the type of accident and the specified sections. Figure 4 shows the total number of traffic
accidents, with the section DMU3, Rudanka-Doboj, standing out negatively, considering
that there are also accidents with fatalities in the period from 2015 to 2019. On average, 1.4
persons were killed annually on this section. When observing the stated time period, the
number of traffic accidents with fatalities is 2, 2, 1, 1, and 1, respectively. Additionally, on
the section DMU4, Šepak 3-Karakaj, 1.4 persons were killed annually, with the number of
fatalities by years 2, 1, 1, 2, and 1, respectively. On average, 53.40 traffic accidents with
material damage occurred on the same section in five years, making this section especially
risky. The lowest number of accidents was recorded on the shortest section DMU6, Border
(RS-BIH)-Donje Caparde, where in the period of five analyzed years, the number of total
accidents per year does not exceed five, and there are no fatalities on this section. These
indicators of the number of accidents per year were analyzed and used in further data
synthesis. It is clearly noticeable that DMU4 and DMU3 stand out in terms of the number
of traffic accidents by all classes.
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Figure 3. AADT for the period 2005–2016.
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Figure 4. The total number of traffic accidents on all road sections in the period 2015–2019.

In order to obtain the final data that will represent the input, i.e., output of the DEA
model, it is necessary to use the Dombi aggregator for averaging the historical data for
the AADT as inputs, and the Bonferroni aggregator for averaging all outputs of the DEA
model. An example of the application of both aggregators and the averaging of the stated
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values is shown below. The AADT values for the first and second DMU are obtained using
a Dombi aggregator as follows:

(b1) =
∑

n
j=1(b1)

1+

(
n
∑

j=1
wj

(
1− f(bj)

f(bj)

)) = 55033
1+( 1

12 (
1−0.0795

0.0795 )+ 1
12 (

1−0.081
0.081 )+...+ 1

12 (
1−0.083

0.083 ))
= 55033

12.019 = 4578.95

f (b1) =
4375

4375+4470+4782+4829+4931+4676+4547+4334+4366+4548+4600+4575 = 4375
55033 = 0.0795

All AADT values shown in Figure 3 were obtained in the same way.
The values of all outputs are obtained using the Bonferroni aggregator as follows.
For the first DMU1 for the first output O1—traffic accidents with fatalities:

BMp=1,q=1 = (2, 0, 2, 0, 0) = ̟DMU1(1)
=




1
5(5−1)

5
∑

i, j = 1
i 6= j

̟DMU1(1) i
̟DMU1(1) j




1
1+1

=

(
0.050

(
21 · 01 + 21 · 21 + 21 · 01 + 21 · 01 + 01 · 21 + 01 · 21 + 01 · 01 + 01 · 01 + . . . + 01 · 21 + 01 · 01 + 01 · 21 + 01 · 01)) 1

1+1 = 0.632

In this research, e represents the year number for traffic accidents, which means
individually each year in the interval 2015–2019, while p, q ≥ 0 are a set of non-negative
numbers. In the same way, averaged values are obtained for all outputs shown in Figure 4.

5.2. Determination of Weight Values Using the Improved Fuzzy SWARA (IMF SWARA) Method

In the previous section of the paper, the validity of the developed IMF SWARA method
was proved, so the results of weight coefficients for the criteria, i.e., the inputs and outputs
of the considered study, are presented below. The weight coefficients of the criteria obtained
using the IMF SWARA method are shown in Table 7.

Table 7. Values of input and output significance in the considered model obtained by applying the IMF SWARA method.

IMF SWARA

sj kj qj wj Crisp Value

C5 1.000 1.000 1.000 1.000 1.000 1.000 0.203 0.213 0.225 0.213
C6 2/9 1/4 2/7 1.222 1.250 1.286 0.778 0.800 0.818 0.158 0.170 0.184 0.170
C3 0.000 0.000 0.000 1.000 1.000 1.000 0.778 0.800 0.818 0.158 0.170 0.184 0.170
C4 2/9 1/4 2/7 1.222 1.250 1.286 0.605 0.640 0.669 0.123 0.136 0.151 0.136
C1 1/4 2/7 1/3 1.250 1.286 1.333 0.454 0.498 0.536 0.092 0.106 0.121 0.106
C2 1/4 2/7 1/3 1.250 1.286 1.333 0.340 0.387 0.428 0.069 0.082 0.096 0.082
C7 2/7 1/3 2/5 1.286 1.333 1.400 0.243 0.290 0.333 0.049 0.062 0.075 0.062
C8 0.000 0.000 0.000 1.000 1.000 1.000 0.243 0.290 0.333 0.049 0.062 0.075 0.062

SUM 4.441 4.706 4.936

The most significant criterion from the set of observed criteria is O1 with a value of
0.213, which represents the number of traffic accidents with fatalities. According to this
criterion, the prominent sections, DMU3 and DMU4, are evaluated especially negatively.
Additionally, a significant influential criterion is the number of accidents with severe
injuries, O2, and the deviation from the speed limit, I3, with a value of 0.170. The values of
the input parameters in a small range are slightly higher compared to the less significant
ones. Compared to other inputs, there is no input with a significantly higher advantage.

5.3. Application of DEA Model

Further in the paper, the DEA output-oriented model is presented in order to deter-
mine the sections of two-lane roads, i.e., DMUs, which show a rather satisfactory safety
degree in a certain manner. It is these sections that are implemented further into the model
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and ranked using the fuzzy MARCOS method. The DEA algorithms are defined and solved
using the Lingo 17 software, an example of which is given below (DMU1).

DEAouput−DMU1 = MIN = 0.63 · w5 + 2.49 · w6 + 3.7 · w7 + 7.26 · w8;
−14.07 · w1 − 5.00 · w2 − 10.16 · w3 − 4578.95 · w4 + (0.63 · w5 + 2.49 · w6 + 3.7 · w7 + 7.26 · w8) >= 0;
−14.07 · w1 − 1.92 · w2 − 11.67 · w3 − 4578.95 · w4 + (0.63 · w5 + 2.49 · w6 + 3.7 · w7 + 7.26 · w8) >= 0;
−7.41 · w1 − 0.02 · w2 − 4.88 · w3 − 13179.39 · w4 + (1.38 · w5 + 4.81 · w6 + 14.42 · w7 + 49.72 · w8) >= 0;
−20.95 · w1 − 1.00 · w2 − 9.61 · w3 − 5988.48 · w4 + (1.38 · w5 + 5.67 · w6 + 19.38 · w7 + 53.18 · w8) >= 0;
−15.35 · w1 − 3.00 · w2 − 6.33 · w3 − 3367.41 · w4 + (0.55 · w5 + 3.16 · w6 + 6.26 · w7 + 21.09 · w8) >= 0;
−3.14 · w1 − 7.00 · w2 − 6.29 · w3 − 3871.79 · w4 + (0.00 · w5 + 0.32 · w6 + 0.84 · w7 + 1.95 · w8) >= 0;
14.07 · w1 + 5.00 · w2 + 10.16 · w3 + 4578.95 · w4 = 1;
w1 > 0; w2 > 0; w3 > 0; w4 > 0; w5 > 0; w6 > 0; w7 > 0; w8 > 0;

After solving the set algorithm, the objective function is 1.000. After that, the algo-
rithms for the other DMUs according to inputs are formed. Regardless of the fact that
it is not necessary to perform the calculation using both models (input and output), the
output-oriented model is performed for internal calculation control in this study. The final
results using the DEA model are shown in Table 8.

Table 8. Results of the safety situation on road sections after the application of the DEA model.

DEA-Input
DEA-

Output
DEA-Final

DMU1 Vrhovi-Šešlije I 1.00 1.00 1.00
DMU2 Vrhovi-Šešlije II 1.00 1.00 1.00
DMU3 Rudanka-Doboj 0.23 4.42 19.54
DMU4 Šepak-Karakaj 3 0.38 2.66 7.064
DMU5 Donje Caparde-Karakaj 1 0.65 1.54 2.362

DMU6 Border (RS/FBIH)-Donje
Caparde 1.00 1.00 1.00

Road sections marked DMU1, DMU2, and DMU6 with a displayed value of 1.000
are further implemented in the model and ranked using the fuzzy MARCOS method.
Other sections, DMU3, DMU4, and DMU5, with the values of 19.540, 7.064, and 2.362,
respectively, are eliminated further from the model because they show an inadequate safety
degree and a corrective action in the implementation of certain measures is necessary.

5.4. Application of the Fuzzy MARCOS Method in Order to Make Final Ranking of Road Sections

In the previous section of the paper, the DEA model was applied, and it was deter-
mined which road sections should be included further in the model. Additionally, the
initial fuzzy decision matrix was defined on the basis of the scale shown in Table 9.

Table 9. Fuzzy linguistic scale for evaluating alternatives [41].

Benefit Cost

Linguistic term Mark TFN TFN

Extremely poor EP (1,1,1) (7,9,9)
Very poor VP (1,1,3) (7,7,9)

Poor P (1,3,3) (5,7,7)
Medium poor MP (3,3,5) (5,5,7)

Medium M (3,5,5) (3,5,5)
Medium good MG (5,5,7) (3,3,5)

Good G (5,7,7) (1,3,3)
Very good VG (7,7,9) (1,1,3)

Extremely good EG (7,9,9) (1,1,1)
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Taking into account the given linguistic scale, the initial fuzzy decision matrix was
formed, after which Equations (14) and (15) were applied in order to determine ideal
and anti-ideal solutions. The extended fuzzy initial matrix is shown in Table 10, and it
is important to note that criteria C1, C2, and C4 are beneficial and thus for whom the
maximum value is desired, while the others belong to the group of cost criteria with the
preference of the minimum value.

Table 10. Extended fuzzy initial decision matrix.

C1 C2 C3 C4 C5 C6 C7 C8

AAI (1,3,3) (3,3,5) (5,5,7) (3,5,5) (3,3,5) (5,5,7) (5,5,7) (7,7,9)
DMU1 (7,9,9) (5,7,7) (3,5,5) (5,7,7) (3,3,5) (5,5,7) (5,5,7) (7,7,9)
DMU2 (7,9,9) (3,3,5) (5,5,7) (5,7,7) (3,3,5) (5,5,7) (5,5,7) (7,7,9)
DMU6 (1,3,3) (7,7,9) (1,1,3) (3,5,5) (1,1,3) (1,1,3) (1,3,3) (3,3,5)

ID (7,9,9) (7,7,9) (1,1,3) (5,7,7) (1,1,3) (1,1,3) (1,3,3) (3,3,5)

The next step involves performing the normalization of the matrix shown in Table 10,
taking into account the type of criteria. Equation (16) is applied to the cost group of criteria
as follows: ñ13 =

(
1.000
5.000 , 1.000

5.000 , 1.000
3.000

)
= (0.200, 0.200, 0.333), while for the group of criteria

that prefer the maximum value, Equation (17) is applied: ñ11 =
( 7.000

9.000 , 9.000
9.000 , 9.000

9.000
)
=

(0.778, 1.000, 1.000). The complete fuzzy normalized matrix is shown in Table 11.

Table 11. Fuzzy normalized decision matrix.

C1 C2 C3 C4

AAI (0.111,0.333,0.333) (0.333,0.333,0.556) (0.143,0.2,0.2) (0.429,0.714,0.714)
DMU1 (0.778,1,1) (0.556,0.778,0.778) (0.2,0.2,0.333) (0.714,1,1)
DMU2 (0.778,1,1) (0.333,0.333,0.556) (0.143,0.2,0.2) (0.714,1,1)
DMU6 (0.111,0.333,0.333) (0.778,0.778,1) (0.333,1,1) (0.429,0.714,0.714)

ID (0.778,1,1) (0.778,0.778,1) (0.333,1,1) (0.714,1,1)

C5 C6 C7 C8

AAI (0.2,0.333,0.333) (0.143,0.2,0.2) (0.143,0.2,0.2) (0.333,0.429,0.429)
DMU1 (0.2,0.333,0.333) (0.143,0.2,0.2) (0.143,0.2,0.2) (0.333,0.429,0.429)
DMU2 (0.2,0.333,0.333) (0.143,0.2,0.2) (0.143,0.2,0.2) (0.333,0.429,0.429)
DMU6 (0.333,1,1) (0.333,1,1) (0.333,0.333,1) (0.6,1,1)

ID (0.333,1,1) (0.333,1,1) (0.333,0.333,1) (0.6,1,1)

In the next step, the previous matrix is weighted by multiplying the values from
Table 11 by the weight coefficients obtained using the IMF SWARA method by Equation
(18) as follows:

ṽ11 =
(

nl
11 × wl

1, nm
11 × wm

1 , nu
11 × wu

1

)
= (0.778 × 0.213, 1.000 × 0.213, 1.000 × 0.213) = (0.166, 0.213, 0.213)

The complete weighted fuzzy matrix is given in Table 12.
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Table 12. Fuzzy weighted normalized decision matrix.

C1 C2 C3 C4

AAI (0.02,0.07,0.07) (0.06,0.06,0.09) (0.02,0.03,0.03) (0.06,0.1,0.1)
DMU1 (0.17,0.21,0.21) (0.09,0.13,0.13) (0.03,0.03,0.06) (0.1,0.14,0.14)
DMU2 (0.17,0.21,0.21) (0.06,0.06,0.09) (0.02,0.03,0.03) (0.1,0.14,0.14)
DMU6 (0.02,0.07,0.07) (0.13,0.13,0.17) (0.06,0.17,0.17) (0.06,0.1,0.1)

ID (0.17,0.21,0.21) (0.13,0.13,0.17) (0.06,0.17,0.17) (0.1,0.14,0.14)

C5 C6 C7 C8

AAI (0.02,0.04,0.04) (0.01,0.02,0.02) (0.01,0.01,0.01) (0.02,0.03,0.03)
DMU1 (0.02,0.04,0.04) (0.01,0.02,0.02) (0.01,0.01,0.01) (0.02,0.03,0.03)
DMU2 (0.02,0.04,0.04) (0.01,0.02,0.02) (0.01,0.01,0.01) (0.02,0.03,0.03)
DMU6 (0.04,0.11,0.11) (0.03,0.08,0.08) (0.02,0.02,0.06) (0.04,0.06,0.06)

ID (0.04,0.11,0.11) (0.03,0.08,0.08) (0.02,0.02,0.06) (0.04,0.06,0.06)

The fuzzy matrix S̃i is obtained by applying Equation (19),

S̃ai = (0.226, 0.350, 0.388), S̃1 = (0.454, 0.606, 0.629)
S̃2 = (0.406, 0.531, 0.569), S̃6 = (0.392, 0.742, 0.821),

S̃id = (0.573, 0.923, 1.002)

as follows:

S̃ai =




0.024 + 0.057 + 0.024 + 0.058 + 0.021 + 0.012 + 0.009 + 0.021
0.071 + 0.057 + 0.034 + 0.097 + 0.035 + 0.016 + 0.012 + 0.027
0.071 + 0.095 + 0.034 + 0.097 + 0.035 + 0.016 + 0.012 + 0.027


 = (0.226, 0.350, 0.388)

Using Equation (20), the matrix K̃i
− is obtained,

k̃−
1
= (1.171, 1.734, 2.789)

k̃−2 = (1.049, 1.517, 2.521)
k̃−6 = (1.011, 2.121, 3.640)

as follows:

k̃1
− =

S̃1

S̃ai

=

(
sl

1
su

ai

,
sm

1
sm

ai

,
su

1

sl
ai

)
=

(
0.454
0.388

,
0.606
0.350

,
0.629
0.226

)
= (1.171, 1.734, 2.789)

Using Equation (21), the matrix K̃i
+ is obtained,

k̃+
1
= (0.453, 0.657, 1.098)

k̃+
2
= (0.406, 0.575, 0.993)

k̃+
6
= (0.391, 0.804, 1.434)

as follows:

k̃1
+ =

S̃1

S̃id

=

(
sl

1
su

id

,
sm

1
sm

id

,
su

1

sl
id

)
=

(
0.454
1.002

,
0.606
0.923

,
0.629
0.573

)
= (0.453, 0.657, 1.098)

The matrix T̃i is calculated using Equation (22):

t̃1 = (1.624, 2.391, 3.888), t̃2 = (1.454, 2.092, 3.513),
t̃6 = (1.402, 2.925, 5.073)

in the following way:

t̃1 = (1.171 + 0.453, 1.734 + 0.657, 2.789 + 1.098) = (1.624, 2.391, 3.888)
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After that, a fuzzy number D̃ = (1.624, 2.925, 5.073) using Equation (23) is calculated.
Defuzzification is done by Equation (24) obtaining the number d fcrisp = 3.066. The final
results calculated using the fuzzy MARCOS method are shown in Table 13.

Table 13. Results of the integrated IMF SWARA–fuzzy MARCOS model.

f(
~
K
−
i ) f(

~
K

+

i ) K- K+ fK- fK+ Ki Rank

DMU1 (0.148,0.214,0.358) (0.382,0.565,0.91) 1.816 0.697 0.227 0.592 0.494 2
DMU2 (0.132,0.188,0.324) (0.342,0.495,0.822) 1.606 0.616 0.201 0.524 0.378 3
DMU6 (0.128,0.262,0.468) (0.33,0.692,1.187) 2.189 0.840 0.274 0.714 0.748 1

Utility functions f
(

K̃+
i

)
and f

(
K̃−

i

)
are calculated applying Equations (25) and (26).

f
(

K̃+
1

)
=

K̃−
1

d fcrisp
=

(
1.171
3.066

,
1.734
3.066

,
2.789
3.066

)
, f
(

K̃−
1

)
=

K̃+
1

d fcrisp
=

(
0.453
3.066

,
0.657
3.066

,
1.098
3.066

)

Then defuzzification if performed for K̃−
i , K̃+

i , f
(

K̃+
i

)
, f
(

K̃−
i

)
. The calculation of the

utility function of alternatives f Ki is obtained using Equation (27).

f (K1) =
K+

1 + K−
1

1 +
1− f (K+

1 )
f (K+

1 )
+

1− f (K−
1 )

f (K−
1 )

=
0.453 + 1.171

1 + 1−0.382
0.382 + 1−0.148

0.148
= 0.494

After applying the integrated DEA—IMF SWARA—fuzzy MARCOS methodology
based on the application of Dombi and Bonferroni aggregators, the final results are obtained.
The section of the two-lane road DMU6 Border (RS-FBIH)-Donje Caparde is ranked with
the highest level of traffic safety functionally dependent on the technical and exploitation
indicators of the road network. The value of the rank size is 0.748, while the other two
sections, DMU1 and DMU2, have incomparably lower values of 0.494 and 0.378, which
shows a higher traffic risk on the measured parts of these sections.

6. Sensitivity Analysis
6.1. Testing the Change in Weights of Inputs

One way to test the sensitivity of the model is to simulate the weight coefficients of
the criteria by applying the aforementioned Equation (28). It is important to note that
a total of 40 new scenarios were formed in which the value of the input was simulated
through 10 scenarios individually. In the first 10 scenarios, the value of the first input C1
was reduced by 10% for each scenario, meaning that in scenario S10, the first input had no
significance, i.e., the value was zero. The other 30 scenarios for criteria C2, C3, and C4 were
formed in the same way. Thus, the input values were corrected in the range of 10–100%.
The values of input weight coefficients through the newly formed 40 scenarios are given in
Figure 5.

Each scenario was observed separately, so recalculation was performed with the fuzzy
MARCOS method and new results were obtained that confirmed the original rank. Thus,
there is no change in any rank, while the final values of the DMUs certainly change. In the
first 10 scenarios where the significance of the first input is reduced, the value of the best
DMU6 increases, while the other two decrease. The same is the case with the change in
the influence of the fourth input, i.e., in scenarios S31–S40. When the value of the second
input changes, the value of the best-ranked DMU6 decreases, while the value of DMU2
increases and approaches DMU1. As the value of the third input changes, the value of
DMU6 decreases, and the other two increase, with DMU1 approaching DMU6. This means
that the model is completely insensitive to changes in input significance.
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Figure 5. Input weight coefficient values through 40 scenarios.

6.2. Comparison with Other MCDM Methods in a Fuzzy Form

As a second part of this analysis, a comparative analysis with three other methods in
a fuzzy form was performed, as explained in detail in the third phase of the methodology
section. Figure 6 shows the values and ranks of the DMUs using the fuzzy SAW, fuzzy
WASPAS, and fuzzy TOPSIS methods.

 

Figure 6. Values and ranks of DMUs using the fuzzy SAW, fuzzy WASPAS, and fuzzy TOPSIS methods.
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Figure 6 shows that the ranks are fully correlated with the initial rank obtained by
applying the integrated IMF SWARA—fuzzy MARCOS model. In addition to the ranks,
the values of all DMUs are shown in order to provide a better insight into the comparative
analysis. Once again, the stability of the model and the more precise data obtained with
the fuzzy MARCOS method can be proven through the observation of the intervals of all
values using all methods.

6.3. Influence of Dynamic Initial Matrix Formation

Figure 7 shows the results after applying the sensitivity analysis related to the change
in the size of the initial fuzzy matrix. Two new scenarios have been defined in which the
sizes of the initial matrix are changed in such a way that the worst-ranked alternative is
eliminated from the initial matrix.

 

 

Figure 7. Results after resizing the fuzzy initial matrix.

Observing the results in Figure 7, was can see that the change in the size of the fuzzy
initial matrix has absolutely no effect on the rankings, as the rankings do not change in
either of the two scenarios formed.

7. Conclusions

Through this study we defined a new integrated fuzzy model that combines several
different approaches in the field of decision making, and a combination of this with the DEA
model for initial determination of road section safety based on the geometric exploitation
of road parameters: section length, road slope, speed deviation from the speed limit, and
AADT as input parameters. The output parameters in the DEA model represent different
classifications of traffic accidents. The overall research was previously presented in detail
through three phases. The greatest contributions of this research can be observed from
two aspects: scientific and professional. From a scientific aspect, the main, and probably
the most important contribution, is the development of the improved fuzzy SWARA
method (IMF SWARA), overcomes the disadvantages of the fuzzy SWARA method in the
following ways:

(1) Using the fuzzy SWARA method, it is impossible to obtain results in which two
criteria have equal fuzzy weights. By applying the improved fuzzy SWARA method,
two or more criteria can have equal values.
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(2) On the contrary, applying the inadequate TFN scale shown in Table 2, where decision-
makers indicate that two criteria have the same value by assigning TFN (1,1,1), the
criterion Cj in relation to Cj−1 received a value that is twice less than Cj. By applying
the improved fuzzy SWARA method, assigning the value (0,0,0), equal values are
obtained and not values twice as large.

(3) By increasing the number of criteria in the model, the least significant criteria receive
values that can be negligible, i.e., with a tendency to zero. By applying the improved
fuzzy SWARA method, less significant criteria have higher values and can play a
greater role in the decision-making process.

Then, the integration of the developed IMF SWARA method with the fuzzy MARCOS
method was performed, which is also a contribution of this paper. In order to achieve
greater precision in the creation of input data, the originality of the given model was
manifested by the application of two aggregators: Dombi and Bonferroni, which were used
to average the input-output parameters. The creation and verification of such a model
certainly represents a contribution to the overall literature that considers multi-criteria
problems. If we take into account that according to Salabun et. al. [50] in many studies, the
problem of selecting the proper method and parameters for decision-making is raised, we
can conclude that our integrated fuzzy model represents a good solution. This has been
proved through the aforementioned scientific contributions of the developed model.

From a professional perspective, the contribution of this research is reflected through
the quantification of the safety degree of certain sections of road infrastructure, which is an
important parameter in practice. Taking into account the previously stated parameters with
a focus on passenger cars exceeding the speed limit, the road sections from the considered
set that represent risk have been defined, indicating that a corrective measure in traffic
management is necessary.

The limitations of this study can be manifested through the small number of consid-
ered road sections and the inclusion of input/output parameters without the performance
principal component analysis. The results calculated using the original IMF SWARA–Fuzzy
MARCOS model indicate that the sixth section of the observed two-lane roads shows the
highest level of traffic safety with a value of 0.748, taking into account the complexity
of the set model. The next section is the DMU2 with a value of 0.494, and in the third
position is section DMU2, while the remaining three sections, DMU3, DMU4, and DMU5,
have a higher risk of side effects, i.e., traffic accidents. After applying the original IMF
SWARA—Fuzzy MARCOS model, a sensitivity analysis was performed, through which
the overall stability of the model was proven.

Future research may need to be conducted on a number of road sections with the
possibility of implementing the proposed model. The existing model, with an increase of
input parameters, could contribute to a much more selective level of choosing the rank
of road sections. It is also possible for the number of access points on each section, the
radius of the road, etc., to be added as input parameters. Additionally, by applying the
existing model through observing other input parameters, an extensive analysis in ranking
the safety level of the two-lane roads in terms of multi-criteria traffic analysis can be
obtained. Besides, a PCA–DEA analysis [51] can be applied to determine the efficiency of
the considered road sections or to implement the group MCDM model [52] along with some
different uncertainty theories such multi-granular unbalanced linguistic information [53],
intuitionistic 2-tuple linguistic sets [54], or grey theory [55]. Considering the approach
presented in [56] can be useful in developing future integrated decision-making models.
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31. Ðalić, I.; Ateljević, J.; Stević, Ž.; Terzić, S. An integrated swot–fuzzy piprecia model for analysis of competitiveness in order to
improve logistics performances. Facta Univ. Ser. Mech. Eng. 2020, 18, 439–451.
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1. Introduction

The paper studies the construction of the exact and approximate solutions of the ill-
posed Cauchy problem for matrix factorizations of the Helmholtz equation. Such problems
naturally arise in mathematical physics and in various fields of natural science such as
electro-geological exploration, cardiology, electrodynamics and so on. In general, the theory
of ill-posed problems for elliptic system of equations has been sufficiently formed by
Tikhonov, Ivanov, Lavrent’ev and Tarkhanov in [1–5]. Among them, the most important
and applicable topic is related to the conditionally well-posed problems, characterized by
stability in the presence of additional information about the nature of the problem data.
One of the most effective ways to study such problems is to construct the regularizing
operators. For example, it can be done by the Carleman-type formulas (as in complex
analysis) or iterative processes (the Kozlov–Maz’ya–Fomin algorithm, etc.).

The work is devoted to the main problem for partial differential equations, which is the
Cauchy problem. The main aim of this study is to find the regularization formulas to find
the solutions of the Cauchy problem for matrix factorizations of the Helmholtz equation.
The question of the existence of a solution of the problem is not considered—it is assumed
a priori. At the same time, it should be noted that any regularization formula leads to
an approximate solution of the Cauchy problem for all data, even if there is no solution
in the usual classic sense. Moreover, for explicit regularization formulas, the optimal
solution can be obtained. In this sense, exact regularization formulas are very useful
for real numerical calculations. There is good reason to hope that numerous practical
applications of regularization formulas are still ahead. In [6–8] some applications of the
Cauchy problem and the regularization technique for solving different kinds of integral
equations have been presented.

The Cauchy problem for matrix factorizations of the Helmholtz equation is among
ill-posed and unstable problems. It is known that the Cauchy problem for elliptic equations
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is among unstable problems which by a small change in the data the problem will be
incorrect [1,4,9–13]. Tarkhanov [14] has published a criterion for the solvability of a large
class of boundary value problems for elliptic systems. In some cases of unstable problems,
we should apply some operators for solving the problem. But the image of these operators
are not closed, therefore, the solvability condition can not be written in terms of continuous
linear functions. So, in the Cauchy problem for elliptic equations with data on part of
the boundary of the domain the solution is usually unique and the problem is solvable
for everywhere dense a set of data, but this set is not closed. Consequently, the theory of
solvability of such problems is much more difficult and deeper than theory of solvability of
Fredholm equations. The first results in this direction appeared only in the mid-1980s in
the works of Aizenberg, Kytmanov and Tarkhanov [5].

The uniqueness of the solution follows from Holmgren’s general theorem [10]. The con-
ditional stability of the problem follows from the work of Tikhonov [1], if we restrict the
class of possible solutions to a compactum.

Formulas that allow finding a solution to an elliptic equation in the case when the
Cauchy data are known only on a part of the boundary of the domain are called Carleman
type formulas. In [13], Carleman established a formula giving a solution to the Cauchy–
Riemann equations in a a special form of a domain. Developing his idea, Goluzin and
Krylov [15] derived a formula to determine the values of analytic functions from known
data. A multidimensional analogue of Carleman’s formula for analytic functions of several
variables was constructed in [11]. The Carleman formula to find the solution of the differen-
tial operator with special properties can be found in [3,4]. Yarmukhamedov [16–19] applied
this method to construct the Carleman functions for the Laplace and Helmholtz operators
for special form and domain. In [5] an integral formula was proved for the first order
elliptic type system of equations with constant coefficients in a bounded domain. In [20],
Ikehata applied the presented methodologies in [16–19] to consider the probe method and
Carleman functions for the Laplace and Helmholtz equations in the three-dimensional
domain. In [21], a formula for solving the Helmholtz equation with a variable coefficient
for regions in space where the unknown data are located on a section of the hypersurface
{x · s = t} has been presented by Ikehata.

Carleman type formulas for various elliptic equations and systems were also obtained
in [5,14–28] and [29–41]. In [22] the Cauchy problem for the Helmholtz equation in an
arbitrary bounded plane domain with Cauchy data which is known only on the boundary
region was discussed. The solvability criterion of the Cauchy problem for the Laplace equa-
tion in Rm was considered by Shlapunov [25]. In [42], the continuation of the Helmholtz
equation was investigated and the results of the numerical experiments were presented.

The construction of the Carleman matrix for elliptic systems was carried out by
Yarmukhamedov, Tarkhanov, Shlapunov, Niyozov, Juraev and others [5,14,16–19,23–41].
The system considered in this paper was introduced by Tarkhanov. For this system, he
studied correct boundary value problems and found an analogue of the Cauchy integral
formula in a bounded domain (see, for instance [5]).

In many well-posed problems of the system of equations of the first order elliptic
type with constant coefficients that factorize the Helmholtz operator, calculating the values
of the vector function on the entire boundary is not possible. Therefore, the problem of
reconstructing the solution of system of equations of the first order elliptic type with
constant coefficients and factorizing the Helmholtz operator [29–41] are among the more
challenging problems in the theory of differential equations.

Additionally, the ill-posed problems of mathematical physics have been investigated
by many researchers. The properties of solutions of the Cauchy problem for the Laplace
equation were studied in [3,4,16–19] and subsequently developed in [5,14,15,20–41].

Let R2 be the two-dimensional real Euclidean space,

x = (x1, x2) ∈ R2, y = (y1, y2) ∈ R2.
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G ⊂ R2 is a bounded simply-connected domain with piecewise smooth boundary
consisting of the plane T: y2 = 0 and some smooth curve S lying in the half-space y2 > 0,
i.e., ∂G = S

⋃
T.

We introduce the following notation:

r = |y − x|, α = |y1 − x1|, w = i
√

u2 + α2 + y2, u ≥ 0,

∂

∂x
=

(
∂

∂x1
,

∂

∂x2

)T

,
∂

∂x
→ ξT , ξT =

(
ξ1
ξ2

)
which is a transposed vector of ξ,

U(x) = (U1(x), ... , Un(x))T , u0 = (1, ... , 1) ∈ Rn, n = 2m, m = 2,

E(z) =

∥∥∥∥∥∥

z1 ... 0
.......
0 ...zn

∥∥∥∥∥∥
− diagonal matrix, z = (z1, ... , zn) ∈ Rn.

Let D(ξT) be a (n × n)−dimensional matrix with elements consisting of a set of
linear functions with constant coefficients of the complex plane which is satisfied in the
following condition

D∗(ξT)D(ξT) = E((|ξ|2 + λ2)u0),

where D∗(ξT) is the Hermitian conjugate matrix D(ξT) and λ is a real number.
We consider the following system of differential equations

D

(
∂

∂x

)
U(x) = 0, (1)

in the region G where D

(
∂

∂x

)
is the matrix of first-order differential operators.

We denote the class of vector functions in the domain G by A(G) which is continuous
on G = G

⋃
∂G and satisfy in the system (1).

2. Construction of the Carleman Matrix and the Cauchy Problem

Formulation of the problem: suppose U(y) ∈ A(G) and

U(y)|S = f (y), y ∈ S, (2)

where f (y) is a given continuous vector-function on S. It is required to note that the vector
function U(y) is in the domain G, based on f (y) on S.

If U(y) ∈ A(G), then the following Cauchy type integral formula

U(x) =
∫

∂G

N(y, x; λ)U(y)dsy, x ∈ G, (3)

is valid and

N(y, x; λ) =

(
E
(

ϕ2(λr)u0
)

D∗
(

∂

∂x

))
D(tT),

where t = (t1, t2) shows the unit exterior normal which is drawn at point y on curve ∂G
and ϕ2(λr) denotes the fundamental solution of the Helmholtz equation in R2, which is
defined in the following form

ϕ2(λr) = − i

4
H

(1)
0 (λr). (4)

Here H
(1)
0 (λr) is the the Hankel function of the first kind [12].
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We introduce K(w) as an entire function which takes real values as real part of w,
(w = u + iv, u, v−real numbers) and satisfies in the following conditions:

K(u) 6= 0, sup
v≥1

∣∣∣vpK(p)(w)
∣∣∣ = B(u, p) < ∞,

−∞ < u < ∞, p = 0, 1, 2.

(5)

We define the function Φ(y, x; λ) at y 6= x by the following equality

Φ(y, x; λ) = − 1
2πK(x2)

∞∫

0

Im
[

K(w)

w − x2

]
u I0(λu)√

u2 + α2
du, (6)

where I0(λu) = J0(iλu)−is the zero order Bessel function of the first kind [10].
In the Formula (6), choosing

K(w) = exp(σw2), K(x2) = exp(σx2
2), σ > 0, (7)

we get

Φσ(y, x; λ) = − e−σx2
2

2π

∞∫

0

Im
[

exp(σw2)

w − x2

]
u I0(λu)√

u2 + α2
du. (8)

Substituting
Φσ(y, x; λ) = ϕ2(λr) + gσ(y, x; λ), (9)

in Equation (3) instead of ϕ2(λr), the formula will be correct where gσ(y, x) is the regular
solution of the Helmholtz equation with respect to the variable y, including the point y = x.

Then the integral formula can written in the follwoing form:

U(x) =
∫

∂G

Nσ(y, x; λ)U(y)dsy, x ∈ G, (10)

where

Nσ(y, x; λ) =

(
E
(

Φσ(y, x; λ)u0
)

D∗
(

∂

∂x

))
D(tT).

3. The Continuation Formula and Regularization According to M.M. Lavrent’ev’s

Theorem 1. Let U(y) ∈ A(G) satisfy in the following inequality

|U(y)| ≤ M, y ∈ T. (11)

If

Uσ(x) =
∫

S

Nσ(y, x; λ)U(y)dsy, x ∈ G, (12)

then the following estimations are correct:

|U(x)− Uσ(x)| ≤ C(λ, x)σMe−σx2
2 , σ > 1, x ∈ G, (13)

∣∣∣∣∣
∂U(x)

∂xj
− ∂Uσ(x)

∂xj

∣∣∣∣∣ ≤ C(λ, x)σMe−σx2
2 , σ > 1, x ∈ G, j = 1, 2, (14)

where C(λ, x) shows the bounded functions on compact subsets of the domain G.
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Proof. Let us first estimate inequality (13). Using the integral Formula (10) and the equal-
ity (12), we obtain

U(x) =
∫

S

Nσ(y, x; λ)U(y)dsy +
∫

T

Nσ(y, x; λ)U(y)dsy

= Uσ(x) +
∫

T

Nσ(y, x; λ)U(y)dsy, x ∈ G.

Taking into account the inequality (11), we estimate the following

|U(x)− Uσ(x)| ≤

∣∣∣∣∣∣

∫

T

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣

≤
∫

T

|Nσ(y, x; λ)||U(y)|dsy ≤ M
∫

T

|Nσ(y, x; λ)|dsy, x ∈ G.

(15)

For this aim, we estimate the integrals
∫

T

|Φσ(y, x; λ)|dsy,
∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂y1

∣∣∣∣dsy, and

∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy on the part T of the plane y2 = 0.

Separating the imaginary part of (8), we obtain

Φσ(y, x; λ) =
eσ(y2

2−x2
2)

2π




∞∫

0

e−σ(u2+α2) cos σ
√

u2 + α2

u2 + r2 uI0(λu)du

−
∞∫

0

e−σ(u2+α2)(y2 − x2) sin σ
√

u2 + α2

u2 + r2
uI0(λu)√

u2 + α2
du


, x2 > 0.

(17)

Given (16) and the inequality

I0(λu) ≤
√

2
λπu

, (17)

we have ∫

T

|Φσ(y, x; λ)|dsy ≤ C(λ, x)σe−σx2
2 , σ > 1, x ∈ G. (18)

To estimate the second integral, we use the equality

∂Φσ(y, x; λ)

∂y1
=

∂Φσ(y, x; λ)

∂s

∂s

∂y1
= 2(y1 − x1)

∂Φσ(y, x; λ)

∂s
,

s = α2.

(19)

Given equality (16), inequality (17) and equality (19), we obtain

∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂y1

∣∣∣∣dsy ≤ C(λ, x)σe−σx2
2 , σ > 1, x ∈ G, (20)

Now, we estimate the integral
∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy.

331



Axioms 2021, 10, 82

Taking into account equality (16) and inequality (17), we obtain

∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy ≤ C(λ, x)σe−σx2
2 , σ > 1, x ∈ G, (21)

From inequalities (17), (20) and (21), bearing in mind (15), we obtain an estimate (13).
Now the inequality (14) can be proved. To do this, we take the derivatives from

equalities (10) and (12) with respect to xj, (j = 1, 2) then we get:

∂U(x)

∂xj
=
∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy +

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy,

∂Uσ(x)

∂xj
=
∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy, x ∈ G, j = 1, 2.

(22)

Taking into account the (22) and inequality (11), we estimate the following

∣∣∣∣∣
∂U(x)

∂xj
− ∂σU(x)

∂xj

∣∣∣∣∣ ≤

∣∣∣∣∣∣

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣

≤
∫

T

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣|U(y)|dsy ≤ M
∫

T

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣dsy,

x ∈ G, j = 1, 2.

(23)

To do this, we estimate the integrals
∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂x1

∣∣∣∣dsy and
∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy on

the part T of the plane y2 = 0.

To estimate the first integrals, we use the equality

∂Φσ(y, x; λ)

∂x1
=

∂Φσ(y, x; λ)

∂s

∂s

∂x1
= −2(y1 − x1)

∂Φσ(y, x; λ)

∂s
,

s = α2.

(24)

Applying equality (16), inequality (17) and equality (24), we obtain

∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂x1

∣∣∣∣dsy ≤ C(λ, x)σe−σx2
2 , σ > 1, x ∈ G. (25)

Now, we estimate the integral
∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy.

Taking into account equality (16) and inequality (17), we obtain

∫

T

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy ≤ C(λ, x)σe−σx2
2 , σ > 1, x ∈ G. (26)

From inequalities (25) and (26), bearing in mind (23), we obtain an estimate of (14).
Theorem 1 is proved.

Corollary 1. For each x ∈ G, the equalities are true

lim
σ→∞

Uσ(x) = U(x), lim
σ→∞

∂Uσ(x)

∂xj
=

∂U(x)

∂xj
, j = 1, 2.
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We define Gε as

Gε =

{
(x1, x2) ∈ G, a > x2 ≥ ε, a = max

T
ψ(x1), 0 < ε < a

}
.

Here ψ(x1)-is a curve. It is easy to see that the set Gε ⊂ G is compact.

Corollary 2. If x ∈ Gε, then the families of functions {Uσ(x)} and

{
∂Uσ(x)

∂xj

}
converge uni-

formly for σ → ∞, i.e.:

Uσ(x) ⇒ U(x),
∂Uσ(x)

∂xj
⇒

∂U(x)

∂xj
, j = 1, 2.

We should note that the set Eε = G\Gε serves as a boundary layer for this problem,
as in the theory of singular perturbations, where there is no uniform convergence.

4. Estimation of the Stability of the Solution to the Cauchy Problem

Suppose that the curve S is given by the equation

y2 = ψ(y1), y1 ∈ R,

where ψ(y1) is a single-valued function satisfying the Lyapunov conditions.
We put

a = max
T

ψ(y1), b = max
T

√
1 + ψ′2(y1).

Theorem 2. Let U(y) ∈ A(G) satisfies in the condition (20), and on a smooth curve S the inequality

|U(y)| ≤ δ, 0 < δ ≤ Me−σa2
. (27)

Then the following relations are true

|U(x)| ≤ C(λ, x)σM
1− x2

2
a2 δ

x2
2

a2 , σ > 1, x ∈ G. (28)
∣∣∣∣∣
∂U(x)

∂xj

∣∣∣∣∣ ≤ C(λ, x)σM
1− x2

2
a2 δ

x2
2

a2 , σ > 1, x ∈ G,

j = 1, 2.
(29)

Proof. Let us first estimate inequality (28). Using the integral formula (10), we have

U(x) =
∫

S

Nσ(y, x; λ)U(y)dsy +
∫

T

Nσ(y, x; λ))U(y)dsy, x ∈ G. (30)

We estimate the following

|U(x)| ≤

∣∣∣∣∣∣

∫

S

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
+

∣∣∣∣∣∣

∫

T

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
, x ∈ G. (31)

333



Axioms 2021, 10, 82

Given inequality (27), we estimate the first integral of inequality (31).
∣∣∣∣∣∣

∫

S

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
≤
∫

S

|Nσ(y, x; λ)||U(y)|dsy

≤ δ
∫

S

|Nσ(y, x; λ)|dsy, x ∈ G.

(32)

To do this, we estimate the integrals
∫

S

|Φσ(y, x; λ)|dsy,
∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂y1

∣∣∣∣dsy and

∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy on a smooth curve S.

Given equality (16) and the inequality (17), we have
∫

S

|Φσ(y, x; λ)|dsy ≤ C(λ, x)σeσ(a2−x2
2), σ > 1, x ∈ G. (33)

To estimate the second integral, using equalities (16) and (19) as well as inequality
(17), we obtain

∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂y1

∣∣∣∣dsy ≤ C(λ, x)σeσ(a2−x2
2), σ > 1, x ∈ G. (34)

To find the integral
∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy, using equality (16) and inequality (17), we obtain

∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂y2

∣∣∣∣dsy ≤ C(λ, x)σeσ(a2−x2
2), σ > 1, x ∈ G. (35)

From (33)–(35) and applying (32), we obtain
∣∣∣∣∣∣

∫

S

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
≤ C(λ, x)σδ eσ(a2−x2

2), σ > 1, x ∈ G. (36)

The following is known
∣∣∣∣∣∣

∫

T

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
≤ C(λ, x)σMe−σx2

2 , σ > 1, x ∈ G. (37)

Now taking into account (36)–(37) and using (31), we have

|U(x)| ≤ C(λ, x)σ

2
(δ eσa2

+ M)e−σx2
2 , σ > 1, x ∈ G. (38)

Choosing σ from the equality

σ =
1
a2 ln

M

δ
, (39)

we obtain an estimate (28).
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Now let us prove inequality (29). To do this, we find the partial derivative from the
integral formula (10) with respect to the variable xj, j = 1, 2:

∂U(x)

∂xj
=
∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy +

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

=
∂Uσ(x)

∂xj
+
∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy, x ∈ G, j = 1, 2.

(40)

Here
∂Uσ(x)

∂xj
=
∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy. (41)

We estimate the following

∣∣∣∣∣
∂U(x)

∂xj

∣∣∣∣∣ ≤

∣∣∣∣∣∣

∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣

+

∣∣∣∣∣∣

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
≤
∣∣∣∣∣
∂Uσ(x)

∂xj

∣∣∣∣∣

+

∣∣∣∣∣∣

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
, x ∈ G, j = 1, 2.

(42)

Given inequality (27), we estimate the first integral of inequality (42).
∣∣∣∣∣∣

∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
≤
∫

S

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣|U(y)|dsy

≤ δ
∫

S

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣dsy, x ∈ G, j = 1, 2.

(43)

To do this, we estimate the integrals
∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂x1

∣∣∣∣dsy, and
∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy on

a smooth curve S.

Given equality (16), inequality (17) and equality (24), we obtain

∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂x1

∣∣∣∣dsy ≤ C(λ, x)σeσ(a2−x2
2), σ > 1, x ∈ G, (44)

Now, we estimate the integral
∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy.

Taking into account equality (16) and inequality (17), we obtain

∫

S

∣∣∣∣
∂Φσ(y, x; λ)

∂x2

∣∣∣∣dsy ≤ C(λ, x)σeσ(a2−x2
2), σ > 1, x ∈ G, (45)
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From (44) and (45), bearing in mind (43), we obtain
∣∣∣∣∣∣

∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
≤ C(λ, x)σδe−σx2

2 , σ > 1, x ∈ G,

j = 1, 2.

(46)

The following is known
∣∣∣∣∣∣

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
≤ C(λ, x)σMe−σx2

2 , σ > 1, x ∈ G,

j = 1, 2.

(47)

Now taking into account (46)–(47), bearing in mind (42), we have
∣∣∣∣∣
∂U(x)

∂xj

∣∣∣∣∣ ≤
C(λ, x)σ

2
(δ eσa2

+ M)e−σx2
2 , σ > 1, x ∈ G,

j = 1, 2.
(48)

Choosing σ from the equality (39) we obtain an estimate (29). Theorem 2 is proved.

Assume that U(y) ∈ A(G) is defined on S and fδ(y) is its approximation with an error
0 < δ ≤ Me−σa2

then
max

S
|U(y)− fδ(y)| ≤ δ. (49)

We put

Uσ(δ)(x) =
∫

S

Nσ(y, x; λ) fδ(y)dsy, x ∈ G. (50)

Theorem 3. Let U(y) ∈ A(G) on the part of the plane y2 = 0 satisfies in the condition (11).
Then the following estimates is true

∣∣∣U(x)− Uσ(δ)(x)
∣∣∣ ≤ C(λ, x)σM

1− x2
2

a2 δ
x2

2
a2 , σ > 1, x ∈ G. (51)

∣∣∣∣∣
∂U(x)

∂xj
−

∂Uσ(δ)(x)

∂xj

∣∣∣∣∣ ≤ C(λ, x)σM
1− x2

2
a2 δ

x2
2

a2 , σ > 1, x ∈ G,

j = 1, 2.
(52)

Proof. From the integral formulas (10) and (50), we have

U(x)− Uσ(δ)(x) =
∫

∂G

Nσ(y, x; λ)U(y)dsy

−
∫

S

Nσ(y, x; λ) fδ(y)dsy =
∫

S

Nσ(y, x; λ)U(y)dsy

+
∫

T

Nσ(y, x; λ)U(y)dsy −
∫

S
Nσ(y, x; λ) fδ(y)dsy

=
∫

S

Nσ(y, x; λ){U(y)− fδ(y)}dsy +
∫

T

Nσ(y, x; λ)U(y)dsy.
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and
∂U(x)

∂xj
−

∂Uσ(δ)(x)

∂xj
=
∫

∂G

∂Nσ(y, x; λ)

∂xj
U(y)dsy

−
∫

S

∂Nσ(y, x; λ)

∂xj
fδ(y)dsy =

∫

S

∂Nσ(y, x; λ)

∂xj
U(y)dsy

+
∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy −

∫

S

∂Nσ(y, x; λ)

∂xj
fδ(y)dsy

=
∫

S

∂Nσ(y, x; λ)

∂xj
{U(y)− fδ(y)}dsy +

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy,

j = 1, 2.

Using conditions (11) and (49), we estimate the following:

∣∣∣U(x)− Uσ(δ)(x)
∣∣∣ =

∣∣∣∣∣∣

∫

S

Nσ(y, x; λ){U(y)− fδ(y)}dsy

∣∣∣∣∣∣

+

∣∣∣∣∣∣

∫

T

Nσ(y, x; λ)U(y)dsy

∣∣∣∣∣∣
≤
∫

S

|Nσ(y, x; λ)||{U(y)− fδ(y)}|dsy

+
∫

T

|Nσ(y, x; λ)||U(y)|dsy ≤ δ
∫

S
|Nσ(y, x; λ)|dsy

+M
∫

T

|Nσ(y, x; λ)|dsy.

and ∣∣∣∣∣
∂U(x)

∂xj
−

∂Uσ(δ)(x)

∂xj

∣∣∣∣∣ =

∣∣∣∣∣∣

∫

S

∂Nσ(y, x; λ)

∂xj
{U(y)− fδ(y)}dsy

∣∣∣∣∣∣

+

∣∣∣∣∣∣

∫

T

∂Nσ(y, x; λ)

∂xj
U(y)dsy

∣∣∣∣∣∣
≤
∫

S

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣|{U(y)− fδ(y)}|dsy

+
∫

T

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣|U(y)|dsy ≤ δ
∫

S

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣dsy

+M
∫

T

∣∣∣∣∣
∂Nσ(y, x; λ)

∂xj

∣∣∣∣∣dsy, j = 1, 2.

Now, repeating the proof of Theorems 1 and 2, we obtain

∣∣∣U(x)− Uσ(δ)(x)
∣∣∣ ≤ C(λ, x)σ

2
(δ eσa2

+ M)e−σx2
2 .

∣∣∣∣∣
∂U(x)

∂xj
−

Uσ(δ)(x)

∂xj

∣∣∣∣∣ ≤
C(λ, x)σ

2
(δ eσa2

+ M)e−σx2
2 , j = 1, 2.
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From here, choosing σ from equality (39), we obtain an estimates (51) and (52). Thus
Theorem 3 is proved.

Corollary 3. For each x ∈ G, the following equalities are true

lim
δ→0

Uσ(δ)(x) = U(x), lim
δ→0

∂Uσ(δ)(x)

∂xj
=

∂U(x)

∂xj
, j = 1, 2.

Corollary 4. If x ∈ Gε, then the families of functions
{

Uσ(δ)(x)
}

and

{
∂Uσ(δ)(x)

∂xj

}
are conver-

gent uniformly for δ → 0, i.e.:

Uσ(δ)(x) ⇒ U(x),
∂Uσ(δ)(x)

∂xj
⇒

∂U(x)

∂xj
, j = 1, 2.

5. Conclusions

The article obtained the following results:
Using the Carleman function, a formula can be obtained for the continuation of the

solution of linear elliptic systems of the first order with constant coefficients in a spatial
bounded domain R2. The resulting formula is an analogue of the classical formula of
Riemann, Voltaire and Hadamard, which they constructed to solve the Cauchy problem
in the theory of hyperbolic equations. An estimate of the stability of the solution of the
Cauchy problem in the classical sense for matrix factorizations of the Helmholtz equation
was presented. This problem can be considered when, instead of the exact data of the
Cauchy problem we have their approximations with a given deviation in the uniform
metric and under the assumption that the solution of the Cauchy problem is bounded on
part T, of the boundary of the domain G.

We note that for solving applicable problems, the approximate values of U(x) and
∂U(x)

∂xj
, x ∈ G, j = 1, 2 should be found.

In this paper, we have built a family of vector-functions U(x, fδ) = Uσ(δ)(x) and
∂U(x, fδ)

∂xj
=

∂Uσ(δ)(x)

∂xj
, (j = 1, 2) depend on a parameter σ. Also, we prove that under

certain conditions and a special choice of the parameter σ = σ(δ), at δ → 0, the family

Uσ(δ)(x) and
∂Uσ(δ)(x)

∂xj
are convergent to a solution U(x) and its derivative

∂U(x)

∂xj
, x ∈ G

at point x ∈ G.

According to [1], a family of vector-functions Uσ(δ)(x) and
∂Uσ(δ)(x)

∂xj
is called a

regularized solution of the problem. A regularized solution determines a stable method to
find the approximate solution of the problem.

Thus, functionals Uσ(δ)(x) and
∂Uσ(δ)(x)

∂xj
determine the regularization of the solution

of problems (1) and (2).
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