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Abstract: In this paper, the related studies of chassis configurations and control systems for four-
wheel independent drive/steering electric vehicles (4WID-4WIS EV) are reviewed and discussed.
Firstly, some prototypes and integrated X-by-wire modules of 4WID-4WIS EV are introduced, and
the chassis configuration of 4WID-4WIS EV is analyzed. Then, common control models of 4WID-
4WIS EV, i.e., the dynamic model, kinematic model, and path tracking model, are summarized.
Furthermore, the control frameworks, strategies, and algorithms of 4WID-4WIS EV are introduced
and discussed, including the handling of stability control, rollover prevention control, path tracking
control and active fault-tolerate control. Finally, with a view towards autonomous driving, some
challenges, and perspectives for 4WID-4WIS EV are discussed.

Keywords: autonomous driving; four-wheel independent drive; four-wheel independent steering;
path tracking; handling stability; active safety control; electric vehicle

1. Introduction

Autonomous driving techniques can not only reduce human drivers’ driving burden,
but also advance driving safety and reduce traffic accidents. In addition to realizing zero
emissions targets and reducing air pollution, electric vehicles (EVs) have better control
performance than traditional fuel vehicles. Therefore, autonomous vehicles (AVs) and EVs
have been a popular issue in vehicle development [1–3].

In recent years, most AVs have been studied and developed based on the traditional
fuel vehicle platform, e.g., those used by Baidu, Waymo, Uber, etc. These so-called AVs are
designed by applying advanced perception sensors, decision-making and control systems
to the existing commercial vehicles [4]. Most autonomous driving companies are not
automobile manufacturers and cannot integrate autonomous driving technology into the
autonomous driving platform design, which restricts the commercial development of
AVs [5]. In fact, traditional fuel vehicles are not the best autonomous driving platform.
Their complex drive and transmission systems, i.e., the internal combustion engine, torque
converter, etc., have slow response rates and the low control accuracy [6]. In contrast, EVs
are preferred by many researchers. Without the complex drive and transmission systems,
accurate control is easier to achieve [7]. As a result, the decision-making commands from
the autonomous driving system can be better executed [8]. Therefore, towards future
autonomous driving, autonomous mobile platforms have been widely studied, including
those of Schaeffler, Protean, etc. [9–11]. In the autonomous mobile platforms, the X-by-wire
chassis technique is a critical issue for accurate control [12,13].

Traditional vehicles usually adopt the centralized drive system and the front-wheel
steering (FWS) system, which is a common chassis configuration. With the development
of chassis modularization and electrification, the integrated X-by-wire module has been
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widely studied, in which the steering system, drive system and braking system are all
controlled by wire [14]. They are integrated with the vehicle suspension and make up an
integrated chassis module, which is beneficial to the chassis reconstruction for different
demands [15]. Due to the X-by-wire module, vehicles can easily realize accurate dynamic
control to advance active safety [16]. Four X-by-wire modules make up a four-wheel
independent drive/steering electric vehicle (4WID-4WIS EV). Due to the application of
X-by-wire modules, the steering angle and drive/braking torque of each wheel can be
controlled independently [17]. As a result, 4WID-4WIS EV can easily realize multi-objective
optimization control, e.g., handling stability control, rollover prevention control and path
tracking control [18]. Therefore, 4WID-4WIS EV is regarded as an ideal EV development
platform by many researchers.

4WID-4WIS EV has been widely studied in recent years. Some prototypes have
been designed and developed by vehicle companies and universities. Moreover, various
control frameworks, algorithms and strategies have been studied as well. However, some
critical issues of 4WID-4WIS EV have not been completely resolved, which prevents
its commercial application. Towards autonomous driving, this paper aims to review the
chassis configuration and control technique of 4WID-4WIS EV. Focusing on certain technical
difficulties of 4WID-4WIS EV, some perspectives are given at the end of this paper.

The rest of this paper is organized as follows. In Section 2, the chassis configuration of
4WID-4WIS EV is introduced and analyzed. Section 3 presents the typical control models of
4WID-4WIS EV. In Section 4, control frameworks and control algorithms of 4WID-4WIS EV
are reviewed. Section 5 gives the challenges and perspectives of 4WID-4WIS EVs’ future
development. Finally, Section 6 concludes this paper.

2. Chassis Configuration of 4WID-4WIS EV

This section mainly focuses on the chassis configuration analysis of the 4WID-4WIS
EV. Firstly, the typical prototypes of 4WID-4WIS EV are introduced and the configuration
analysis is conducted. Then, the key component of 4WID-4WIS EV, i.e., the X-by-wire
module, is reviewed, and the comparative study of different modules is carried out. Finally,
the steering modes of 4WID-4WIS EV are analyzed and the switching logic between
different steering modes is introduced.

2.1. Configuration Analysis of 4WID-4WIS EV

As shown in Figure 1, the chassis of 4WID-4WIS EV is made up of four X-by-wire
modules that integrate the steering, drive, braking and suspension systems. Three actuators
are included in the X-by-wire module, i.e., the steering-by-wire actuator, drive-by-wire
actuator, and braking-by-wire actuator. The steering-by-wire actuator is usually integrated
with the steering kingpin, which can be a virtual kingpin or a component of the suspension
system. The in-wheel motor is usually taken as a drive-by-wire actuator, which can be
integrated with the wheel rim. Compared with the conventional centralized drive system,
the drive shaft, the differential mechanism, and reducers are cancelled. An electronic
hydraulic braking (EHB) system and an electronic mechanical braking (EMB) system are
usually adopted as the braking-by-wire actuator [19–21].

Due to the application of X-by-wire modules, the steering angle and drive/braking
torque of each wheel can be controlled independently. As a result, 4WID-4WIS EV has
more degrees of freedom (DOF) in terms of control than conventional vehicles, which leads
to more steering and motion modes.

2
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Figure 1. Chassis configuration of 4WID-4WIS EV.

2.2. Prototypes of 4WID-4WIS EV

In recent years, 4WID-4WIS EV has been widely studied by many companies and uni-
versities. Some prototypes of 4WID-4WIS EV are shown in Figure 2. As a futuristic looking
vehicle, Fine-T is proposed by Toyota, which is equipped with a 4WID-4WIS technique that
can realize pivot steering in favor of parking in a tighter area [22]. Additionally, Nissan also
designed three generations of 4WID-4WIS concept cars, i.e., PIVO1, PIVO2 and PIVO3 [23].
ROboMObil is an autonomous 4WID-4WIS EV. With the application of the 4WID-4WIS
technique, it not only shows strong maneuverability at low-speed conditions, e.g., parking,
but also has good handling stability at high-speed conditions [24,25]. DFKI EO Smart 2 is a
highly flexible micro-car designed for mega-cities, which is also an autonomous concept car.
Besides the 4WID-4WIS technique, it can change the morphology of its height and length
to further improve the maneuverability. In addition to single-vehicle autonomous driving,
platooning autonomous driving can be realized with EO Smart 2 [26]. With the intelligent
corner module, Schaeffler proposed the 4WID-4WIS EV Mover that is the solution to the
autonomous and sustainable mobility in urban spaces [27]. With the reconstruction of the
chassis configuration, Schaeffler Mover can be applied to different types of vehicles. In
addition to the vehicle companies, some universities also developed some 4WID-4WIS
EV prototypes, including Jilin University [28,29], The Chinese University of Hong Kong
(CUHK) [30–32], Massachusetts Institute of Technology (MIT) [33], Universiti Teknologi
Malaysia (UTM) [34], Tongji University [35–37], Pusan National University [38], and Iowa
State University [39].

Figure 2. Protypes of 4WID-4WIS EV: (a) Toyota Fine-T; (b) Nissan PIVO3; (c) ROboMObil; (d) DFKI
EO Smart 2; (e) Schaeffler Mover; (f) Jilin University; (g) CUHK OK-1; (h) MIT Hiriko; (i) UTM;
(j) Tongji University.
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Table 1 shows the performance analysis of the 4WID-4WIS EV prototypes. Most
of them have a 180◦ steering angle range, which is in favor of high maneuverability.
Compared with the prototypes designed by universities, the prototypes developed by
vehicle companies have higher speed, which is closer to the performance requirements of
passenger cars. Some 4WID-4WIS EV prototypes can realize simple autonomous driving
functions, e.g., automatic parking. ROboMObil and DFKI EO Smart 2 can realize high-level
autonomous driving.

Table 1. Configuration analysis of 4WID-4WIS EV.

Protype Steering Angle Speed Autonomous
Driving Reference

Toyota Fine-T ±90
◦ - × [22]

Nissan PIVO3 ±90
◦ - √ [23]

ROboMObil −25
◦ ∼ 95

◦ 100 km/h √ [24,25]
DFKI EO Smart 2 ±90

◦ 65 km/h √ [26]
Schaeffler Mover ±90

◦ 60 km/h √ [27]
Jilin University ±90

◦ 8 km/h × [28,29]
CUHK OK-1 ±90

◦ 10 km/h √ [30–32]
MIT Hiriko ±60

◦ 50 km/h × [33]
UTM −60

◦ ∼ 30
◦ 30 km/h × [34]

Tongji University ±90
◦ 10 km/h √ [35–37]

FABOT ±35
◦ 3 km/h × [38]

AgRover 360
◦ 5 km/h √ [39]

2.3. Integrated X-by-Wire Module of 4WID-4WIS EV

The key component of the 4WID-4WIS EV is the integrated X-by-wire module that
integrates the steering, drive, braking and suspension systems. Four X-by-wire modules
make up the chassis of 4WID-4WIS EVs. Figure 3 shows four typical X-by-wire modules,
in which the first three are mature product prototypes. The X-by-wire modules (b) and
(c) have been applied to the 4WID-4WIS EV Schaeffler Mover and ROboMObil. The last
module is designed and developed by the authors.

Figure 3. Integrated X-by-wire module for 4WID-4WIS EV.

Table 2 shows the structure analysis of four integrated X-by-wire modules. The
steering actuators of the four X-by-wire modules have a similar structure, i.e., servo motor
and reducer. However, the layout positions of the four steering actuators are different,
i.e., above the wheel (Protean. Surrey, United Kingdom, and Schaeffler, Herzogenaurach,
Germany ), inside the wheel (ROboMObil, Wessling, Germany) and beside the wheel
(Tongji, Shanghai, China). Due to different layout positions of the steering actuator, it
yields various steering ranges and control issues. If the steering actuator is placed above
the wheel, it can realize zero steering kingpin offset, which is able to reduce the steering
resistance. However, it will increase the vertical size of the X-by-wire module. If the
steering actuator is placed beside the wheel, the vertical size of the X-by-wire module can
be reduced, but it brings large steering kingpin offset, which brings a challenge to the
capability of the steering motor. If the steering actuator is placed inside the wheel, it can

4
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reduce both the vertical size of the X-by-wire module and the steering kingpin offset, but it
brings challenges to the layout of the in-wheel space.

Table 2. Structure analysis of integrated X-by-wire modules for 4WID-4WIS EV.

Type Steering Drive Braking Suspension

Protean 360
◦ In-wheel motor (80 kW, 1250 N ·m) HB + Motor Candle type

Schaeffler ±90
◦ In-wheel motor (13 kW, 250 N ·m) HB + Motor Trailing arm type

ROboMObil −25
◦ ∼ 95

◦ In-wheel motor (160 N ·m) HB + Motor Double wishbone type
Tongji ±90

◦ In-wheel motor (180 N ·m) HB + Motor Candle type

The drive actuators of the four X-by-wire modules all take the in-wheel motor. The
Protean X-by-wire module adopts the PD18 in-wheel motor, which has the largest power
and torque among the four modules. The braking actuators of the four X-by-wire modules
all take the hybrid braking system that integrates hydraulic braking (HB) and motor
regenerative braking. The suspension systems of the four X-by-wire modules are different,
and can be divided into three types, i.e., the candle type, trailing arm type and the double
wishbone type. Compared with the candle suspension and the trailing arm suspension,
the double wishbone suspension has better lateral and roll stiffness, which is in favor of
safe driving in the condition of the large lateral acceleration. Therefore, it can be found
from Table 1 that the design speed of ROboMObil is the largest among all prototypes,
i.e., 100 km/h.

2.4. Steering Modes and Switching Logic

As mentioned above, due to the application of X-by-wire modules, the steering angle of
each wheel can be controlled independently. As a result, 4WID-4WIS EV has more steering
modes than traditional vehicles. The steering modes of 4WID-4WIS EV are illustrated
in Figure 4, including FWS, rear-wheel steering (RWS), 4-wheel steering (4WS), oblique
moving, crab moving, and pivot steering. With these steering modes, the maneuverability
can be advanced remarkably, e.g., crab moving for side parking, and pivot steering for
turning around in narrow spaces [40]. In addition to the maneuverability advancement at
low-speed conditions, active 4WS can improve vehicles’ handling stability at high-speed
conditions [41,42].

Figure 4. Steering modes of 4WID-4WIS EV: (a) FWS; (b) RWS; (c) 4WS; (d) oblique moving; (e) crab
moving; (f) pivot steering.

To deal with different missions, effective switching between steering modes becomes
very necessary. Based on the principle that the turning center is continuous, a logic of
steering mode switching is proposed, which can realize smooth switching at low-speed
conditions without stopping the car [43]. The dynamic switching logic between FWS
and RWS, and FWS and 4WS, is studied, which is verified with real vehicle tests [44]. To
minimize the sudden change of vehicle dynamic parameters and the energy consumption in
the switching process, a B-spline curve is proposed to design the switching trajectory, which
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is optimized with the multi-objective genetic algorithm [45]. Based on the kinematic model
and dynamic model of 4WID-4WIS EV, a steering mode switching strategy is designed
and verified [46]. To realize the switching control between FWS and 4WS at high-speed
conditions, a robust controller is designed [47], which aims to achieve a smooth transition
of sideslip angle and yaw rate.

3. Control Model of 4WID-4WIS EV

This section mainly reviews the common control models of 4WID-4WIS EV, including
the vehicle dynamic model, vehicle kinematic model, and path tracking model.

3.1. Vehicle Dynamic Model

Vehicle dynamic model is usually used to describe the dynamics of vehicles, especially
at high-speed conditions. It is mainly derived through Newton’s Law. According to the
number of control DOF, the vehicle dynamic model has various evolutions [48]. A complex
vehicle dynamic model can accurately describe the dynamic characteristics of the vehicle.
However, it will introduce difficulty to the design of controllers due to the strong nonlin-
earity and coupling of the complex vehicle dynamic model [49]. Although the simplified
vehicle dynamic model is in favor of controller design, some assumptions are made, which
are invalid at some conditions. For instance, the assumption of the linear tire model is
invalid at extreme conditions [50].

As for the vehicle dynamic control, longitudinal motion, lateral motion, yaw motion
and roll motion are commonly considered by researchers. Figure 5 shows the dynamic
model of 4WID-4WIS EV. According to Figure 5, the four DOF vehicle dynamic model can
be expressed as follows [51,52].





m
( .
vx − vxβr

)
= ∑ Fx − Fw − Ff

mvx

( .
β + r

)
+ mshs

..
φ = ∑ Fy

Iz
.
r− Ixz

..
φ = ∑ Mz

Ix
..
φ− Ixz

.
r = ∑ Lx

(1)





∑ Fx = Fx f l cos δ f l + Fx f r cos δ f r + Fxrl cos δrl + Fxrr cos δrr

∑ Fy = Fy f l cos δ f l + Fy f r cos δ f r + Fyrl cos δrl + Fyrr cos δrr

∑ Mz =
(

Fy f l cos δ f l + Fy f r cos δ f r

)
l f −

(
Fyrl cos δrl + Fyrr cos δrr

)
lr + ∆Mz

∑ Lx = msghsφ− bφ

.
φ− kφφ

(2)

where vx denotes the longitudinal velocity. β and r denote the sideslip angle and yaw rate
at the center of gravity (CG), and φ is the roll angle. In addition, ∑ Fx, ∑ Fy, ∑ Mz and ∑ Lx
denote the total longitudinal tire force, lateral tire force, yaw moment and roll moment
acting on the vehicle. Fw and Ff denote the wind resistance and the rolling resistance,
respectively. m and ms denote the vehicle mass and vehicle sprung mass. hs is the height
of sprung mass. Iz, Ixz and Ix are the yaw inertia moment, the product of inertia and the
roll inertia moment. δi (i = fl, fr, rl, rr) denotes the steering angle of each wheel (fl denotes
the front left wheel, fr denotes the front right wheel, rl denotes the rear left wheel, and
rr denotes the rear right wheel). Fxi and Fyi (i = fl, fr, rl, rr) denote the longitudinal and
lateral forces of each tire. kφ and bφ denote the roll stiffness and damping of the vehicle
suspension. ∆Mz is the external yaw moment, which is generated by the torque difference
between the left wheel and the right wheel.

∆Mz = [−Fx f l cos δ f l + Fx f r cos δ f r − Fxrl cos δrl + Fxrr cos δrr]
B
2

(3)

where B is the vehicle track. According to different control objectives, the above 4DOF
vehicle model can be simplified as a 3DOF vehicle model or a 2DOF vehicle model.
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Figure 5. Dynamic model of 4WID-4WIS EV.

It can be found from Equation (2) that the vehicle dynamic model is mainly determined
by the tire force Fxi and Fyi. The tire is a critical component of the vehicle, and its structural
characteristics and mechanical properties (vertical force, longitudinal force, lateral force,
and torque of return) have a significant impact on the dynamic performance of the vehicle
(ride, handling, stability, and safety) [53]. The mechanical properties of tires are mainly
affected by factors such as tire type, cornering angle, slip rate, speed, etc. Tire models
describe the relationships between the tire force and these influencing factors [54].

Tire models are mainly divided into three types: theoretical models with analytical
formulas obtained by simplifying the mechanics of tires; empirical models obtained by
analyzing and fitting tire force characteristic test data; semi-empirical models that combines
the theoretical model and the analysis of experimental data [55]. Most of the empirical or
semi-empirical models have the advantages of simple representation, easy calculation, and
high fitting accuracy for specific tires, e.g., the magic formula [56], Dugoff tire model [57],
UniTire model [58], Burckhardt tire model [59], HSRI tire model [60], etc. The theoretical
model does not require fitting of experimental parameters and has strong versatility,
e.g., the Gim tire model [61], string tire model [62], Fiala tire model [63], etc. The selection
of tire models depends on the actual vehicle dynamics problem to be solved, whether it
needs a more accurate theoretical model for modeling, or an empirical model towards
practical engineering applications.

To reduce the complexity of controller design, the four-wheel vehicle model is usually
simplified as a single-track model, as shown in Figure 6. As a result, the four steering control
variables are reduced to two. The steering angle transformation relationship between the
two models follows the Ackerman steering geometry [64].

tan δ f l =
tan δ f

1− B
2l (tan δ f−tan δr)

, tan δ f r =
tan δ f

1+ B
2l (tan δ f−tan δr)

tan δrl =
tan δr

1− B
2l (tan δ f−tan δr)

, tan δrr =
tan δr

1+ B
2l (tan δ f−tan δr)

(4)

where δ f and δr denote the front and rear steering angles. l denotes the wheelbase.

Figure 6. Single-track model for 4WID-4WIS EV.
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3.2. Vehicle Kinematic Model

The vehicle kinematic model is usually used to address the motion planning and
control of vehicles at low-speed conditions, e.g., automatic parking control [65]. For motion
control at high-speed conditions, the vehicle dynamic model is preferred [66].

The single-track kinematic model for 4WID-4WIS EV is derived as follows [67].




.
vx = ax
.
ϕ = vx

(
tan δ f + tan δr

)
/l

.
X = vx cos(β + ϕ)/ cos β
.

Y = vx sin(β + ϕ)/ cos β

(5)

where ax denotes the longitudinal acceleration. (X, Y) is the position coordinate of the
vehicle.

3.3. Path Tracking Model

According to the information difference of the target path, i.e., the target position
coordinate or target path curvature, the path tracking model is divided into two types. The
first kind of path tracking model is based on the given information of ϕ, X and Y, which
aims to minimize the following errors [68].





∆ϕ = ϕ− ϕd
∆X = X− Xd
∆Y = Y−Yd

(6)





.
ϕ = r
.

X = vx cos ϕ− vy sin ϕ
.

Y = vx sin ϕ + vy cos ϕ

(7)

where ϕd, Xd and Yd denote the desired values for the target path.
The second kind of path tracking model is derived according to the curvature infor-

mation of the target path, which is illustrated in Figure 7. To make the vehicle track the
target path precisely, the path-tracking problem is equivalent to minimizing the yaw angle
error ∆ϕ and the lateral offset ∆y, which are derived as follows [69].

{
∆

.
ϕ = r− vx

ρ

∆
.
y = vy + vx∆ϕ

(8)

where ρ denotes the curvature of the target path.

Figure 7. Path-tracking model for 4WID-4WIS EV.
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4. Control of 4WID-4WIS EV for Autonomous Driving

In this section, the control framework of 4WID-4WIS EV is introduced. Then, the con-
trol algorithms and strategies of handling stability, rollover prevention and path tracking
are reviewed and discussed. Finally, active fault-tolerate control algorithms for 4WID-4WIS
EVs are introduced.

4.1. Control Framework of 4WID-4WIS EV

The control framework of 4WID-4WIS can be divided into two types, i.e., the coupling
control framework [70] and the decoupling control framework [71], which are shown in
Figure 8a,b, respectively. In the coupling control framework, the longitudinal motion
control is coupled with the lateral motion control, which yields a multi-objective control. It
brings a challenge to the control algorithm design. In the decoupling control framework,
the longitudinal motion control is decoupled with the lateral motion control, which can
reduce the complexity of controller design.

Figure 8. Control framework of 4WID-4WIS EV: (a) Coupling control framework; (b) decoupling control framework.
* denotes the target reference.

From Figure 8, we can find that both the coupling control framework and the de-
coupling control framework consist of two levels. The high level is the controller design.
According to the control objectives of path tracking, lateral stability, handling performance,
rollover prevention and velocity tracking, it aims to track various references including the
target path, sideslip angle, yaw rate, roll angle and velocity. During the tracking control
process, various control constraints must be considered. All the control algorithms are
designed with an integrated controller. Then, the integrated controller outputs the control
signals to the low-level control system, i.e., the allocation level.
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The allocation level includes the steering angle allocation and the torque allocation.
The steering angle allocation is based on Equation (4). The torque allocation algorithm is
used to adjust the total longitudinal force Fx and the external yaw moment ∆Mz, i.e., di-
rect yaw-moment control (DYC). Various torque allocation algorithms have been studied
including the direct allocation approach [72], affine control allocation [73], sequence least
squares [74], weighted least squares [75], dynamic allocation [76], model predictive control
(MPC) [77], etc. After torque allocation, the target drive/brake torques of four wheels will
be worked out.

Finally, the allocation level will output the target steering angles and torques of four
wheels to the 4WID-4WIS EV. For the closed-loop control, the vehicle’s motion state and
position information will be fed back to the integrated controller and velocity controller.

Due to the application of the 4WID-4WIS technique, 4WID-4WIS EV has four kinds of
control strategies for dynamic control, which are listed in Table 3, i.e., active front steering
(AFS), AFS + DYC, 4WS, and 4WS + DYC. Due to the various control strategies, 4WID-4WIS
EVs can achieve superior driving performance compared to conventional vehicles in terms
of path tracking, handling stability and rollover prevention.

Table 3. Control Strategies of 4WID-4WIS EV.

Control Strategy Control Variable

AFS δ f
AFS + DYC δ f , ∆Mz

4WS δ f , δr
4WS + DYC δ f , δr, ∆Mz

4.2. Handling Stability Control

The handling stability control of vehicles is defined to track the desired sideslip angle
and yaw rate [78]. For traditional FWS vehicles, only the front-wheel steering angle can be
controlled. When conducting the steering maneuver at high-speed conditions, the front
tire lateral force may enter the saturation region, which cannot provide enough force to
guarantee the lateral stability of vehicles [79]. For 4WID-4WIS EVs, since the braking
and drive torque of each wheel can be controlled independently, DYC can be realized
easily. As a result, the external yaw moment can make up for the lack of tire lateral force
to increase the handling stability. In [80], a BP-PID controller-based multi-model control
system is proposed for lateral stability improvement via DYC. In [81], a novel control
algorithm of DYC based on the correctional LQR is designed to realize vehicle dynamic
stability control. Based on the slide model control (SMC), a DYC-based hierarchical control
strategy is proposed to improve lateral stability at driving limits [82]. By calculating the
stability boundary with the phase plane method, a new extension coordinated controller is
designed to improve the driving stability and handling performance, which can find the
best balance between AFS and DYC [83]. To enhance the lateral stability, a robust internal
model control method with a modified structure is applied to the integrated controller
design of AFS + DYC [84]. The control diagram is illustrated in Figure 9.

Compared with DYC, the 4WS technique makes it easier to realize zero sideslip angle.
Meanwhile, it is not necessary to deal with the allocation of the external yaw moment and
the total longitudinal force [85]. In [86], the linear-parameter-varying (LPV) model is used to
simplify the nonlinear model, and the decoupling control is applied to the velocity tracking
control and handling stability control. In [87], considering the velocity-varying motion, a
LPV controller is designed for handling stability control of 4WS. In addition, the attenuation
of diagonal decoupling (ADD) control is proposed for 4WS vehicles, which shows good
robustness to address uncertainties and disturbances [88]. In [89], an internal model control
(IMC) strategy is proposed to address the nonlinearity of the stability control system.
Additionally, the multi-input-multi-output (MIMO) IMC is adopted for vehicle stability
control [90]. In [91], a handling modification method is applied to the handling stability
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control of 4WS vehicles. Based on SMC, the decentralized control algorithm is robust to
arbitrary lateral disturbances and can guarantee that the vehicle converges to reference
yaw rate and zero sideslip [92]. Due to the advantage of strong robustness to deal with
parametric uncertainties, external disturbances and sensor noise, robust control has been
studied by many researchers and applied to the handling stability control in 4WS vehicles,
including H2 control, H∞ control, and µ-synthesis control [93–96]. In [97], a H2/H∞ mixed
robust controller is designed for stability control. In [98], pre-compensation decoupling
control with H∞ performance is applied to the longitudinal motion control and handling
stability control. In [99], the handling stability and system robustness are advanced with
the µ-synthesis robust controller. In [100], varying parameters are considered in the
vehicle model and the µ-synthesis controller is designed for 4WS. Although robust control
approaches show strong robustness to deal with parametric perturbations, a large range of
perturbation will lead to a high-order controller, which brings large amounts of calculation
to the hardware. We need to find a good balance between control performance and
calculation efficiency in the controller design.

Figure 9. Control diagram of the AFS + DYC control system in [84].

With the advantages of 4WS and DYC, the combination of 4WS and DYC yields the
superior handling stability for 4WID-4WIS EVs [101]. In [102,103], two feed-forward and
feedback controllers are designed to realize zero sideslip angle and target yaw rate tracking
with the integrated control of 4WS and DYC. In [104], a robust H∞ control approach
is applied to the coordinated control of 4WS and DYC to improve handling stability in
extreme conditions. In [105], fuzzy control theory is used to design the feedback controller
of 4WS + DYC to improve lateral stability at high-speed conditions. To obtain a gain-
scheduled controller, the LPV system is combined with the H∞ optimal control theory
for the handling stability controller design of 4WS and DYC [106]. Besides, taking the
tire nonlinearity into consideration, 4WS and DYC control are combined with the active
suspension control to advance both the handling stability and the ride comfort [107].
Compared with AFS, the coordinate control of 4WS and DYC can advance the active safety
of AVs at extreme conditions.

4.3. Rollover Prevention Control

Although the handling stability control can enhance the lateral driving safety at
driving limits, for some vehicles with high size, e.g., trucks and buses, it is necessary to
consider the rollover prevention performance [108]. The rollover prevention control is
usually considered with the handling stability control [109]. The rollover index (RI) is
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usually used as the control performance index of rollover prevention. In [110], a RI is
proposed to evaluate the rollover effect, a roll state estimator is designed, based on RI
and the roll state estimator, and an integrated rollover mitigation controller is designed
to reduce the danger of rollover without loss of vehicle lateral stability. Furthermore, a
multiple-rollover-index (MRI) minimization approach is proposed to realize active rollover
prevention control for heavy articulated vehicles [111].

Different control algorithms have been designed for rollover prevention control.
In [112], a linear quadratic static output feedback (LQSOF) approach is applied to the
preview controller design for vehicle rollover prevention. In [113], a nonlinear control
strategy is designed, which can guarantee the handling stability while preventing rollover.
In [114,115], a pulsed steering system and a hydraulic-mechanical pulsed steering system
are designed, which integrate the handling stability control and rollover prevention control.
In [116], linear-time-varying (LTV) MPC is applied to the integrated controller design,
which can advance lateral stability, handling performance and rollover prevention via
the 4WS technique. In [117], the fuzzy SMC approach is applied to the vehicle dynamic
control of 4WS vehicles, which can enhance the dynamic response and deal with system
nonlinearity. As Figure 10 shows, in [118], a new type of hierarchical control is proposed
for 4WS vehicles, which uses the fractional SMC to obtain good robustness. Although
SMC shows good performance in terms of dealing with system nonlinearity, controller
chattering is still a critical issue for application.

Figure 10. Control diagram of the 4WS control system in [118].

Additionally, 4WS and DYC are usually combined to advance the rollover prevention
performance. With 4WS and DYC techniques, an integrated dynamic control with steering
(IDCS) system is proposed to improve the handling stability and rollover prevention
performance through fuzzy logic [119]. In [120], a switching MPC controller is designed
to realize rollover prevention with active steering control and active differential braking
control. Based on the SMC approach, a hierarchical coordinated control algorithm for
integrating active steering control and driving/braking force distribution is proposed,
which can enhance the handling stability and rollover prevention performance [121].

4.4. Path Trakcing Control

Path tracking control is the main control task for AVs [122]. Therefore, it has been
widely studied in recent years and various control algorithms have been designed. In [123],
DYC is used to advance the path tracking performance, and a robust H∞ control approach
is applied to the DYC controller design. In [124], a coupling control framework is proposed
based on DYC, and both the velocity tracking control and the path tracking control are con-
sidered with LTV MPC. In [125], based on LQR technique, both 4WS and DYC are utilized
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to improve the path-tracking performance. To improve the robustness of the path-tracking
controller, a robust path-tracking controller is designed for the 4WID-4WIS agricultural
robotic vehicle with the backstepping SMC theory [126]. To improve the control accuracy
of the backstepping SMC, a comprehensive method that combines feedforward and back-
stepping SMC is applied to the path tracking control of 4WID-4WIS EVs [127]. In [128], a
four-wheel SMC steering controller is designed for the path tracking of 4WID-4WIS EVs.
Meanwhile, the longitudinal velocity controller is designed with the SMC approach.

For low-speed autonomous driving, it is sufficient to consider the path tracking control.
However, with the increase in vehicle speed, the issue of handling stability and rollover
prevention becomes more and more prominent. The path tracking issue is needs to be
considered together with handling stability at high-speed conditions, especially at extreme
conditions [129]. Compared with traditional vehicles, 4WID-4WIS EV has more control
DOF; therefore, it is easier to realize the integrated control of path tracking and handling
stability. In [130], a LQR feedback controller is applied to the path tracking of 4WS under
the condition of high-speed emergency obstacle avoidance. In addition to the path tracking
issue, the issue of handling stability control is considered as well. However, LQR approach
has poor robustness to deal with the system nonlinearity and uncertainties. A robust LQR
controller is designed for path tracking via the integration of AFS and DYC [131]. Based
on the SMC theory, an automatic path-tracking controller is designed for 4WS vehicle,
which has strong robustness to deal with system uncertainties such as cornering power
perturbation, path radius fluctuation, and cross wind disturbance [132]. In [133], Hamilton
energy function control theory is applied to the path tracking and lateral stability control of
the 4WS + DYC control system. Besides, a robust controller is applied to the integrated 4WS
+ DYC control system, which can not only improve the path-tracking performance and
handling stability but also has good robustness to address parametric perturbation [134].
The control diagram is shown in Figure 11.

Figure 11. Control diagram of the integrated 4WS + DYC control system in [134].

Moreover, MPC has been widely applied to the path tracking control of AVs [135].
In [136], a coupling control framework is designed based on MPC, which comprehensively
considers the velocity tracking control, handling stability control and path tracking control.
Besides, the road adhesion coefficient is estimated to improve the control accuracy. Based
on the nonlinear 4WS vehicle model, nonlinear model predictive control (NMPC) is used
to design an integrated controller that considers handling stability and path tracking [137].
Although MPC has superior control accuracy than other control algorithms, the real-time
optimization brings a large amount of calculation to the hardware.

Finally, Table 4 shows the summary of various control instances for 4WID-4WIS EV. It
can be found that the 2DOF single track model is the most common control model for 4WID-
4WIS EVs. If the longitudinal motion control or rollover prevention control is considered,
another control DOF is required, which yields a 3DOF control model. To advance handling
stability, rollover prevention performance and path tracking performance, different control
strategies, i.e., AFS + DYC, 4WS, and 4WS + DYC, have been widely applied to the
dynamic control of 4WID-4WIS EVs. Furthermore, LQR, SMC, robust control and MPC
are the common control algorithms for 4WID-4WIS EVs. LQR can only deal with linear
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systems. SMC and robust control have good robustness to address system uncertainties
and disturbances, but their control performances are remarkably affected by the model
accuracy. With model prediction and real-time optimization, MPC can realize accurate
control, but the real-time optimization also brings a large amount of calculation to the
hardware. Simulation, the hardware-in-the-loop (HIL) test and the road test are the three
kinds of algorithm verification methods. It can be found that most papers evaluate the
control algorithm with simulation. Only few papers conduct the road test. One important
reason is that the techniques used for 4WID-4WIS EVs are not vary mature, especially for
the X-by-wire technique, and their reliability and safety cannot be guaranteed completely.
Road tests involve a degree safety risk.

Table 4. Summary of various control instances.

Reference Control Objective Control Model Control Strategy Control Algorithm Test Environment

[80] HS 2DOF AFS + DYC BP PID Simulation
[81] HS 2DOF AFS + DYC LQR HIL Test
[82] HS 2DOF AFS + DYC SMC HIL Test
[83] HS 2DOF AFS + DYC Coordinated control HIL Test
[84] HS 2DOF AFS + DYC H∞ control Simulation
[89] HS 2DOF 4WS Internal model control Simulation
[90] HS 2DOF 4WS Internal model control Simulation
[99] HS 2DOF 4WS µ-synthesis Simulation
[100] HS 2DOF 4WS µ-synthesis HIL Test
[92] HS 2DOF 4WS Feed-forward control Simulation
[97] HS 2DOF 4WS H2/H∞ Simulation
[95] HS 2DOF 4WS LPV H∞ Simulation
[96] HS 2DOF 4WS µ-synthesis Road Test
[87] HS + VC 3DOF 4WS LPV Simulation
[88] HS + VC 3DOF 4WS Decoupling control Simulation
[98] HS + VC 3DOF 4WS Decoupling control Simulation
[102] HS 2DOF 4WS + DYC Feed-forward, feedback Simulation
[104] HS 2DOF 4WS + DYC H∞ control Simulation
[105] HS 2DOF 4WS + DYC fuzzy control Simulation
[111] HS + RP 3DOF AFS + DYC LQR Simulation
[117] HS + RP 3DOF 4WS Fuzzy SMC Simulation
[118] HS + RP 3DOF 4WS Fractional SMC Simulation
[116] HS + RP 3DOF 4WS LTV-MPC Simulation
[119] HS + RP + VC 4DOF 4WS Fuzzy logic Simulation
[121] HS + RP 3DOF 4WS + DYC SMC Simulation
[123] PT + HS 2DOF AFS + DYC H∞ control Simulation
[124] PT + HS + VC 3DOF AFS + DYC MPC Simulation
[129] PT + HS 2DOF AFS + DYC LTV-MPC Road Test
[127] PT + HS 2DOF 4WS SMC Simulation
[132] PT + HS 2DOF 4WS SMC Simulation
[126] PT + VC 3DOF 4WS Backstepping SMC Road Test
[136] PT + VC 3DOF 4WS MPC Simulation
[137] PT + VC 3DOF 4WS MPC Simulation
[125] PT 2DOF 4WS + DYC LQR Simulation
[133] PT + HS 2DOF 4WS + DYC Hamilton Simulation
[134] PT + HS 2DOF 4WS + DYC µ-synthesis Simulation

Where HS, PT, RP, and VC are the abbreviation of handling stability, path tracking, rollover prevention and velocity control, respectively.

4.5. Active Fault-Tolerant Control

Although X-by-wire modules can bring various control strategies and steering modes
to 4WID-4WIS EVs in favor of driving performance advancement, once one X-by-wire
module fails, it will increase the risk of vehicle instability [138]. To address this issue, active
fault-tolerant control algorithms have been widely studied [139].

In [140], an MPC-based fault tolerant control system is designed, in which one MPC
is used for fault tolerant control and another MPC is used as an observer to estimate and
compensate for the actuator fault. In [141], a multiple model-based fault-tolerant control
system is proposed based on fuzzy logic and MPC. In [142], a dual-loop SMC is used to
deal with the fault of in-wheel motor. In [143], an adaptive SMC fault-tolerant controller is
designed. Furthermore, a modified SMC is applied to the active fault-tolerant control of
4WID-4WIS EV, in which the steering geometry is re-arranged according to the location of
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faulty wheels [144]. In [145], a robust adaptive fault-tolerant control scheme is designed
with adaptive fast terminal SMC. Moreover, game theory has been applied to the active
fault-tolerant control. In [146], a cooperative game-based actuator fault-tolerant control
strategy is designed based on a differential game. Additionally, feedback linearization
and cooperative game theory are combined to design the fault-tolerant controller [147]. To
advance the robustness of the fault-tolerate controller, a model-independent self-tuning
fault-tolerant control framework is designed, which can enhance the longitudinal and
lateral tracking ability under different failure conditions [148].

To improve the performance of monitor vehicle states, a fault detection and diagnosis
algorithm is designed to monitor vehicle states and provide feedback containing fault
information to the controller [149]. In [150], an active fault-tolerant control framework is
designed, which includes a baseline controller, a set of reconfigurable controllers, a fault
detection and diagnosis mechanism, and a decision mechanism.

Furthermore, control allocation methods have been widely used to realize active
fault-tolerant control of 4WID-4WIS EVs [151]. In [152], an orientated tire force allocation
algorithm is proposed to address the steering system fault in the path tracking process.
In [29], based on the pseudo-inverse matrix, a control allocation method is introduced
for decoupling of the forces and moment. Based on the LPV framework, reconfiguration
control is applied to the torque allocation, which can realize velocity and path tracking
even during a fault event of the steering-by-wire system [153]. In [154], based on the fault
detection and diagnosis module, a reconfigurable control allocator is designed, which
optimally distributes the generalized forces/moments to four wheels.

5. Challenges and Perspectives for 4WID-4WIS EV

Although 4WID-4WIS EV has superior performance than traditional vehicles, some
critical technical issues related to machinery and control have not been resolved, which
prevents its commercial application.

The first challenge is the high cost of 4WID-4WIS EV. Due to the application of the
X-by-wire module, 12 control actuators are included in a 4WID-4WIS EV. Compared with
traditional centralized-control vehicles, more actuators lead to higher cost. Therefore, cost
reduction is the first consideration. The highly integrated design of the X-by-wire module
and the concept of the reconfigurable chassis are good solutions. With the highly integrated
X-by-wire module, the reconfigurable chassis can be formed with different numbers of
X-by-wire modules according to different demands, and applied to different autonomous
mobile platforms, e.g., four X-by-wire modules forming the autonomous passenger car,
and eight X-by-wire modules forming the autonomous truck. Once the mission is finished,
X-by-wire modules will be separated and ready for reorganization for the next mission.

The second challenge is that the mechanical structure and integration technique of the
integrated X-by-wire module are not mature, especially in terms of dealing with extreme
conditions. According to the literature review of the integrated X-by-wire module, it
can be found that most X-by-wire modules adopt simple suspension structures, which
cannot withstand huge lateral force. Therefore, existing 4WID-4WIS EVs can only travel in
common conditions; they cannot deal with severe and extreme conditions. Therefore, it is
necessary to design an advanced and practical X-by-wire module for the future applications
of 4WID-4WIS EVs.

The third challenge is the reliability limitation of the X-by-wire technique. Compared
with traditional mechanical systems, the reliability and safety of the X-by-wire technique
are worse, and are generally untrustworthy. Since the 4WID-4WIS EV has 12 control
actuators involved in steering, drive and braking, the probability of an actuator fault is still
a crucial issue. Additionally, considering that the X-by-wire technique, and especially the
steering-by-wire technique, is not a mature technique, it is necessary to design an effective
active fault-tolerant control system to guarantee the functional safety of the system.

The last challenge is the control technique. For 4WID-4WIS EVs, which have non-
linear MIMO control systems, it is not easy to deal with the parametric uncertainties,
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external disturbances, and sensor noise with simple control algorithms, e.g., PID control.
Although some control algorithms can realize accurate dynamic control and have good
robustness, e.g., MPC, real-time optimization brings a large amount of calculation, which
is a challenge for the hardware platform. Therefore, improving the computing efficiency
of control algorithms is an urgent task. Additionally, as for multi-objective control, i.e.,
handling stability control, rollover prevention control, and path tracking control, there is
no good adaptive control strategy to adjust the control priority and weighting to deal with
different cases. For instance, at low-speed conditions, path tracking is the main control
task. However, handling stability control and rollover prevention control must be given
priority in extreme conditions.

6. Conclusions

Focusing on chassis configuration and control techniques, a literature review of—and
various perspectives on—4WID-4WIS EVs are presented in this paper. Various prototypes
of 4WID-4WIS EVs and integrated X-by-wire modules are introduced. Different chassis
configurations and mechanical structures are compared and analyzed. Furthermore, the
steering modes and switching logics of 4WID-4WIS EV are discussed. In addition, the
common control models of 4WID-4WIS EV are summarized, including the kinematic
model, dynamic model, and path tracking model. Based on different control models,
different control objectives can be realized, including handling stability control, rollover
prevention control, path tracking control, and active fault-tolerant control. For different
control objectives, the control algorithms are reviewed and analyzed. Finally, for the
development and application of 4WID-4WIS EV, some challenges, and perspectives are
discussed, including the cost, mechanical design, control technique, etc.
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10. Biček, M.; Pepelnjak, T.; Pušavec, F. Production aspect of direct drive in-wheel motors. Procedia CIRP 2019, 81, 1278–1283.

[CrossRef]
11. Unseld, R. The next generation of vehicles will no longer have mechanical steering. ATZelectron. Worldw. 2020, 15, 14–17.

[CrossRef]
12. Ni, J.; Hu, J.; Xiang, C. Robust control in diagonal move steer mode and experiment on an X-by-wire UGV. IEEE/ASME Trans.

Mechatron. 2019, 24, 572–584. [CrossRef]

16



Actuators 2021, 10, 184

13. Ni, J.; Hu, J.; Xiang, C. A review for design and dynamics control of unmanned ground vehicle. Proc. Inst. Mech. Eng. Part D J.
Automob. Eng. 2021, 235, 1084–1100. [CrossRef]

14. Ni, J.; Hu, J.; Xiang, C. An AWID and AWIS X-by-wire UGV: Design and hierarchical chassis dynamics control. IEEE Trans. Intell.
Transp. Syst. 2018, 20, 654–666. [CrossRef]

15. Jiang, D.; Danhua, L.; Wang, S.; Tain, L.; Yang, L. Additional yaw moment control of a 4WIS and 4WID agricultural data
acquisition vehicle. Int. J. Adv. Robot. Syst. 2015, 12, 78. [CrossRef]

16. Demirci, M.; Gokasan, M. Adaptive optimal control allocation using Lagrangian neural networks for stability control of a
4WS–4WD electric vehicle. Trans. Inst. Meas. Control 2013, 35, 1139–1151. [CrossRef]

17. Fahimi, F. Full drive-by-wire dynamic control for four-wheel-steer all-wheel-drive vehicles. Veh. Syst. Dyn. 2013, 51, 360–376.
[CrossRef]

18. Liang, Y.; Li, Y.; Yu, Y.; Zheng, L. Integrated lateral control for 4WID/4WIS vehicle in high-speed condition considering the
magnitude of steering. Veh. Syst. Dyn. 2020, 58, 1711–1735. [CrossRef]

19. Ko, J.W.; Ko, S.Y.; Kim, I.S.; Hyun, D.Y.; Kim, H.S. Co-operative control for regenerative braking and friction braking to increase
energy recovery without wheel lock. Int. J. Automot. Technol. 2014, 15, 253–262. [CrossRef]

20. Milanés, V.; González, C.; Naranjo, J.E.; Onieva, E.; Pedro, T.D. Electro-hydraulic braking system for autonomous vehicles. Int. J.
Automot. Technol. 2010, 11, 89–95. [CrossRef]

21. Xu, G.; Li, W.; Xu, K.; Song, Z. An intelligent regenerative braking strategy for electric vehicles. Energies 2011, 4, 1461–1477.
[CrossRef]

22. Lam, T.L.; Yan, J.; Qian, H.; Xu, Y. Traction/braking force distribution algorithm for omni-directional all-wheel-independent-
drive vehicles. In Proceedings of the 2013 IEEE International Conference on Robotics and Automation, Karlsruhe, Germany,
6–10 May 2013.

23. Lee, M.H.; Li, T.H.S. Kinematics, dynamics and control design of 4WIS4WID mobile robots. J. Eng. 2015, 2015, 6–16. [CrossRef]
24. Bünte, T.; Ho, L.M.; Satzger, C.; Brembeck, J. Central vehicle dynamics control of the robotic research platform robomobil.

ATZelektron. Worldw. 2014, 9, 58–64. [CrossRef]
25. De Castro, R.; Bünte, T.; Brembeck, J. Design and validation of the second generation of the robomobil’s vehicle dynamics

controller. In Proceedings of the 24th Symposium of the International Association for Vehicle System Dynamics (IAVSD 2015),
Graz, Austria, 17–21 August 2015.

26. Birnschein, T.; Kirchner, F.; Girault, B.; Yuksel, M.; MacHowinski, J. An innovative, comprehensive concept for energy efficient
electric mobility-EO smart connecting car. In Proceedings of the 2012 IEEE International Energy Conference and Exhibition
(ENERGYCON), Florence, Italy, 9–12 September 2012.

27. Kraus, M.; Harkort, C.; Wuebbolt-Gorbatenko, B.; Laumann, M. Fusion of Drive and Chassis for a People Mover. ATZ Worldw.
2018, 120, 46–51. [CrossRef]

28. Li, C.; Song, P.; Chen, G.; Zong, C.; Liu, W. Driving and Steering Coordination Control for 4WID/4WIS Electric Vehicle; SAE Technical
Paper; SAE International: Warrendale, PA, USA, 2015.

29. Liu, Y.; Zong, C.; Zhang, D.; Zheng, H.; Han, X.; Sun, M. Fault-tolerant control approach based on constraint control allocation for
4WIS/4WID vehicles. Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2021, 235, 2281–2295. [CrossRef]

30. Lam, T.L.; Qian, H.; Xu, Y. Omnidirectional steering interface and control for a four-wheel independent steering vehicle.
IEEE/ASME Trans. Mechatron. 2009, 15, 329–338.

31. Qian, H.; Lam, T.L.; Li, W.; Xia, C. System and design of an omni-directional vehicle. In Proceedings of the 2008 IEEE International
Conference on Robotics and Biomimetics, Bangkok, Thailand, 21–26 February 2009.

32. Lam, T.L.; Qian, H.; Xu, Y.; Xu, G. Omni-directional steer-by-wire interface for four wheel independent steering vehicle. In
Proceedings of the 2009 IEEE International Conference on Robotics and Automation, Kobe, Japan, 12–17 May 2009.

33. Ashley, S. Shrink-to-Fit Car for City Parking. In The New York Times; The New York Times Company: New York, NY, USA, 2012.
34. Rasul, M.H.; Zamzuri, H.; Mustafa, A.M.A.; Ariff, M.H.M. Development of 4WIS SBW in-wheel drive compact electric vehicle

platform. In Proceedings of the 2015 10th Asian Control Conference (ASCC), Sabah, Malaysia, 31 May–3 June 2015.
35. Hang, P.; Chen, X. Path tracking control of 4-wheel-steering autonomous ground vehicles based on linear parameter-varying

system with experimental verification. Proc. Inst. Mech. Eng. Part I J. Syst. Control Eng. 2021, 235, 411–423.
36. Hang, P.; Chen, X.; Luo, F. Path-Tracking Controller Design for a 4WIS and 4WID Electric Vehicle with Steer-by-Wire System; SAE

Technical Paper; SAE International: Warrendale, PA, USA, 2017.
37. Hang, P.; Han, Y.; Chen, X.; Zhang, B. Design of an active collision avoidance system for a 4WIS-4WID electric vehicle. IFAC

PapersOnLine 2018, 51, 771–777. [CrossRef]
38. Choi, M.W.; Park, J.S.; Lee, B.S.; Lee, M.H. The performance of independent wheels steering vehicle (4WS) applied Ack-

erman geometry. In Proceedings of the 2008 International Conference on Control, Automation and Systems, Seoul, Korea,
14–17 October 2008.

39. Tu, X. Robust Navigation Control and Headland Turning Optimization of Agricultural Vehicles. Ph.D. Thesis, Iowa State
University, Ames, IA, USA, 2013.

40. Jung, S.; Guenther, D.A. An Examination of the Maneuverability of an All Wheel Steer Vehicle at Low Speed; SAE Technical Paper; SAE
International: Warrendale, PA, USA, 1991.

17



Actuators 2021, 10, 184

41. Hang, P.; Chen, X.; Fang, S.; Luo, F. Robust control for four-wheel-independent-steering electric vehicle with steer-by-wire system.
Int. J. Automot. Technol. 2017, 18, 785–797. [CrossRef]

42. Kobayashi, T.; Katsuyama, E.; Sugiura, H.; Ono, E.; Yamamoto, M. Efficient direct yaw moment control: Tyre slip power loss
minimisation for four-independent wheel drive vehicle. Veh. Syst. Dyn. 2018, 56, 719–733. [CrossRef]

43. Chen, X.; Fang, S.; Hang, P.; Luo, F.; Wu, X. The steering modes switching control of four wheels independently steering-by-wire
vehicle based on path planning. In Proceedings of the FISITA 2016 World Automotive Congress, Busan, South Korea, 26–30
September 2016.

44. Chen, X.; Luo, F.; Hang, P.; Luo, J. Steering Mode Switch Control of Four-Wheel-Independent-Steering Electric Vehicle. In
Proceedings of the 19th Asia Pacific Automotive Engineering Conference & SAE-China Congress 2017, Shanghai, China, 24–26
October 2017; pp. 437–453.

45. Xu, F.; Liu, X.; Chen, W.; Zhou, C. Dynamic switch control of steering modes for four wheel independent steering rescue vehicle.
IEEE Access 2019, 7, 135595–135605. [CrossRef]

46. Lai, X.; Chen, X.B.; Wu, X.J.; Liang, D. A study on control system for four-wheels independent driving and steering electric
vehicle. Appl. Mech. Mater. 2015, 701, 807–811. [CrossRef]

47. Hang, P.; Chen, X.; Fang, S. Controller design of steer-by-wire 4WIS electric vehicle with various steering modes. In Proceedings
of the FISITA 2016 World Automotive Congress, Busan, Korea, 26–30 September 2016.

48. Bai, G.; Liu, L.; Meng, Y.; Luo, W.; Gu, Q.; Ma, B. Path tracking of mining vehicles based on nonlinear model predictive control.
Appl. Sci. 2019, 9, 1372. [CrossRef]

49. Chen, X.; Han, Y.; Hang, P. Researches on 4WIS-4WID Stability with LQR Coordinated 4WS and DYC. In The IAVSD International
Symposium on Dynamics of Vehicles on Roads and Tracks; Springer: Cham, Switzerland, 2019; pp. 1508–1516.

50. Hang, P.; Luo, F.; Fang, S.; Chen, X. Path tracking control of a four-wheel-independent-steering electric vehicle based on model
predictive control. In Proceedings of the 2017 36th Chinese Control Conference (CCC), Dalian, China, 26–28 July 2017.

51. Hang, P.; Chen, X. Integrated chassis control algorithm design for path tracking based on four-wheel steering and direct
yaw-moment control. Proc. Inst. Mech. Eng. Part I J. Syst. Control Eng. 2019, 233, 625–641. [CrossRef]

52. Hang, P.; Chen, X.; Zhang, B.; Tang, T. Longitudinal velocity tracking control of a 4WID electric vehicle. IFAC PapersOnLine 2018,
51, 790–795. [CrossRef]

53. Baffet, G.; Charara, A.; Lechner, D. Estimation of vehicle sideslip, tire force and wheel cornering stiffness. Control Eng. Pract. 2009,
17, 1255–1264. [CrossRef]

54. Ray, L.R. Nonlinear tire force estimation and road friction identification: Simulation and experiments. Automatica 1997, 33,
1819–1833. [CrossRef]

55. Wang, R.; Wang, J. Tire–road friction coefficient and tire cornering stiffness estimation based on longitudinal tire force difference
generation. Control Eng. Pract. 2013, 21, 65–75. [CrossRef]

56. Pacejka, H.B.; Bakker, E. The magic formula tyre model. Veh. Syst. Dyn. 1992, 21, 1–18. [CrossRef]
57. Ding, N.; Taheri, S. A modified Dugoff tire model for combined-slip forces. Tire Sci. Technol. 2010, 38, 228–244. [CrossRef]
58. Guo, K.; Lu, D.; Chen, S.; Lin, W.C.; Lu, X. The UniTire model: A nonlinear and non-steady-state tyre model for vehicle dynamics

simulation. Veh. Syst. Dyn. 2005, 43, 341–358. [CrossRef]
59. Leng, B.; Jin, D.; Xiong, L.; Yang, X.; Yu, Z. Estimation of tire-road peak adhesion coefficient for intelligent electric vehicles based

on camera and tire dynamics information fusion. Mech. Syst. Signal Process. 2021, 150, 107275. [CrossRef]
60. Feng, Y.; Chen, H.; Zhao, H.; Zhou, H. Road tire friction coefficient estimation for four wheel drive electric vehicle based on

moving optimal estimation strategy. Mech. Syst. Signal Process. 2020, 139, 106416. [CrossRef]
61. Kim, S.; Nikravesh, P.E.; Gim, G. A two-dimensional tire model on uneven roads for vehicle dynamic simulation. Veh. Syst. Dyn.

2008, 46, 913–930. [CrossRef]
62. Pacejka, H.B. Analysis of the dynamic response of a rolling string-type tire model to lateral wheel-plane vibrations. Veh. Syst.

Dyn. 1972, 1, 37–66. [CrossRef]
63. Hsu, Y.H.J.; Laws, S.M.; Gerdes, J.C. Estimation of tire slip angle and friction limits using steering torque. IEEE Trans. Control Syst.

Technol. 2009, 18, 896–907. [CrossRef]
64. Hang, P.; Chen, X.; Luo, F.; Fang, S. Robust control of a four-wheel-independent-steering electric vehicle for path tracking. SAE

Int. J. Veh. Dyn. Stab. NVH 2017, 1, 307–316. [CrossRef]
65. Hang, P.; Huang, S.; Chen, X.; Tan, K.K. Path planning of collision avoidance for unmanned ground vehicles: A nonlinear model

predictive control approach. Proc. Inst. Mech. Eng. Part I J. Syst. Control Eng. 2021, 235, 222–236.
66. Hang, P.; Lv, C.; Huang, C.; Cai, J.; Hu, Z.; Xing, Y. An integrated framework of decision making and motion planning for

autonomous vehicles considering social behaviors. IEEE Trans. Veh. Technol. 2020, 69, 14458–14469. [CrossRef]
67. Hang, P.; Huang, C.; Hu, Z.; Xing, Y.; Lv, C. Decision Making of Connected Automated Vehicles at An Unsignalized Roundabout

Considering Personalized Driving Behaviours. IEEE Trans. Veh. Technol. 2021, 70, 4051–4064. [CrossRef]
68. Bai, G.; Meng, Y.; Liu, L.; Luo, W.; Gu, Q. Review and comparison of path tracking based on model predictive control. Electronics

2019, 8, 1077. [CrossRef]
69. Hang, P.; Chen, X.; Luo, F. LPV/H∞ controller design for path tracking of autonomous ground vehicles through four-wheel

steering and direct yaw-moment control. Int. J. Automot. Technol. 2019, 20, 679–691. [CrossRef]

18



Actuators 2021, 10, 184

70. Bai, G.; Liu, L.; Meng, Y.; Luo, W.; Gu, Q.; Wang, J. Path tracking of wheeled mobile robots based on dynamic prediction model.
IEEE Access 2019, 7, 39690–39701. [CrossRef]

71. Han, Q.; Dai, L. A non-linear dynamic approach to the motion of four-wheel-steering vehicles under various operation conditions.
Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2008, 222, 535–549. [CrossRef]

72. Durham, W.C. Constrained control allocation. J. Guid. Control Dyn. 1993, 16, 717–725. [CrossRef]
73. Oppenheimer, M.W.; Doman, D.B.; Bolender, M.A. Control allocation for over-actuated systems. In Proceedings of the 2006 14th

Mediterranean Conference on Control and Automation, Ancona, Italy, 28–30 June 2006.
74. Harkegard, O. Efficient active set algorithms for solving constrained least squares problems in aircraft control allocation. In

Proceedings of the 41st IEEE Conference on Decision and Control, Las Vegas, NV, USA, 10–13 December 2002.
75. Xiong, L.; Yu, Z.; Jiang, W.; Jiang, Z. Research on vehicle stability control of 4WD electric vehicle based on longitudinal force

control allocation. J. Tongji Univ. Nat. Sci. 2010, 38, 417–421.
76. Zaccarian, L. Dynamic allocation for input redundant control systems. Automatica 2009, 45, 1431–1438. [CrossRef]
77. Skjong, S.; Pedersen, E. Nonangular MPC-based thrust allocation algorithm for marine vessels—a study of optimal thruster

commands. IEEE Trans. Transp. Electrif. 2017, 3, 792–807. [CrossRef]
78. Hu, J.; Hu, Z.; Fu, C.; Nan, F. Integrated control of AFS and DYC for in-wheel-motor electric vehicles based on operation region

division. Int. J. Veh. Des. 2019, 79, 221–247. [CrossRef]
79. Feng, T.; Wang, Y.; Li, Q. Coordinated control of active front steering and active disturbance rejection sliding mode-based DYC

for 4WID-EV. Meas. Control 2020, 53, 1870–1882. [CrossRef]
80. Huang, G.; Yuan, X.; Shi, K.; Wu, X. A BP-PID controller-based multi-model control system for lateral stability of distributed

drive electric vehicle. J. Frankl. Inst. 2019, 356, 7290–7311. [CrossRef]
81. Li, L.; Jia, G.; Chen, J.; Zhu, H.; Cao, D.; Song, J. A novel vehicle dynamics stability control algorithm based on the hierarchical

strategy with constrain of nonlinear tyre forces. Veh. Syst. Dyn. 2015, 53, 1093–1116. [CrossRef]
82. Zhao, Y.; Zhang, C. Electronic stability control for improving stability for an eight in-wheel motor-independent drive electric

vehicle. Shock Vib. 2019, 2019, 1–21. [CrossRef]
83. Chen, W.; Liang, X.; Wang, Q.; Zhao, L.; Wang, X. Extension coordinated control of four wheel independent drive electric vehicles

by AFS and DYC. Control Eng. Pract. 2020, 101, 104504. [CrossRef]
84. Wu, J.; Zhao, Y.Q.; Ji, X.W.; Liu, Y.H.; Yin, C.Q. A modified structure internal model robust control method for the integration of

active front steering and direct yaw moment control. Sci. China Technol. Sci. 2015, 58, 75–85. [CrossRef]
85. Canale, M.; Fagiano, L. Stability control of 4WS vehicles using robust IMC techniques. Veh. Syst. Dyn. 2008, 46, 991–1011.

[CrossRef]
86. Li, M.; Jia, Y. Decoupling control in velocity-varying four-wheel steering vehicles with H∞ performance by longitudinal velocity

and yaw rate feedback. Veh. Syst. Dyn. 2014, 52, 1563–1583. [CrossRef]
87. Li, M.; Jia, Y.; Du, J. LPV control with decoupling performance of 4WS vehicles under velocity-varying motion. IEEE Trans.

Control Syst. Technol. 2014, 22, 1708–1724.
88. Li, M.; Jia, Y.; Matsuno, F. Attenuating diagonal decoupling with robustness for velocity-varying 4WS vehicles. Control Eng. Pract.

2016, 56, 49–59. [CrossRef]
89. Men, J.; Wu, B.; Chen, J.; Zhang, Z. Comparisons of vehicle stability controls based on 4WS, Brake, Brake-FAS and IMC techniques.

Veh. Syst. Dyn. 2012, 50, 1053–1084.
90. Men, J.; Wu, B.; Chen, J. Comparisons of 4WS and Brake-FAS based on IMC for vehicle stability control. J. Mech. Sci. Technol. 2011,

25, 1265–1277.
91. Russell, H.E.B.; Gerdes, J.C. Design of variable vehicle handling characteristics using four-wheel steer-by-wire. IEEE Trans.

Control Syst. Technol. 2015, 24, 1529–1540. [CrossRef]
92. Wu, Y.; Li, B.; Zhang, N.; Du, H.; Zhang, B. Rear-steering based decentralized control of four-wheel steering vehicle. IEEE Trans.

Veh. Technol. 2020, 69, 10899–10913. [CrossRef]
93. Yaniv, O. Robustness to speed of 4WS vehicles for yaw and lateral dynamics. Veh. Syst. Dyn. 1997, 27, 221–234. [CrossRef]
94. Canale, M.; Fagiano, L. Comparing rear wheel steering and rear active differential approaches to vehicle yaw control. Veh. Syst.

Dyn. 2010, 48, 529–546. [CrossRef]
95. Yu, H.; Gao, L. Two-degree-of-freedom vehicle steering controllers design based on four-wheel-steering-by-wire. Int. J. Veh.

Auton. Syst. 2007, 5, 47–78. [CrossRef]
96. Zhao, W.; Qin, X.; Wang, C. Yaw and lateral stability control for four-wheel steer-by-wire system. IEEE/ASME Trans. Mechatron.

2018, 23, 2628–2637. [CrossRef]
97. Zhao, W.Z.; Qin, X.X. Study on mixed H2/H∞ robust control strategy of four wheel steering system. Sci. China Technol. Sci. 2017,

60, 1831–1840. [CrossRef]
98. Li, M.; Jia, Y. Precompensation decoupling control with H∞ performance for 4WS velocity-varying vehicles. Int. J. Syst. Sci. 2016,

47, 3864–3875. [CrossRef]
99. Yin, G.; Chen, N.; Li, P. Improving Handling Stability Performance of Four-Wheel Steering Vehicle via µ-Synthesis Robust Control.

IEEE Trans. Veh. Technol. 2007, 56, 2432–2439. [CrossRef]
100. Yin, G.D.; Chen, N.; Wang, J.X.; Wu, L.Y. A study on µ-synthesis control for four-wheel steering system to enhance vehicle lateral

stability. J. Dyn. Syst. Meas. Control 2011, 133, 011002. [CrossRef]

19



Actuators 2021, 10, 184

101. Abe, M.; Ohkubo, N.; Kano, Y. Comparison of 4WS and Direct Yaw Moment Control (DYC) for Improvement of Vehicle Handling
Performance. JSAE Rev. 1995, 2, 214.

102. Abe, M.; Ohkubo, N.; Kano, Y. A direct yaw moment control for improving limit performance of vehicle handling-comparison
and cooperation with 4WS. Veh. Syst. Dyn. 1996, 25, 3–23. [CrossRef]

103. Tianjun, Z.; Changfu, Z. Research on control algorithm for DYC and integrated control with 4WS. In Proceedings of the 2009
International Conference on Computational Intelligence and Natural Computing, Wuhan, China, 6–7 June 2009.

104. Nagai, M.; Hirano, Y.; Yamanaka, S. Integrated control of active rear wheel steering and direct yaw moment control. Veh. Syst.
Dyn. 1997, 27, 357–370. [CrossRef]

105. Zhou, L.; Ou, L.; Wang, C. A simulation of the four-wheel steering vehicle stability based on DYC control. In Proceedings of the
2009 International Conference on Measuring Technology and Mechatronics Automation, Zhangjiajie, China, 11–12 April 2009.

106. Hang, P.; Xia, X.; Chen, X. Handling Stability Advancement With 4WS and DYC Coordinated Control: A Gain-Scheduled Robust
Control Approach. IEEE Trans. Veh. Technol. 2021, 70, 3164–3174. [CrossRef]

107. Furukawa, Y.; Abe, M. Advanced chassis control systems for vehicle handling and active safety. Veh. Syst. Dyn. 1997, 28, 59–86.
[CrossRef]

108. Chen, B.C.; Peng, H. Differential-braking-based rollover prevention for sport utility vehicles with human-in-the-loop evaluations.
Veh. Syst. Dyn. 2001, 36, 359–389. [CrossRef]

109. Rajamani, R.; Piyabongkarn, D.N. New paradigms for the integration of yaw stability and rollover prevention functions in vehicle
stability control. IEEE Trans. Intell. Transp. Syst. 2012, 14, 249–261. [CrossRef]

110. Yoon, J.; Cho, W.; Koo, B.; Yi, K. Unified chassis control for rollover prevention and lateral stability. IEEE Trans. Veh. Technol. 2008,
58, 596–609. [CrossRef]

111. Huang, H.H.; Yedavalli, R.K.; Guenther, D.A. Active roll control for rollover prevention of heavy articulated vehicles with
multiple-rollover-index minimisation. Veh. Syst. Dyn. 2012, 50, 471–493. [CrossRef]

112. Yim, S. Design of a preview controller for vehicle rollover prevention. IEEE Trans. Veh. Technol. 2011, 60, 4217–4226. [CrossRef]
113. Schofield, B.; Hagglund, T.; Rantzer, A. Vehicle dynamics control and controller allocation for rollover prevention. In Proceedings

of the 2006 IEEE Conference on Computer Aided Control System Design, 2006 IEEE International Conference on Control
Applications, 2006 IEEE International Symposium on Intelligent Control, Munich, Germany, 4–6 October 2006.

114. Zhang, B.; Khajepour, A.; Goodarzi, A. Vehicle yaw stability control using active rear steering: Development and experimental
validation. Proc. Inst. Mech. Eng. Part K J. Multi-Body Dyn. 2017, 231, 333–345. [CrossRef]

115. Zhang, Y.; Khajepour, A.; Xie, X. Rollover prevention for sport utility vehicles using a pulsed active rear-steering strategy. Proc.
Inst. Mech. Eng. Part D J. Automob. Eng. 2016, 230, 1239–1253. [CrossRef]

116. Hang, P.; Chen, X.; Wang, W. Cooperative Control Framework for Human Driver and Active Rear Steering System to Advance
Active Safety. IEEE Trans. Intell. Veh. 2020. [CrossRef]

117. Alfi, A.; Farrokhi, M. Hybrid state-feedback sliding-mode controller using fuzzy logic for four-wheel-steering vehicles. Veh. Syst.
Dyn. 2009, 47, 265–284. [CrossRef]

118. Tian, J.; Ding, J.; Tai, Y.; Chen, N. Hierarchical control of nonlinear active four-wheel-steering vehicles. Energies 2018, 11, 2930.
[CrossRef]

119. Song, J. Integrated control of brake pressure and rear-wheel steering to improve lateral stability with fuzzy logic. Int. J. Automot.
Technol. 2012, 13, 563–570. [CrossRef]

120. Lee, S.; Yakub, F.; Kasahara, M.; Mori, Y. Rollover prevention with predictive control of differential braking and rear wheel
steering. In Proceedings of the 2013 6th IEEE Conference on Robotics, Automation and Mechatronics (RAM), Manila, Philippines,
12–15 November 2013.

121. Zhou, Z.; Miaohua, H.; Yachao, Z.; Chen, F. Vehicle Stability Control through Optimized Coordination of Active Rear Steering
and Differential Driving/Braking. SAE Int. J. Passeng. Cars Mech. Syst. 2018, 11, 239–248. [CrossRef]

122. Wu, J.; Cheng, S.; Liu, B.; Liu, C. A human-machine-cooperative-driving controller based on AFS and DYC for vehicle dynamic
stability. Energies 2017, 10, 1737. [CrossRef]

123. He, X.; Yang, K.; Liu, Y.; Ji, X. A Novel Direct Yaw Moment Control System for Autonomous Vehicle; SAE Technical Paper; SAE
International: Warrendale, PA, USA, 2018.

124. Lin, F.; Zhang, Y.; Zhao, Y.; Yin, G.; Zhang, H.; Wang, K. Trajectory tracking of autonomous vehicle with the fusion of DYC and
longitudinal–lateral control. Chin. J. Mech. Eng. 2019, 32, 1–16. [CrossRef]

125. Mashadi, B.; Ahmadizadeh, P.; Majidi, M. Integrated Controller Design for Path Following in Autonomous Vehicles; SAE Technical
Paper; SAE International: Warrendale, PA, USA, 2011.

126. Tu, X.; Gai, J.; Tang, L. Robust navigation control of a 4WD/4WS agricultural robotic vehicle. Comput. Electron. Agric. 2019, 164,
104892. [CrossRef]

127. Lei, Y.; Wen, G.; Fu, Y.; Li, X.; Hou, B.; Geng, X. Trajectory-following of a 4WID-4WIS vehicle via feedforward–backstepping
sliding-mode control. Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2021. [CrossRef]

128. Li, B.; Du, H.; Li, W. Trajectory control for autonomous electric vehicles with in-wheel motors based on a dynamics model
approach. IET Intell. Transp. Syst. 2016, 10, 318–330. [CrossRef]

129. Guo, J.; Luo, Y.; Li, K.; Dai, Y. Coordinated path-following and direct yaw-moment control of autonomous electric vehicles with
sideslip angle estimation. Mech. Syst. Signal Process. 2018, 105, 183–199. [CrossRef]

20



Actuators 2021, 10, 184

130. Liu, R.; Wei, M.; Zhao, W. Trajectory tracking control of four wheel steering under high speed emergency obstacle avoidance. Int.
J. Veh. Des. 2018, 77, 1–21. [CrossRef]

131. Hu, C.; Wang, R.; Yan, F.; Chadli, M.; Chen, N. Output constraint control on path following of four-wheel independently actuated
autonomous vehicles. In Proceedings of the 2015 American Control Conference (ACC), Chicago, IL, USA, 1–3 July 2015.

132. Hiraoka, T.; Nishihara, O.; Kumamoto, H. Automatic path-tracking controller of a four-wheel steering vehicle. Veh. Syst. Dyn.
2009, 47, 1205–1227. [CrossRef]

133. Chen, T.; Chen, L.; Xu, X.; Cai, Y.; Sun, X. Simultaneous path following and lateral stability control of 4WD-4WS autonomous
electric vehicles with actuator saturation. Adv. Eng. Softw. 2019, 128, 46–54. [CrossRef]

134. Mashadi, B.; Ahmadizadeh, P.; Majidi, M.; Mahmoodi-Kaleybar, M. Integrated robust controller for vehicle path following.
Multibody Syst. Dyn. 2015, 33, 207–228. [CrossRef]

135. Zhang, H.; Heng, B.; Zhao, W. Path tracking control for active rear steering vehicles considering driver steering characteristics.
IEEE Access 2020, 8, 98009–98017. [CrossRef]

136. Liu, R.; Wei, M.; Sang, N.; Wei, J. Research on curved path tracking control for four-wheel steering vehicle considering road
adhesion coefficient. Math. Probl. Eng. 2020, 2020, 1–18. [CrossRef]

137. Yu, C.; Zheng, Y.; Shyrokau, B.; Ivanov, V. MPC-based path following design for automated vehicles with rear wheel steering. In
Proceedings of the 2021 IEEE International Conference on Mechatronics (ICM), Kashiwa, Japan, 7–9 March 2021.

138. Wang, Y.; Zong, C.; Li, K.; Chen, H. Fault-tolerant control for in-wheel-motor-driven electric ground vehicles in discrete time.
Mech. Syst. Signal Process. 2019, 121, 441–454. [CrossRef]

139. Li, C.; Chen, G.; Zong, C. Fault-Tolerant Control for 4WID/4WIS Electric Vehicles; SAE Technical Paper; SAE International:
Warrendale, PA, USA, 2014. [CrossRef]

140. Shi, K.; Yuan, X. MPC-based fault tolerant control system for yaw stability of distributed drive electric vehicle. In Proceedings of
the 2019 3rd Conference on Vehicle Control and Intelligence (CVCI), Hefei, China, 21–22 September 2019.

141. Liu, L.; Shi, K.; Yuan, X.; Li, Q. Multiple model-based fault-tolerant control system for distributed drive electric vehicle. J. Braz.
Soc. Mech. Sci. Eng. 2019, 41, 1–15. [CrossRef]

142. Zhang, H.; Zhao, W.; Wang, J. Fault-tolerant control for electric vehicles with independently driven in-wheel motors considering
individual driver steering characteristics. IEEE Trans. Veh. Technol. 2019, 68, 4527–4536. [CrossRef]

143. Zhang, D.; Liu, G.; Zhou, H.; Zhao, W. Adaptive sliding mode fault-tolerant coordination control for four-wheel independently
driven electric vehicles. IEEE Trans. Ind. Electron. 2018, 65, 9090–9100. [CrossRef]

144. Li, B.; Du, H.; Li, W. Fault-tolerant control of electric vehicles with in-wheel motors using actuator-grouping sliding mode
controllers. Mech. Syst. Signal Process. 2016, 72, 462–485. [CrossRef]

145. Guo, B.; Chen, Y. Robust adaptive fault-tolerant control of four-wheel independently actuated electric vehicles. IEEE Trans. Ind.
Inform. 2019, 16, 2882–2894. [CrossRef]

146. Zhang, B.; Lu, S.; Zhao, L.; Xiao, K. Fault-tolerant control based on 2D game for independent driving electric vehicle suffering
actuator failures. Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2020, 234, 3011–3025. [CrossRef]

147. Zhang, B.; Lu, S. Fault-tolerant control for four-wheel independent actuated electric vehicle using feedback linearization and
cooperative game theory. Control Eng. Pract. 2020, 101, 104510. [CrossRef]

148. Luo, Y.; Luo, J.; Qin, Z. Model-independent self-tuning fault-tolerant control method for 4WID EV. Int. J. Automot. Technol. 2016,
17, 1091–1100. [CrossRef]

149. Liu, C.; Zong, C.; He, L.; Li, C.; Liu, M. Actuator Fault Detection and Diagnosis of 4WID/4WIS Electric Vehicles. SAE Int. J.
Passeng. Cars Electron. Electr. Syst. 2013, 7. [CrossRef]

150. Zhang, G.; Zhang, H.; Huang, X.; Wang, J.; Yu, H.; Graaf, R. Active fault-tolerant control for electric vehicles with independently
driven rear in-wheel motors against certain actuator faults. IEEE Trans. Control Syst. Technol. 2015, 24, 1557–1572. [CrossRef]

151. Liu, C.; Zong, C.; He, L.; Liu, J.; Li, C. Passive Fault-Tolerant Performance of 4WID/4WIS Electric Vehicles Based on MPC and Control
Allocation; SAE Technical Paper; SAE International: Warrendale, PA, USA, 2013.

152. Chen, T.; Chenc, L.; Xu, X.; Cai, Y.; Jiang, H.; Sun, X. Passive fault-tolerant path following control of autonomous distributed
drive electric vehicle considering steering system fault. Mech. Syst. Signal Process. 2019, 123, 298–315. [CrossRef]

153. Mihály, A.; Gáspár, P. Reconfgurable fault-tolerant control of in-wheel electric vehicles with steering system failure. IFAC
PapersOnLine 2015, 48, 49–54. [CrossRef]

154. Zhang, Y.; Zheng, H.; Zhang, J.; Cheng, C. A Fault-Tolerant Control Method for 4WIS/4WID Electric Vehicles Based on Reconfigurable
Control Allocation; SAE Technical Paper; SAE International: Warrendale, PA, USA, 2018. [CrossRef]

21





actuators

Article

In-Wheel Two-Speed AMT with Selectable One-Way Clutch for
Electric Vehicles

Dele Meng 1,2, Fei Wang 1, Yuhai Wang 1,* and Bingzhao Gao 3

Citation: Meng, D.; Wang, F.; Wang,

Y.; Gao, B. In-Wheel Two-Speed AMT

with Selectable One-Way Clutch for

Electric Vehicles. Actuators 2021, 10,

220. https://doi.org/10.3390/

act10090220

Academic Editor: Hai Wang

Received: 28 July 2021

Accepted: 31 August 2021

Published: 2 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 State Key Laboratory of Automotive Simulation and Control, Jilin University, Changchun 130012, China;
mengdl19@mails.jlu.edu.cn (D.M.); wangfei_jlu@jlu.edu.cn (F.W.)

2 Qingdao Automotive Research Institute, Jilin University, Qingdao 266108, China
3 Clean Energy Automotive Engineering Center, Tongji University, Shanghai 201804, China;

gaobz@tongji.edu.cn
* Correspondence: wangyuhai@jlu.edu.cn

Abstract: To improve the efficiency of the electric vehicle (EV) drive systems and EV performance,
the use of multi-speed transmissions and distributed drives has been studied extensively. In addition,
to develop efficient and compact drive systems, new clutch solutions are needed. In this paper,
we propose an in-wheel two-speed automatic mechanical transmission (IW-AMT) with a selectable
one-way clutch (SOWC). The IW-AMT consists of a high-speed motor and a mechanical shift actuator,
and it can realize shifting without power interruption, thus effectively reducing the unsprung mass
and the technical specifications of the motor. We established a virtual prototype model of the IW-
AMT to show the shifting process and evaluate the quality of shifting. The simulation results of
the upshifting process indicated that the vehicle torque and velocity changed smoothly, and the
maximum jerk is less than 10 m/s3. Furthermore, to improve the jerk induced by the downshifting
process, we analyzed the momentary state of the SOWC struts that are dropped and attempted to
improve the jerk from two aspects: improving the wet multi-plate clutch (WMPC) combination curve
and improving the SOWC structure. The results indicated that the downshift-induced jerk can be
reduced to 13 m/s3.

Keywords: electric vehicles; two-speed AMT; in-wheel-drive; shifting process; selectable one-
way clutch

1. Introduction

Electric vehicles (EVs), as a promising way to reduce the greenhouse effect and
alleviate the problem of climate change, have been extensively studied [1]. As a key
component of EVs, the drive system has a direct impact on the energy efficiency of EVs.
Therefore, it is extremely important to improve the efficiency of the drive system while
satisfying vehicle performance standards [2].

Studies have demonstrated that integrating a multi-speed gearbox into the drive
system can effectively help to utilize the high-efficiency range, improve motor efficiency,
and reduce energy consumption [3,4]. Continuously variable transmission (CVT), and dual-
clutch transmission (DCT) have multiple gears, but they have complex structures and high
manufacturing costs [5,6]. By contrast, automatic mechanical transmission (AMT) has a
simple structure, low manufacturing cost, and high transmission efficiency [7,8]. Owing to
the working characteristics of the motor, EVs do not need many gears. Therefore, a two-
speed AMT can serve as an economical and effective solution to improve the efficiency
of the EV drive system. In [9], a novel two-speed planetary AMT (PAMT) was proposed,
which used a synchronizer and a brake band to achieve two-gear switching. In [10], a two-
speed uninterrupted mechanical transmission (UMT) composed of a planetary gear set,
brake belt, and centrifugal clutch that realized seamless switching between two gears was
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proposed. In [11], a fork-less two-speed AMT (I-AMT) with a dry clutch was proposed,
without torque interruption during gear shifting.

In addition, to shorten the distance of the transmission chain, reduce the energy loss
of the transmission joint, and further improve the efficiency of the drive system, various
scholars and manufacturers have conducted extensive research on distributed in-wheel
drive systems [12,13]. Protean proposed the concept of integrating the motor and brake and
connecting the motor directly to drive the wheels [14]. Schaeffler developed the E-Wheel
Drive system by further integrating the drive motor, electrical equipment, and braking
and cooling systems [15]. However, the use of in-wheel motors significantly increases the
unsprung mass of a vehicle, which degrades vehicle handling and ride quality. Moreover,
an in-wheel motor is less efficient when the vehicle is operated under diverse conditions.
By installing a miniaturized high-speed motor in the wheel to match a two-speed trans-
mission drive scheme, the work efficiency of the motor can increase, and EV performance
can be improved. In [16], a wheel-mounted two-speed configuration composed of two
independent high-speed motors and two planetary gear sets was introduced. It was possi-
ble to smoothly switch between the two gears. NSK Ltd. optimized the above structure
and successfully manufactured a test vehicle [17]. However, the problem of additional
unsprung mass due to the dual-motor design was not effectively solved. In [18], a new
configuration composed of one motor and an electromechanical shift actuator to achieve
two gears in the wheel was proposed. This configuration effectively reduced the unsprung
mass and improved system reliability.

Furthermore, to develop an efficient and compact drive system, a new clutch solution
is needed [19]. With the advancement of mechatronics technology, a variety of new
actuators are being used in drive systems to improve transmission efficiency [20]. General
Motors has replaced the original one-way clutch (OWC) and low/reverse friction clutch
with a selectable one-way clutch (SOWC) in its GF9 gearbox product series to avoid the
use of friction clutches, reduce weight and cost, and improve transmission efficiency [21].
The SOWC has higher efficiency and torque density compared to the OWC, and it requires
less packaging space [22]. Moreover, Ford and Honda have used the SOWC in their AT
applications owing to its compact dimensions and high-efficiency [23,24]. In addition,
Means Industry has introduced a new type of static SOWC for use in hybrid power systems
to improve transmission efficiency [25]. It allows for the controllable locking of two
independent components and performs motor actions to achieve precise synchronization.

In this paper, we describe an in-wheel two-speed AMT (IW-AMT) that uses the SOWC.
Moreover, the proposed IW-AMT unit also consists of two planetary gear sets and a wet
multi-plate clutch (WMPC) unit. The IW-AMT uses a single motor that cooperates with a
mechanical shift actuator to realize the change of the two gears without power interruption,
which effectively reduces the unsprung mass and motor technical specifications, in addition
to improving vehicle performance. To demonstrate the proposed IW-AMT with the SOWC
shifting process and evaluate the quality of shifting, we perform a simulation by using a
virtual prototype simulation model of IW-AMT and improve the WMPC combination curve
and the SOWC structure based on the simulation results to achieve superior shift quality.

In Section 2, we describe the structure and characteristics of IW-AMT with the SOWC.
In Section 3, the ideal shifting process of IW-AMT is analyzed, which includes the up-
shift/downshift process. In Section 4, a virtual prototype simulation model of IW-AMT
with the SOWC is established to demonstrate the changes in key parameters during gear
shifting. In Section 5, the simulation results are discussed. Finally, our conclusions and
future work are provided in Section 6.

2. Structure and Characteristics
2.1. Planetary Gear Set

To minimize the unsprung mass and improve the reliability of the drive system, we
adopt a miniaturized high-speed drive motor. In addition, given the limited design space
in the wheel and the high likelihood of interference between the transmission system
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and the steering and braking systems, the gear transmission unit must have strict design
requirements. Considering the above problems, we use two-stage planetary gear trains as
the transmission unit. A block diagram of IW-AMT and the planetary gear train are shown
in Figures 1 and 2, respectively.

Motor

Wheel

WMPC SOWC

C-PGT S-PGT

Figure 1. Block diagram of IW-AMT.

Double gear

Sun gear

Ring gear Planet gearCarrier

C-PGT S-PGT

Ring gear

Carrier

Sun gear

Figure 2. Block diagram of the planetary gear train.

As shown in Figure 2, we use a compound planetary gear train (C-PGT) composed of
a sun gear, three double planetary gears mounted on the carrier, and ring gear to realize the
first deceleration stage [18]. The sun gear meshes with the larger planet gears, and the ring
gear meshes with the smaller planet gears. The driving motor power is input through the
sun gear and output by the carrier of C-PGT. The C-PGT realizes a large fixed transmission
ratio with less mass and packaging space.

νSP1 = ωS1rS1 (1)

where νSP1 is the pitch linear velocity of the large planet gear and the sun gear, and rS1 and
ωS1 are the radius and rotational speed of the sun gear, respectively.

Because the ring gear is fixed on the house rigidly, the contact point between the ring
gear and the small planet gear has zero velocity, and the output velocity of the carrier νC1
can be expressed as follows:

νC1 = νSP1
rSP

rSP + rLP
(2)

ωC1 =
νC1

rS1 + rLP
(3)

where rLP and rSP denote the radii of the large and small planets, respectively, and ωC1 is
the rotational speed of the carrier.
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The transmission ratio of C-PGT i1 can be given as follows:

i1 =
ωS1

ωC1
=

rS1 + rLP
rS1

· rSP + rLP
rSP

(4)

The other planetary gear set is a simple planetary gear train (S-PGT) composed of a
sun gear, three planet gears, a carrier, and a ring gear. The power of the first stage is input
to the sun gear and outputs to the wheel through the carrier. The S-PGT can achieve two
gear ratio changes based on the action of the shift actuator. When the ring gear is fixed,
the S-PGT further decelerates the drive motor. At this time, the reduction ratio can be
calculated as follows:

i2 =
ωS2

ωC2
=

rR + rS2

rS2
> 1 (5)

where ωS2 and ωC2 denote the rotational speeds of the sun gear and carrier, respectively,
and rR and rS2 denote the radii of the ring gear and sun gear.

When the sun gear and ring gear are combined, the S-PGT rotates at the same speed,
and at this time,

i2 = 1 (6)

The structure of the planetary gear train is shown in Figure 3.

Figure 3. Structure of the planetary gear train.

2.2. Selectable One-Way Clutch

The SOWC was developed from OWC, and its basic operation is similar to that of
OWC. By adding an independent control selection mechanism based on OWC, the selective
output of power is realized. The SOWC can transmit power in two directions between
the driving and the driven part, in addition to allowing for overrun in two directions.
Moreover, it can effectively improve the transmission efficiency and reduce the unsprung
mass, and it requires less packaging space. In the IW-AMT, the SOWC is used to reliably
transmit power in both the first and reverse gears, and it is overrun in the second and
neutral gears. The structure of SOWC is shown in Figure 4.

As shown in Figure 4, the SOWC is composed of an inner circle, an outer circle,
reverse struts, compression springs, a selector plate, forward struts, and a worm gear [18].
The outer circle is fixed on the knuckle, struts are installed in the groove of the outer circle,
and control pins on the struts are installed in the evenly arranged chute on the selector plate.
The selector plate is fixedly connected to the worm gear mechanism, compression springs
are installed between the struts and the outer circle, and the inner circle is fixedly connected
with the ring gear of the S-PGT. As the worm gear mechanism rotates by the executive
motor, the selector plate is driven to rotate, and the struts are up or down. The ring gear
of the S-PGT is selectively locked in two directions or in a state of overrun. To show the
working status of IW-AMT with SOWC in different gears clearly, we have developed the
shift table, as shown in Table 1.
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Worm gear

Selector plate

Outer circle

Forward struts

Reverse struts Inner circle 

Compression springs

Figure 4. Structure of SOWC.

Table 1. Shift table of IW-AMT.

Gear State Motor Rotation Direction SOWC Forward Struts State SOWC Reverse Struts State WMPC State

Neutral - Up Up Disengaged
First gear Forward Down Down Disengaged

Second gear Forward Up Up Engaged
Reverse Reverse Down Down Disengaged

As shown in Figure 5, when the EV is engaged in the first gear, the selector plate rotates
to drop the forward and reverse struts sequentially. The SOWC locks the ring gear of the
S-PGT in the forward and reverse rotation directions and maintains the drive motor power
output in the first gear ratio. When the drive motor is driving, the forward struts transmit
the positive torque. When the motor instantly switches the braking state, the reverse
struts transmit the reverse torque completely. There is no switching time between forward
and reverse struts when the drive motor is cyclically switched between the driving and
braking states. In the reverse gear, the state of the struts is the same as that of the first gear.
The rotation direction and transmitted torque direction of each component are opposite.

Selector plate

Forward strutsReverse struts

Outer circle

Inner circle 

Compression springs

Figure 5. Schematic diagram of the first and reverse gears.

When the vehicle is in the second or the neutral gear, the SOWC is overrunning.
By reasonably designing the selector plate chute, the forward and the reverse struts can be
maintained in a raised state. At this time, the ring gear of the S-PGT is in a free rotation
state. The corresponding schematic diagram is shown in Figure 6.
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Selector plate

Forward strutsReverse struts

Outer circle

Inner circle 

Compression springs

Figure 6. Schematic diagram of the second and neutral gears.

During upshifting, the selector plate rotates to sequentially raise the reverse and
forward struts, so that the SOWC is overrunning. Conversely, during downshifting,
the selector plate rotates to sequentially drop the forward and reverse struts, so that the
SOWC locks the ring gear of the S-PGT in both directions. The schematic diagram of the
intermediate state is shown in Figure 7.

Selector plate

Forward strutsReverse struts

Outer circle

Inner circle 

Compression springs

Figure 7. Schematic diagram of the intermediate state.

2.3. Overall Structure and Characteristics

Through coordinated control of the drive motor and the shift actuators, the IW-AMT
can achieve a variety of power output states. The structure of the IW-AMT is depicted
in Figure 8, and the main technical parameters of the IW-AMT and NSK Ltd. wheel hub
motor are summarized in Table 2. NSK Ltd. (Tokyo, Japan) adopts a dual-motor design,
also with a two-stage planetary gear train. In contrast, the IW-AMT has a lower unsprung
mass and higher power density.

Figure 8. Structure of IW-AMT.
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Table 2. Comparison of the main technical parameters.

Parameter IW-AMT NSK Ltd. Wheel Hub Motor [26] Unit

Maximum output power 35 25 kW
Maximum output torque 620 850 Nm

Overall mass 15.72 32 kg
Power density 2.23 0.78 kW/kg
Torque density 39.44 26.56 Nm/kg

3. Gear Shifting Process

The IW-AMT entire gear shifting process includes the torque and the inertia phases [18].
The torque phase represents the phase of torque exchange during gear shifting. In the
torque phase, the motor speed does not change suddenly, and the torque transmitted by
each component is mutually exchanged. The torque phase ends when the torque synchro-
nization is completed. The inertia phase represents the synchronization phase of the drive
and driven components during the shifting process. In the inertia phase, there is no mutual
exchange of torque, and the speed difference between the driving and the driven part of the
clutch is gradually synchronized. The inertia phase ends when there is no speed difference
in the clutch. The ideal shifting process of IW-AMT is shown in Figure 9.

Output torque

SOWC torque

WMPC torque

Motor speed

Output speed

Motor speed / 

Output speed * 

Time
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Figure 9. Ideal shifting process of IW-AMT: (a) Upshifting process. (b) Downshifting process.

During upshifting, the WMPC starts to combine, marking the start of the torque phase.
With the gradual combination of the WMPC, the torque transmitted increases gradually,
and the torque that the SOWC transmits decreases gradually. When the torque transmitted
by the SOWC decreases to zero, the torque phase ends, and the inertia phase starts. At this
time, the selector plate rotates, and the forward and reverse struts of the SOWC are raised
sequentially. When the inertia phase starts, there is a speed difference between the driving
part and the driven part of the WMPC. As the sliding grinding process continues, when
the speed difference between the driving and the driven parts gradually decreases to zero,
the inertia phase ends, and the EV starts to drive stably in the second gear.

During downshifting, the IW-AMT first enters the inertia phase, WMPC starts to
separate gradually and enters a slipping state, and its transmission torque gradually
decreases. As the speed difference between the driving and the driven parts of the WMPC
gradually increases, the ring gear of the S-PGT decelerates gradually by the resistance
torque. The inertia phase ends when the rotational speed of the ring gear is zero. At this
time, the selector plate rotates and the SOWC forward and reverse struts are dropped
sequentially, and the drive system enters the torque phase. As the WMPC continues to
separate, its transmission torque further decreases, and the SOWC transmission torque
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gradually increases. The torque phase ends when the WMPC transmission torque decreases
to zero, and the EV starts to drive stably in the first gear.

4. Simulation Model and Results

To clearly depict the changes in the torque and speed of each component of the IW-
AMT system with the SOWC during the gear shifting process and evaluate the quality of
shifting, we established a virtual prototype simulation model of the IW-AMT. The simula-
tion model was composed of the motor and vehicle equivalent model, two-stage planetary
gear train model, and SOWC model, including outer circle, inner circle, worm gear, selector
plate, struts, and compression springs. The virtual prototype simulation model is shown in
Figure 10, and the main parameters are summarized in Table 3.

Figure 10. Virtual prototype simulation model of IW-AMT.

Table 3. Main parameters of the simulation model.

Parameter Value Unit

Vehicle mass 1036 kg
Tire radius 0.2979 m

Vehicle frontal area 1.4 m2

Air resistance coefficient 0.45 -
Rolling resistance coefficient 0.011 -

Rotation mass correction coefficient 1.04 -
Max motor torque 21 Nm
Max motor speed 20,000 rpm

Motor rotational inertia 2.74 kgcm2

First gear ratio 29.51 -
Second gear ratio 11.88 -

Equivalent vehicle rotational inertia 107.74 kgm2

Worm gear ratio 35 -
Worm gear drive speed 334 rpm

SOWC strut mass 31.4 g
Compression spring stiffness coefficient 2.81 N/mm

In the virtual prototype simulation model, we modeled the motor as a rigid body
whose rotational inertia is JM. At the output end of the simulation model, we constructed
a cylindrical rigid body to simulate the equivalent inertia of the vehicle. The vehicle
resistance torque TR includes the rolling resistance torque TRoll , air resistance torque
TWind, acceleration resistance torque TAcc, and ramp resistance torque TRamp. The vehicle
resistance torque was applied to the output terminal to simulate changes in the resistance
torque during driving.

TR = TRoll + TWind + TAcc + TRamp (7)
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To improve vehicle dynamics and make full use of motor power. We designed a
dynamic dual-parameter shifting schedule, as shown in Figure 11, taking the intersection
of the vehicle acceleration curves at different accelerator pedal openings in two adjacent
gears as the shifting point. To avoid frequent shifts near the shift speed, we delayed the
downshift curve by 6 km/h.
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Figure 11. Dynamic dual-parameter shifting schedule: (a) Vehicle acceleration curves in different gears. (b) Upshift and
downshift curves.

The jerk of the vehicle j is an important indicator for evaluating ride comfort, and the
recommended value of Germany is |j| < 10 m/s3 [27]. In IW-AMT, the SOWC is used to
transmit torque in the first and reverse gears, which does not have the gradual engaging
process that a friction clutch does.Therefore, we select the jerk as a criterion to evaluate the
quality of shifting. During the shifting process, the jerk j can be expressed as:

j =
da
dt

=
d2v
dt2 (8)

where a and v denote the longitudinal acceleration and velocity of the vehicle.
Because we focus on the parameter changes of IW-AMT during the shifting process,

the period time of the shifting process is intercepted and displayed in the simulation results.

4.1. Upshifting Process

In the initial stage of the upshifting process, the SOWC forward and reverse struts are
dropped to lock the ring gear of the S-PGT. With the gradual combination of the WMPC,
the upshifting process starts. The simulation results are as follows:

As shown in Figure 12, when the upshifting process starts at 1 s, as the WMPC
compression force gradually increases, its transmission torque increases gradually, and the
transmission torque of the SOWC forward struts decreases gradually. At approximately 2 s,
the SOWC transmission torque decreases to zero, forward and reverse struts are controlled
to rise sequentially. The struts can be raised smoothly when the transmission torque of the
ring gear is not decreased to zero, the switching time of the struts is about 0.04 s, and the
forward strut’s lag behind the reverse struts is about 0.05 s. Throughout the upshifting
process, the torque and the vehicle velocity change smoothly, without torque interruption,
and the maximum jerk is less than 10 m/s3.
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Figure 12. Simulation results of the upshifting process: (a) Changes of WMPC pressing force. (b) Changes in torque
transmitted by each component. (c) Changes of struts rotation angle. (d) Changes of ring gear angular deceleration.
(e) Changes in vehicle speed. (f) Changes in jerk.

4.2. Downshifting Process

The downshifting process is basically the opposite of the upshifting process. In the
initial stage of the downshifting process, the SOWC is overrunning, its forward and
reverse struts are raised, and the WMPC is in a stable combined state. With the gradual
separation of the WMPC, the downshifting process commences. To simulate the power
downshift of the vehicle, we increase the ramp resistance torque to simulate the vehicle
climbing condition for fulfilling the power downshift condition. The simulation results are
as follows:

As shown in Figure 13, the downshifting process starts at approximately 1.7 s, and as
the WMPC compression force decreases, the transmission torque gradually decreases. This
causes the S-PGT ring gear to gradually reduce its rotational speed under the action of
the resistance torque, and there is a tendency for reverse rotation. When the rotational
speed of the ring gear decreases to zero, the SOWC forward and reverse struts are dropped
sequentially. When the forward struts come into contact with the ring gear, the rotation
angle curve fluctuates; at this time, the forward struts have locked the ring gear and then
the reverse struts dropped smoothly. The reverse struts dropped behind the forward
struts at about 0.05 s but dropped completely about 0.05 s earlier than the forward struts.
At approximately 2.7 s, the WMPC is completely separated, all of the torque is transmitted
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by the SOWC. The torque fluctuation during the entire downshifting process is greater than
that during the upshifting process. The maximum jerk is approximately 41 m/s3, and part
of the reason may be that the ring gear has a higher deceleration when the struts dropped.
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Figure 13. Simulation results of the downshifting process: (a) Changes of WMPC pressing force. (b) Changes in torque
transmitted by each component. (c) Changes of struts rotation angle. (d) Changes of ring gear angular deceleration.
(e) Changes in vehicle speed. (f) Changes in jerk.

4.3. Improvement of Jerk

To reduce the peak jerk of the vehicle during downshifting and improve ride com-
fort, we analyze the momentary state of the SOWC forward struts that are dropped
during downshifting.

As can be seen from the previous simulation results, when the SOWC forward struts
are dropped for approximately 2 s during the downshifting process, the vehicle torque
fluctuates considerably. One of the reasons for this fluctuation is that the ring gear of the
S-PGT decelerates to a greater extent when the WMPC gradually separates. When the
SOWC forward struts are dropped, it resists deceleration and produces a jerk. Therefore,
we start by reducing the deceleration of the ring gear to reduce the jerk when the struts
are dropped. The IW-AMT shift process indicates that if the WMPC continues to transmit
torque during the sliding process, the deceleration of the ring gear under the action of the
resistance torque can be decreased, and in this manner, the jerk induced when the forward
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struts are dropped can be reduced. The improved WMPC compression force curve and
downshift simulation results are as follows:

As shown in Figure 14, after the improvement of the WMPC combined curve, the jerk
caused by the falling of the SOWC forward struts decreased. The torque and velocity of
the vehicle during the downshifting process were relatively stable, and the peak jerk was
significantly reduced. The maximum jerk was approximately 23 m/s3. Furthermore, we
started with the SOWC structure and attempted to improve it to reduce the jerk.
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Figure 14. Simulation results of the downshifting process after the improvement of the WMPC combined curve: (a) Changes
of WMPC pressing force. (b) Changes in torque transmitted by each component. (c) Changes of struts rotation angle.
(d) Changes of ring gear angular deceleration. (e) Changes in vehicle speed. (f) Changes in jerk.

Many studies have indicated that reducing the freeway angle of the SOWC is beneficial
for reducing the jerk when the struts are dropped [28], but owing to the size limitation of the
SOWC structure, the potential for improvement of the freeway angle is small. The SOWC
freeway angle designed in this paper was 2°.

θi=
360◦

z
· a

n
(9)

where θi is the freeway angle, a the number of struts grouping, n the number of struts,
and z the number of teeth in the inner circle.

Furthermore, we refer to the principle of engine corner cushion cushioning and
try to arrange a cushion with a certain stiffness and damping on the outer circle of the
SOWC to alleviate the instantaneous impact when the SOWC forward struts are dropped.
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The stiffness coefficient of the cushion is 693.595 N/mm, and the damping coefficient is
0.466 N/(mm/s). The simulation results are shown in Figure 15, where the maximum jerk
is approximately 13 m/s3. The simulation results show that the placement of cushions has
a significant effect on reducing impact.
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m
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3
]

Figure 15. Jerk change during the downshifting process after the improvement of the SOWC structure.

5. Discussion

The simulation results of the upshifting process indicated that the vehicle speed and
torque changed smoothly, and the jerk was less than 10 m/s3. The was ascribed to the
fact that the SOWC struts do not drop instantly during the upshifting process, and the
magnitude of jerk is strongly related to the WMPC combination curve. The simulation
results of the downshifting process indicated that when the WMPC separation curve was
opposite to the combined curve, the impact of the jerk was approximately 41 m/s3, and the
shift impact was obvious. This is because the SOWC forward struts must drop during
the downshifting process to instantly lock the ring gear of the S-PGT. Then, we start from
the instantaneous state of the SOWC. After we improved the WMPC separation curve,
the vehicle torque, and speed changed more smoothly, and the jerk was approximately
23 m/s3, which represented a certain decrease but was nevertheless higher than the
10 m/s3 recommended value of Germany. Furthermore, we improved the SOWC structure
by imitating the principle of engine corner pads and evenly arranged cushion rubber pads
on the SOWC outer circle. Thereafter, the simulation results indicated that the jerk due to
downshifting was approximately 13 m/s3, since the SOWC does not follow a continuous
process of combination and separation as in the case of the WMPC.

6. Conclusions

In this paper, we proposed an in-wheel two-speed AMT to improve the efficiency of
the drive system and vehicle performance. In addition, to develop an efficient and compact
drive system, we described the use of a SOWC as a new clutch solution for the IW-AMT.
The mass of the proposed IW-AMT is only 15.72 kg, and its power and torque densities can
be up to 2.23 kW/kg and 39.44 Nm/kg, and it effectively reduces the unsprung mass of
the distributed in-wheel drive.

In future works, we will use relevant optimization theories to track and optimize
the combination and separation curves of the WMPC to achieve the best shift effect with
the SOWC.

Author Contributions: Conceptualization, D.M. and B.G.; methodology, Y.W.; software, D.M.; vali-
dation, D.M., F.W. and B.G.; writing—original draft preparation, D.M.; writing—review and editing,
D.M. and B.G.; visualization, D.M.; supervision, B.G. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by the National Nature Science Foundation of China No.
61803173, in part by Jilin Provincial Science, Technology Department No. 20200301011RQ, and in
part by the Jilin Provincial Science Foundation of China under Grant 20200201062JC.

35



Actuators 2021, 10, 220

Acknowledgments: We acknowledge the members of Qingdao Legee Transmission System Technol-
ogy Co., Ltd. for their support.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Ding, N.; Prasad, K.; Lie, T.T. The electric vehicle: A review. Int. J. Electr. Hybrid Veh. 2017, 9, 49–66. [CrossRef]
2. Grunditz, E.A.; Thiringer, T.; Saadat, N. Acceleration, drive cycle efficiency, and cost tradeoffs for scaled electric vehicle drive

system. IEEE Trans. Ind. Appl. 2020, 56, 3020–3033. [CrossRef]
3. Mo, W.; Walker, P.D.; Fang, Y.; Wu, J.; Ruan, J.; Zhang, N. A novel shift control concept for multi-speed electric vehicles. Mech.

Syst. Signal Process. 2018, 112, 171–193. [CrossRef]
4. Ahssan, M.R.; Ektesabi, M.M.; Gorji, S.A. Electric vehicle with multi-speed transmission: A review on performances and

complexities. SAE Int. J. Altern. Powertrains 2018, 7, 169–182. [CrossRef]
5. Rimpas, D.; Chalkiadakis, P. Electric vehicle transmission types and setups: A general review. Int. J. Electr. Hybrid Veh. 2021,

13, 38–56. [CrossRef]
6. Montazeri-Gh, M.; Pourbafarani, Z. Simultaneous design of the gear ratio and gearshift strategy for a parallel hybrid electric

vehicle equipped with AMT. Int. J. Veh. Des. 2012, 58, 291–306.
7. Gao, B.; Liang, Q.; Xiang, Y.; Guo, L.; Chen, H. Gear ratio optimization and shift control of 2-speed I-AMT in electric vehicle.

Mech. Syst. Signal Process. 2015, 50, 615–631. [CrossRef]
8. Cui, J.; Tan, G.; Tian, Z.; Agyeman, P. Parameter Optimization of Two-Speed AMT Electric Vehicle Transmission System. SAE

Tech. Pap. 2020. [CrossRef]
9. Tian, Y.; Ruan, J.; Zhang, N.; Wu, J.; Walker, P. Modelling and control of a novel two-speed transmission for electric vehicles.

Mech. Mach. Theory 2018, 127, 13–32. [CrossRef]
10. Fang, S.; Song, J.; Song, H.; Tai, Y.; Li, F.; Nguyen, T.S. Design and control of a novel two-speed uninterrupted mechanical

transmission for electric vehicles. Mech. Syst. Signal Process. 2016, 75, 473–493. [CrossRef]
11. Yue, H.; Zhu, C.; Gao, B. Fork-less two-speed I-AMT with overrunning clutch for light electric vehicle. Mech. Mach. Theory 2018,

130, 157–169. [CrossRef]
12. Feng, S.; Magee, C.L. Technological development of key domains in electric vehicles: Improvement rates, technology trajectories

and key assignees. Appl. Energy 2020, 260, 114264. [CrossRef]
13. Kim, D.; Shin, K.; Kim, Y.; Cheon, J. Integrated design of in-wheel motor system on rear wheels for small electric vehicle. World

Electr. Veh. J. 2010, 4, 597–602. [CrossRef]
14. Jian, L. Research status and development prospect of electric vehicles based on hub motor. In Proceedings of the 2018 China

International Conference on Electricity Distribution (CICED), Tianjin, China, 17–19 September 2018; pp. 126–129.
15. de Carvalho Pinheiro, H.; Galanzino, E.; Messana, A.; Sisca, L.; Ferraris, A.; Airale, A.G.; Carello, M. All-Wheel Drive Electric

Vehicle Modeling and Performance Optimization. SAE Tech. Pap. 2020. [CrossRef]
16. Gunji, D.; Matsuda, Y.; Kimura, G. Wheel Hub Motor. U.S. Patent 8,758,178, 24 June 2014.
17. Wang, W.; Chen, X.; Wang, J. Motor/generator applications in electrified vehicle chassis—A survey. IEEE Trans. Transp. Electrif.

2019, 5, 584–601. [CrossRef]
18. Meng, D.; Tian, M.; Miao, L.; Wang, Y.; Hu, J.; Gao, B. Design and modeling of an in-wheel two-speed AMT for electric vehicles.

Mech. Mach. Theory 2021, 163, 104383. [CrossRef]
19. Kim, J.; Choi, S.B. Design and modeling of a clutch actuator system with self-energizing mechanism. IEEE/ASME Trans. Mechatron.

2010, 16, 953–966. [CrossRef]
20. Kim, D.H.; Kim, J.W.; Choi, S.B. Design and modeling of energy efficient dual clutch transmission with ball-ramp self-energizing

mechanism. IEEE Trans. Veh. Technol. 2019, 69, 2525–2536. [CrossRef]
21. Lee, C.J.; Samie, F.; Kao, C.K. Control of selectable one-way clutch in GM six-speed automatic transmissions. Dyn. Syst. Control

Conf. 2009, 48937, 605–609.
22. Bird, N.J.; Bindra, R.; Klaser, J. Development and challenges of electrically selectable one-way clutches. SAE Int. J. Engines 2017,

10, 1338–1350. [CrossRef]
23. Xu, X.; Dong, P.; Liu, Y.; Zhang, H. Progress in automotive transmission technology. Automot. Innov. 2018, 1, 187–210. [CrossRef]
24. Fan, Y. Study on the Transmission Characteristics of the Multi-gear Multi-degree-of-freedom Hybrid Planetary Gear Automatic

Transmission Based on the Line Method. IOP Conf. Ser. Earth Environ. Sci. 2020, 512, 012168. [CrossRef]
25. Beiser, C. Compact and Efficient Electric Propulsion Systems Enabled by Integrated Electric Controllable Clutches. In CTI

Symposium 2018; Springer: Berlin/Heidelberg, Germany, 2020; pp. 20–42.
26. Yamamoto, S.; Morita, R.; Oike, M. Transmission-equipped wheel hub motor for passenger cars. ATZ Worldw. 2018, 120, 28–33.

[CrossRef]
27. Yu, H.L.; Xi, J.Q.; Zhang, F.Q.; Hu, Y.H. Research on gear shifting process without disengaging clutch for a parallel hybrid electric

vehicle equipped with AMT. Math. Probl. Eng. 2014, 2014, 985652. [CrossRef]
28. Samie, F.; Lee, C.J.; Pawley, B. Selectable one-way clutch in GM’s RWD 6-speed automatic transmissions. SAE Int. J. Engines 2009,

2, 307–313. [CrossRef]

36



Citation: Xu, X.; Chen, J.; Lin, Z.;

Qiao, Y.; Chen, X.; Zhang, Y.; Xu, Y.;

Li, Y. Optimization Design for the

Planetary Gear Train of an Electric

Vehicle under Uncertainties.

Actuators 2022, 11, 49. https://

doi.org/10.3390/act11020049

Academic Editor: Richard

M. Stephan

Received: 9 December 2021

Accepted: 3 February 2022

Published: 5 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

actuators

Article

Optimization Design for the Planetary Gear Train of an Electric
Vehicle under Uncertainties
Xiang Xu 1, Jiawei Chen 2,*, Zhongyan Lin 1, Yiran Qiao 1, Xinbo Chen 1, Yong Zhang 3, Yanan Xu 1 and Yan Li 2

1 School of Automotive Studies, Tongji University, Shanghai 201804, China; xiangxu@tongji.edu.cn (X.X.);
1931577@tongji.edu.cn (Z.L.); qiaoyiran@tongji.edu.cn (Y.Q.); chenxinbo@tongji.edu.cn (X.C.);
1610840@tongji.edu.cn (Y.X.)

2 School of Mechanical Engineering, Tongji University, Shanghai 201804, China; liyanliyan910@126.com
3 College of Mechanical Engineering and Automation, Huaqiao University, Xiamen 361021, China;

zhangyong@hqu.edu.cn
* Correspondence: chen_jiawei@tongji.edu.cn

Abstract: The planetary gear train is often used as the main device for decelerating and increasing
the torque of the drive motor of electric vehicles. Considering the lightweight requirement and
existing uncertainty in structural design, a multi-objective uncertainty optimization design (MUOD)
framework is developed for the planetary gear train of the electric vehicle in this study. The volume
and transmission efficiency of the planetary gear train are taken into consideration as optimization
objectives. The manufacturing size, material, and load input of the planetary gear train are considered
as uncertainties. An approximate direct decoupling model, based on subinterval Taylor expansion,
is applied to evaluate the propagation of uncertainties. To improve the convergence ability of the
multi-objective evolutionary algorithm, the improved non-dominated sorting genetic algorithm
II (NSGA-II) is designed by using chaotic and adaptive strategies. The improved NSGA-II has
better convergence efficiency than classical NSGA-II and multi-objective particle swarm optimization
(MOPSO). In addition, the multi-criteria decision making (MCDM) method is applied to choose the
most satisfactory solution in Pareto sets from the multi-objective evolutionary algorithm. Compared
with the multi-objective deterministic optimization design (MDOD), the proposed MUOD framework
has better reliability than MDOD under different uncertainty cases. This MUOD method enables
further guidance pertaining to the uncertainty optimization design of transportation equipment,
containing gear reduction mechanisms, in order to reduce the failure risk.

Keywords: optimization design; vehicle structure design; uncertainty; deceleration device

1. Introduction

In recent years, electric vehicle technology has developed rapidly [1,2]. The planetary
gear reducer is used in electric vehicles due to its high transmission efficiency and compact
structure. Due to the space limitation of electric vehicles, the design of compact planetary
gear trains has become a key issue. Numerous optimization methods are involved in
the gear train design. For example, Parmar et al. [3] proposed a novel multi-objective
optimization method, for planetary gear trains, using NSGA-II. Miler et al. [4] chose trans-
mission volume and power loss as design objectives, and they optimized the parameters
of the planetary gear train with multi-objective optimization. Sedak et al. [5] proposed a
constrained multi-objective nonlinear optimization problem for planetary gearboxes, based
on a hybrid element heuristic algorithm, considering gear volume, center distance, contact
ratio, and power loss as optimization objectives. Patil et al. [6] proposed a multi-objective
optimization strategy to minimize the total volume and power loss of the two-stage helical
gearbox and spur gearbox. Compared to the single-objective optimization method with
tribological constraints, the multi-objective optimization results in less power loss. Savsani
et al. [7] used the particle swarm optimization algorithm, and the simulated annealing

37



Actuators 2022, 11, 49

algorithm, to carry out the optimization design of the lightweight spur gear transmission
system, and, resultingly, this method is deemed to be suitable for the single-objective or
multi-objective optimization design of the multi-stage spur gear transmission. Considering
the above research, the main challenge of gear transmission design is in reducing weight
and power loss. At present, the optimization design method of planetary gear trains mainly
considers the determining system parameters and implements the conventional determinis-
tic optimization method. However, for practical engineering structures, many uncertainties
are observed in the material properties, manufacturing, and measurement [8–12]. To obtain
a reliable structural design, the uncertainties of the planetary gear train of electric vehicles
need to be considered.

Uncertainty optimization in engineering design has gradually attracted attention [13–15].
For example, Xian et al. [16] proposed an effective analysis framework for stochastic opti-
mization pertaining to non-linear viscous dampers of energy dissipation structures, which
was applied to the uncertainty optimization of non-linear viscous dampers of suspension
bridges. Lü et al. [17] proposed an efficient approach for the optimization design of dual un-
certain structures, taking into account the dual robust design and the possibility of failure,
quickly estimating the dual uncertain target of fuzzy random variables, and equivalently
solving the possibility constraints involving fuzzy randomness. Baek et al. [18] developed
a design method of a composite microwave absorbing structure using reliability-based
optimization (RBO), which considers the failure probability. Compared with the results
of deterministic optimization (DO), it was found that the total thickness of the reliability
design method increased slightly, but RBO significantly reduced the failure probability.
Fang et al. [19] developed an effective multi-objective uncertainty optimization program in
order to design car doors. The program analyzed the impact of changing the uncertainty
conditions and improving the reliability level, and it provided clear design information
for decision-makers. Zhang et al. [20] proposed a reliable uncertainty optimization design
route for obtaining optimal energy-absorbing structures. The study found that the solution
obtained, by uncertainty optimization, sacrificed certain demand performance, but it was
more reliable than deterministic design. The above studies have carried out the uncertainty
optimization based on the probability model, which is highly dependent on statistical data.
Considering that the distribution of uncertainty requires a lot of data, it is of a high cost to
obtain effective probability data from a practical engineering perspective.

To overcome the limitation, of uncertainty optimization, due to the lack of data, some
interval uncertainty modes have been gradually developed and applied to engineering
optimization [21,22]. The interval uncertainty model mainly focuses on the upper and
lower boundaries of uncertainty values, which is easier to implement than the probabilistic
uncertainty model. Inuiguchi et al. [23] proposed a linear multi-objective strategy based on
maximum and minimum regret criteria to solve the problem of interval uncertainty in the
objective function. Fu et al. [24] developed a multi-objective direct structural optimization
method for solving interval uncertainty. This method uses the satisfaction value of the
interval possibility model to deal with non-linear uncertain constraints, and it judges the
feasibility and infeasibility of individual design vectors. Wu et al. [25] proposed a non-
probabilistic robust topology optimization method for interval uncertain structures. The
method uses the Chebyshev interval inclusion function to realize the non-invasiveness
of the interval algorithm. Wang et al. [26] developed an effective interval uncertain opti-
mization design strategy using Legendre polynomial chaotic expansion, which is more
efficient than the conventional method. Hou et al. [27] carried out the uncertainty opti-
mization, pertaining to the energy efficiency of ships in icy areas, considering the interval
parameters; the optimization results provided practical guidance for the energy-saving
design of ships in the case of uncertainty in the actual environment. Yu et al. [28] regarded
friction coefficient, material properties, and wear element thickness as interval uncertainty
factors, and proposed an uncertainty optimization method for the noise suppression of the
brake system.
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The above studies have developed a highly effective uncertainty optimization method
based on the interval model, and they have applied it to solve practical engineering prob-
lems. The interval model has been validated as a highly applicable uncertainty optimization
method. Uncertainties in the manufacturing and operation of the planetary gear train of
electric vehicles are unavoidable. The process of efficiently solving multi-objective uncer-
tainty problems for the planetary gear train of electric vehicles is still a key issue. Therefore,
a multi-objective uncertainty optimization design (MUOD) framework is developed for
the planetary gear train of an electric vehicle in this study. Section 2 describes the detailed
methodology of MUOD. Section 3 describes the design requirement of the planetary gear
train of an electric vehicle. Section 4 shows the optimization results. The main conclusions
are drawn in Section 5.

2. Methodology
2.1. Multi-Objective Uncertainty Optimization Problem

In general, the multi-objective deterministic optimization design (MDOD) model can
be expressed as follows [29,30]:





min f (x) =
{

f1(x), f2(x), . . . , fq(x)
}

s.t.





Gi(x) ≤ 0, i = 1, 2, . . . l
hj(x) = 0, j = 1, 2, . . . g

x ∈ {S}
(1)

In the formula,
{

f1, . . . , fq
}

are the objective functions and q is the number of objectives.
Gi(X) is the inequality constraint and l is the number of its constraints; hj(X) is the equality
constraint, and g is the number of its constraints; and {S} is the design space. Different from
the conventional deterministic optimization, the uncertainties of optimization variables and
other relevant design parameters need to be considered during actual processing. Stochastic
probability models are often used to construct uncertainty models, but the distribution
information of uncertainties is unknown due to the lack of test samples. Therefore, the
interval uncertainty model is employed in this study [31]. The multi-objective deterministic
optimization can be transformed into the interval uncertainty problem, as follows:





min f
(

xI , dI
)
=
{

f1

(
xI , dI

)
, f2

(
xI , dI

)
, . . . , fq

(
xI , dI

)}

s.t.





Gi

(
xI , dI

)
≤ 0, i = 1, 2, . . . l

hj

(
xI , dI

)
= 0, j = 1, 2, . . . g

dIC − dIR ≤ dIC ≤ dIC + dIR

x ∈ {S}

(2)

In the formula, xI and dI are interval design variables and other relevant design
parameters, respectively. The superscripts IC and IR represent the nominal value and
interval radius, respectively. The interval radius of an interval value reflects its fluctuation
range and can be expressed as uncertainty deviation. When the design variables and other
relevant parameters are interval values, the relationship of reliability-based possibility
degree Pd can be used to transform the interval uncertainty models into general non-
interval models [31]. For the interval values A1, A2 and A1 ≤ A2,

Pd(A1 ≤ A2) =




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1
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2 −AIL
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2
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1
+
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(3)
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The superscripts IL and IU represent the lower and the upper values, respectively. The
reliability-based possibility degree of the interval level should be given beforehand based
on the actual reliable problem. Therefore, the multi-objective uncertainty optimization
model can be expressed as:





min f
(

xIC, dIC
)
=
{

f1

(
xIC, dIC

)
, f2

(
xIC, dIC

)
, . . . , fq

(
xIC, dIC

)}

s.t.





Pd_i(Gi

(
xI , dI

)
≤ 0) ≥ λi, i = 1, 2, . . . l

hj

(
xI , dI

)
= 0, j = 1, 2, . . . g

dIL ≤ dIC ≤ dIU

x ∈ {S}

(4)

In the formula, λi is the requirement of reliability-based possibility degree, and it also
represents the equivalent reliability with different constraints. The main optimization goals
and constraints have been described in Section 3.

Nested optimization design is often used in interval uncertainty optimization, which
treats the uncertainty analysis problem as an internal optimization problem. The purpose
of inner optimization is to evaluate the propagation of uncertainty and feed it back to
the outer optimization route. It is worth considering that adding a new optimization
solver will cause low computational efficiency. Therefore, Taylor expansion, as an effective
decoupling method, is applied to analyze the propagation of uncertainty in this study [32].
The constraint function Gi

(
xI , dI

)
can be approximately constructed by first-order Taylor

expansion, that is:

Gi

(
xI , dI

)
≈ Gi

(
xIC, dIC

)
+

n

∑
i=1

∂Gi

(
xIC, dIC

)

∂xIC
i

xIR
i +

m

∑
j=1

∂Gi

(
xIC, dIC

)

∂dIC
i

dIR
i (5)

Therefore, the lower and upper bounds of the constraint function can be expressed
as follows:

GIL
i

(
xI , dI

)
≈ Gi

(
xIC, dIC

)
−

∣∣∣∣∣∣

n

∑
i=1

∂Gi

(
xIC, dIC

)

∂xIC
i

∣∣∣∣∣∣
xIR

i −

∣∣∣∣∣∣

m

∑
j=1

∂Gi

(
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)

∂dIC
i

∣∣∣∣∣∣
dIR

i (6)

GIU
i

(
xI , dI

)
≈ Gi

(
xIC, dIC

)
+

∣∣∣∣∣∣

n

∑
i=1

∂Gi

(
xIC, dIC

)

∂xIC
i

∣∣∣∣∣∣
xIR

i +

∣∣∣∣∣∣

m

∑
j=1

∂Gi

(
xIC, dIC

)

∂dIC
i

∣∣∣∣∣∣
dIR

i (7)

Generally, the Taylor formula can achieve the best approximation in the case of a small
interval uncertainty. Further, the calculation accuracy can be improved by establishing
a subinterval to compensate for the nonlinear approximation error. For the uncertainty
values U,

Us =

[
U IL +

2(s− 1)U IR

S_n
, U IL +

2sU IR

S_n

]
, s = 1, 2, . . . , S_n (8)

In the formula, Us and S_n are the sth subinterval and the subinterval number, respec-
tively. The subinterval number can be determined by referring to the number of uncertain
parameters. The interval range of constraint function Gi(U) is expressed as follows:

Gi(U) =
[
min

(
GIL

i (U1) . . . GIL
i (Us)

)
, max

(
GIU

i (U1) . . . GIU
i (Us)

)]
(9)

GIL
i (U) = min

(
GIL

i (U1) . . . GIL
i (Us)

)
, GIU

i (U) = max
(

GIU
i (U1) . . . GIU

i (Us)
)

(10)

Through the above interval uncertainty analysis method, the uncertain information of
constraint function Gi(U) can be solved by using the approximate direct decoupling method.
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2.2. Improved Evolutionary Algorithm

The classical non-dominated sorting genetic algorithm (NSGA-II) generally uses the
random function to generate the initial population [33], and its population uniformity is
poor. The crossover probability and mutation probability of classical NSGA-II are set to a
fixed value, respectively, and the optimization algorithm falls into the premature problem.
Therefore, this paper adopts the improved NSGA-II designed by using chaotic and adaptive
evolutionary strategies in order to obtain the multi-objective solution set.

Here, a chaotic strategy is used to generate the initial population of a multi-objective
evolutionary algorithm, which can improve the diversity of the population. Tent map is
one of the most commonly used mapping functions for generating chaotic sequences [34].
Here, the main steps of population chaos initialization and assignment, using the Tent
mapping method, are as follows:

Step 1: Randomly generate an N-dimensional random number vector, X1 =(
X11, . . . X1j, . . . X1Nv

)
, X1j ∈ [0, 1], where Nv is the number of optimization variables.

Step 2: The improved Tent mapping method is used to calculate the chaotic component
of each optimized variable, as follows:

X(i+1,j) =





T
(

X(i,j)

)
+ 0.1·rand(0, 1), X(i,j) ∈ [0, 0.25, 0.5, 0.75] or X(i,j) = X(i−δ,j), δ ∈ [1, 2, 3, 4]

T
(

X(i,j)

)
, else

(11)

T
(

X(i,j)

)
=

{
2X(i,j), 0 ≤ X(i,j) ≤ 0.5

2
(

1− X(i,j)

)
, 0.5 < X(i,j) ≤ 1

(12)

In the formula, i = 1, 2, . . . , Ps, and Ps is the population size; j = 1, 2, . . . , Nv.
Step 3: Substitute each chaotic component obtained in Step 2 into the real range of

each optimization variable, as follows:

x(i,j) = xj
lower + X(i,j)

(
xj

upper − xj
lower

)
(13)

In the formula, xj
lower and xj

upper are the lower and upper bounds of the jth optimized
variable respectively.

Here, the adaptive evolutionary strategy mainly improves the crossover and mutation
operators. The adaptive crossover probability and mutation probability are generated
according to the number of iterations, which is helpful to accelerate the convergence of
optimization. In this study, the exponential function is applied to the adaptive adjust-
ment mode of crossover probability and mutation probability. The calculation formula is
described as follows: 




pc(ni) = 1− 1.5e
(− ni

nt
)

1+e
(− ni

nt
)
pc(0)

pm(ni) =
1.5e

(− ni
nt

)

1+e
(− ni

nt
)
pm(0)

, (14)

In the formula, pc(ni) and pm(ni) are the crossover probability and mutation probabil-
ity at the ni

th iteration; pc(0) and pm(0) are the initial crossover probability and mutation
probability respectively; nt is the total evolutionary generation.

2.3. Multi-Criteria Decision Making (MCDM) Method

Usually, the Pareto solution set in multi-objective optimization can provide decision-
makers with numerous feasible design schemes at the early stage of design, but it cannot
directly obtain the most satisfactory solution. In addition, the weight method aggregates
multi-objective optimization into a single comprehensive objective to obtain the ideal opti-
mal solution. However, although some decision-makers are full of engineering experience,
it is nonetheless difficult to assign the optimal weight to each optimization objective. There-
fore, as a multi-criteria decision making (MCDM) model, grey relational analysis (GRA)
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will be applied to select the most satisfactory scheme in Pareto sets [35–37]. Here, the
GRA with entropy weight method is proposed to identify the most satisfactory solution.
The normalization method can be adopted in the grey relation analysis, depending on the
characteristics of the original sequence. When the target value of the original sequence is
“the larger the better”, the original sequence can be normalized as:

y∗i (k) =
yi(k)−min[yi(k)]

max[yi(k)]−min[yi(k)]
(15)

In the formula, y∗i (k) is a new sequence after normalization; max[yi(k)] is the maxi-
mum value of the original sequence; and min[yi(k)] is the minimum value of the original
sequence. When the target value of the original sequence is “the smaller the better”, the
original sequence can be normalized as:

y∗i (k) =
max[yi(k)]− yi(k)

max[yi(k)]−min[yi(k)]
(16)

After normalization, the grey relational coefficient γi(k), which is used to quantify the
relationship between the target and actual normalized results, can be formulated as [26]:

γi(k) =
∇min − ρ∇max

∇oi(k) + ρ∇max
(17)

In the formula, ∇oi(k) is the deviation between reference sequence ∇oi(k) and the
compared sequence x∗i (k), as follows:

∇oi(k) = ‖y∗i (k)− yo(k)‖ (18)

∇min = min
∀j∈i

min
∀k
‖y∗j (k)− yo(k)‖ (19)

∇max = max
∀j∈i

max
∀k
‖y∗j (k)− yo(k)‖ (20)

ρ is the distinguishing coefficient, ρ ∈ [0, 1], and ρ = 0.5 in this study. After obtaining
the grey relational coefficient, the grey relational grade ci is presented in a weighted sum of
the grey relational coefficients, as follows:

ci =
1
n

n

∑
k=1

γi(k) (21)

For the actual engineering requirements, the effect of each criterion on the design
objectives is not exactly the same; resultingly, Equation (25) can be modified to





ci =
n
∑

j=1
wkγi(k)

n
∑

k=1
wk = 1

(22)

In the formula, wk is a weight of kth criterion. In this study, wj is determined by the
entropy weight method. The weight is calculated by using the entropy weight method
according to the variation degree of each criterion.

Different from the analytic hierarchy process (AHP) [38], the entropy weight method
can objectively obtain the weight of each criterion according to the amount of information
provided by each criterion and the correlation between the criteria, which overcomes the
subjectivity in determining the weight of the criterion. Assuming Oik is the ith alternative
value of the kth evaluation criterion, and the initial evaluation matrix is O = (Oik)m×n.

The proportion of the ith alternative value of the kth evaluation criterion is [39]:

Pik =
Oik

∑m
i=1 Oik

(i = 1, 2 . . . , m; k = 1, 2, . . . , n) (23)

The entropy ek of the kth criterion is:
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ek = −
m

∑
i=1

pik ln(pik)/ ln(m) (24)

When pik is equal to 0, to ensure that ln(pik) is meaningful, Equation (23) can be
modified to:

Pik =
Oik + 1

m + ∑m
i=1 Oik

. (25)

Therefore, the entropy weight of the kth criterion can be expressed as follows:

wk =
1− ek

∑n
k=1(1− ek)

. (26)

2.4. Main Processes of MUOD

The main steps of the multi-objective uncertainty optimization design (MUOD) frame-
work are as shown in Figure 1:

Step 1: Define multi-objective optimization problems, optimization variables, objec-
tives, and constraint functions. This step is similar to conventional deterministic multi-
objective optimization.

Step 2: The interval optimization problem is transformed into a deterministic opti-
mization problem using the relationship of reliability-based possibility degree. It should be
noted that the interval uncertainty transformation mainly aims at the inequality constraints
in the multi-objective optimization model. The lower and upper values of constraint
functions can be solved directly by using the approximate direct decoupling method.

Step 3: The execution process of the multi-objective evolutionary algorithm. An
improved multi-objective evolutionary algorithm is applied to calculate the transformed
mathematical model in Step 2. The improved NSGA-II is designed in Section 2.2. The initial
crossover probability and mutation probability are 0.8 and 0.1.

Step 4: The execution process of the MCDM method. The MCDM method is described
in Section 2.3. The GRA with entropy weight method is applied to choose the most
satisfactory solution in Pareto sets. The objective weight is calculated by using the entropy
weight method, and the grey relational grade is calculated by Equation (26).
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3. Design Requirements of the Planetary Gear Train
3.1. Main Design Variables and Optimization Objectives

The electric drive system and its planetary gear train are shown in Figure 2. The
planetary gear train is used to reduce the speed and increase the output torque of the motor.
Since the helical gear has the advantages of good meshing, stable transmission, and low
noise, the helical planetary gear train is designed in this study. The main parameters of an
electric commercial vehicle are shown in Table 1, which are provided by a vehicle company.
The transmission ratio of the gear and the final output torque can be calculated according
to the vehicle parameters.
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Table 1. Main parameters of full vehicle design.

Parameters Values

Body size (length, width, height) (mm) 7232, 2240, 2820
Wheelbase (mm) 3935
Curb mass (kg) 5000

Full load mass (kg) 8500
Front/rear wheel track (mm) 1901/1630

Rolling radius (mm) 373
Maximum speed (km/h) 100

Maximum climbing degree 30%
Maximum speed in 30 min (km/h) 90

The planetary gear train should be compact; that is, the overall volume of the planetary
gear train should be small enough to facilitate the arrangement of the electric drive system
in the chassis of the electric vehicle. Smaller gear volume corresponds to lighter weight,
which is more conducive to the improvement of energy efficiency. Therefore, the volume of
the helical planetary gear train is used as the optimization objective function. To simplify
the calculation, the volume v of the ring gear is chosen as the design objective, as follows:

v =
1
4

πbd2
r , (27)

In the formula, dr is the pitch circle diameter of the ring gear; b is the tooth width. In
general, the power loss in gear transmission mainly includes the friction loss caused by gear
tooth surface meshing, the bearing loss, and the stirring loss of lubricating oil. The meshing
friction power loss is the main reason for the gear transmission power loss. Therefore, the
transmission efficiency, considering the meshing friction power loss, is regarded as the
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second design objective. The planetary gear train mainly includes external and internal
meshing of the gear, as shown in Figure 3a,b.
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Here, the transmission efficiency ηex of external meshing can be expressed as [40]:

ηex = 1−
µZp pt

(
1

Zs
+ 1

Zp

)
fex(ε)

Rbp − µRp(εei − εeo) sin αt + µpt fex(ε)
(28)

In the formula, µ is the friction coefficient; Zs is the number of teeth of the sun gear;
Zp is the number of teeth of the planet gear; αt is the transverse pressure angle; pt is the
transverse circular pitch; Rbp and Rp are the base circle radius and pitch circle radius of
planet gear respectively; and εei and εeo are the meshing in and meshing out contact ratio
of the gear external meshing, respectively, as follows:

εei =
Zs(tgαas − tgα′)

2π
(29)

εeo =
Zp
(
tgαap − tgα′

)

2π
(30)

In the formula, α′ is the working pressure angle; αas and αap are the tooth top pressure
angle of sun gear and planet gear respectively. As shown in Figure 3c, assuming that the
load distribution coefficient in the regions “a-b” and “c-d” is 0.5, fex(ε) can be expressed
as follows:

fex(ε) = 0.5
(

ε2
ei + ε2

eo − εei − εeo + 1
)

(31)

Similarity, the transmission efficiency ηin of internal meshing can be expressed as
follows [40]:

ηin = 1−
µZP pt

(
1

Zp
− 1

Zr

)
fin(ε)

Rbp − µRp(εii − εio) sin αt + µpt fin(ε)
(32)

In the formula, Zr is the is the number of teeth of the ring gear; εii and εio are the
meshing in and meshing out contact ratio of the gear external meshing, respectively,
as follows:

εii =

√
R2

ap − R2
bp − Rp sin αt

pt
(33)

εio =
Rr sin αt −

√
R2

ar − R2
br

pt
(34)

Same as Equation (31), assuming that the load distribution coefficient is 0.5, fin(ε) can
be expressed as follows:

fin(ε) = 0.5
(

ε2
ii + ε2

io − εii − εio + 1
)

. (35)
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Therefore, the transmission efficiency ηp of the planetary reduction gear train can be
expressed as follows [41]:

ηp =
Rs

2(Rr − Rp)
+

[
1− Rs

2(Rr − Rp)

]
ηexηin (36)

In this study, six main parameters are considered as design variables to find the
minimum volume and maximum transmission efficiency. These design variables Xv include
the teeth number of the sun gear Zs, the teeth number of the planet gear Zp, the teeth
number of the ring gear Zr, helix angle β, face width b, and normal module mn. Zs, Zp, and
Zr are integers, β and b are continuous, and mn is discrete. The alternative modulus mn is
shown in Equation (38). Table 2 shows the detailed information of all design variables.

Xv =
{

Zs, Zp, Zr, β, b, mn
}

, (37)

mn ∈ {2, 2.25, 2.5, 2.75, 3, 3.5, 4, 4.5, 5} (38)

Table 2. Design variables.

Design Variables Lower Bound Upper Bound

Zs 20 30
Zp 20 30
Zr 60 80
β 20 30
b 30 50

mn / /

3.2. Main Design Constraints

The gear design should meet the specified constraints to meet the actual geometric,
load, and material requirements. The main constraints of the planetary gear train in this
study are as follows.

3.2.1. Equally Spaced Planets

To prevent the gear teeth from interfering with the mating gear, the gear teeth of all
gears must mesh with the center gear teeth at the same time. The installation requirement
needs to meet the following conditions:

Zs + Zr

np
= integer, (39)

In the formula, np is the number of planet gears.

3.2.2. Equally Spaced Planets

According to the actual power requirement of an electric vehicle, the transmission
ratio ri of the planetary gear train needs to meet the following conditions:

4.1 ≤ ri ≤ 4.6, (40)

ri = 1 +
Zr

Zs
. (41)

3.2.3. Tooth Width Coefficient

The size of the tooth width is related to the strength of the gear; the larger the tooth
width, the higher the strength. However, it should be noted that, if the tooth width is too
large, there will be a larger number of tooth contact errors as well as a more uneven load
distribution in the tooth direction. Therefore, it is critical to select an applicable tooth width.
Here, the tooth width coefficient Φd is the primary indicator of the tooth width design,
which needs to meet the following constraints [42]:

46



Actuators 2022, 11, 49

0.7 ≤ Φd ≤ 4, (42)

Φd =
b
ds

. (43)

3.2.4. Minimum Teeth of No-Undercut

Gear undercutting not only weakens the root of gear teeth while reducing the bending
strength, but it also reduces the coincidence degree. Therefore, undercutting should be
avoided in the gear design stage. The minimum number of teeth without undercutting of
the helical cylindrical gear needs to meet the following constraints:

{
Zs, Zp, Zr

}
≥ 17 cos3 β. (44)

3.2.5. Concentric Constraint

The center distance between sun gear, ring gear, and planetary gear should be equal.
The concentric constraint is:

Zs + Zp = Zr − Zp. (45)

3.2.6. Adjacency Constraint

To prevent the planet gears from colliding with each other, it is necessary to ensure
that the planet gears have a certain clearance on their connecting lines; that is, the sum
of the tooth top circle radius of two adjacent planetary gears shall be less than the center
distance of two adjacent planetary gears. The adjacency constraint is:

dap < 2lsp sin
(

π

np

)
, (46)

In the formula, dap is the addendum circle diameter of planet gear; lsp is the center
distance between the sun gear and the planet gear.

3.2.7. Contact Stress Requirement

The planetary gear train should be able to resist material failure (deformation and
fracture) during contact behavior. The real contact stress requirement σc needs to meet the
following constraint [43]:

σc = 0.418

√
FnE

(
1
ρa

+
1
ρp

)
/b ≤ [σc] (47)

In the formula, Fn is the normal load; E is the elastic modulus of the material; [σc]
is the allowable contact stress, and the gear material is 40Cr in this study; and ρa and ρp
denote the radius of curvature at the nodes of the driving and driven gears, respectively. In
the planetary gear system, the contact stress mainly occurs between the sun gear and the
planetary gear, and between the planetary gear and the ring gear. However, considering
that the dangerous position is usually present between the sun gear and the planetary gear,
this study will focus on the contact stress between the sun gear and the planetary gear.

3.2.8. Bending Stress Requirement

The bending stress requirement σw_s needs to meet the following constraint [42]:

σw_s =
2TtKσ/d
bπmnYKε

≤ [σw_s], (48)

In the formula, Tt is the transmitted torque; d is the pitch circle diameter; Kσ is the
stress concentration factor of contact ratio, Kσ = 1.5; Kε is the influence factor of contact
ratio, Kε = 2.0; and Y is the tooth profile coefficient. According to the empirical formula,
the tooth profile coefficient of the sun gear can be expressed as follows:
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Y = 0.1735− 0.717
Zv
− 8.37

Z2
v

+
53.84

Z3
v

, (49)

In the formula, Zv is a virtual number of teeth pertaining to the helical gear, Zv = Z/ cos3 β.

4. Optimization Results and Discussions

In this study, the helix angle β, face width b, elastic modulus E, and input torque T
are considered uncertain. The uncertain helix angle β and face width b are regarded as
the uncertainty of manufacturing size. The uncertain elastic modulus E is regarded as the
uncertainty of material. The uncertain input torque T is regarded as the uncertainty of
load input. This study defines three uncertainty cases with different uncertainty deviations,
which correspond to different degrees of uncertainty deviations, as shown in Table 3.
Therefore, the constraint functions related to the above uncertain values can be regarded
as uncertainty constraints. Uncertainty constraints mainly include tooth width coefficient,
minimum teeth of no-undercut, adjacency constraint, contact stress constraint, and bending
stress constraint. The nominal values of elastic modulus EIC and input load T IC

t are 210 GPa
and 3936 N·m, respectively. All requirements of reliability-based possibility degree λ are
defined as 0.8.

Table 3. Three uncertainty cases.

Uncertainties Case 1 Case 2 Case 3

βIR (◦) 2 3 4
bIR (mm) 2 3 4
EIR (GPa) 10.5 21 31.5
T IR

t (N·m) 393.6 590.4 787.2

Here, the classical NSGA-II and multi-objective particle swarm optimization (MOPSO)
are implemented in order to explore the feasibility of the improved NSGA-II. The initial
population size is 400, the maximum number of iterations is 200, and the objective number
of non-dominated solutions is 200. Figure 4 shows the iterative history of MDOD by
using MOPSO, NSGA-II, and improved NSGA-II. The number of non-dominated solutions
obtained by improved NSGA-II increases steadily, and improved NSGA-II can obtain non-
dominated solutions more efficiently than MOPSO and NSGA-II. Therefore, the improved
NSGA-II designed in this paper is effective, and it contains better optimization potential
than the classical NSGA-II and MOPSO. The improved NSGA-II will be implemented
for MUOD.

Figure 5 shows the optimal Pareto solution sets of MDOD and MUOD. There is an
intense conflict between volume and transmission efficiency, which cannot achieve the
common optimization; that is, the further improvement of one objective will inevitably
worsen the other objective. The Pareto solution set of deterministic optimization design
is lower than that of uncertainty optimization design, and the optimization objective of
deterministic optimization design is better than uncertainty optimization design. In general,
the inequality constraint of deterministic optimization is mainly concentrated near the
constraint boundary, so its Pareto solution set has more loose space, and it is easier to
obtain the better solution. It should be noted that, with the increase of uncertainty, the
optimization results of MUOD tend to be conservative. To obtain the optimal solutions
in different multi-objective optimization models, this study makes a trade-off analysis on
the Pareto solution set by using the MCDM method. The optimal results of MDOD and
MUOD are shown in Appendix A. Table A1 presents the optimization results of MDOD,
and Tables A2–A4 present the optimization results of MUOD. The alternatives of different
optimization methods are sorted according to the grey correlation degree, and the optimal
solutions of all optimization methods are shown in bold. It is found that all moduli are
2, which means that the optimization space for modulus is small. Here, three uncertainty
cases are substituted into all optimization results, and the obtained constraints are shown
in Table 4. The optimal result of MDOD shows that the λ of the upper bound of tooth width

48



Actuators 2022, 11, 49

coefficient is less than 0.8, and the bending stress is less than 0.8 when the uncertainty range
is the largest (Case 3). From another perspective, the bending stress constraint and the tooth
width coefficient constraint are the most prone to failure types. In the three uncertainty
cases, MUOD meets the reliability requirements for all uncertainty constraints. A higher
λ indicates that the farther the optimization result is from the boundary of the inequality
constraint, the higher its reliability. Compared with the conventional MDOD, the MUOD
proposed in this study can design a more reliable planetary gear train and reduce the risk
of constraint failure. The results show that MUOD sacrifices certain performance, but it is
more reliable than MDOD.
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Table 4. Reliability-based possibility degree λ of four solution sets under three uncertainty cases.

Constraint MDOD
(Case 1)

MUOD
(Case 1)

MDOD
(Case 2)

MUOD
(Case 2)

MDOD
(Case 3)

MUOD
(Case 3)

Lower bound of tooth
width coefficient 1 1 1 1 1 1

Upper bound of tooth
width coefficient 0.64 0.80 0.60 0.81 0.57 0.81

Minimum teeth of
no-undercut for Zs

1 1 1 1 1 1

Minimum teeth of
no-undercut for Zp

1 1 1 1 1 1

Minimum teeth of
no-undercut for Zr

1 1 1 1 1 1

Adjacency constraint 1 1 1 1 1 1
Contact stress 1 1 1 1 1 1
Bending stress 1 1 0.84 0.85 0.76 0.98

5. Conclusions

In order to design a reasonable planetary reduction gear system, matching the elec-
tric vehicle motor, this study proposes a multi-objective uncertainty optimization design
(MUOD) framework for the planetary gear train of an electric vehicle. An approximate
direct decoupling model, based on subinterval Taylor expansion, is applied to evaluate the
propagation of uncertainties; the improved evolutionary algorithm is designed by using
chaotic and adaptive evolutionary strategies. The volume and transmission efficiency of the
planetary gear are optimization objectives. The optimization results of MUOD show that
the Pareto front gradually moves to the upper right corner with the uncertainty increases.
The most satisfactory solutions (improving lightweight and improving transmission ef-
ficiency) pertaining to different multi-objective optimization models can be obtained by
the MCDM method. Compared with the conventional multi-objective deterministic opti-
mization design (MDOD) method, the uncertainty optimization design of the planetary
gear train sacrifices certain performance. When the reliability-based possibility degree λ

is defined as 0.8, the optimization results of MUOD always meet this requirement, but
at least one constraint violates this requirement in MDOD. As the degree of uncertainty
increases, the optimization results of MUOD tend to be conservative, but MUOD is more
reliable than MDOD. The uncertainty of planetary gear trains of electric vehicles is very
complex in actual working conditions. The MUOD framework proposed in this study
is able to continue carrying out optimization design with more complex high dimension
uncertainties and objectives in order to ensure that the structure has better potential to
resist the risk of failure.
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Appendix A. Optimization Results

Table A1. Optimization results from MDOD.

Ranking b (mm) β (◦) mn (mm) Zp Zr Zs ci

1 31.60 24.91 2 22 64 20 0.9333
2 31.63 25.32 2 22 64 20 0.9195
3 31.63 25.46 2 22 64 20 0.9153
4 32.00 22.52 2 25 71 21 0.6758
5 32.00 22.55 2 25 71 21 0.6753
6 31.94 22.69 2 25 71 21 0.6752
7 32.00 22.56 2 25 71 21 0.6751
8 31.96 22.66 2 25 71 21 0.6751
9 31.95 22.69 2 25 71 21 0.6748
10 32.01 22.83 2 25 71 21 0.6709
...

...
...

...
...

...
...

...

Table A2. Optimization results from MUOD (Case 1).

Ranking b (mm) β (◦) mn (mm) Zp Zr Zs ci

1 34.81 22.38 2 24 70 22 0.9333
2 34.81 22.39 2 24 70 22 0.9331
3 34.87 22.38 2 24 70 22 0.9247
4 34.86 22.51 2 24 70 22 0.9241
5 34.87 22.59 2 24 70 22 0.9201
6 34.87 22.60 2 24 70 22 0.9200
7 34.87 22.61 2 24 70 22 0.9193
8 34.95 22.67 2 24 70 22 0.9106
9 35.11 22.70 2 24 70 22 0.8968
10 35.11 22.74 2 24 70 22 0.8951
...

...
...

...
...

...
...

...

Table A3. Optimization results from MUOD (Case 2).

Ranking b (mm) β (◦) mn (mm) Zp Zr Zs ci

1 32.56 22.31 2 22 64 20 0.9333
2 32.56 22.50 2 22 64 20 0.9292
3 32.69 22.57 2 22 64 20 0.9214
4 32.73 22.67 2 22 64 20 0.9175
5 32.69 23.01 2 22 64 20 0.9117
6 32.69 23.02 2 22 64 20 0.9114
7 32.69 23.03 2 22 64 20 0.9114
8 32.73 23.16 2 22 64 20 0.9064
9 32.73 23.21 2 22 64 20 0.9055
10 32.73 23.28 2 22 64 20 0.9039
...

...
...

...
...

...
...

...
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Table A4. Optimization results from MUOD (Case 3).

Ranking b (mm) β (◦) mn (mm) Zp Zr Zs ci

1 34.84 22.33 2 23 67 21 0.9333
2 34.86 22.33 2 23 67 21 0.9319
3 35.15 23.05 2 23 67 21 0.8859
4 35.15 23.14 2 23 67 21 0.8823
5 35.17 23.17 2 23 67 21 0.8798
6 35.17 23.18 2 23 67 21 0.8795
7 35.27 23.28 2 23 67 21 0.8699
8 35.27 23.42 2 23 67 21 0.8652
9 35.33 23.46 2 23 67 21 0.8592
10 35.38 23.49 2 23 67 21 0.8558
...

...
...

...
...

...
...

...
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Abstract: With the rapid development of cities, the automated and intelligent garbage transportation
has become an important direction for technological innovation of sanitation vehicles. In this paper,
a vehicle-mounted trash can-handling robot is proposed. In order to reduce the cost of the robot and
increase the loading capacity of the intelligent sanitation vehicles, a lightweight design method is
proposed for the truss structure of the robot. Firstly, the parameters of the robot that are related to the
load are optimized by multi-objective parameter optimization based on particle swarm optimization.
Then, the material distribution of the truss structure is optimized by topology optimization under
multiple load cases. Finally, the thickness of the truss structure parts is optimized by discrete
optimization under multiple load cases. The optimization results show that the mass of the truss
structure is reduced by 8.72%, the inherent frequency is increased by 61.08%, and the maximum stress
is reduced by 10.98%. The optimization results achieve the goal of performance optimization of the
intelligent sanitation vehicle, and prove the feasibility of the proposed lightweight design method.

Keywords: intelligent sanitation vehicle; trash can-handling robot; truss structure; multi-objective
parameter optimization; topology optimization; discrete optimization; multiple load cases

1. Introduction

With the rapid development of cities, the production of municipal solid waste is
increasing year by year, which has a non-negligible impact on the residents’ living stan-
dard [1,2]. With the goal of efficient and environmental-friendly urban cleaning work, the
automated and intelligent garbage transportation has become an important direction for
technological innovation of sanitation vehicles. To this end, the authors’ team has devel-
oped a vehicle-mounted trash can-handling robot. This robot has realized fully automated
operations including trash can identification, trash can-handling, garbage dumping, and
trash can resetting. In this paper, the composition and basic functions of the robot will be
briefly introduced. On the basis of force analysis, this paper will study the lightweight
design of the robot’s truss structure, in order to further improve its working performance.

The developed trash can-handling robot is shown in Figure 1. The robot consists of a
mechanical system, a driving system (hydraulic system), a control system and a perception
system, as shown in Figure 2. Furthermore, the mechanical system is mainly composed of
a manipulator, a telescopic boom and a truss structure. As the end-effector of the robot,
the manipulator has a longitudinal adjustment range of ±0.25 m and a lateral telescopic
distance of 1 m, which reduces the technical requirements for drivers. The driving system is
mainly composed of hydraulic components such as hydraulic motor and hydraulic cylinder.
The roller chain system is used to transmit the power of the hydraulic motor to drive the
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manipulator to move along the guide rail. The control system is mainly composed of
sensors, controllers and a human–machine interaction module. The driver can set the robot
in automatic or manual mode through the touch screen or the operation panel installed in
the cab. Finally, the perception system is mainly composed of two cameras and a lidar. The
lighting lamp is used to ensure good lighting conditions in the working environment.
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The automatic workflow of the robot is as follows:

1 After the driver parks the sanitation vehicle next to the trash can, the perception
system sequentially detects the type of the trash can, the relative position of the trash
can, pedestrians and obstacles. If the position of the trash can is beyond the working
range of the robot, the driver will be prompted to make adjustments;

2 The perception system converts the relative position information of the trash can into
control data and then sends it to the control system;

3 According to the preset control strategy, the control system controls the manipulator
through the hydraulic components to complete the garbage loading operation.

As the robot is installed on the side of the vehicle, the heavy mechanical structure
will cause the vehicle to roll, which has a detrimental impact on the vehicle’s handling
performance and the robot’s control accuracy. Otherwise, the truss structure is the key
load-bearing component of the robot. Due to the complex load of the robot, the truss
structure is required to have high load-bearing capacity such as rigidity and strength.
Therefore, the lightweight design of the truss structure is very important to ensure the
performance of the robot.
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However, currently all kinds of lifting equipment mainly use multi-link mechanism.
The relevant research mainly focuses on the optimization of the position of the hinge
points [3–5]. So, there is little research on the optimization of the lifting equipment similar
to the robot in this paper. For the truss robot with similar structure, many scholars have
carried out static characteristic analysis, dynamic characteristic analysis and comprehensive
analysis on the truss structure. On this basis, the structural size of the truss structure is
optimized [6–9]. However, in these studies, the loads and constraints of the truss structure
are quite different from those of the robot in this paper. Therefore, the reference value of
these studies is limited.

For lightweight design, the main methods are structure optimization, process lightweight
and material lightweight [10–12]. The structure optimization can be further divided
into size optimization, shape optimization and topology optimization. At present, size
optimization and shape optimization have been widely used in engineering, such as
lightweight design of loading platform of flat transport vehicle, lightweight design of
soybean harvester’s frame, and comprehensive optimization design of column of double
spindle horizontal machining center [13–15]. In addition, according to the type of design
variables, size optimization can be divided into discrete size optimization and continuous
size optimization [16]. In general, the results of continuous size optimization need to
be rounded according to the available size parameters, so the results of discrete size
optimization are more in line with the actual needs of engineering [17]. At the same time,
there are more optimization variables for discrete optimization, such as cross section [18,19]
and material [20–22]. In addition, the variables in the assignment problem and scheduling
problem are also discrete, so discrete optimization is also applied to solve these problems.
Furthermore, the discrete optimization that optimizes multiple optimization variables at the
same time can obtain better optimization results [23]. However, due to the increase of the
dimension of optimization variables, the solution of discrete size optimization is becoming
more and more difficult. Some scholars reduce the computational cost by making discrete
design variables continuous [24], while many other scholars propose their optimization
methods based on different algorithms, which is a research hotspot in recent years. For
example, Kaveh et al. [25] proposed an improved Shuffle Jaya algorithm for discrete size
optimization of bone structure; Degertekin et al. [26] proposed an improved hybrid HS
algorithm for large-scale truss structure’s size optimization.

Topology optimization is mainly used in the conceptual design stage. Common
topological optimization methods include: homogenization method, variable density
method, evolutionary structural optimization method, level set method, etc. [27]. At
present, the research on topology optimization is divided into optimization strategy and
engineering application. The purpose of the research on optimization strategy is to improve
the accuracy of stress prediction [28,29]. The objects of engineering application include the
optimization design of car body [30,31], the mechanism design of aero-engine [32,33], the
optimization design of the compliant mechanism using composite materials [34,35], and
the design of parts manufactured through additive manufacturing [36,37], etc. It can be
seen that topology optimization has been applied in many disciplines.

Based on the research above, it can be found that most of the current researches
are focused on the optimization methods in specific design stage. Without a systematic
design route, the optimization methods can only meet specific engineering needs. At the
same time, the trash can-handling robot proposed in this paper also has the demand of
performance optimization. Therefore, based on the load analysis and optimization, the
topology optimization in the conceptual design stage and the discrete size optimization
in the engineering design stage, this paper proposes a lightweight design method for the
truss structure in the robot. The main research route of this paper is as follows: in the
second chapter, the kinematic and dynamic equations of the manipulator is established.
The multi-objective optimization of the parameters related to the robot’s load is carried
out through the particle swarm algorithm to reduce the load of the truss structure. In
the third chapter, three typical load cases of the truss structure are set, and the topology
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optimization of the truss structure under multiple load cases is carried out. In the fourth
chapter, the discrete size optimization of the truss structure parts’ thickness under multiple
load cases is carried out through the sequential quadratic programming solver. The fifth
chapter summarizes the lightweight design method used in this paper.

2. Multi-Objective Optimization of Parameters Related to Robot Load

Some parameters of the robot will affect the load of its truss structure. Therefore, it
is necessary to optimize these parameters first. In this chapter, this paper establishes the
kinematic and dynamic equations of the manipulator. Then, the load-related parameters
are optimized through the particle swarm algorithm.

2.1. Establishment of Kinematic Equation

This paper takes the movement of the manipulator after grabbing the trash can as the
analysis object, and makes the following settings:

1. There is no relative displacement between the manipulator and the trash can;
2. The garbage in the trash can does not move during the whole operation, and the

position of the center of mass remains unchanged;

According to the time sequence, the movement of the manipulator can be divided
into three stages, as shown in Figure 3. The lifting movement and the turning movement
are respectively linear movement and circular movement, which will not be analyzed here.
This paragraph will mainly analyze the transition movement.
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tor. 

Figure 3. Three stages of the manipulator’s movement: (a) lifting movement; (b) transition movement; (c) turning movement.

In the transition movement, the position of the manipulator is shown in Figure 4. In
the figure, oxy is the world coordinate system; o1x1y1 is the tool coordinate system; P′1 is the
center point of the upper groove wheels; P′2 is the center point of the lower groove wheels;
P′cm is the equivalent center of mass of the manipulator and load; r1 is the arc radius of the
dumping track; l1 is the center distance between the upper and lower groove wheels; l2 is
the distance between the point P′2 and the y1 axis; l3 is the distance between the point P′cm
and the y1 axis; l4 is the distance between the point P′cm and the x1 axis; α is the rotation
angle of the manipulator; β is the pitch angle of the manipulator.
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For the points P′1 and P′2, the speed and acceleration can be expressed as follows:





vc
1 = −(k1v0 + k2xv) sin a + (k1v0 + k2xv) cos ai

vc
2 = (k1xv + k2v0)i

ac
1 = − (k1v0+k2xv)

2

r1
cos a− k2xa sin a−

[
(k1v0+k2xv)

2

r1
sin a− k2xa cos a

]
i

ac
2 = k1xai

. (1)

In the equations, the superscript ‘c’ means that the quantity is in complex form; k1
and k2 are the coefficients indicating that the driving force acts on the axis of the upper or

the lower groove wheels, and there are only two cases:
{

k1 = 1
k2 = 0

or
{

k1 = 0
k2 = 1

; v0 is the

linear velocity of the chain system; xv and xa are unknown variables, and their value can
be calculated through the following equations.





0 = Re
{
(Pc

2−Pc
1)
∗
(vc

2−vc
1)

|Pc
2−Pc

1 |2
}

ω = Im
{
(Pc

2−Pc
1)
∗
(vc

2−vc
1)

|Pc
2−Pc

1 |2
}

−ω2 = Re
{
(Pc

2−Pc
1)
∗
(ac

2−ac
1)

|Pc
2−Pc

1 |2
}

. (2)

In the equations, the superscript ‘*’ means that the quantity is the conjugate complex
number of itself.

Then the velocity and acceleration of the point P′cm can be obtained through the
complex interpolation method [38], as shown in Equation (3).





vc
cm = vc

1 +
P′ c

cm−P′ c
1

P′ c
2 −P′ c

1

(
vc

2 − vc
1
)

ac
cm = ac

1 +
P′ c

cm−P′ c
1

P′ c
2 −P′ c

1

(
ac

2 − ac
1
) . (3)

2.2. Establishment of Dynamic Equation

Taking the scheme in which the driving force acts on the axis of the lower groove
wheels as an example, the force analysis of the manipulator is shown in Figure 5. In the
figure, C is the instantaneous center of velocity of the manipulator; F1 is the equivalent
force of the gravity of the manipulator and load; Ft is the driving force; N1 and N2 are the
normal force; f1 and f2 are the friction force.
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According to the theorem of kinetic energy and the balance relationship of forces, the
dynamic equations of the manipulator in the lifting movement can be expressed as follows:

{Ft, N1, N2} =





N1 = N2 = l2+l3
l1

F1

Ft − f1 − f2 − F1 = macm,y
. (4)

The dynamic equations of the manipulator in the transition movement can be ex-
pressed as follows:

{Ft, N1, N2} =





(k1Ft − f1)s1 + (k2Ft − f2)s2 − F1s3 = ∆Ek

−(k1Ft − f1) sin α− N1 cos a + N2 = macm,x

(k1Ft − f1) cos a− N1 sin α + k2Ft − f2 − F1 = macm,y

. (5)

In the equations, s1 is the moving distance of the upper groove wheels in unit time; s2
is the moving distance of the lower groove wheels in unit time; s3 is the height change of
the point Pcm in unit time; ∆Ek is the kinetic energy change of the manipulator and load in
unit time.

The dynamic equations of the manipulator in the turning movement can be expressed
as follows:

{Ft, N1, N2} =





(k1Ft − f1)s1 + (k2Ft − f2)s1 − F1s3 = 0

−(k1Ft − f1) sin α− N1 cos α− (k2Ft − f2) sin(α− θ) + N2 cos(α− θ) = macm,x

(k1Ft − f1) cos α− N1 sin α + (k2Ft − f2) cos(α− θ) + N2 sin(α− θ)− F1 = macm,y

. (6)

In the equations, θ is a fixed angle. It can be expressed as follows:

θ = 2arcsin
(

l1
2r1

)
. (7)

2.3. Mathematical Model of the Multi-Objective Optimization of the Load-Related Parameters

1 Design variables: this paper takes the arc radius r1, the center distance l1 and the time
consumption t4 of the dumping action as the design variables;

2 Constraints: to ensure that the manipulator can dump garbage smoothly, the pitch
angle of the manipulator must be greater than 135◦;

3 Optimization objective: the purpose of parameter optimization is to reduce the load
on the truss structure. Therefore, the optimization objective is to minimize the max-
imum instantaneous power Pmax, the average power P, the maximum change of the
instantaneous driving force ∆Ft,max and the time consumption t4 of the dumping action.
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The mathematical model of the optimization of the load-related parameters can be
expressed as follows: 




X = [r1, l1, t4]

t4 = t3 − t1

minF(X) = ∑ c1,i· fi(X)

s.t.





r1 ∈ [50, 200]

l1 ∈ [80, 210]

l1 <
√

2r1

t4 ∈ [1, 4]

. (8)

2.4. Results of the Multi-Objective Optimization of the Load-Related Parameters

Particle swarm optimization (PSO) was proposed by Kennedy and Eberhart in 1995 [39].
In order to improve the optimization efficiency, this paper adopts particle swarm opti-
mization algorithm with improved weight coefficient [40]. The process of the optimization
iteration is shown in Figure 6.
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The optimization results are shown in Table 1.

Table 1. Results of the multi-objective optimization of the load-related parameters.

Parameter Initial Design
Scheme 1

Optimization
Scheme A 2

Optimization
Scheme B 3

r1 (mm) 120 130 148
l1 (mm) 150 157 210

t4 (s) 2 3.45 3.36
Pmax (W) 3764.17 2028.33 1936.71

P (W) 1817.43 1028.25 1115.82
∆Ft,max (N) 2442.92 722.22 349.32

1 The initial design scheme is the design scheme of the prototype. 2 The driving force in optimization scheme A
acts on the axis of the upper groove wheels. 3 The driving force in optimization scheme B acts on the axis of the
lower groove wheels.

According to Table 1, both optimization scheme A and B have obvious optimization
effect. The maximum instantaneous power of optimization scheme B is reduced by 1827.46 W,
the average power is reduced by 701.61 W and the maximum change of the instantaneous
driving force is reduced by 2093.6 N, which is more effective than that of the optimization
scheme A. Therefore, optimization scheme B is the reasonable optimization scheme.
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3. Topology Optimization of the Truss Structure under Multiple Load Cases

If the truss structure has a reasonable material distribution, the material can fully play
its role, which is an important basis for the lightweight design [41]. In this chapter, this
paper first analyzes and calculates the load on the truss structure, and then determines
three typical load cases. Finally, the topology optimization of the truss structure under
multiple load cases is carried out.

3.1. Analysis of the Load on the Truss Structure

The load on the truss structure mainly comes from the manipulator and the roller
chain system, as shown in Figure 7. The definition of each load is shown in Table 2.
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Figure 7. The load on the truss structure.

Table 2. The definition of the load.

Load Definition

FL1,FL2 The force of the driven sprocket assembly acting on the truss structure.
FL3,FL6 The force of the groove wheels acting on the track.
FL4,FL5 The friction force of the groove wheels acting on the track.
FL7,FL8 The force of the drive sprocket assembly acting on the truss structure.

FL9 The gravity of the hydraulic motor.
ML The torque of the hydraulic motor acting on the truss structure.

According to the optimization results above, the detailed truss structure parameters
are shown in Table 3. In the table, l5 is the length of the vertical track, and µ is the coefficient
of friction.

Table 3. Parameters of the truss structure.

r1(mm) l1(mm) l2(mm) l3(mm) l4(mm) l5(mm) m(kg) µ

148 210 68.5 383.65 308.84 1720 320.35 0.1

The control method of the robot is ‘Sliding Mode Variable Structure Control’ [42]. The
preset linear velocity of the chain system is shown in Figure 8a. The corresponding speed
and acceleration of the point Pcm are shown in Figure 8b,c.
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Figure 8. (a) Preset linear velocity of the chain system; (b) velocity of the point Pcm; (c) acceleration of the point Pcm.

According to the dynamic equations, the driving force required for the motion of the
manipulator and the normal force of the manipulator acting on the track are shown in
Figure 9. It can be seen that when the manipulator enters the circular arc section of the
track, the driving force and the normal force increase significantly. In the lifting motion,
the driving force required by the manipulator is the largest when accelerating.
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Then the calculation formula of the truss structure load defined in Table 2 can be
expressed as follows: 




FL1 = FL2 = Ft + (mc + mw)g

FL3 = 0.5N1

FL4 = µFL3

FL5 = µFL6

FL6 = 0.5N2

FL7 = FL8 = 0.5Ft −mwg

FL9 = mmg

ML = Ftr1 + Jeα

(9)

In the formula, mc is the mass of the roller chain on one side; mw is the mass of a
sprocket; mm is the mass of the hydraulic motor; Je is the equivalent moment of inertia of
all rotating parts.

3.2. Topology Optimization under Multiple Load Cases
3.2.1. Determination of Load Cases

Based on the analysis and calculation results of the truss structure load, the states
when the manipulator is in the acceleration lifting movement, the transition movement, and
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on standby are regarded as three typical load cases in this paper. The schematic diagrams
of the typical load cases are shown in Figure 10.
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The value of the truss structure load under three load cases are shown in Table 4.

Table 4. The value of the truss structure load.

Load Case FL1(N) FL2(N) FL3(N) FL4(N) FL5(N) FL6(N) FL7(N) FL8(N) FL9(N) ML(N·m)

Load case A 5160.07 5160.07 3379.75 337.97 337.97 3379.75 2335.97 2335.97 342.02 716.12

Load case B 15,041.05 15,041.05 5721.5 572.15 57.08 570.75 7276.46 7276.46 342.02 2178.05

Load case C 3620.2 3620.2 2169.76 0 0 280.14 2149.46 2149.46 342.02 660.46

3.2.2. Mathematical Model of Topology Optimization under Multiple Load Cases

In this paper, the optimization objective is to minimize the weighted strain energy
of the truss structure under multiple load cases. The ratio of the optimized volume to
the initial volume is the constraint. The mathematical model of the optimization can be
expressed as follows: 




X = [x1, x2, x3, · · ·]
minT(X) = ∑ c2,i∆ti(X)

s.t.





Vi(X)
V0
≤ z

0 ≤ xj ≤ 1, j ∈ N∗

. (10)

In the formula, T(X) is the weighted strain energy; c2,i is the weight coefficient of the
i-th load case, whose value is 1/3; ti(X) is the strain energy of the i-th load case; Vi(X) is
the optimized volume; V0 is the initial volume; z is the volume fraction; xj is the material
density of the j-th unit.

3.2.3. Results of Topology Optimization under Multiple Load Cases

The truss structure is a kind of frame parts. The typical structure of this type of parts is
cubic shape and triangular prism shape. According to the connection relationship between
the truss structure and other parts, the truss structure can be designed as a combination of
cubic shape and triangular prism shape. The optimization model is shown in Figure 11a.
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transmission route map; (d) conceptual configuration model.

Through the finite element optimization solver Optistruct, the material distribution
of the truss structure is obtained, as shown in Figure 11b. After simplifying the material
distribution, the corresponding force transmission route map is formed, as shown in
Figure 11c. As the technological conditions and processing efficiency need to be considered
in practical engineering, the truss structure is mainly welded by sheet metal parts and
angle iron. The conceptual configuration model is shown in Figure 11d.

4. Discrete Optimization of the Truss Structure under Multiple Load Cases

Based on the conceptual configuration model, this chapter will optimize the section
size of the parts. In this chapter, this paper firstly establishes the mathematical model of
discrete optimization under multiple load cases. Then, the optimization is carried out based
on different preference settings. Finally, this paper compares the optimization results.

4.1. Mathematical Model of Discrete Optimization under Multiple Load Cases

If the three parameters of the length, width and thickness of the part are all taken as
optimization variables, the optimization will have a large feasible set. At the same time, the
change of the length and width of different parts will cause the change of the connection
form, which will increase the computational cost [43]. Therefore, this paper has determined
the length and width of each part in the conceptual configuration model to improve the
efficiency of optimization solution.

The optimization objective is to maximize the inherent frequency, and minimize the
maximum stress and the mass of the truss structure under multiple load cases. The thickness
of the parts is the optimization variable, and the yield strength of the material is the constraint.
The mathematical model of discrete optimization can be expressed as follows:





X = [thk1, thk2, · · · , thk23]

Thk = [1, 1.5, 2, 2.5, · · · , 10]

minS(X) = ∑ c3,i(
σi(X)−σi,min
σi,max−σi,min

) + q1

(
m(X)−mmin
mmax−mmin

)
+ q2

(
fmax− f (X)
fmax− fmin

)

s.t.





σi(X) ≤ [σ]

thk j ∈ Thk, j = 1, 2, · · · , 23

. (11)

In the formula, S(X) is the comprehensive optimization objective; thk j is the thickness
of the j-th part; σi(X) is the maximum stress of the i-th load case; m(X) is the mass of the
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truss structure; mmax and mmin are the maximum and minimum mass of the truss structure
under the constraint; f (X) is the inherent frequency of the truss structure; fmax and fmin are
the maximum and minimum values in the optimization with the inherent frequency of the
truss structure as the optimization objective; [σ] is the yield strength of the material; Thk is
the set of available material thickness; c3,i is the weight coefficient of the i-th load case, whose
value is equal to c2,i; q1 and q2 are the correction factors, whose value is 1/3 as well.

4.2. Results of Discrete Optimization under Multiple Load Cases

Due to the large difference in the density of different types of garbage [44], the typ-
ical loads of the robots that perform different tasks are different. In order to make the
optimization more targeted, this paper sets preference mass (optimization scheme A), pref-
erence performance (optimization scheme B) and no preference (optimization scheme C)
lightweight schemes respectively. Then the sequential quadratic programming (SQP) solver
is applied to solve the mathematical model. The process of optimization iteration is shown
in Figure 12, and the optimization results are shown in Figure 13.
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The thickness of the truss structure parts is shown in Table 5.
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Table 5. The thickness of the truss structure parts.

Part Number Initial Design
Scheme 1 (mm)

Optimization
Scheme A (mm)

Optimization
Scheme B (mm)

Optimization
Scheme C (mm)

1 5.0 5.0 5.0 5.0
2 5.0 1.0 1.0 1.0
3 4.0 1.5 10.0 10.0
4 5.0 1.0 2.0 2.0
5 3.0 1.0 1.0 1.0
6 4.0 10.0 10.0 10.0
7 5.0 1.5 10.0 9.0
8 3.0 2.0 10.0 10.0
9 4.0 1.0 10.0 10.0
10 3.0 1.0 1.0 1.0
11 4.0 4.5 9.5 10.0
12 4.0 1.0 10.0 5.5
13 5.0 3.0 8.0 4.5
14 5.0 4.5 4.5 4.5
15 5.0 1.0 1.0 1.0
16 5.0 1.0 6.0 5.0
17 4.0 2.5 10.0 10.0
18 5.0 3.5 3.0 3.0
19 5.0 1.0 9.5 1.5
20 5.0 2.0 9.5 1.5
21 5.0 3.5 3.0 4.0
22 5.0 2.5 6.0 5.5
23 3.0 3.0 2.5 3.5

1 The initial design scheme is established according to the prototype. For example, if the thickness of the guide
rail in the prototype is 5 mm, the thickness of the guide rail in the initial design scheme is also 5 mm.

It can be seen from Figure 13a and Table 6 that when the preference of the optimization
scheme is set to mass, the mass of the truss structure is 58.37 kg, which is reduced by 18.99%.
The inherent frequency, maximum stress and maximum deformation of the truss structure
haven’t been optimized. The maximum stress is close to the material’s yield stress of
680 MPa. Therefore, this optimization scheme requires higher-strength materials. From
Figure 13b and Table 6, it can be seen that when the preference of the optimization scheme
is set to performance, the performance of the truss structure is significantly improved, while
the mass is only reduced by 0.33 kg. The lightweight design effect is not significant. From
Figure 13c and Table 6, it can be seen that when there is no preference for the optimization,
the maximum stress is reduced by 70.97 MPa, the maximum deformation is increased by
0.2 mm, the inherent frequency is increased by 6.23 Hz, and the mass is reduced by 6.28 kg.
The performance and mass of the truss structure have all been optimized. Therefore,
optimization scheme C is the reasonable optimization scheme.

Table 6. Performance comparison of optimization schemes.

Performance Initial Design
Scheme

Optimization
Scheme A

Optimization
Scheme B

Optimization
Scheme C

m (kg) 72.05 58.37 71.72 65.77
f (Hz) 10.20 10.38 16.92 16.43

d1,max (mm) 1.10 1.75 0.93 1.08
d2,max (mm) 2.19 3.41 1.98 2.39
d3,max (mm) 0.77 1.51 0.64 0.77
σ1,max (MPa) 218.16 273.30 216.47 222.75
σ2,max (MPa) 646.09 666.74 573.67 575.12
σ3,max (MPa) 202.37 322.62 128.29 226.16
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5. Lightweight Design Method of the Robot Truss Structure

The lightweight design method used in this paper are summarized as follows:

1 This paper first established the kinematic and dynamic equations of the manipulator
(load). Then the variables that are related to the load were optimized through the
particle swarm algorithm to reduce the load of the truss structure;

2 This paper then determined the typical load cases of the truss structure. The topology
optimization under multiple load cases was carried out to optimize the material dis-
tribution of the truss structure. The conceptual configuration model was established
through model reconstruction method;

3 Based on the conceptual configuration model, this paper finally reduced the dimen-
sions of the optimization variables according to the technological conditions and
processing efficiency. The sequential quadratic programming solver was applied to
optimize the thickness of the truss structure parts under multiple load cases.

The flow chart of this method is shown in Figure 14.
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6. Conclusions

Aiming at the performance optimization requirement of the trash can-handling robot,
this paper optimizes its truss structure and proposes a systematic lightweight design
method. The main research conclusions are as follows:

1 In this paper, the kinematic and dynamic equations of the manipulator was established
through the complex interpolation method and the theorem of kinetic energy. The
particle swarm algorithm was used to optimize the load-related parameters. This
provides a new method for the optimization of the equipment moving along the
guide rail in the future. After the optimization, the maximum instantaneous power
required by the robot for dumping garbage is reduced by 48.55%, the average power
is reduced by 38.60%, and the maximum change of the instantaneous driving force is
reduced by 85.70%;

2 By analyzing the load of the truss structure during the operation, the states when the
manipulator is in the acceleration lifting movement, the transition movement, and
on standby are regarded as three typical load cases in this paper. Combined with
practical engineering experience, due to the significant increase of the driving force,
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the transition movement needs special attention in the design and optimization of the
equipment with similar structure;

3 In this paper, three kinds of discrete optimization of the truss structure with different
preference were carried out. According to the optimization results, the optimization
scheme with no preference best meets the actual needs of the project. In this opti-
mization scheme, the mass of the truss structure is reduced by 8.72%, the inherent
frequency is increased by 61.08%, and the maximum stress is reduced by 10.98%;

4 The lightweight design method proposed in this paper is a new optimization method
as it includes load optimization. The results show that the method is effective for the
optimization of the robot’s truss structure. This method can also be applied to the
forward design or lightweight design of the actuators with similar structure, such as
the column of vertical drilling machine. So, this method gives a reference value for
actual projects.
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Abstract: In the context of automated driving, Electric Power Steering (EPS) systems represent an
enabling technology. They introduce the ergonomic function of reducing the physical effort required
by the driver during the steering maneuver. Furthermore, EPS gives the possibility of high precision
control of the steering system, thus paving the way to autonomous driving capability. In this context,
the present work presents a performance assessment of an EPS system designed for a full-electric all-
wheel-drive electric prototype racing in Formula Student Driverless (FSD) competitions. Specifically,
the system is based on the linear actuation of the steering rack by using a ball screw. The screw
nut is rotated through a belt transmission driven by a brushless DC motor. Modeling and motion
control techniques for this system are presented. Moreover, the numerical model is tuned through
a grey-box identification approach. Finally, the performance of the proposed EPS system is tested
experimentally on the vehicle through both sine-sweep profiles and co-simulated driverless sessions.
The system performance is assessed in terms of reference tracking capability, thus showing favorable
results for the proposed actuation solution.

Keywords: electric power steering; autonomous driving; steering actuator; driverless racing vehi-
cles; control

1. Introduction

The automotive industry is currently facing a substantial shift towards new mobility
trends: electrification, spreading of car sharing services and autonomous driving [1].
Features like autonomous emergency braking and lane keeping assistance are referred to
as Advanced Driver Assistance Systems (ADAS). These features expand from premium
to mass-offering markets and represent a key-point in the progressive transition towards
autonomous driving. In this context, Waymo-Google launched a self-driving car project
in 2009. Later, Tesla Motor Company rolled out autopilot software on their Model S in
October 2015. Ongoing efforts by most carmakers like Volvo head towards the design of
autonomous vehicles [2]. A disruptive SAE Level 4 autonomy is expected to be available
between 2020 and 2022 [3], while full autonomy with Level 5 technology is supposed to
arrive by 2030 [2].

In this challenging scenario, Electric Power Steering (EPS) is a key technology for
highly automated driving. Currently, such systems are employed to help the driver in
the steering maneuvers by reducing the physical effort required, especially at low speed.
Furthermore, EPS systems are used to provide the forces acting on the steering wheel as
feedback to the user to preserve the driving sensation. In fact, EPS systems act on the
rack-pinion steering box through an electric motor that provides the required torque to
the steering column or directly to the rack. Another steering assistance technology is
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represented by hydraulic power systems. They exploit the pressure generated through a
motor- or engine-driven pump to assist the turning of the steering wheel. Nevertheless,
such technology is less efficient than the electric one, as witnessed in [4,5]. Therefore, EPS is
regarded as a key technology for implementing autonomous driving features in the context
of assisted and efficient mobility [6].

Intense research efforts have been dedicated to the control of EPS systems in the last
decades. Research works presented by Mehrabi et al. in 2011 [4], Liao & Du [7] in 2003,
Frankem & Müller in 2014 [8] and Chen & Chen in 2006 [9] focus on the control of such
systems for ADAS applications. Specifically, torque control is addressed with the goal of
comfort and safety optimization, as well as disturbance rejection. As stated by Groll et al.
in 2006 [10], the most relevant frequencies of the driver input are below 4 Hz. Therefore, the
control system must operate to reject the disturbances efficiently to avoid high-frequency
oscillatory behavior [11]. For industrial applications, the tendency is to adopt PID control
as a cost-effective and easy-to-tune solution. However, this control scheme may present
important drawbacks when dealing with the multi-order nature of the steering system.
Therein, induced resonant behavior can affect the stability or tracking performance of an
EPS angle control, as demonstrated in [12]. The work presented by Govender et al. [11] with
a PID for front steering angle control gives an insight into the above-mentioned robustness
drawbacks. It suggests the adoption of filters, anti-windup and non-zero structures enhance
the stability of the control system. Liao & Du [13] proposed a solution for the modeling
and co-simulation of the EPS system and vehicle dynamics. Other efforts deal with active
front steering control for automated driving applications through model predictive control
(MPC) [14]. Further works enhance the MPC solution with path tracking and trajectory
planning methods [15]. In [16], Daimler AG presents an EPS model and the design of a
controller to ensure accurate, robust and smooth tracking of the desired trajectories of the
front steering angle. The developed steering model shows significant nonlinear behavior
due to the elastic elements, friction and gear ratios. Thereby, different control techniques
are proposed and compared in [16,17].

Despite these comprehensive efforts, minor attention has been paid to the performance
assessment of EPS systems applied to a driverless application from an actuation standpoint.
The design and control target for such applications pose important challenges. During
manual driving, the driver can constantly adjust the steering wheel input to compensate for
disturbances from the road. Conversely, the EPS in autonomous vehicles is no longer used
as an amplifier for the driver’s torque since it must actuate the entire steering system [11].
Therefore, the extension of EPS systems to driverless applications is not straightforward
and has not been addressed properly by the available literature.

In this context, the main contributions provided by the present work are: (i) the
performance assessment of the proposed EPS actuator through a dedicated on-vehicle
experimental campaign aimed at identifying the dynamic capabilities of the system for a
driverless application; (ii) the validation of the discussed actuator in a driverless maneuver
generated by the complete vehicle MPC controller.

The integration of the steering control system in the complete autonomous vehicle
model needs the characterization of the actuator to define its dynamic behavior and the
system capability for the specific automated driving scenario. Furthermore, a precise
mathematical model of the controlled plant is essential to properly design a control strategy
of the complete vehicle. In the case of MPC, the compensator is aimed at minimizing the
vehicle lateral deviation and relative yaw angle with respect to the reference trajectory, as
described in [18]. For this purpose, correct system identification of the controlled plant is
fundamental. The work presented in [19] addresses the estimation of the parameters of
an EPS by using different algorithms to improve the robustness of the designed controller.
Nevertheless, the estimation was performed in a test bench scenario thus implying model
mismatch when the system is mounted on a vehicle.

The performance assessment of an EPS system for the autonomous driving application,
through in-vehicle experimental tests, is discussed in [20]. However, this paper focuses
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only on the tracking performance of the proposed controller, without identifying and
discussing the dynamic capabilities of the actuator for the considered application.

In this perspective, this paper presents a custom EPS system for a driverless racing
vehicle participating at Formula Student Driverless (FSD) events. In detail, the presented
work is focused on the implementation and performance assessment of the actuator and
system identification using a grey-box model. The work addresses the dynamic perfor-
mance of the steering actuator integrated with the complete driverless vehicle. To this end,
an in-vehicle experimental campaign is carried out to validate the identified model that
will be integrated with the MPC controller of the complete driverless vehicle.

The proposed actuator layout consists of a ball screw assembly acting in parallel to
the steering rack. The screw nut is actuated by using a toothed belt transmission driven by
a brushless DC electric motor. Hence, the screw translates thus actuating the steering rack.
This work examines the characteristics of the chosen layout and deals with its integration in
the reference racing vehicle. Specifically, the system has been optimized for the integration
with the considered vehicle to be compliant with the guidelines of FSD competitions [21],
while also accomplishing the autonomous driving function. Electric motor, mechanical
system and vehicle dynamic models have been developed and implemented in a MAT-
LAB/Simulink environment, by using a linear grey-box model for the estimation of the
unknown parameters. The EPS system is controlled through a PID with a feedforward
position control loop, whereas a classic PI is used for the electric motor current control.
A pole placement technique is used for the controller tuning. To validate the system and
assess performance, in-vehicle experimental tests were conducted. Then, the validity of the
proposed layout is demonstrated by testing the racing vehicle equipped with the developed
EPS system in a driverless scenario. In particular, the steering profile computed by a vehicle
dynamics MPC controller is used as a realistic reference for this verification [18].

This paper is organized as follows. Section 2 describes the considered system layout
along with the selected design choices. Section 3 illustrates the system modeling and the
implemented control techniques. Finally, Section 4 focuses on the system identification and
on the discussion of the experimental results obtained during different maneuvers.

2. System Layout

The EPS layout for the FSD application is chosen and designed to be compliant with
the regulations and guidelines provided by Formula SAE [21] and to fit into the already
existing reference vehicle. The driverless class was introduced in FSD competitions in 2018.
It consists of static and dynamic events aimed at evaluating the autonomous vehicle’s ability
to adapt to the tested driving scenario. The academic activities for developing a driverless
single-seated race car provide a platform to develop and validate new technologies under
challenging conditions. Self-driving racecars represent a unique opportunity to design
and test software required in autonomous transport, such as redundant perception, failure
detection and control in challenging conditions [22].

The steering system of the reference vehicle is a mechanical rack and pinion with a
herringbone-like gear profile. The steering rack is a custom solution starting from the zRack
provided by Zedaro. It presents a rack length of 264 mm to fit the limited available space
in the front cross-sectional area of the monocoque, as shown in Figure 1. The C-Factor and
the steering ratio are 85.5 mm and 4.3:1, respectively, with a steering wheel working angle
ranging from −90 to +90 degrees. The steering column is equipped with a rotary encoder,
which provides the feedback signal for the autonomous steering system control loop.
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Figure 1. (a) Autonomous Steering System actuator view: 1—Ball screw; 2—Ball screw nut and
bearing assembly; 3—HTD belt; 4—BLDC motor; 5—Steering rack; 6—Support structure; 7—Clevises.
(b) Autonomous Steering System cross-section to highlight the ball screw nut and bearing assembly:
8—Ball screw nut; 9—HTD pulley; 10—Nut bearing support; 11—Ball bearings; 12—Lock nut washer.

The proposed solution design is subject to specific constraints, which can be summa-
rized as follows:

• Small rack assembly with a rack length equal to 264 mm.
• Required total rack travel equal to 45 mm, by considering a steering wheel working

angle from −90 to +90 degrees.
• Required actuation speed vBS = 45 mm/s, by taking as target the capability of the

driver to actuate the steering wheel from full left to full right in 1 s.
• Reversibility between driverless and with-driver modes must be guaranteed without

mechanically dismounting any physical part, according to the competition rules [21].

Specifically, the reversibility constraint implies an integration of the EPS solution with
the existing steering rack, thus reducing the available space inside the cockpit.

In this scenario, the chosen solution (Figure 1) consists of a rack that is linearly actuated
by using a ball screw (1). The power unit is a brushless DC (BLDC) motor provided by
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Maxon Motor AGTM (Sachseln, Switzerland) (4). The nut (8) is rotated through a belt-drive
transmission (3), while its translation is constrained. By converse, the screw is free to
translate, thus providing a linear actuation of the rack (5).

The required rack force for the considered application is Frack = 1000 N. It is due to the
required torque needed to move the steering rack at standstill, as a worst-case scenario [22].
Then, the required ball screw torque TBS = 0.397 Nm and the motor speed n = 1350 rpm
and power Pmot = 57 W are computed. A Bosch Rexroth ball screw with a diameter of
12 mm and a lead of 2 mm is chosen for the present application. It features an efficiency
ηBS = 0.8.

According to the calculated power request and due to the constraints on the available
space, the MaxonTM EC 60 Flat 150 W motor is selected for its compact size. It offers
a nominal speed and torque of 3480 rpm and 0.401 Nm, respectively. The ball screw is
parallel to the vehicle steering rack, as shown in Figure 1. The rack supports have been
modified to mount the motor and accommodate the ball screw within a single assembly.
The screw and the rack ends are rigidly connected by means of two clevises. The latter are
coupled with the steering tie rods.

The ball screw drive is a reversible mechanism that allows the vehicle to be driven
in both driverless and with-driver modes, without mechanically disconnecting the au-
tonomous actuator. The selected belt and pulley system have a standard HTD profile with
a pitch of 3 mm and a width of 9 mm. The belt drive system was sized to comply with the
power transmission for this application. The bearing assembly uses two SKF four-point
contact ball bearings in the “O” arrangement (11).

The BLDC motor is controlled and driven by a MaxonTM EPOS 4 electronic control
unit that communicates via CAN with a dSPACETM (Paterborn, Germany) MicroAutoBox.
The latter is the onboard CPU of the vehicle. The reference steering angle for the control
loop is computed by the trajectory planning and control algorithm implemented on the
dSPACETM unit, as described in [18,23]. The algorithm receives the signals from the stereo
camera, LiDAR and inertial measurement unit (IMU) sensors. The control also provides
the steering command to follow the desired path. Then, the reference steering angle is
compared with the feedback provided by the steering encoder. The EPOS ECU closes the
position feedback loop and provides the voltage command to the electric motor to drive
the autonomous steering actuator, as subsequently discussed in Section 3.3.

Figure 2a shows the positioning of the steering actuator assembly in the vehicle CAD
model. In Figure 2b, we show the installation of the real prototype, together with its components.
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3. System Modelling

For performance assessment and control tuning purposes, the system is modeled by
following a linear lumped-parameter approach. The developed model is schematized in
Figure 3. The model includes the motor and its controller along with the dynamic model of
the autonomous steering system.
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3.1. Electric Motor

For simplicity, the BLDC motor can be represented as a standard DC motor. Neglect-
ing field-weakening operation, the electrical dynamic model of the BLDC motor can be
described as

va(t) = Raia(t) + La
dia(t)

dt
+ e(t) (1)

where va is the motor terminal voltage, ia is the motor armature current, La is the phase-to-
phase terminal inductance, Ra is the phase-to-phase terminal resistance and e is the motor
back-EMF, given by

e(t) = ke
.
θrot (2)

and the electromagnetic motor torque provided by the motor is

Tm(t) = ktia(t) (3)

being ke, kt the machine characteristic constants and θrot the angular position of the motor.
The damping coefficient r of the electric motor representing the mechanical losses is

computed as the ratio between the no load torque and the no load speed.

r =
kt I0

n0
(4)

Relevant parameters from the motor manufacturer are reported in Table 1.

Table 1. Electric motor model parameters.

Parameter Description Value Unit

Ra Resistance 0.293 (Ω)
La Inductance 0.279 (mH)
kt Torque constant 52.5 (mNm/A)
ke Speed constant 52.5 (mV/(rad/s))
r Torque/speed gradient 5.78 × 10−5 (Nm/(rad/s))
I0 No load current 497 (mA)
n0 No load speed 4300 (rpm)

3.2. Mechanical System

The mechanical dynamics of the steering actuator are described through a 3-DOF
system, in which friction is modeled as viscous damping and constant gear ratios are used.
For the ball screw, a viscous damper with coefficient βBS is introduced. The ball screw
transmission ratio is τBS. The same approach is used to model the belt drive connecting
the motor shaft with the ball screw nut. Damping coefficient βB and transmission ratio τB
are used. Furthermore, the belt stiffness is accounted for through the coefficient kB. The
steering column is modeled by considering it as a torsion bar with torsional stiffness kTB
and damping coefficient βTB. The rack and pinion mechanism of the steering system of
the vehicle is represented by the constant gear ratio τP that is equal to the C-factor of the
rack. The ratio τR considers the ratio between the wheel steering angle δW and the linear
displacement of the rack xR. It was experimentally determined based on the acquisitions
from the on-vehicle sensor data. The term βSW models the friction of the steering wheel.

The equations of motion are obtained through the Lagrangian approach with the motor
angle θrot, the ball-screw angle θBS and the steering angle δSW as generalized coordinates.
The system differential equations are

Jrot
..
θrot +

(
r + βBτ2

B

) .
θrot − βBτB

.
θBS + kBτ2

Bθrot − kBτBθBS = Tm (5)
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J∗BS

..
θBS + (βBS + βB + βTB

(
τP/τBS)

2) .
θBS − τBβB

.
θrot − βTB(τBS/τP)

.
δSW+(

kB + kTB
(
τP/τBS)

2)θBS − kBτBθrot − kTB(τBS/τP
)
δSW = 0

(6)

JSW
..
δSW + (βSW + βTB)

.
δSW − βTB(τBS/τP)

.
θBS + KTBδSW − KTB(τBS/τP)θBS = 0 (7)

The equivalent inertia at the ball screw is computed using an energetic approach as

J∗BS = JBS + (mR + mBS)τ
2
BS + JWτ2

BSτ2
R (8)

The system is rearranged in the state-space form
.
x = Ax + Bu. The system state

vector is x =
[

θrot
.
θrot θBS

.
θBS δsw

.
δsw

]T
. The input to the system is the driving torque

provided to the electric motor: u = Tm. The outputs of the system are the angle at the
motor used to perform the PID position control and the angle at the steering column pinion
end, compared with the measurement of the steering encoder sensor: y = [ θrot δP ]T . The
angle at the pinion is computed considering the rigid transmission ratio of the ball screw
and the rack C-factor as: δP = θBS ·(τBS/τP).

A full description of the model transmission ratios and known masses and inertia are
provided in Table 2. The missing parameters, i.e., the ball screw inertia JBS, the steering
wheel inertia JSW , the wheel inertia JW , the belt damping βB, the belt stiffness kB, the
damping of the ball screw βBS, the damping of the steering wheel βSW , the damping of the
steering column βTB and the stiffness of the steering column kTB, are identified through
the grey-box model parameters estimation optimization process described in Section 4.3.

Table 2. Dynamic model parameters.

Parameter Description Value Unit

Jrot Rotor inertia 0.81 × 10−4 (kg·m2)
mBS Ball screw mass 0.171 (kg)
mR Rack mass 6.5 × 10−2 (kg)
τB Belt to ball screw ratio 2 (-)
τBS Ball screw lead 3.183 × 10−4 (m/rad)
τP Pinion C-factor 1.36 × 10−2 (m/rad)
τR Rack displacement to wheel toe angle ratio 19.4 (rad/m)
b Longitudinal distance tie rod-kingpin axis 0.049 (m)

3.3. Electric Motor Control

The adopted control strategy for the BLDC motor has been designed and modeled
based on the EPOS 4 controller architecture [24]. The most suitable operating mode for the
autonomous steering actuator is the cyclic synchronous position mode provided by the
EPOS 4 ECU. As presented in Figure 4, the reference steering angle (δSW,re f ) is computed by
the trajectory planning algorithm implemented in dSPACETM. The reference is compared
with the signal acquired by the steering wheel encoder sensor. Then, it is converted to a
motor target position that is passed to the EPOS motor controller. Thus, the EPOS performs
the position control loop and provides the current set to the inner (cascade) current control
loop, which in turn will yield motion on the motor shaft.

The position control of the electric motor is implemented through a Proportional-
Integral-Derivative (PID) algorithm and a feedforward control to improve the motion
system setpoint. The velocity feedforward (FFω) serves for compensation of speed-
proportional friction and its coefficient is computed as

FFω =
r
kt

(9)
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The acceleration feedforward (FFa) accounts for the inertia of the system and its
coefficient is determined by

FFa =
J∗mot
kt

(10)

The anti-windup method is used to prevent saturation of the command signals. The
limit in current is set to 20 A according to the motor capabilities. The internal current control
loop computes the voltage set to the motor. It consists of a Proportional-Integral (PI) control
with an anti-windup algorithm to avoid saturation of the voltage command (24 V).

The block scheme of the controller architecture is depicted in Figure 4.
The tuning of the PI current controller is performed using the pole placement tech-

nique. Since the system can be analyzed as a linear canonical first-order system, an algebraic
method can be adopted to define precise relationships between poles and the shape of
the response. The tuning of the position PID controller has been performed by using
the Tuning App (based on transfer functions) in the Simulink block PID controller of the
Control Design MATLAB toolbox.

The parameters used for implementing the electric motor control are reported in Table 3.

Table 3. Electric motor controller parameters.

Parameter Description Value Unit

KP current Current controller P gain 2000 (mV/A)
KI current Current controller I gain 2100 (mV/(A·ms))
KP position Position controller P gain 4390 (mA/rad)
KI position Position controller I gain 7352 (mA/(rad·s))
KD position Position controller D gain 159.87 ((mA·s)/rad)

FFω Velocity feedforward 12.59 (mA·s/rad)
FFa Acceleration feedforward 1.783 (mA·s2/rad)

4. Results and Discussion
4.1. Testbed Setup

The presented system has been installed on the chassis of the considered vehicle and
the experimental campaign is carried out. The electric motor of the steering actuator and
its embedded Hall sensor are connected to the EPOS ECU presented in the previous section
via a dedicated wiring system. The ECU is fixed on the monocoque of the vehicle. An
additional microcontroller (Texas InstrumentTM Launch XL-F28379d, Dallas, TX, USA) is
installed on the vehicle to acquire the steering angle sensor data from the digital encoder
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sensor mounted on the steering rack and to provide the reference profile to the actuator
ECU in real-time at a sampling frequency of 100 Hz. All the systems are connected via
CAN to the PC to both provide the enabling and configurations messages to the system
and to acquire the data of encoder sensor steering angle and steering profile from the TI
microcontroller and the values of actual current and the actual position of the electric motor
provided from the EPOS controller. Figure 5 schematizes the overall layout of the actuator
testbed installed in the actual vehicle.
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Figure 5. Autonomous steering actuator testbed setup block scheme.

All the systems are powered by the Low Voltage (LV) battery of the car i.e., a 24 V
lithium-ion battery.

The performed tests are sine-sweep steering maneuvers and steering maneuvers
generated by the MPC strategy that controls the driverless vehicle dynamics. The sine-
sweep maneuvers are performed with both suspended and on-ground vehicles aimed at
the system identification and dynamic performance assessment. Furthermore, the system
tracking performance is evaluated when a reference profile generated by the MPC for the
autonomous mission is provided.

4.2. Sine-Sweep Test

Different sine-sweep steering maneuvers are conducted first. The test is performed for
a frequency range from 0 Hz to 10 Hz, in a time interval of 10 s with an amplitude at the
steering wheel of 10 degrees. Data are acquired for two different conditions of the vehicle,
namely suspended and stationary vehicles on the ground. The response to the reference
steering wheel position is measured by the encoder mounted on the steering column. Results
obtained in the case of the suspended vehicle are reported in Figure 6a. Similarly, Figure 6b
shows the motor current and position measured by the embedded sensors.

The current measured by the motor approaches the limit of 20 A provided by the
motor manufacturer. By analyzing the trend of the current, we can see sections without
steering angle variations for a short period despite the high motor current and torque
output. This behavior is caused by the dead band in the actuator due to the backlash and
the compliance of the elastic elements present in the system, for this reason, a dead band
compensator should be implemented in the controller, as described in [15].
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Figure 6. Sine-sweep steering maneuver—suspended vehicle, 0–10 Hz, amplitude 10 degrees.
(a) Reference steering wheel position and measured response by the steering encoder. (b) Measured
motor current and position.

An equivalent sine-sweep test is repeated with the vehicle on the ground (dry asphalt).
In Figure 7 the data collected by the steering encoder sensor and by the motor sensors
are reported.

The performed sine-sweep maneuvers in both the test conditions are processed to
extract the frequency response function of the system. Figure 8 shows the Bode plot where
the output and input to the system are the measured positions by the steering encoder
sensor and the reference steering sine-sweep profile, respectively. The cut-off frequency for
the suspended vehicle condition is at 5 Hz. The frequency response function of the test
performed with the vehicle on the ground shows a cut-off frequency at 4.8 Hz.
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Figure 7. Sine-sweep steering maneuver—stationary vehicle on the ground, dry asphalt, 0–10 Hz,
amplitude 10 degrees. (a) Reference steering wheel position and measured response by the steering
encoder. (b) Measured motor current and position.

From the analysis of the Bode plot for the vehicle on the ground case, reported in
Figure 8, the stick slip effect is preponderant at low frequency in the case of the vehicle on
the ground. Due to friction among tires and ground, the bandwidth of the system on the
ground is slightly lower than in the suspended vehicle case. For both the test conditions, the
dynamic performance of the system is consistent with the considered application. As the
typical steering frequencies of the driver input are below 4 Hz [10], the designed actuator
shows good tracking performance below 4 Hz for both the considered tests.
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4.3. System Identification

The grey-box model estimation approach is used to identify damping and stiffness
coefficients along with inertia terms related to the ball screw, steering wheel, steering
column, and wheels. To this end, the experimental data reported in Section 4.2 are used.
The friction losses of the system as the moments of inertia of the ball screw, of the steering
wheel and column, and of the wheels were determined starting from the experimental
acquisitions by using a grey-box model estimation approach. The first analytical esteem of
the parameters is performed to determine the starting nominal values of the parameters.

The estimated system has nine design variables: the ball screw inertia JBS, the steering
wheel inertia JSW , the wheel inertia JW , the belt damping βB, the belt stiffness kB, the
damping of the ball screw βBS, the damping of the steering wheel βSW , the damping of the
steering column βTB and the stiffness of the steering column kTB.

The software tunes the model parameters to obtain a simulated response (ysim) that
tracks the measured response or reference signal (yre f ). The yre f provided to the parameter
estimation algorithm is the suspended vehicle sine sweep test response reported in Figure 6.
The optimization method for the estimation of the parameters is the Nonlinear Least
Squares aimed at minimizing the squares of the residuals in the system response. In
Table 4, the identified parameters are reported.

Table 4. Identified parameters.

Parameter Description Value Unit

JBS Ball screw inertia 6.5 × 10−6 (kg·m2)
JSW Steering wheel inertia 3.3 × 10−3 (kg·m2)
JW Wheel inertia 2.65 (kg·m2)
kB Belt stiffness 0.29 (Nm/rad)
βB Belt damping 1.7 × 10−3 (Nm/(rad/s))
βBS Ball screw damping 1.34 × 10−2 (Nm/(rad/s))
kTB Torsion bar stiffness 164.75 (Nm/rad)
βTB Torsion bar damping 0 (Nm/(rad/s))
βSW Steering wheel damping 1.59 (Nm/(rad/s))
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The identified values are consistent with the considered application. The response of
the identified numerical model (ysim) is reported in Figure 9, compared with the signal
acquired by the encoder sensor during an on-vehicle experimental testing campaign (yre f ).
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The identified system features one pole at the origin and a real stable pole at 334 rad/s
(53.2 Hz) that are the rigid body modes. Then, two complex conjugate sets of poles appear
at 30.9 rad/s (4.9 Hz) and 131 rad/s (20.9 Hz). The former low-frequency pole represents
the motor inertia mode vibrating due to the belt drive compliance. The latter is the ball
screw inertia vibrating due to the torsional stiffness of the steering wheel and column. The
target frequency range for the present application (1 Hz) is below the frequencies of the
identified mechanical system.

The goodness-of-fit between the identified model and the actual actuator has been
quantified as a function of the Normalized Root Mean Square Error (NRMSE) cost function,
as follows:

GoF = 1− NRMSE = 1−
‖yre f − ysim‖2

‖yre f − yre f ‖2
(11)

where || indicates the 2-norm of a vector, yre f is the measured position and ysim is the
identified position. The proposed identification has a GoF equal to 75%. The identified
numerical response matches the experimental one.

4.4. Autonomous Driving Test

The performance of the proposed EPS system has been evaluated with a steering
profile coming from the co-simulation of an autonomous driving mission. The vehicle is
driven at a constant longitudinal speed equal to 5 km/h while the steering angle reference
profile is properly given to the actuator for a time length of about 120 s. Figure 10a compares
the steering wheel position from the encoder with the reference signal generated by the
MPC strategy devoted to autonomous driving [18]. Accordingly, Figure 10b shows the
followed track that yields the tracked position profile. From these results, an angular
position RMSE of 3 degrees is computed for the whole track. This value is consistent with
the required performance for the specific application.
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Furthermore, the applied realistic reference highlights important features of the control.
The maximum overshoot is found at 89.4 s, reaching up to 4.5 degrees of error for a very
narrow time interval. It is worth noting that the position activity around 111 s presents
high dynamic content and thus puts in evidence the intrinsic limitations of the actuation
system above 4 Hz (max. error up to 15.7 degrees). However, this behavior is beyond the
bandwidth of interest.

5. Conclusions

This paper presented the design, integration, and performance assessment of an EPS
system for a driverless vehicle. In detail, an FSD racing vehicle was considered and the
proposed EPS was studied for system identification and performance assessment during
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different maneuvers. To this end, the actuator was designed to fulfill the competition rules
and both design and packaging constraints. The system model was developed by consider-
ing both the electric motor and the existing mechanical steering subsystem. Furthermore,
the applied control strategy was discussed, along with the performed system identification
procedure that has been conducted exploiting a grey-box model. Experimental tests in a
proper laboratory environment were carried out to assess the system performance while
validating the described model and performing system identification. The performance of
the proposed EPS system was tested on the racetrack, during both sine-sweep maneuvers
and co-simulated driverless sessions.

Sine-sweep test results highlighted the actuator capabilities in terms of bandwidth. Also,
favorable matching was found between the plant model and the prototype. Finally, the
system performance was assessed in terms of position reference tracking. The investigated
EPS system was able to satisfy the design requirement by showing favorable tracking metrics.

As future work, an extensive validation stage on-track could be required to test the pro-
posed system under several demanding handling maneuvers in different road conditions.
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Abstract: Stable maneuverability is extremely important for the overall safety and robustness of
autonomous vehicles under extreme conditions, and automated drift is able to ensure the widest
possible range of maneuverability. However, due to the strong nonlinearity and fast vehicle dynamics
occurring during the drift process, drift control is challenging. In view of the drift parking scenario,
this paper proposes a segmented drift parking method to improve the handling ability of vehicles
under extreme conditions. The whole process is divided into two parts: the location approach
part and the drift part. The model predictive control (MPC) method was used in the approach
to achieve consistency between the actual state and the expected state. For drift, the open-loop
control law was designed on the basis of drift trajectories obtained by professional drivers. The drift
monitoring strategy aims to monitor the whole drift process and improve the success rate of the
drift. A simulation and an actual vehicle test platform were built, and the test results show that the
proposed algorithm can be used to achieve accurate vehicle drift to the parking position.

Keywords: autonomous vehicles; drift parking; open-loop control; supervision mechanism

1. Introduction

The stability of the vehicle chassis has always been a matter of concern. Chassis
design can be divided into different classifications for different groups of people [1]. For
professional drivers, the chassis usually exhibits a reduced margin of stability in the system
when completing specific driving actions. This usually causes tire adhesion to reach
saturation, also referred to as the limit condition. By studying the dynamic characteristics
of the vehicle under extreme states, it is possible to better adapt the dynamic control
boundaries of the vehicle. When the vehicle is driving on a low-adhesion road, with a
low friction coefficient, it is easy for turning to cause the rear wheels to reach the adhesion
limit ahead of the other wheels, and the tail of the vehicle will swing out, that is, the drift
phenomenon will occur. When the vehicle drifts, it causes the vehicle’s heading angle,
mass center sideslip angle, and other states to change with time, accelerating, and the
vehicle will be in an unstable state. Goh et al., performed experiments on the full-scale
MARTY test vehicle to confirm the effectiveness of the controller on a trajectory with a
curvature varying from 1/7 to 1/20 m. The vehicle speed was varied from 25 to 45 km/h [2].
Driverless vehicles are able to perform correct decision making by sensing the surrounding
environmental conditions, and accurately tracking their trajectory. In addition, driverless
vehicles are able to ignore driver factors such that nonprofessional drivers are able to
experience the fun of the drift.

The trajectory tracking control of intelligent vehicles has developed rapidly in the
last ten years. Due to the strong nonlinearity, internal dynamic instability, and under-
drive of the vehicle system, achieving trajectory tracking control with high precision
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and high robustness remains a difficult problem. Therefore, various control methods are
constantly emerging.

The linear quadratic regulator (LQR) is one of the most commonly used optimal
control methods for trajectory tracking and has a small real-time calculation burden and a
simple structure. Alcala et al. [3] used the Lyapunov-based control method to reconstruct
the closed-loop system in the form of linear variable parameters and used the linear
quadratic regulator–linear matrix inequalities (LQR-LMI) to adjust the parameters of the
Lyapunov controller. The sliding mode control (SMC) method has good robustness, and
still possesses a good control effect in systems with high model uncertainty. Tagne et al. [4]
introduced a high-order sliding mode controller to control the steering wheel angle of
autonomous vehicles in response to the current lateral displacement error. Hu et al. [5]
adopted nonlinear feedback (integral sliding mode–composite nonlinear feedback) based
on sliding mode control to weaken the chattering of the system in consideration of the
stability of the system under tire saturation conditions. Funke et al. [6] comprehensively
considered trajectory tracking, vehicle stability, and collision avoidance as the three control
objectives by adjusting the weight coefficient in the MPC method, with priority being given
to avoiding obstacles and maintaining vehicle stability. Liu et al. [7] used the MPC method
to realize lane changing control in unmanned vehicles at high speed, while assessing
vehicle stability on the basis of the phase diagram, and developed a stability envelope
constraint on this basis to ensure the stability of the vehicle under high lateral conditions.
Guo et al. [8] realized trajectory tracking control of four-wheel distributed-drive electric
vehicles through hierarchical control. The upper layer calculates the expected front wheel
angle and the direct yaw moment through the MPC method, while the lower controller
assigns the direct yaw moment to each wheel motor. Kim et al. [9] considered the dynamic
characteristics of the steering system in a control model and added actuator characteristic
constraints to the MPC controller.

In recent years, scholars at home and abroad have performed a lot of research on
vehicle drift control. Velenis et al. [10] studied the drift stability of rear-wheel-drive vehicles
and demonstrated that a vehicle can only maintain an unstable balance if the vehicle’s
throttle and steering are controlled simultaneously. A set of backstepping controllers was
designed, and these were combined with the driver’s input commands to achieve control of
the stability of vehicle drift along a steady circle in the simulation environment. In line with
the preview control theory, Nakano et al. [11] designed a full-state feedback controller based
on the linearization of a nonlinear system and tracked a steady-state circular trajectory
with a drift attitude. Goh et al. [12] studied lateral displacement control, calculating the
lateral force of the front and rear wheels while simultaneously controlling the stability
of the sideslip angle of the mass center and directly solving the longitudinal force on the
basis of the saturation of the rear tires, thus allowing a vehicle to drive along a steady
circle in a state of drift balance. The control scheme proposed by Jelavic et al., switches
between nonlinear model predictive control and linear feedforward feedback strategy
to achieve drift [13]. An RC vehicle with a ratio of 1/10 was used for test verification.
Kolter et al. [14,15] designed a set of open-loop and closed-loop fusion control algorithms.
Firstly, a closed-loop controller based on the LQR algorithm was designed according to the
vehicle dynamics model, which can realize the trajectory tracking control under normal
working conditions. Secondly, an open-loop controller was designed according to the
analysis of a data library of the motion control actions of professional drivers during drifts.
At each moment of the control process, the two are switched independently according to
the control effect of the controller.

In traditional research, when the vehicle is in e extreme emergency conditions on
the low-adhesion roads, it becomes more likely to experience problems with poor control
accuracy, which makes the vehicle lose stability or even abruptly sideslip. These algorithms
have poor self-adaptability in complex environments, so it is difficult to ensure overall
control stability [16,17]. Currently, research on trajectory tracking control under extreme
conditions in terms of driverless vehicle motion control remains immature, and drift control
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is rarely studied. Based on research on the control of driverless vehicles drifting into a
storage warehouse, this paper aims to achieve limited controllability of rear wheel brake
lock, a state which is regarded as unstable in traditional motion tracking control The present
study thus plays a role in technical exploration within the field.

This paper further explores the control of unmanned drift into a storage warehouse.
The main contributions are as follows:

(1) A segment drift control strategy is designed. The depot approach section ensures that
the vehicle enters the drift state when it reaches the drift trigger point. Drift in depot
ensures that vehicles can complete the drift in operation with high precision.

(2) The drift monitoring strategy is proposed, including a path planning monitoring
strategy, a drift-triggered state monitoring strategy, and a drift process monitoring
strategy. Since the drift results are greatly affected by external disturbance factors, the
proposed monitoring strategy can increase the success rate of drifts and ensure the
safety and integrity of the test.

(3) Based on Simulink and CarSim, simulation experiments are carried out to verify the
drift parking and monitoring strategy. Actual vehicle verification is carried out to
provide the basis for the research under typical limit conditions.

The schematic diagram of the segmented drift control designed in this paper is shown
in Figure 1. The OD segment is the location approaching segment, D is the drift trigger
point, and the DP segment is the drift parking segment.

Figure 1. Schematic diagram of drift parking.

The difficulties of segment drift parking control include the following: (1) The trigger-
ing drift state of the vehicle should be consistent with the expected vehicle state. (2) The
entire control system is greatly affected by external disturbance. (3) As a complex control
system, the vehicle has strong parameter uncertainty and nonlinearity. Efforts to control
costs impose limits on the type and quantity of onboard sensors available, so it is difficult
to obtain vehicle dynamics parameters accurately and in real-time.

The rest of the article is arranged as follows: Section 2 covers the location approaching
process; Section 3 covers the drift parking process; Section 4 covers the drift control
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supervision strategy; and Sections 5 and 6 cover both the simulation test and actual vehicle
test, including a summary.

2. The Location Approaching Process
2.1. Path Planning

A Bezier curve, with as little curvature change as possible, is made between the current
position of the vehicle and the drift trigger point, to serve as the travel path. The Bessel
curve can be expressed as [18]:

q(τi) =
m

∑
k=0

(
m
k

)
Pk(1− τi)

m−kτi
k, τi ∈ [0, 1] (1)

where m is the order of the Bezier curve, q(τi) is the interpolation point at the parameter,
and τi, Pk is the control point with k sequence on the trajectory. By taking the value of the
parameter τi, any interpolation point can be generated in the first control point and the last
control point. A cubic Bezier curve is commonly used, where m = 3, and the cubic Bezier
curve can be expressed as:

q(τi) = (1− τi)
3P0 + 3τi(1− τi)

2P1 + 3τi
2(1− τi)P2 + τi

3P3 (2)

The least-squares method is selected to fit the middle point of each reference path of
the cubic Bezier curve. The sum of the squares of the fitting residuals can be expressed as:

S =
n

∑
i=1

[pi − q(τi)]
2 (3)

where n is the number of discrete path points contained in the cubic Bezier curve, and pi
are the discrete path points given by the cubic Bezier curve. According to the least squares
method, by solving ∂S

∂P1
= 0, ∂S

∂P2
= 0, the two control points P1 and P2 in the middle of the

cubic Bezier curve can be obtained. The equation can be expressed as:

P1 =
A2C1 − A12C2

A1 A2 − A2
12

, P2 =
A1C2 − A12C1

A1 A2 − A2
12

(4)

where: A1 = 9
n
∑

i=1
τ2

i (1− τi)
4, A2 = 9

n
∑

i=1
τ4

i (1− τi)
2, A12 = 9

n
∑

i=1
τ3

i (1− τi)
3,

C1 =
n
∑

i=1
3τi(1− τi)

2[pi − (1− τi)
3P0 − τ3

i P3], C2 =
n
∑

i=1
3τ2

i (1− τi)[pi − (1− τi)
3P0 − τ3

i P3].

In the initial stage of path fitting, the vehicle starting point and the drift trigger point
are regarded as the first and last control points of the cubic Bezier curve, respectively. In
each iteration of curve fitting, the position of the middle control point is solved according
to Equation (4), and then the interpolation point corresponding to the original path point
can be obtained according to Equation (2).

2.2. Trajectory Tracking

The vehicle kinematics model is shown in Figure 2. The definitions of the main terms
appearing in the following equation are shown in Table 1.
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Figure 2. Kinematic model.

Table 1. Symbols and Definitions.

Symbols Definitions

ϕ Vehicle heading angle
δ Vehicle front wheel angle
v Vehicle speed
l Wheel base

ur System reference input
χr Vehicle reference status
T Sampling time
Q Weight matrix
R Weight matrix

Np Prediction time domain
Nc Control time domain
ρ Weight coefficient
ε Relaxation factor
η Dimension of state quantity

umin System reference input minimum
umax System reference input maximum

(XD, YD) Drift trigger point position
ψD Heading angle of drift trigger point

dthres Drift trigger distance threshold
∆ψthres Drift trigger heading angle threshold
∆vthres Drift trigger speed threshold

l f Distance from centroid to front axle
lr Distance from centroid to rear axle
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In the ground fixed coordinate system, the vehicle kinematics equation can be ex-
pressed as: 


.
x
.
y
.
ϕ


 =




cos ϕ
sin ϕ
tan δ

l


v (5)

where (x, y) is the coordinate of the center of the rear axle of the vehicle, ϕ is the vehicle
heading angle, δ is the front wheel angle, v is the longitudinal speed of the vehicle, and l is
the wheelbase of the vehicle.

Defining u(v, δ) as the system input, the state variable is (x, y, ϕ). The system can be
expressed as:

.
χ = f (χ, u) (6)

Each point on the cubic Bessel curve obtained by planning satisfies the above kinematic
equation. The reference value is r. The reference trajectory can be expressed as:

.
χr = f (χr, ur) (7)

The system equation is expanded by the Taylor series at the reference trajectory point:

.
χr = f (χr, ur) +

∂ f (χ, u)
∂x

∣∣∣∣χ− χr +
∂ f (χ, u)

∂u

∣∣∣∣(u− ur) (8)

where χr = (xr, yr, ϕr), and ur = (vr, δr). The error of the vehicle tracking model can be
expressed as:

.
χ̃ =




.
x− .

xr.
y− .

yr.
ϕ− .

ϕr


 =




0 0 −vr sin ϕr
0 0 vr cos ϕr

0 0 0






x− xr
y− yr
ϕ− ϕr


+




cos ϕr
sin ϕr
tan δr

l

0
0
vr

l cos2 δr



[

v− vr
δ− δr

]
(9)

We can discretize this equation as:

χ̃(k + 1) = Ak,tχ̃(k) + Bk,tũ(k) (10)

where Ak,t =




1 0 − vr sin ϕrT
0 1 vr cos ϕrT

0 0 1


, Bk,t =




cos ϕrT 0
sin ϕrT 0

tan δr
l

vrT
l cos2 δr


, T is the sampling time.

In order to ensure that the vehicle can track the cubic Bezier curve quickly and smoothly,
the objective function is designed in the following form:

J(k) =
Np

∑
i=1
‖η(k + i|t)− ηre f (k + i|t)‖2

Q +
Nc−1

∑
i=1
‖∆U(k + i|t)‖2

R + ρε2 (11)

where Q and R are weight matrices, Np is the prediction time domain, Nc is the control
time domain, ρ is the weight coefficient, and ε is the relaxation factor. The vehicle linear
error model is transformed as follows:

ξ(k|t) =
[

x̃(k|t)
ũ(k− 1|t)

]
(12)

State-space expressions can be expressed as:

ξ(k + 1|t) = Ãk,tξ(k|t) + B̃k,t∆U(k|t) (13)

η(k|t) = C̃k,tξ(k|t) (14)
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where Ãk,t =

[
Ak,t Bk,t
0m×n Im

]
,B̃k,t =

[
Bk,t
Im

]
. n is the state quantity dimension and m is the

control quantity dimension. The output expression of system prediction can be expressed as:

Y(t) = ψtξ(t|t) + Θt∆U(t) (15)

where Yt =




η(t + 1|t)
η(t + 2|t)
η(t + 3|t)

. . . . . .
η(t + Np

∣∣t)




, ψt =




C̃t,t Ãt,t

C̃t,t Ã2
t,t

C̃t,t Ã3
t,t

. . . . .
C̃t,t Ã

Np
t,t




, ∆Ut =




∆u(t|t)
∆u(t + 1|t)
∆u(t + 2|t)

. . . . . .
∆u(t + Nc|t)




,

Θt =




C̃t,t B̃t,t 0 0 0
C̃t,t Ãt,t B̃t,t C̃t,t B̃t,t 0 0

. . . . . . . . . . . . . . . . . . . . . . . .
C̃t,t ÃNc

t,t B̃t,t C̃t,t ÃNc−1
t,t B̃t,t . . . . . . C̃t,t Ãt,t B̃t,t

. . . . . . . . . . . . . . . . . . . . . . . .
C̃t,t Ã

Np−1
t,t B̃t,t C̃t,t Ã

Np−2
t,t B̃t,t . . . . . . C̃t,t Ã

Np−Nc−1
t,t B̃t,t




.

The constraint conditions of both the control quantity and increment are specified.
The control quantity includes the wheel angle and the longitudinal speed of the vehicle.
The control quantity constraint can be expressed as:

umin(t + k) ≤ u(t + k) ≤ umax(t + k), k = 0, 1, 2 . . . Nc − 1 (16)

The control increment constraint can be expressed as:

∆umin(t + k) ≤ ∆u(t + k) ≤ ∆umax(t + k), k = 0, 1, 2 . . . Nc − 1 (17)

The constraint equation for control quantity is transformed and the corresponding
transformation matrix is obtained:

u(t + k) = u(t + k− 1) + ∆u(t + k) (18)

Ut = 1Nc ⊗ u(k− 1) (19)

A = MNc×Nc ⊗ Im (20)

where 1Nc is a column vector with Nc rows, MNc×Nc is the unit lower triangular matrix
with dimension Nc, Im is the identity matrix of dimension m, ⊗ is the Kronecker product,
and u(k − 1) is the actual control quantity of the previous time. In combination with
Equations (18)–(20), the constraint condition of the control quantity can be rewritten as:

Umin ≤ A× ∆Ut + Ut ≤ Umax (21)

where Umin is the minimum set of control variables in the control time domain and Umin is
the maximum set of control variables in the control time domain. The objective function is
then transformed into a standard quadratic form:

J(ξ(t), u(t− 1), ∆U(t)) =
[
∆U(t)T , ε

]T
Ht

[
∆U(t)T , ε

]
+ Gt

[
∆U(t)T , ε

]
(22)

s.t. ∆Umin ≤ ∆Ut ≤ ∆Umax
Umin ≤ A∆Ut + Ut ≤ Umax

(23)
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where Ht =

[
ΘT

t QΘt + R 0
0 ρ

]
, Gt =

[
2eT

t QΘt 0
]
, et is the tracking error in the pre-

diction time domain. In each control cycle, the control input increment can be expressed as:

∆U∗t =
[
∆u∗t , ∆u∗t+1, ∆u∗t+2, . . . , ∆u∗t+Nc−1

]T (24)

The first element of the optimal sequence control is applied to the control system as
the optimal control increment in this cycle, until the next period solves the new optimal
control quantity according to the real-time system state. The vehicle finally reaches the
drift trigger point, and the vehicle will begin to drift when the drift-triggering condition
is met.

3. The Process of Drift Parking
3.1. Drift Open-Loop Control

Vehicle drift is triggered based on the longitudinal coupling characteristics of the tire.
According to the tire force ellipse shown in Figure 3, when the rear wheel applies enough
braking force to lock the wheel, the longitudinal force reaches the road adhesion limit, and
the lateral force provided by the rear wheel is close to zero. At this time, the front wheel
turns at a specific angle to produce a lateral force, and the rear wheel cannot provide a
balanced lateral force. The lateral force of the front wheel produces a yaw moment on the
body, which makes the rear axle sideslip, triggering the drift [19].

Figure 3. Tire force friction ellipse.
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To create a sample of drifting instances to study, it is not necessary to float the vehicle
into the warehouse during sampling, but only to carry out repeated tail-flick tests of the
rear-wheel brake locking in the same field under the same vehicle conditions [20,21]. The
vehicle starts in a static state, begins to accelerate, and then applies a drift after reaching a
specific speed. Changes in the vehicle state and the action sequence from the initial time
of the drift starting to the vehicle coming to a complete stop and achieving stability are
recorded, such that:

S(k) = s1, s2, . . . sk
A(k) = a1, a2, . . . , ak

(25)

The recorded action A includes the desired steering wheel angle and the desired
brake fluid pressure of the vehicle. The recorded vehicle state S includes the X, Y direction
coordinates and heading angle. The purpose of state sequence S(k) is to record the position
change at the end of the drift process (∆X, ∆Y), and the change in the heading angle, ∆ψ.
The absolute coordinates (XD, YD) and heading angle, ψD, of drift trigger point D can be
calculated by using Equation (26) according to the coordinates (XP, YP) and heading angle
(i.e., ψP) of the target location during drift test:

XD = XP + (∆X cos ψP − ∆Y sin ψP)
YD = YP + (∆X sin ψP + ∆Y cos ψP)

ψD = ψP − ∆ψ
(26)

The vehicle trajectory and heading sequence are used as the reference sequence in
order to monitor whether the vehicle drifts according to the expected trajectory. The
drift process failure monitoring strategy outlined in Section 4 was designed based on
this premise.

3.2. Design of Drift Trigger Conditions

Directed by the motion tracking controller, the vehicle travels along the planned route
and gradually accelerates to the desired speed. When the vehicle is running, the state of the
vehicle is monitored in real-time to determine whether it is consistent with the expected
drift trigger state. The judgment conditions are as follows:

(1) Begin by calculating the distance between the current vehicle position coordinates

(X, Y) and the drift trigger point (XD, YD), d(k) =
√
(X− XD)

2 + (Y−YD)
2. Com-

pare this with the distance obtained previously, to determine if d(k)− d(k− 1) ≤ 0,
and d(k) < dthres. The result indicates whether the vehicle meets the position condi-
tion triggered by drift.

(2) Calculate whether the difference between the actual speed and the expected speed,
∆v is less than ∆vthres. If ∆v < ∆vthres, the vehicle meets the speed condition triggered
by a drift.

(3) Calculate whether the difference between the actual heading angle and the expected
heading angle, ∆ψ is less than ∆ψthres. If ∆ψ < ∆ψthres, the vehicle meets the heading
angle condition triggered by drift.

(4) Judge whether the current steering wheel angle exceeds the limit value. If |δ| < δthres,
it means that the vehicle meets the yaw motion condition triggered by drift.

Since the vehicle drifting into the warehouse is simulated by the recurrence of the
tail-flick action, the motion state cannot be feedback-controlled during drifting with our
methodology, so the consistency between the vehicle state at the drift trigger time and the
expected vehicle state must be high. If the motion planner or motion tracking controller
fails during the depot approach and the vehicle triggers a drift in the wrong state, it will
not drift to the depot. It may collide with the pile barrels or other obstacles near the depot,
and aggravate the wear of the rear tires. Therefore, it was necessary to design a failure
monitoring strategy for the drift entry action. When the vehicle motion state meets the
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specific conditions and cannot drift into the warehouse successfully, some measures should
be taken to stop the drift entry action.

4. Monitoring Strategy
4.1. Supervision Strategy of the Path Planning Algorithm

In this paper, a cubic Bezier curve is used to connect the vehicle starting point and the
drift trigger point and serves as the vehicle’s approach path. In the process of generating
the path, the algorithm is used to ensure the path has a minimum change in the curvature.
In addition to the geometric constraints outlined in the planning stage, the path should
also meet the following constraints:

(1) Maximum curvature constraint: The minimum radius of the path should be greater
than the minimum turning radius of the vehicle while satisfying the corner constraint
of the path-following controller.

(2) Maximum attachment constraint: The tire force should be less than the maximum tire
force provided by the road surface at the maximum curvature of the constrained path,
and also less than the tire force provided at the larger curvature when running at the
maximum speed, so as to avoid wheel slip.

(3) Longitudinal velocity constraint: The planned path should be long enough to allow
the vehicle to accelerate at the maximum acceleration and reach the desired drift
longitudinal speed at the drift trigger point.

The curvilinear path is treated as being connected by several small circles, and the
problem of a vehicle driving along the curvilinear path is simplified as a steady-state
circular problem. The relationship between the curvature of the path and the steering angle
of the vehicle can now be obtained. If the vehicle maintains a constant speed while moving
in a circular motion with a certain radius, R0, then the radius and the front wheel angle of
δ will demonstrate the following relationship:

δ =
(

1 + K · v2
x

) l
R0

(27)

where vx is the vehicle speed; R0 is the turning radius; l is the vehicle wheelbase; and
K is the stability factor, K = m

l2

(
l f Cα f − lrCαr

)
. According to Equation (27), when the

front wheel angle δmax corresponds to the maximum steering wheel angle in the controller
constraint, the upper bound of the path curvature constraint is reached when the vehicle
reaches maximum speed. In other words, the expression of the maximum curvature
constraint is as follows:

κ ≤ kδδmax

(1+K · v2
max)l

(28)

where kδ is the safety factor, and the value range is [0, 1]. The maximum expected speed
on the path is vmax, which is equal to the drift trigger speed vtarget. The vehicle motion
is simplified to the steady-state circular driving problem, and the maximum attachment
constraint of the path is deduced. The front axle does not slip during steering, provided
the following criterion is met:

Fy f ≤ µFz f (29)

where µ is the road adhesion coefficient, Fy f is front axle lateral force, Fz f is front axle
vertical force, and vy is the lateral speed. The vehicle is simplified as a linear model with
two degrees of freedom, and the front axle lateral force can be expressed as:

Fy f = Cα f

(
δ−

vy + l f ω

vx

)
(30)

Due to the steady circular motion of the vehicle:

R0 =
vx

ω
(31)
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We then substitute Equations (27), (30), and (31) into Equation (29):

κ ≤
vy
vx

+
µFz f
Cα f

l · (1 + Kv2
x)− l f

(32)

Ignoring the lateral acceleration of the vehicle makes the inequality constraint stricter,
and the maximum path attachment constraint is obtained:

κ ≤
µFz f

Cα f

[
l · (1 + Kv2

x)− l f

] (33)

When determining the longitudinal speed of the vehicle at a certain point on the path,
it is assumed that the vehicle meets the road adhesion and road surface constraints, and
thus accelerates with the maximum longitudinal acceleration. The longitudinal speed can
then be determined by the distance from the point to the starting point:

vx(s) = min
(

vtarget,
√

2amaxs
)

(34)

amax = min
(

µg,
Tmaxi

mr

)
(35)

where vtarget is the target speed at the drift trigger point, s is the path length from the
starting point to a certain point, Tmax is the peak torque of the driving motor, i is the
transmission ratio of the reduction mechanism, m is the mass of the whole vehicle, and r is
the wheel radius.

In addition, it is necessary to verify the distance from the starting point to the drift
trigger point in order to ensure that the vehicle can achieve maximum acceleration towards
the drift trigger speed before reaching the drift trigger point. The longitudinal speed
constraint equation is expressed as follows:

s ≥
v2

target

2amax
(36)

where amax is determined by Equation (35). After planning a path connecting the starting
point and the drift trigger point, Equations (28), (33) and (36) can be utilized to check
whether the constraint conditions are met, so as to judge the feasibility of the proposed
path. If the conditions are not met, it means that the path planning fails. The approach
path to the depot must be re-planned by adjusting the initial vehicle position and the initial
heading angle.

4.2. Drift Process Monitoring Strategy

The vehicle drift process may be influenced by changes in the vehicle road system,
which cause the vehicle system to produce different responses under the same control
input. When the same site and the same vehicle conditions are tested, the vehicle road
system may change due to factors including:

(1) Tire characteristics: Tire wear occurs in the process of lock slip, which leads to the
change of tire characteristics. The change of tire force will directly affect the corre-
sponding relationship between the steering wheel angle input and the drift trajectory
output, so that the actual drift trajectory does not match the expected trajectory.

(2) Road conditions: Due to the influence of temperature and humidity, the adhesion
condition of the road surface may differ between the tail-flick test and the drift test,
which changes the tire force under the same load and slip rate.

(3) Vehicle status: Changes in the vehicle load size and distribution lead to changes in
vehicle mass and the centroid position, which affects the tire force.
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Through the sampling of vehicle states in the tail-flick test, the expected trajectory
and the expected heading angle sequence of the vehicle drift process were obtained. The
vehicle state is (Xt, Yt, ψt) at a certain time during the drift. The expected state closest to
the current state in the expected sequence is calculated by Equation (37):

k = argmin
k







∥∥∥Xt − Xre f (k)
∥∥∥∥∥∥Yt −Yre f (k)
∥∥∥∥∥∥ψt − ψre f (k)
∥∥∥




T

×



ωX
ωY

ωψ


×




∥∥∥Xt − Xre f (k)
∥∥∥∥∥∥Yt −Yre f (k)
∥∥∥∥∥∥ψt − ψre f (k)
∥∥∥





 (37)

where ωX ,ωY, and ωψ are the weight coefficient, which is used to balance the influence of
different distance and angle dimensions. After obtaining the expected state at the current
moment, the weighted error vector between the actual vehicle state and the expected state
at the current moment is calculated:

et =
[
ωX , ωY, ωψ

]T·




∥∥∥Xt − Xre f (k)
∥∥∥∥∥∥Yt −Yre f (k)
∥∥∥∥∥∥ψt − ψre f (k)
∥∥∥


 (38)

The error vector et is compared with the error threshold vector ethres =
[
eX

thres, eY
thres, eψ

thres

]T
.

When any component of et is greater than y, it is considered that the control open-loop is
invalid and the vehicle cannot accurately stop in the storage position.

5. Simulation and Ground Test

A CarSim-Simulink simulation platform was built to verify the effectiveness of the
drift parking algorithm, and the drift parking action in the simulation environment was
realized. Key parameters of the vehicle model are shown in Table 2.

Table 2. CarSim key parameters of simulation vehicle model.

Parameter Unit Value Parameter Unit Value

Vehicle mass kg 1412 Vehicle length m 4.025
Yaw moment of inertia kg m2 1536.7 Vehicle width m 1.916

Wheel radius m 0.325 Steering ratio - 2.91
Centroid height m 0.54 Wheelbase m 2.91

5.1. Simulation Test of Drift Whole Process Control

A simulation experiment of the whole-process open-loop algorithm was carried out
to verify the effectiveness of the algorithm.

(1) Working condition setting:

The location coordinates of the vehicle’s starting point are (−100, −50), and the
location coordinates of the depot are (0, 0). The initial vehicle heading angle is 0◦. The
initial speed is 0 km/h. The target location’s orientation is 180◦. The road adhesion
coefficient is 1. According to the results of the tail-flick test, the preset coordinates of the
drift trigger point are (−10.69, −6.13), and the heading angle of the drift point is 7.50◦.
The longitudinal speed triggered by the drift is 39.96 km/h, and the step angle of the drift
steering wheel is 140◦.

(2) Parameter setting:

The threshold settings of the drift trigger point are ∆vthres = 0.5 km/h, dthres = 0.3 m,
ψthres = 5, and δthres = 5.

(3) Simulation test results:
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The simulation results are shown in Figure 4. At 11.72 s, when the vehicle reaches
(−10.97, −6.34), the vehicle is 0.278 m away from the drift trigger point, and the steering
wheel angle is −2.7◦. The longitudinal speed is 40.1 km/h, satisfying the drift triggering
condition. The change in the vehicle trajectory in the global coordinate system is shown
in Figure 4. Finally, the vehicle parks at (−1.196, 0.075). The distance from the center of
the warehouse’s error is 0.196 m. The final heading angle is 180.2◦, and the error of the
storage location orientation angle is 0.2◦. The location is 5.2 × 2.5 m in size. The simulation
test demonstrates that the car body stops completely within the storage position range
and does not interfere with the storage position line. An animation of the entire output
process made in CarSim is shown in Figure 5. The figures demonstrate that the vehicles are
correctly parked in the warehouse and surrounded by the four pile barrels.

Figure 4. Simulation test results: (a) Steering wheel angle; (b) Vehicle speed; (c) Heading angle; and
(d) Drift process.

Figure 5. Drift parking process.
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5.2. Function Verification of Monitoring Strategy

First, the initial positions and heading angles of different vehicles are set to verify
the effectiveness of the failure monitoring strategy of the path planner. The simulation
results are shown in Figure 6. The coordinates of the target drift trigger point are (0, 0),
and the heading angle of the drift trigger point is 0◦. The three flag bits correspond to the
maximum curvature constraint, the maximum adhesion constraint, and the longitudinal
speed constraint, respectively. The path planning and feasibility judgment were completed
before the simulation test.

Figure 6. Simulation test of path planning failure monitoring strategy: (a) Vehicle path; (b) Failure
flag; (c) Vehicle path; (d) Failure flag; (e) Vehicle path; and (f) Failure flag.

As shown in Figure 6a,b, the vehicle initial point coordinates are (−100, −50), and the
initial heading angle is 0◦. The simulation results show that the vehicle can complete the
approach action, and the failure flag is 0.

As shown in Figure 6c,d, the vehicle initial point coordinates are (−10, −10), and the
initial heading angle is 90◦. the path is too short for the vehicle to accelerate to the desired
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drift trigger speed by the time it reaches the desired point, and thus does not meet the
drift trigger conditions. The path does not meet the longitudinal speed constraint, and the
corresponding flag bit is 1.

As shown in Figure 6e,f, the vehicle initial point coordinates are (−100, −50), and the
initial heading angle is 180◦. Due to the path’s large curvature, the vehicle cannot track the
path with the maximum steering wheel angle, which leads to path tracking failure. The
path does not satisfy the maximum curvature constraint, and the corresponding flag bit is 1.

Next, the drift trajectory tracking and monitoring strategy and drift stop strategy are
simulated and verified. Let the weight coefficients in Equation (38) be ωX = 1, ωY = 1,
ωψ = 2. The target location is (0, 0), and the heading angle of the target location is 180◦.
The vehicle starting point coordinates are (−100, −50), and the starting heading angle is
0◦. If the road adhesion coefficient is set to 0.5, the vehicle can complete the approaching
movement on the road surface attached to the center, but it cannot drift into the warehouse
according to the open-loop control law obtained from the tail-flick test when the adhesion
coefficient is 1. The simulation results are shown in Figure 7. As can be seen from Figure 7b,
at 13.84 s, the vehicle meets the drift trigger condition and enters the drift state. At 14.71 s,
the controller detects that the vehicle deviates from the expected drift trajectory, and the
drift failure flag is 1. At this time, the steering wheel angle returns to 0◦. The front axle
is put under greater pressure and the pressure on the rear axle is reduced, as shown in
Figure 7c. Figure 7a shows that the drift stop action makes the vehicle stop faster and
greatly reduces the yaw motion. Compared with a vehicle completing the entire drift the
final heading angle changed from 193◦ to 124◦, the total drift time decreased from 5.86 s to
3.56 s, and the rear wheel slip distance decreased from 28.87 m to 23.33 m. The simulation
results verify the effectiveness of the strategy.

Figure 7. Simulation test of drift process failure monitoring strategy: (a) Vehicle path; (b) Drift flag;
and (c) Actuator output.
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5.3. Ground Test

The open-loop control drift algorithm was verified using the actual vehicle. First, a
170◦ steering wheel angle was applied to record the change in the vehicle motion state from
the beginning to the end of the drift. The initial position of the vehicle is (0, 0). At the end
of the drift, the x-direction displacement changes by 12.27 m, the y-direction displacement
changes by 11.28 m, and the heading angle changes by 75.4 degrees. In the real vehicle test,
the vehicle conditions and road conditions must be consistent to achieve high-precision
drift control. The data begin recording when the drift state is triggered. The change in
vehicle motion state parameters across the entire drift process is shown in Figure 8.

Figure 8. Ground test: (a) Vehicle path; (b) Heading angle; (c) Vx; (d) Vy; and (e) Yawrate.

The drift trigger point is set to (0, 0), the distance threshold of the drift trigger point
is set to 0.3 m, and the heading angle error threshold is set to 3 degrees. The vehicle
meets the drift trigger condition and begins to drift. During the entire process of the
vehicle drifting and entering the warehouse, the heading angle changes by 75.1◦, the x-
direction displacement changes by 12.32 m, and the y-direction displacement changes by
11.05 m. In contrast to the collected data, the heading angle deviation is 0.3◦, the x-direction
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displacement deviation is 0.05 m, the y-direction displacement deviation is 0.23 m, and the
vehicle completes the drift.

6. Discussion and Conclusions

The actual vehicle test is compared with the simulation experiment. In the simulation
experiment, the distance between the drifting vehicle and the center of the parking location
is 0.196 m. In the actual vehicle test, when the vehicle completes its drift, the distance
between the vehicle and the center of the parking location is 0.235 m. This indicates a
3.9% accuracy difference between the two. The accuracy of the heading angle deviation is
1%. These differences stem from fluctuations in the drift trigger point and the state of the
vehicle road system during the actual vehicle test.

In this paper, a segmented drift algorithm is designed to extend the handling ability
beyond the limit of vehicle stability. By tracking the planned path, the vehicle can reach
the drift trigger point and apply the open-loop control rate. In the simulation test, the
vehicle drifts into the parking location from 0.196 m away, with a heading angle deviation
of 0.2 degrees. In the ground test, the deviation between the final position of the vehicle
and the center position of the parking location is 0.235 m, and the deviation of the heading
angle is 0.3◦. A strategy for monitoring the drift triggering condition, path planning, and
vehicle state was designed. The simulation results show that the monitoring method
can accurately monitor the real-time state of the vehicle and completion of the drift. The
simulation and real vehicle test results show that the segmented drift control method can
achieve high-precision drift parking.

The research of segmented drift control has the following significance:

(1) Through the combination of path planning, path tracking, and an open-loop control
algorithm, it can realize the action of the driverless vehicle drifting into the warehouse,
which demonstrates the potential of further research on driverless vehicle under
extreme conditions.

(2) The segmented drift control strategy is designed to make the vehicle complete a drift
during its approach of the warehouse. In order to ensure that there are no major
changes to the vehicle road system, the open-loop control rate can effectively complete
the drift.

(3) The realization of the whole drift process requires the initial state of the vehicle and
the vehicle path system to be consistent with the acquisition path, which leads to the
low success rate of drift parking. Constraints on the planned path and drift trigger
state can significantly improve the success rate of drift storage. The monitoring
strategy of the drift process can also ensure the integrity and safety of the test.

In subsequent research based on this paper, the tire inflation state should also be fully
considered as part of the road system. The tire characteristics and road adhesion coefficient
could be used as input for improving the robustness of the system. Future research could
try to employ reinforcement learning methods in drift control experiments.
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Abstract: Semantic segmentation plays a very important role in image processing, and has been widely
used in intelligent driving, medicine, and other fields. With the development of semantic segmentation,
the model has become more and more complex and the resolution of training pictures is higher and
higher, so the requirements for required hardware facilities have become higher and higher. Many
high-precision networks are difficult to apply in intelligent driving vehicles with limited hardware
conditions, and will bring delay to recognition, which is not allowed in practical application. Based on
the Dual Super-Resolution Learning (DSRL) network, this paper proposes a network model for training
high-resolution pictures, adding a high-resolution convolution module which improves segmentation
accuracy and speed while reducing computation. In a CamVid dataset, taking the road category as
an example, IOU is 95.23%, which is 4% higher than DSRL, the real-time segmentation time of the same
video is reduced by 46% from 120 s to 65 s, and the segmentation effect is better and faster, which greatly
alleviates the recognition delay caused by high-resolution input.

Keywords: semantic segmentation; high-resolution atlas training; super-resolution

1. Introduction

Semantic segmentation is a basic computer vision task. Its purpose is to classify
each pixel in the picture. It is widely used in the fields of intelligent driving, medical
imaging, and pose analysis. According to research [1], when traditional cars are replaced
by private autonomous vehicles, the number of cars owned by each family can be reduced,
the maintenance cost will be less than traditional cars, and the mileage of family vehicles
will increase by 57%. According to a survey, consumers are willing to pay the premium
related to the purchase of vehicles equipped with automatic equipment. Research [2] shows
that cumulative energy and greenhouse gas can be reduced by 60% in the basic case after
a series of strategic deployments, and can be further reduced by 87% through accelerated
grid decarburization, dynamic performance sharing, vehicle life extension, the improved
efficiency of computer systems, the improved fuel efficiency of new vehicles, etc. Therefore,
intelligent driving vehicles will be widely used. However, in the field of intelligent driving,
semantic segmentation needs to maintain real-time detection while maintaining high
accuracy. However, in an application with limited hardware facilities, a high-precision
network cannot be put into use, and the recognition delay is also very large. The following
are some classic networks for semantic segmentation: UNet [3], Deeplabs [4–6], PSPNet [7],
SegNet [8], etc. These semantic segmentation networks usually need to use high-resolution
atlas training to achieve high accuracy. High-resolution pictures can effectively transfer
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the features in pictures and facilitate network learning. Therefore, high-resolution features
are very important in high-precision networks. At present, there are two main ways to
maintain high-resolution performance. One is to use void convolution to maintain high-
resolution features, and the other is to combine top-down paths and horizontal connections,
such as with UNet. Both methods can effectively prevent feature disappearance due to
too much convolution, but these methods themselves consume very many computing
resources. On this basis, taking high-resolution images as input will further increase
the amount of network computing and image segmentation time. In order to reduce
the cost of automatic driving, some studies [9] have improved the hardware by using
a fisheye camera instead of a vision and LiDAR odometer system. In recent years, the
compressed network used in devices with limited hardware resources has attracted people′s
attention, but there is still a certain gap between the prediction accuracy of the current
network and the network model trained by high-resolution atlas. In order to reduce the gap
between the two networks above, some compressed networks also choose high-resolution
pictures as input (for example, 1024 × 2048 or 512 × 1024). In order to reduce the burden
on the network when high-resolution pictures are used as input, ESPNets [10,11] have
been proposed to accelerate convolution calculation by using split merge or reducing the
expand principle. Others use efficient classification networks (such as MobileNet [12]
and ShuffleNet [13]) or some compression technologies (such as pruning [14] and vector
quantization) to accelerate segmentation, but the effect is not ideal. The existing convolution
kernel has two main disadvantages: one is that the receptive field is small and difficult to
capture in long-distance dependence; the other is that the information between channels is
redundant. On this basis, D Li [15] et al. proposed involution; that is, the convolution kernel
is multiplexed in space and independent in the channel, which can be used to accelerate
the speed of convolution. Li Wang [16] et al. proposed a dual super-resolution learning
network (DSRL): a compressed network for high-resolution atlas training that has a certain
improvement compared with the previous methods, but the DSRL network is still poor
at detecting the details of objects. Therefore, in this paper, a new network framework is
designed based on DSRL to alleviate this problem. More specifically, the network in this
paper consists of two parts: one part is the super-resolution network, and the other is the
high-resolution picture convolution network. The internal convolution is used to replace
the partial convolution, which not only reduces the network parameters, but also improves
the segmentation accuracy.

2. Materials and Methods
2.1. Dual Super-Resolution Learning

The Dual Super-Resolution Learning (DSRL) network is a dual super-resolution learn-
ing network based on image super-resolution in order to maintain a high-resolution display.
The DSRL network aims to reconstruct high-resolution images with low-resolution input.
The network model has two main modules: one is Semantic Segmentation Super-Resolution
(SSSR) and the other is Single Image Super-Resolution (SISR). In addition, there is a Feature
Affinity (FA) module. SSSR integrates the idea of super-resolution into the existing semantic
segmentation, and the fine-grained structure based on the FA module further enhances
the high-resolution features of SSSR streams. In addition, the two streams share the same
feature extractor and optimize SISR branches during training.

The structure of DSRL is shown in Figure 1. The decoding module of DSRL consists
of two parts. One is the SSSR module and the other is SISR, which shares the same feature
extraction module. SSSR is the process of generating the final segmentation result only through
upsampling; SISR is the process of image recovery from low resolution to high resolution.
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Figure 1. Dual Super-Resolution Learning (DSRL) network structure: (a) DSRL network structure;
(b) Semantic Segmentation Super-Resolution (SSSR) realizes image segmentation only by upsampling;
(c) SSSR + Single Image Super-Resolution (SISR) restore from low-resolution feature layer to high
resolution of original image.

2.2. You Only Look One-Level Feature

The Feature Pyramid Network [17] (FPN) is a basic component in the recognition
system used to detect objects with different scales. The FPN framework is shown in Figure 2.
The main core benefits of FPN are two: on the one hand, FPN can fuse multi-scale feature
maps to obtain better representation; on the other hand, it is a divide-and-conquer strategy,
which detects targets on different levels of feature maps according to different scales of
targets. Qian Chen [18] et al. proposed You Only Look One-level Feature. This paper
studies the influence of two gain fittings of FPN on a single-stage detector. In this paper,
FPN is regarded as a Multiple-in-Multiple-out (MiMo) encoder. Four types of encoders
are studied: Multiple-in-Multiple-out (MiMo), Multiple-in-Single-out (MiSo), Single-in-
Multiple-out (SiMo), and Single-in-Single-out (SiSo). It is found that the SiMo encoder has
only one input feature, and the C5 feature layer can achieve the same performance as the
MiMo encoder without feature fusion. The results are shown in Figure 3. These phenomena
illustrate two facts:

(1) C5 feature provides sufficient semantic information for object detection at different scales,
which enables the SiMo encoder to achieve the same results as the MiMo encoder;

(2) The benefit of multi-scale feature fusion is far less important than the divide-and-conquer
strategy, so multi-scale feature fusion may not be the most significant benefit of FPN.
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(b) The last three layers of the feature extraction module are C3~C5, respectively, and the prediction
modules are P3~P7, respectively.

Actuators 2022, 11, 0 4 of 14
Actuators 2022, 11, x FOR PEER REVIEW 4 of 14 
 

 

 

(a) 

 

(b) 

Figure 2. Feature Pyramid Networks (FPN) network structure: (a) FPN overall network structure; 

(b) The last three layers of the feature extraction module are C3~C5, respectively, and the prediction 

modules are P3~P7, respectively. 

 

Figure 3. Results of four input and output combinations of FPN. Using C3~C5 level feature layers 

of the backbone and the feature layers of P3~P7 as the final output, compare the mAP (mean Aver-

age Precision) indicators of the four decoders: (a) MiMo; (b) SiMo; (c) MiSo; (d) SiSo. 

2.3. Involution 

Ordinary convolution has the following two characteristics: the spatial invariance of 

convolution, and channel specificity. It also has two defects: one is that the receptive field 

is small and difficult to capture in long-distance dependence, and the other is the redun-

dancy of information between channels. On this basis, D Li  et al. proposed the concept 

of involution. The involution is structurally opposed to ordinary convolution. The convo-

lution kernel is shared in the channel dimension, and the special convolution kernel in the 

spatial dimension can make the modeling more flexible. The structure of involution is 

shown in Figure 4. 

 

Figure 4. Involution structure (the involution kernel ℋ𝑖,𝑗 ∈ ℝ𝐾×𝐾×1 (𝐺 = 1 in this example for ease 

of demonstration) is yielded from the function 𝜙 conditioned on a single pixel at (𝑖, 𝑗), followed by 

a channel-to-space rearrangement. The multiply–add operation of involution is decomposed into 

Figure 2. Feature Pyramid Networks (FPN) network structure: (a) FPN overall network structure;
(b) The last three layers of the feature extraction module are C3~C5, respectively, and the prediction
modules are P3~P7, respectively.

Figure 3. Results of four input and output combinations of FPN. Using C3~C5 level feature layers of
the backbone and the feature layers of P3~P7 as the final output, compare the mAP (mean Average
Precision) indicators of the four decoders: (a) MiMo; (b) SiMo; (c) MiSo; (d) SiSo.

2.3. Involution

Ordinary convolution has the following two characteristics: the spatial invariance
of convolution, and channel specificity. It also has two defects: one is that the receptive
field is small and difficult to capture in long-distance dependence, and the other is the
redundancy of information between channels. On this basis, D Li et al. proposed the
concept of involution. The involution is structurally opposed to ordinary convolution. The
convolution kernel is shared in the channel dimension, and the special convolution kernel
in the spatial dimension can make the modeling more flexible. The structure of involution
is shown in Figure 4.

Figure 3. Results of four input and output combinations of FPN. Using C3~C5 level feature layers of
the backbone and the feature layers of P3~P7 as the final output, compare the mAP (mean Average
Precision) indicators of the four decoders: (a) MiMo; (b) SiMo; (c) MiSo; (d) SiSo.

2.3. Involution

Ordinary convolution has the following two characteristics: the spatial invariance
of convolution, and channel specificity. It also has two defects: one is that the receptive
field is small and difficult to capture in long-distance dependence, and the other is the
redundancy of information between channels. On this basis, D Li et al. proposed the
concept of involution. The involution is structurally opposed to ordinary convolution. The
convolution kernel is shared in the channel dimension, and the special convolution kernel
in the spatial dimension can make the modeling more flexible. The structure of involution
is shown in Figure 4.

112



Actuators 2022, 11, 69

Actuators 2022, 11, x FOR PEER REVIEW 4 of 14 
 

 

 

(a) 

 

(b) 

Figure 2. Feature Pyramid Networks (FPN) network structure: (a) FPN overall network structure; 

(b) The last three layers of the feature extraction module are C3~C5, respectively, and the prediction 

modules are P3~P7, respectively. 

 

Figure 3. Results of four input and output combinations of FPN. Using C3~C5 level feature layers 

of the backbone and the feature layers of P3~P7 as the final output, compare the mAP (mean Aver-

age Precision) indicators of the four decoders: (a) MiMo; (b) SiMo; (c) MiSo; (d) SiSo. 

2.3. Involution 

Ordinary convolution has the following two characteristics: the spatial invariance of 

convolution, and channel specificity. It also has two defects: one is that the receptive field 

is small and difficult to capture in long-distance dependence, and the other is the redun-

dancy of information between channels. On this basis, D Li  et al. proposed the concept 

of involution. The involution is structurally opposed to ordinary convolution. The convo-

lution kernel is shared in the channel dimension, and the special convolution kernel in the 

spatial dimension can make the modeling more flexible. The structure of involution is 

shown in Figure 4. 

 

Figure 4. Involution structure (the involution kernel ℋ𝑖,𝑗 ∈ ℝ𝐾×𝐾×1 (𝐺 = 1 in this example for ease 

of demonstration) is yielded from the function 𝜙 conditioned on a single pixel at (𝑖, 𝑗), followed by 

a channel-to-space rearrangement. The multiply–add operation of involution is decomposed into 

Figure 4. Involution structure (the involution kernelHi,j ∈ RK×K×1 (G = 1 in this example for ease
of demonstration) is yielded from the function φ conditioned on a single pixel at (i, j), followed by
a channel-to-space rearrangement. The multiply–add operation of involution is decomposed into
two steps, with ⊗ indicating multiplication broadcast across C channels and ⊕ indicating summation
aggregated within the K× K spatial neighborhood).

The convolution kernel size of involution is H ×W × K × K × G, among G << C.
This means that all channels share convolution kernels. In the involution, the fixed weight
matrix is not used as in the ordinary convolution, but the corresponding involution kernel
is generated according to the characteristic graph. Spatial specificity makes the convolution
kernel have the ability to capture multiple feature representations at different spatial
locations, and improves the problem of long-distance pixel dependence. The channel
invariance performance reduces the redundant information between channels to a certain
extent and improves the computing efficiency of the network. In essence, this design from
ordinary convolution to internal convolution redistributes the computing power at the
top level, and the essence of network design is the distribution of computing power, in
order to adjust the limited computing power to the position where it can give full play to
its performance. This involution module is easy to implement and can be easily combined
with various network models. It can easily replace conventional convolution to realize
an excellent backbone network structure.

2.4. Network Structure

In the network model of Dual Super-Resolution Learning (DSRL), in order to reduce
the impact of high-resolution pictures as input on the increase of network computing, firstly,
sub-sampling the high-resolution image of 960 × 720 to 480 × 360, and the picture size
becomes half of the original. For the low-resolution feature layer, simple upsampling is
carried out through Semantic Segmentation Super-Resolution (SSSR) and Single Image
Super-Resolution (SISR) to restore to the original image size. This article compares the color
pictures of the original size, 1/2 downsampling, and 1/2 downsampling + 2x upsampling;
the pictures are not visually different, and we use the operator of [-1 -1 -1; -1 8 -1; -1 -1 -1] to
extract the edges of the above three graphs. It can be found that the edge features extracted
from the original image have more noise, but the image details are also well preserved.
The edge feature noise extracted after 1/2 downsampling is reduced, but the details of
the object also become rough; the edge feature noise and object details extracted after
1/2 downsampling + 2x upsampling are greatly reduced. In the following experiment,
parts of these three images are used as input and the segmentation effects are compared.
The experimental results show that although downsampling will reduce the noise, the
missing details are more important, and the amount of noise has little effect on accuracy.
Images and their respective extracted edge features as shown in Figure 5.
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Figure 5. Picture features: (a) Original RGB picture; (b) 1/2 downsampling RGB picture; (c) 1/2 down-
sampling + 2x upsampling RGB picture; (d) Original RGB picture’s edge features; (e) 1/2 downsampling
RGB picture′s edge features; (f) 1/2 downsampling + 2x upsampling RGB picture′s edge features.

Therefore, this paper proposes a new network model based on the Dual Super-Resolution
Learning (DSRL) network model to improve the above problems. The network is divided
into two modules. One is the low-resolution image convolution module based on the super-
resolution theory; the other is the convolution module of high-resolution pictures. In this paper,
only the C5-level feature layer is extracted with reference to You Only Look One-level Feature
(YOLOF). The C5-level feature layer has sufficient semantic information, so the low-resolution
convolution module does not carry out feature fusion, expands the receptive field range
through expansion convolution, and then recovers to high resolution through upsampling.
However, since the image is downsampled twice at the beginning, resulting in the loss of
features of the original image, a convolution module of the high-resolution image is added to
the network to make up for the loss of features caused by the reduction of resolution. In order
to avoid the proliferation of network parameters caused by the convolution of high-resolution
images, this module only performs a small amount of convolution, and partial convolution is
replaced by internal convolution to reduce the amount of calculation. The network structure
is shown in Figure 6, maintaining two branches during training and two branches during
testing. Pruning occurred during testing to remove Mean Square Error (MSE) loss branches
and to reduce the amount of calculation.
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Figure 6. Network structure: (a) MY network structure; (b) Low-resolution convolution module;
(c) High-resolution module convolution module.

2.5. Loss Function

The network loss function consists of three parts: one is the cross-entropy loss function
composed of the network output and the actual segmentation graph, and the other is the
binary-cross-entropy loss function composed of the network low-dimensional feature layer
and the feature graph sampled under the actual segmentation graph to the corresponding
size. The last part consists of the Mean Square Error (MSE) between the network output
and the actual picture. The real segmentation’s edge features are shown in Figure 7
(edge extraction from ground truth). The Cross-Entropy (CE) loss function is shown in
Formula (1). yi and pi refer to the segmentation predicted probability and the corresponding
category for pixel i. The Binary Cross-Entropy (BCE) loss function is shown in Formula (2).
yi and xi refer to the target value and the value of model output. The Mean Square Error
is shown in Formula (3). xi and yi refer to the target value and the value of model output.
The whole loss function is shown in Formula (4). w1 and w2 are set as 0.2 and 0.4.

LCE =
1
N

N

∑
i=1
−yi log(pi) (1)

LBCE = − 1
N

N

∑
i=1

[yi log xi + (1− yi) log(1− xi)] (2)

LMSE =
1
N

N

∑
i=1
‖xi − yi‖ (3)

L = w1LMSE + w2LBCE + LCE (4)
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Figure 7. (a) Ground truth segmentation; (b) Edge features of real segmentation.

3. Results
3.1. Construction of Dataset

In this paper, a CamVid (Cambridge-driving Labeled Video Database) dataset was
selected, which was composed of 960 × 720 high-resolution pictures intercepted by videos
taken during the real driving process of vehicles. It was divided into 32 categories, such as
bicycles, roads, cars, and so on. This paper divided the training set, verification set, and
test set according to the proportion of 7:2:1. In order to enhance the generalization ability
of the model, data enhancement methods such as flipping and clipping were used for the
training set data.

3.2. Network Model Evaluation Index

Assuming that there are k classes (including k− 1 target classes and one background
class), k− 1 represents the total number of pixels belonging to the i class predicted as j class,
and specifically, pii represents TP (true positive); pij indicates FP (false positive); and pji
indicates FN (false negatives). The evaluation indicators included the following categories:

(1) PA (Pixel Accuracy): The ratio between the number of pixels correctly classified and
all pixel points is shown in Formula (5).

PA =
∑k

i=0 pii

∑k
i=0 ∑k

j=0 pij
(5)

The larger the value of the evaluation index, the more accurate the predicted pixel
classification is.

(2) MPA (Mean Pixel Accuracy) calculated the average value based on the proportion of
correctly classified pixel points to all pixel points, and the formula is shown in (6).

MPA =
1

k + 1
∑k

i=0 pii

∑k
i=0 ∑k

j=0 pij
(6)

(3) MIOU (Mean Intersection over Union): The ratio between the intersection between
the real value and the predicted value and the union between the real value and the
predicted value is averaged, and the formula is shown in (7).

MIOU =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii
(7)
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(4) DICE: The ratio of the intersection of 2 times the predicted result and the real result to
the predicted result plus the real result is shown in Formula (8), where X represents
the real value, Y represents the predicted value.

DICE =
2|X∩ Y|
|X|+ |Y| (8)

The larger the value of the evaluation index, the more accurate the predicted pixel
classification is.

3.3. Analysis of Training Results

The framework of the neural network built in this paper was PyTorch. The model of
the graphics card used was RTX2060 8G. The size of DSRL and MY network parameters in
this paper are shown in Table 1.

Table 1. Network model parameters.

Model Estimated Total Size Params Size

DSRL 8091.60 (MB) 231.03 (MB)
MY 5438.59 (MB) 40.88 (MB)

We compared the road classes with the largest proportion in the CamVid dataset, and
the results are shown in Tables 2 and 3.

Table 2. Input of high-resolution network is original image.

Evaluating Indicator DSRL MY

IOU 91.17% 95.23%
PA 94.42% 98.99%

DICE 56.59% 60.49%

Table 3. Input of high-resolution network is original image and 1/2 downsampling + 2x upsampling.

Evaluating Indicator DSRL MY

IOU 95.23% 92.25%
PA 98.99% 97.86%

DICE 60.49% 60.25%

The experimental results show that the total network parameters in this paper were
reduced from 8091 MB to 5438 MB. Compared with the DSRL network, the network
structure in this paper improved the values of IOU, PA, and DICE:

(1) The IOU value increased from 91.17% to 95.23%;
(2) PA value increased from 94.42% to 98.99%;
(3) DICE increased from 56.59% to 60.49%.

The road segmentation diagram is shown in Figure 8 (the red part is the result of road
segmentation by the network, and the gray part is the standard value). The segmentation
results of the DSRL network were not good for the segmentation of small objects similar to
small lane lines. However, after adding the high-resolution image convolution module in
this paper, the segmentation effect of small objects was improved, which shows that the
high-resolution convolution module added in this model can effectively make up for the
loss of the input image due to 1/2 downsampling. Although the noise will be reduced after
downsampling, the priority is not as good as it is for the object details.
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Figure 8. Road segmentation picture: (a) DSRL (b) MY (1/2 downsampling + 2x upsampling) (c) MY
(original picture) (d) Ground Truth.

VGG16, ResNet101, ResNet50, and CSPdarkNet53 were used as backbone networks to
compare the total network parameters, parameter size, and PA, IOU, and DICE. The results
are shown in Tables 4 and 5.

Table 4. Network evaluation parameters and parameter sizes of various backbone networks.

Backbone Estimated Total Size Params Size

VGG16 3751.10 (MB) 76.87 (MB)
ResNet50 6948.62 (MB) 113.41 (MB)
ResNet101 6517.05 (MB) 185.86 (MB)

CSPDarkNet53 5438.59 (MB) 40.88 (MB)

Table 5. Comparison of evaluation indexes of various backbone networks.

Backbone IOU PA DICE

VGG16 94.38% 96.51% 60.21%
ResNet50 92.25% 97.65% 60.25%
ResNet101 91.44% 96.55% 60.22%

CSPDarkNet53 95.23% 96.55% 60.49%

It can be seen from Tables 4 and 5 that the network model with VGG16 as the backbone
network could reach IOU, PA, and DICE similarly to the network model with ResNet50 and
ResNet101 as the backbone network with less parameters. Taking the original image as the
high-resolution network input, the comparison of various backbone network segmentation
images is shown in Figure 9 (the red part is the result of the segmentation of the road class
by the network).

As can be seen from various backbone network segmentation pictures in Figure 9 (the
red part is the result of the segmentation of the road class by the network):

(1) The network with VGG16 as the backbone can be achieved with half as few parameters
than ResNet50 and ResNet101 with a similar effect. In terms of the segmentation
accuracy of the lane line part of the road, the accuracy of VGG16 and ResNet50 is
similar. Both lane lines can be clearly segmented, which is better than ResNet101.
In terms of the segmentation accuracy of the tire shape at the bottom of the car, the
segmentation accuracy of VGG16 is slightly better than ResNet50 and ResNet101,
which can better fit the tire shape.

(2) The tire shape segmentation accuracy of the network with CSPdarkNet53 as the
backbone is better than VGG16, ResNet50, and ResNet101 on the lane line and the
bottom of the vehicle, and fits better with the lane line and tire shape.
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Figure 10. Convolutional structure: (a) Ordinary convolution; (b) ResNet; (c) CSPdarknet. 

Figure 9. Comparison of various backbone network segmentation pictures: (a) CSPDarknet53;
(b) VGG16; (c) ResNet50; (d) ResNet101.

Comparing ordinary convolution, ResNet, and CSPdarknet (the above three convo-
lution structures are shown in Figure 10), it can be found that CSPdarknet cuts the input
feature map to the channel, and only uses half of the original feature map to input into the
residual network for processing. In forward propagation, the other half is directly spliced
by the channel with the output of the residual network at the end. The advantages of doing
this are as follows:

(1) Only half of the input is involved in the calculation, which can greatly reduce the
amount of calculation and memory consumption;

(2) In the process of back propagation, a completely independent gradient propagation
path is added, which can prevent feature loss caused by excessive convolution, and
there is no reuse of gradient information.
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Take a video shot while driving using a single RTX2060 8G graphics card as an example:
the video FPS is 25 frames, and the video resolution is 1920 × 1080, for a total of 12 s. The
DSRL network takes 120 s; our network takes 65 s, a 46% reduction in time. The comparison
of the segmentation results between the DSRL network and our network (the red part is
the actual segmentation result) is shown in Figure 11:
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Figure 11. Comparison of the segmentation results of the DSRL network and our own network (the
red part is the actual segmentation result). (a,c,e) are the segmentation results of our network on the
video; (b,d,f) are the segmentation results of DSRL network at the same time point of the same video.

It can be seen from the above two sets of comparison charts that the fps of the DSRL
network can only reach about 2 frames (up to 2.31 frames) in the actual driving video,
whereas our network can achieve about 4 frames (up to 4.5 frames). The segmentation is
smoother. From the above pictures, we can see that our network segmentation is faster and
more accurate, and the segmentation effect is better for detailed parts such as lane lines.

Taking a single image with a resolution of 960 × 720 as input, a speed comparison
between DSRL and our network segmentation is shown in Table 6. From the comparison
in Table 6, we can see that the time used by our network is reduced compared with the
DSRL network.

Table 6. The speed comparison between DSRL and our network segmentation.

Network DSRL MY

Picture1 1.36(s) 1.11(s)
Picture2 2.05(s) 1.70(s)
Picture3 2.25(s) 1.71(s)
Picture4 2.50(s) 1.72(s)
Picture5 2.16(s) 1.73(s)

4. Conclusions

In view of the high demand for hardware equipment for training and using high-
resolution atlases, this paper proposes a new network model based on Dual Super-Resolution
Learning (DSRL), an added high-resolution convolution module, and a discarded Feature
Pyramid Network (FPN), which can effectively compensate for the downsampling of high-
resolution images while reducing the amount of computation. Features are missing, and
the study found that downsampling reduces noise as a lower priority than details in the
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picture. Our network model can segment small features better than the DSRL network, and
has lower hardware requirements and faster processing speed. In terms of the actual driving
video segmentation time, time is reduced by 46%, from 120 s to 65 s, which can be used in
actual driving. The recognition is smoother and more accurate during driving, which greatly
reduces the delay caused by high-resolution input during actual driving, thus proving the
effectiveness of our method. However, the delay still exists, the detailed segmentation of
objects is still lacking, and the network structure can continue being improved.
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Abstract: Path tracking is a key technique for intelligent electric vehicles, while four-wheel steering
(4WS) technology is of great significance to improve its accuracy and flexibility. However, the
control methods commonly used in path tracking for a 4WS vehicle cannot take full advantage of
the additional steering freedom of the 4WS vehicle, because of restricting the relationship between
the front and rear wheels steering angle. To address this issue, we derive a kinematic model without
the restriction based on the small-angle assumption. Then, the objective function and constraints
of system control quantity optimization are designed based on the tracking error model. After the
optimization problem is solved in the form of quadratic programming with constraints, the control
sequence with the smallest performance index is obtained through rolling optimization. The proposed
method is tested on a high-fidelity Carsim/Simulink co-simulation platform and an experimental
vehicle. The results show that the standard deviation of the lateral error and the yaw angle error of
the algorithm is less than 0.1 m and 3.0◦, respectively. Compared with the other two algorithms, the
control of the front and rear wheels angle of this method is more flexible and the tracking accuracy
is higher.

Keywords: four-wheel steering; model predictive control; path tracking

1. Introduction

In recent years, unmanned vehicles have become a research hotspot due to the increase
of various traffic problems such as traffic congestion and traffic accidents [1]. The key
technologies mainly include environmental perception, precise localization, planning and
decision-making, and motion control. Path tracking is one of the key problems of motion
control for autonomous vehicles, which is denoted as tracking a predetermined path by
controlling the lateral and yaw movement of the vehicle [2]. Thus, it can be defined as
minimizing the lateral offset and heading errors [3].

Path tracking control methods can be mainly divided into two categories. One is
geometry-based, which mainly includes pure pursuit (PP) [4] and Stanley [5], etc. The
other is model-based, represented by synovial membrane control [6], linear quadratic
regulator (LQR) [7,8] and model predictive control (MPC) [9,10], etc. Geometry-based
control methods are often used in low-speed scenarios, with good interpretability and fast
calculation speed. Model-based methods mainly based on dynamic models are often used
for stability control of high-speed vehicles [11], whose disadvantages include poor real-time
performance and the difficulty to obtain kinetic parameters accurately [12]. However, the
above studies are mostly based on front-wheel steering (FWS) vehicles. The only control
input for lateral tracking control is the front-wheel steering angle, which limits the ability
of path tracking control.

To improve the flexibility and stability of vehicles, the concept of the 4WS vehicle was
proposed in the late 1980s [13]. At low speed, the steering modes of a 4WS vehicle are more
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diverse than FWS vehicles [14,15]. The front and rear wheels can be turned in reverse phase
to reduce the turning radius and improve maneuverability. At high speed, a 4WS vehicle
can improve handling stability by steering the front and rear wheels in phase to ensure zero
slip angle and ideal yaw rate [16]. Making full use of the additional degrees of freedom of
the 4WS vehicle can independently control the path and attitude of the vehicle, reduce the
yaw motion required by the body, and improve the responsiveness of the vehicle heading
change [2]. At the same time, the vehicle has better path tracking performance due to the
improvement of flexibility [17].

Aiming at the path tracking problem of the 4WS vehicle, Ye et al. [18] designed a
strategy to switch steering modes include active front and rear steering (AFRS), Acker-
mann steering, and crab steering for achieving accurate path-following of the vehicle.
Hiraoka et al. [6] proposed a 4WS vehicle path tracking controller based on the sliding
mode control theory, which uses front and rear control points for tracking. However,
the above methods restrict the steering freedom of the 4WS vehicle and reduce flexibility.
Wu et al. [19] developed a novel rear-steering-based decentralized control (RDC) algorithm
for the 4WS vehicle. Yin et al. [20] carried out a new distribution controller to allocate
driving torques to four-wheel motors, which can use each tire to generate yaw moment and
achieve a quicker yaw response. Fnadi et al. [21] synthesized a new controller for dynamic
path tracking by using constrained model predictive control (MPC) for double steering
off-road vehicles, which takes into account steering and sliding constraints to ensure safety
and lateral stability. However, these methods only use rear-wheel steering within a small
turning angle range and are not suitable for flexible control of 4WS vehicle at low speed.

Aiming at these challenges, a tracking error model unrestrained on the front and rear
wheels steering (UFRWS) relationship of the 4WS vehicle is established in this paper. As
shown in Figure 1, a predictive controller based on this model is proposed, which performs
lateral motion control, and forms a trajectory tracking controller with the PI controller that
performs longitudinal control. The advantage of this controller is that it can fully utilize
the steering freedom of the 4WS vehicle, improving tracking accuracy and flexibility.

Figure 1. Trajectory tracking controller framework diagram.

2. Kinematics Model of 4WS Vehicle

The kinematic model is the basis of trajectory planning and tracking control. To reduce
the complexity of the controller design, the 4WS vehicle kinematics model can be simplified
to a single-track model with the assumption of pure rolling and small steering angle as
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shown in Figure 2. The points F(x f , y f ) and B(xr, yr) are the center of the front and the rear
axle of the vehicle, respectively. The point M(x, y) is the geometric center of the vehicle,
and the point C is the center of rotation of the vehicle.R denotes the radius of rotation of
the vehicle. The wheelbase L is the distance between the front and rear axles, and the wheel
track W refers to the distance between the left and right wheels. The heading angle ϕ refers
to the angle between the body direction and the X axis in the global coordinate system
XOY. The center of mass slip angle β is the angle between the speed vm at the point M and
the direction of the body.

Figure 2. Schematic diagram of relevant variables of 4WS vehicle kinematics model.

The 4WS vehicle bicycle model is gray as shown in Figure 2. Its front steering angle δ f
and rear steering angle δr should satisfy the Ackerman steering geometric relationship. So,
the steering angle of each wheel δi(i = f r, f l, rr, rl) satisfies the Equation (1).





tan δ f l =
tan δ f

1−W
2L (tan δ f−tan δr)

tan δ f r =
tan δ f

1+ W
2L (tan δ f−tan δr)

tan δrl =
tan δr

1−W
2L (tan δ f−tan δr)

tan δrr =
tan δr

1+ W
2L (tan δ f−tan δr)

(1)

We take M as the control point. Then, the nonlinear kinematics equations of the 4WS
vehicle bicycle model in the global coordinate system can be expressed as





.
X = vm cos(ϕ + β)
.

Y = vm sin(ϕ + β)
.
ϕ = vm cos(β)

L

(
tan
(

δ f

)
− tan(δr)

)

β = arctan
( tan δr+tan δ f

2

)
(2)

Most of the existing path tracking lateral control methods are designed for the ap-
plication of front-wheel steering vehicles. Therefore, to apply PP and MPC methods to
four-wheel steered vehicles, this article regards 4WS as FWS vehicles with the wheelbase
halved by restricting the steering angles of the front and the rear to be equal and out of
phase as shown in Figure 3. Then, Equation (2) can be simplified to Equation (3), which is
the symmetrical front and the rear wheels steering (SFRWS) model of the 4WS vehicle. The
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PP and MPC methods based on the SFRWS model can be used as the comparison algorithm
in this article for the method based UFRWS model.





.
X = vm cos ϕ
.

Y = vm sin ϕ
.
ϕ = 2vm tan δ f /L

(3)

Figure 3. Schematic diagram of the SFRWS kinematics model of the 4WS vehicle.

Obviously, due to the constraint between the front and rear wheel angle relationship,
the SFRWS model limits the steering freedom of 4WS vehicle, which reduces flexibility. For
this reason, this paper proposes a predictive control method based on the unconstrained
steering model of 4WS.

From the trigonometric function operation, we can get the Equation (4).

tan δr + tan δ f = tan(δ f + δr)(1− tan δr tan δ f ) (4)

We can further simplify the kinematics model because the vehicle turning angle is less
than 30◦.

tan δr + tan δ f ≈ (δ f + δr) (5)

Combining Equations (1) and (5), we can get a simplified non-linear 4WS kinematics
model unrestrained on the front and the rear wheel steering relationship (UFRWS). The
model is as follows: .

X = V cos(ψ +
(

δr+δ f
2

)
)

.
Y = V sin(ψ +

(
δr+δ f

2

)
)

.
ψ =

V cos
(

δr+δ f
2

)

` f +`r

(
δ f − δr

)
(6)

3. Optimal Predictive Control Based Different Model

In this section, the objective functions and constraints of system control quantity
optimization are designed based on the UFRWS model and SFRWS model. The optimiza-
tion problem is solved in the form of a constrained quadratic programming and rolling
optimization is performed.

3.1. Linear Discrete Tracking Error Model Based UFRWS Model

We define the state vector χ = [ ex ey eϕ ]
T , the control input u = [ δ f δr ]

T ,
where the error ex is the difference between the actual position of the vehicle and the
reference position in the X direction, the error ey is in the Y direction, and the heading error
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eϕ is the difference between the vehicle heading angle and the reference heading angle.
Then, the tracking error model based on UFRWS model can be obtained.

.
χ =




.
ex.
ey.
eϕ


 =




.
X−

.
Xre f.

Y−
.

Yre f.
ϕ− .

ϕre f


 = f (χ, u) (7)

Since the reference points are all on the reference trajectory, Equation (7) can be ex-
panded by the first-order Taylor expansion at the reference state quantity χre f = [ 0 0 0 ]

T ,
and we can get:

.
χ =

∂ f (χ, u)
∂χ

∣∣∣∣ χ = χre f ,
u = ure f

(
χ− χre f

)
+

∂ f (χ, u)
∂u

∣∣∣∣ χ = χre f ,
u = ure f

(
u− ure f

)
(8)

Based on the Jacobi matrix, the state space form of the linear tracking error model can
be developed as follows: { .

χ = Aχ + Bu + W
η = Cχ

, (9)

where η is the state transition matrix, C is the 3× 3 identity matrix.
Discretizing the continuous system Equation (9) by using the forward Euler method

can obtain a linear discrete tracking error model Equation (10).

χ(k + 1) = Adχ(k) + Bdu(k) + Wd, (10)

Where Ad = I + AT =




1 0 −Tvre f sin
(

ϕre f + βre f

)

0 1 Tvre f cos
(

ϕre f + βre f

)

0 0 1


,

Bd = BT =




− 1
2 Tvre f sin

(
ϕre f + βre f

)
− 1

2 Tvre f sin
(

ϕre f + βre f

)

1
2 Tvre f cos

(
ϕre f + βre f

)
1
2 Tvre f cos

(
ϕre f + βre f

)

−Tvre f
sinβre f (δ f−δr)−cosβre f

2L −Tvre f
sinβre f (δ f−δr)+cosβre f

2L


,

Wd = WT =




1
2 vre f sin

(
ϕre f + βre f

)
(δ f + δr)T

− 1
2 vre f cos

(
ϕre f + βre f

)
(δ f + δr)T

1
2 δ f vre f (sin βre f (δ f − δr)− cosβre f )T/L + 1

2 δrvre f (sin βre f (δ f − δr) + cosβre f )T/L


.

3.2. Linear Discrete Tracking Error Model Based SFRWS Model

Different from the UFRWS-based model, the control input of the SFRWS-based system
is only the front wheel angle, that is u = δ f . In the same way, the discretization model
based SFRWS model can be obtained as follows:

χ(k + 1) = Adχ(k) + Bdu(k) + Wd, (11)

where Ad =




1 0 −Tvre f sin
(

ϕre f

)

0 1 Tvre f cos
(

ϕre f

)

0 0 1


,Bd =




0
0

Tvre f
L cos2 δ f


,Wd = WT =




0
0

− Tvre f δ f
L cos2 δ f


.
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3.3. State Prediction Model

According to Equation (11), the state quantity at each moment can be predicted.

χ(k + 1|k ) = Adχ(k) + Bdu(k) + Wd
χ(k + 2|k ) = Ad

2χ(k) + AdBdu(k) + Bdu(k + 1) + AdWd + Wd
χ(k + 3|k ) = Ad

3χ(k) + A2
dBdu(k) + AdBdu(k + 1) + Bdu(k + 2) + A2

dWd + AdWd + Wd
...

χ(k + Np|k ) = Ad
Np χ(k) + A

Np−1
d Bdu(k) + . . . + A

Np−Nc−1
d Bdu(k + Nc) + ANP−1

d Wd + . . . + A
Np−Np
d Wd

(12)

Then, the state prediction equation is:

Y(k) = Ψχ(k) + ΘU(k) + We, (13)

where Y(k) =




η(k + 1|k )
η(k + 2|k )
η(k + 3|k )
· · ·

η(k + Np|k )




, U(k) =




u(k|k )
u(k + 1|k )
u(k + 2|k )
· · ·

u(k + Nc|k )




, Ψ =




CAd
CAd

2

CAd
3

· · ·
CAd

Np




,

Θ =




CBd
CAdBd CBd
CAd

2Bd CAdBd CBd
· · ·

CAd
Np−1Bd CAd

Np−2Bd · · · CAd
Np−Nc−1Bd




We =




CWd
CAdWd + CWd

CA2
dWd + CAdWd + CWd

...
CAk−1

d Wd + CAk−2
d Wd + · · ·+ CWd




.

3.4. Scrolling Optimization

The control goal of the system is to make the 4WS vehicle track the target trajectory
quickly and stably. Therefore, it is necessary to optimize the state quantity of the system,
the control quantity, and the amount of change in the control quantity.

At the k moment, the amount of change in the control quantity is defined as:

∆u(k) = u(k)− u(k− 1). (14)

Then:

∆U(k) =




∆u(k)
∆u(k + 1)
· · ·

∆u(k + Nc)


 =




1 −1
−1 1

. . .
−1 1


U = DU. (15)

The design objective function is as follows:

J(k) =
Np

∑
i=1
‖χ(k + i)‖2

Q +
Nc−1

∑
i=1

∥∥∥U(k + i)−Ure f (k + i)
∥∥∥

2

R1
+

Nc−1

∑
i=1
‖∆U(k + i)‖2

∆R, (16)

where the first part is to make the current state error that is the lateral error and heading
error close to 0. The importance of each state quantity can be adjusted by changing the
weight value in the matrix R. The second part is to minimize the error between the
control quantity and the reference value. The weight of each control variable can be set
by adjusting the weight value in the matrix R1. The third part is to make the change of
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the control variable as small as possible to reduce the output angular velocity value. The
parameters and weights can be set by adjusting the matrix ∆R.

This paper mainly considers the control quantity limit constraint and control increment
constraint in the control process. The expression form of the control quantity is as follows:

umin(k) 6 u(k) 6 umin(k), k = 0, 1, · · · , Nc − 1, (17)

The expression for the control increment is as follows:

∆umin(k) 6 ∆u(k) 6 ∆umin(k), k = 0, 1, · · · , Nc − 1, (18)

Define E = ΦX0 + W,R2 = DT∆RD. After simplifying, the cost function is trans-
formed into a standard format for quadratic objective functions with linear constraints.

minJ = 1
2 UT HU + f TU

st.[
Umin

∆Umin

]
<

[
I
D

]
U <

[
Umax

∆Umax

] (19)

where H =
(
ΘTQΘ + R1 + R2

)
, f =

(
ETQΘ−UT

r R1
)T , Umin is the lower limit sequence

of the angle value umin, Umax is the upper limit sequence of the angle value umax, ∆Umin
is the lower limit sequence of the angle rate value ∆umin, and ∆Umax is the upper limit
sequence of the angle rate value ∆umax.

In each control cycle, the effective set method is used to solve the Equation (16), then
the optimal control sequence in the control time domain is obtained.

U∗ =
[

u∗k u∗k+1 · · · u∗k+Nc−1

]
(20)

The first element in the control sequence is used as the actual control input to act on
the system. After entering the next cycle, the optimal control sequence is recalculated and
the first control increment acts on the control system. So, scrolling realizes the optimal
control of vehicle trajectory tracking.

4. Experimental Results and Discussion

This article establishes a high-fidelity dynamic model in Carsim based on four-wheel
steer-by-wire vehicle, which forms a joint platform with Simulink for simulation exper-
iments. After that, real vehicle trajectory tracking experiments were carried out. The
Pure Pursuit based on the SFRWS (PP-SFRWS) model tracking method, the Model Predict
Control based on the SFRWS (MPC-SFRWS) model, and the Model Predict Control based
on the model unconstrained the front and the rear wheels steering (MPC-UFRWS) are
compared and verified.

4.1. 4WS Vehicle Experiment Platform

The electrical system for the four-wheel steer-by-wire chassis used in the experiment
is as shown in Figure 4. The system has dual motors and two steer-by-wire modules to
control the rotation and steering of front and rear wheels respectively. So, the 4WS vehicle
has more freedom degrees used for attitude control. A combined positioning system
uses Global Positioning System (GPS) and Inertial Navigation System (INS). The upper
computer is used to monitor and collect data from the controller area network (CAN). All
control algorithms code is downloaded to the ECU and run in the ECU.
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Figure 4. Steer-by-wire electrical system for Chassis of 4WS vehicle.

The main structural parameters of 4WS AGV are shown in Table 1.

Table 1. Vehicle parameters.

Parameters Symbol Value Unit

The quality of the whole vehicle m 700 kg
Wheelbase L 1.9 m

Wheel track W 1.2 m
Maximum steering angle δmax 30 ◦/s

Maximum steering angle rate ∆δmax 20 ◦/s

The vehicle drive control topology can be divided into the chassis domain and the
autonomous driving domain as shown in Figure 5. The vehicle control unit (VCU) com-
municate with the motor control unit (MCU), the steering by wire (SBW), the electrical
hydraulic brake (EHB), the electric park brake (EPB), the battery management system
(BMS), and instrument electronic control unit (I-ECU) through the CAN bus to obtain the
information of the remote control, the automatic driving domain computer (Industrial
Personal Computer, IPC), and the parallel driving controller.

Figure 5. The software architecture of the chassis platform.

In the trajectory tracking control system established in this paper, lidar is mainly used
to establish point cloud map and positioning. As shown in Figure 6, the acquisition of
vehicle pose in this paper mainly relies on the fusion positioning system composed of lidar
and GNSS-RTK.
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Figure 6. The location system framework.

When the vehicle starts outdoors, the navigation system is initialized with the GNSS-
RTK information at the starting point. When the IMU data are received, the state variables
of navigation system (position, speed, attitude, etc.) are updated recursively, and the
recursive prediction is calculated to represent the uncertainty of the error state. When
the LIDAR point cloud is received, the local map is used for registration, and the pose
information of the vehicle relative to the local map is obtained. Taking the pose information
as the observation, the new error state quantity and the filter gain are calculated. The
parameters of the navigation module are modified according to the filter gain to realize the
data fusion between IMU and LIDAR. As a result, vehicle pose is generated accurately and
output to the control module.

4.2. Simulation Platform Construction

Based on the vehicle parameters of the experimental platform, a vehicle dynamics
simulation model is established in Carsim, where the road adhesion coefficient is set to 0.8,
and the rolling resistance coefficient is set to 0.8. The trajectory tracking controller is built
by the S-function module in Simulink. A co-simulation platform is established with Carsim
as shown in Figure 7.

Figure 7. Carsim/Simulink co-simulation platform.
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In the vehicle trajectory tracking simulation, the double lane change maneuver is
a commonly used reference trajectory in the trajectory tracking test. In this paper, the
function equation of the double lane change trajectory used in the simulation is as follows





Yre f (X) =
dy1
2 (1 + tanh(z1))−

dy2
2 (1 + tanh(z2))

ϕre f (X) = tan−1(dy1

(
1

cosh(z1)

)2( 1.2
dx1

)
− dy2

(
1

cosh(z2)

)2( 1.2
dx2

)
)

(21)

where z1 = 2.4
25 (X − 27.19) − 1.2, z2 = 2.4

21.95 (X − 56.46) − 1.2, dx1= 25, dx2= 21.95,
dy1= 4.05, dy2= 5.7.

4.3. Analysis of Simulation Results

The simulation and real vehicle verification results are represented based on the
trajectory of the vehicle’s geometric center point. As shown in Figure 8a,b, the MPC-UFRSS
method has better tracking performance for double lane change maneuver. At a speed of
5 m/s, the maximum lateral tracking error of the MPC-UFRWS method does not exceed
0.01 m, with 0.03 m for the SFRSW method and 0.1 m for the PP-SFRSW method.

Figure 8. Cont.
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Figure 8. Simulation results of different algorithms. (a) Trajectory tracking; (b) Lateral error; (c) Steer-
ing angle.

As shown in Figure 8c, the PP-SFRSW method has the hard constraint between the
front and rear wheels that the equal steering angles and opposite phase, while the MPC-
UFRWS does not have this limitation. Therefore, the latter steering control changes are
more flexible in corners, and the front and rear wheels steering forms are more diverse.
As shown in Figure 8, when the vehicle enters the curve, the MPC-UFRWS method is
relatively gentle, while the lateral tracking error of the PP-SFRSW increases sharply. The
front and rear wheels angle adjustment of the MPC-UFRWS is larger, which can respond to
the change of tracking error faster and track reference trajectory more flexibly.

4.4. Simulation Comparison at Different Speeds

The trajectory tracking of the MPC-UFRWS method comparison at different speeds is
as shown in Figure 9. The greater speed, the greater the control error and the greater the
overshoot. Similar to other methods based on the kinematics model, the proposed method
is suitable for low-speed conditions. When the speed is less than 5 m/s, the lateral tracking
error is less than 0.01 m. When the speed is 10 m/s, the lateral tracking error is greater
than 0.06 m. However, when the speed is 15 m/s, the vehicle path deviates far from the
reference path.

Figure 9. Cont.
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Figure 9. Tracking comparison at a different speed. (a) Trajectory tracking; (b) Lateral error.

4.5. Analysis of Real Vehicle Verification Results

To ensure the safety of personnel and vehicles, the vehicle experiment was carried
out in an open space of Sun Yat-sen University. To verify the performance of the vehicle
tracking straight and curved lines at the same time, we choose a recorded B-like trajectory
as the reference trajectory considering the site constraints. The test site and vehicle are as
shown in Figure 10.

Figure 10. Experimental site and vehicle.

The real vehicle verification results of MPC-UFRWS, PP-SFRWS, and MPC-SFRWS are
as shown in Figure 11 and Table 2, and analysis are as follows:
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Figure 11. Cont.

135



Actuators 2022, 11, 61

Figure 11. Results of different methods in vehicle experiments. (a) Trajectory tracking; (b) Lateral
error; (c) Heading error; (d) Steering angle.

Table 2. Result data of vehicle verification.

Method Max LatErr MaxYawErr stdPLatErr stdPYawErr

PP-SFRWS 0.7663 12.2829 0.3168 3.4911
MPC-SFRWS 0.3488 7.2850 0.1202 1.7169
MPC-UFRWS 0.1998 6.7354 0.0678 2.6064

1. Compared with the PP-SFRWS method, the trajectory tracking accuracy of the MPC-
UFRSW is higher. At the speed of 2 m/s, the maximum lateral error and yaw angle
error are reduced by 0.567 m and 5.55◦, respectively. This is because the Pure Pursuit
method only determines the control input based on the deviation of the current
measured values from the reference value, while the MPC method uses the prediction
model to estimate the future deviation value and determine the current values in a
rolling optimization manner.

2. The MPC-UFRWS method has higher tracking accuracy than the MPC-SRFRS. At
a speed of 2 m/s, the maximum lateral error and yaw angle error are reduced by
0.15 m and 0.5◦, respectively. This is because MPC-UFRWS does not constrain the
relationship between the front and rear wheels angle, which can give full play to the
more flexible characteristics of 4WS vehicle and avoid oversteering or understeering.

3. The proposed method enables better steering flexibility of 4WS vehicle. At the starting
point, the lateral error between the vehicle and the reference trajectory is about 2.5 m.
When the vehicle starts to drive, the MPC-URFSW method makes the vehicle merge
into the trajectory in an approximate crab-walking manner, while the front and rear
wheels turn in phase or out of phase in the corners. Therefore, the proposed method
can realize the switching of various steering modes such as out-of-phase steering and
crab steering without adding additional judgment.

4. Compared with the simulation results, the real vehicle tracking error increases several
times. The reason may be that the curvature change rate of the B-like rail is larger
than the double lane change maneuver. At the same time, external factors such as
actuators, sensors, and road surfaces may also cause large tracking errors during
vehicle verification.

5. Conclusions

In this paper, a path tracking controller with unconstrained front and rear wheels
steering is established for the trajectory tracking control of 4WS vehicle. The controller
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relies on the proposed optimization function considering the tracking accuracy and control
flexibility. Then, the simulation and vehicle verification are carried out to prove the
effectiveness of the controller. In the Carsim/Simulink platform, MPC-UFRSW has higher
tracking accuracy than PP-SFRSW and MPC-SFRSW when tracking double lane change
trajectory at a speed not exceeding 10 m/s. In the real vehicle experiment with B-like
curve, the steering angle of the front and rear wheels of the proposed controller changes
more flexibly. The maximum lateral error and yaw angle error are reduced by 60% and 9%,
respectively. The simulation and real vehicle verification results show that the proposed
method has more flexible steering modes and higher tracking accuracy. The next work will
further analyze the stability of the trajectory tracking of the 4WS vehicle at high speed from
the dynamic point of view.
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Abstract: With the rapid and wide implementation of adaptive cruise control system (ACC), the
testing and evaluation method becomes an important question. Based on the human driver behavior
characteristics extracted from naturalistic driving studies (NDS), this paper proposed the testing
and evaluation method for ACC systems, which considers safety and human-like at the same time.
Firstly, usage scenarios of ACC systems are defined and test scenarios are extracted and categorized
as safety test scenarios and human-like test scenarios according to the collision likelihood. Then, the
characteristic of human driving behavior is analyzed in terms of time to collision and acceleration
distribution extracted from NDS. According to the dynamic parameters distribution probability,
the driving behavior is divided into safe, critical, and dangerous behavior regarding safety and
aggressive and normal behavior regarding human-like according to different quantiles. Then, the
baselines for evaluation are designed and the weights of different scenarios are determined according
to exposure frequency, resulting in a comprehensive evaluation method. Finally, an ACC system is
tested in the selected test scenarios and evaluated with the proposed method. The tested vehicle
finally got a safety score of 0.9496 (full score: 1) and a human-like score as fail. The results revealed
the tested vehicle has a remarkably different driving pattern to human drivers, which may lead to
uncomfortable ride experience and user-distrust of the system.

Keywords: ACC; safety evaluation; human-like evaluation; naturalistic driving study; driving
behavior characteristic

1. Introduction

Advanced Driver Assistance Systems (ADAS) are drawing increasing attention due to
their potential in enhancing traffic safety, reducing driving workload and improving traffic
efficiency. With wide studies on the control strategies of ADAS like adaptive cruise control
system (ACC) [1,2], lane-keeping system (LKS) [3], automated emergency braking system
(AEB) [4], etc., the functionalities of such systems are well studied and qualified. It follows
that improving the anthropomorphism should also be incorporated into the development
of these systems [5]. A human-like driving behavior pattern could enhance riding comfort
and user trust and therefore improve user acceptance and increase usage frequency [6–8].
In the meantime, the surrounding drivers could better understand the vehicles adapting
human-like driving patterns and make a natural interaction in the human-robot mixed
traffic environment [9,10]. With the development of human-like ADAS, there raises the
need for a testing and evaluation method considering human-like behavior.

Considering the motion state of the leading vehicle and the host vehicle, and the
human driver’s commands, an adaptive cruise control (ACC) system automatically controls
the longitudinal motion of the host vehicle and provides the driver with driving risk tips
to reduce the driving task strength and guarantee driving safety [11–13]. At present, ACC
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systems are widely used. In 2018, about 11.8% of all car models were equipped with ACC
systems as the standard configuration in America [14].

As a mature function already on the market, there are several testing standards or
regulations for ACC systems come from organizations such as ISO [11], SAE [13], GB [12],
FMCSA [15] and so on. ISO 15622 and GB/T 20608 share three similar basic testing
procedures: target acquisition range test, target discrimination test, and curve capability
test, involving three test scenarios. Besides, the scenario for the deceleration ability test
of the system is supplemented in SAE J2399. All these related standards focus on the test
of functionality, that is, whether the functions such as longitudinal ranging and speed
controlling could be realized.

On the other hand, studies on ACC systems or ADAS testing and evaluation methods
mainly focus on the safety issue. Li et al. [16] evaluated impacts of ACC parameters
on reducing collision risks on congested freeways. Qiu et al. [17] proposed a model for
assessing the probability of accidents of ADAS systems, i.e., from the safety perspective.
Focusing on collision avoidance, Stark et al. [18] carried out a simulation to estimate the
performance of the state-of-art ADAS.

Although these standards and studies on testing and evaluation methods of ACC
systems have produced great achievements on assessment of the system, none of them
take the human-like behavior into consideration. Therefore, in this paper, we proposed
a testing and evaluation method for ACC systems involving both safety and human-like
performance. This method has the following two advantages: 1. this ready-to-use method
provides testing scenarios generated from real driving data to ensure consistency to the
real implementation environment; 2. the result is quantitatively evaluated from both the
safety and human-like perspectives. This work offers an improvement for existing testing
and evaluation methods in terms of a more real and efficient testing scenario set and more
a comprehensive evaluation index, which is of great significance for further improvement
of ACC systems.

The rest of the paper is arranged as follows: in Section 2 the real usage scenarios of
ACC systems are defined based on the naturalistic driving study (NDS) and test scenarios
are extracted according to the collision likelihood. In Section 3, the driving behavior
characteristics of human drivers are obtained from NDS by statistical analysis. Evaluation
indexes for both safety and human-like are designed separately in Section 4. Finally, an
ACC system is tested and evaluated in Section 5 with the proposed method, following with
the conclusion as ending in Section 6.

2. Testing Scenarios Extraction

In order to evaluate the safety and human-like of ACC systems, it is necessary to
clarify the operating domains of ACC systems and then extract test scenarios accordingly.
In this section, the operating domain is firstly defined according to the function design of
ACC systems and then classified into usage scenarios according to the vehicle’s motion
state. Then, the test scenarios were classified into safety and human-like testing based
on collision likelihood. Finally, a set of testing scenarios is generated and summarized in
a table.

2.1. Usage Scenarios Definition

An ACC system performs longitudinal motion control of the vehicle according to the
motion state of the host vehicle and the leading vehicle and the command from drivers.
Under the premise of meeting the functional requirements, ACC systems can accurately
track the following target among multiple leading vehicles and accurately measure the
distance between them [12]. The system input is the motion state of the leading vehicle
and the host vehicle and the command from drivers, and the output is the longitudinal
motion control of the host vehicle. Therefore, the implementation scenario of ACC systems
can be simplified to a two-vehicle scenario consisting of only the host vehicle and the
vehicle in front (if any). What needs to be emphasized is that ACC systems only control the
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longitudinal movement of the host vehicle, making the movement of the vehicle limited
to a single lane. In summary, the operating domain of ACC systems can be defined as a
car-following (or free cruise if there is no leading vehicle) scenario in a single lane, which is
referred to as a car following scenario in the following text.

During a car following process, the host vehicle keeps in a single lane while the
leading car may change lanes, drive far away, etc., resulting in a scenario transition. In
order to describe this scenario transition, the car-following process is decomposed into
stable driving states (S) and events (A). A stable driving state S refers to the car-following
process during which the leading vehicle target does not change. The stable driving state
can be further classified into two types according to the presence of the leading target:
(1) the host vehicle follows a fixed leading target in the lane (car following), denoted as
Sc f , (2) the host vehicle travels in the lane with the prescribed speed without any leading
target (free cruise), denoted as S f c. An event A refers to the process that the movement
of other traffic participants causes a change of the stable driving state of the host vehicle,
including the appearance, disappearance, and change of the leading target. With an event,
the host vehicle changes from one stable driving state to another stable driving state. The
events that may occur during the car-following process include: cut-in Aci, cut-out Aco,
vehicle-approaching Ava, vehicle-distancing Avd, etc.

Take the car following process in Figure 1 as an example. At t0, the host vehicle
changes lanes into a new lane and the following process starts: firstly, the host vehicle
follows the leading vehicle 1, which is a stable driving state Sc f . Then at time t1, event
Aci occurs, i.e., a new vehicle 2 drives into the front of the host vehicle and works as the
new leading vehicle. The host vehicle enters the second stable driving state Sc f . At t2, the
leading vehicle travels far beyond the ACC system recognition range. Since there is no
leading target in front of the host vehicle, it enters the cruise control state S f c, and so on.

The process can be described as: Sc f
Aci−→ Sc f

Avd−−→ S f c. . .
In a stable driving state, the following target and driving lane are fixed. Therefore, an

ACC system is only required with the basic function, i.e., keeping a reasonable following
range to the leading vehicle. However, when an event occurs, the changing following target
and following state will put forward higher requirements on the performance of ACC
systems. In existing standards (GB/T 20608 and ISO 15622), the three basic performance
test scenarios, i.e., target acquisition range test, target discrimination test, and curve
capability test, are all in Sc f processes, making the testing scenarios less challenging than
real operation scenarios. To comprehensively evaluate the system performance, the S f c
process and the various events should also be included in the testing scenario set.

Figure 1. Car following process example.

2.2. Testing Scenarios
2.2.1. Human-Like Testing Scenario

Human-like indicates that the driving behavior of the vehicle controlled by ACC
systems should be similar to that of a human driver, avoiding abnormal driving behaviors
which may affect the surrounding traffic flow or the ride comfort. Human-like testing
scenarios consist of Sc f and S f c due to the following two reason: 1. the short occurrence of
events making Sc f and S f c processes occupy most of the driving distance and driving time
during the car following process. Therefore, the behavior of the vehicle during Sc f and S f c
impacts the comfort experience of the driver for a longer time than events. 2. In Sc f and
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S f c processes, the scenarios are safe and then the driver focuses on driving experiences
rather than the safety issue, making the human-like question significant.

2.2.2. Safety Testing Scenario

The most common danger happens in a car following process is a rear-end event
caused by a too-small follow-up distance. To find proper scenarios for safety testing, events
are analyzed to confirm the collision likelihood. When the leading vehicle cuts in Aci or
the leading vehicle approaching the leading vehicle Ava due to the speed difference, the
following distance will reduce gradually or even suddenly. The host vehicle needs to
brake to ensure safety, so Aci and Ava are included in safety testing scenarios. When the
leading vehicle cuts out Aco or drives far-away Avd, the following distance increases, which
does not involve any safety issues. Hence Aco and Avd are excluded in the safety testing
scenarios. Stop-and-go scenario refers to the car following process in which the leading
vehicle decelerates to a full stop and then accelerates again. This process is common in
traffic jams. At this time, timely and sufficient brake control is required to ensure a safe
distance. The stop-and-go scenario is included in the testing scenario and recorded as Asg.

The testing scenarios above only offer brief descriptions of the behaviors of the two
vehicles during testing. In Table 1 scenarios are further detailed with the speed settings
of vehicles.

Table 1. List of testing scenarios.

Type Scenarios Code Cases and Description

human-like test

car-following
Sc f 1 the leading vehicle speeds up from 30 km/h to 50/70/90/120 km/h

Sc f 2 the leading vehicle slows down from 50/70/90/120 km/h to 30 km/h

cruising
S f c1 the host vehicle speeds up from 30 km/h to 50/70/90/120 km/h

S f c2 the host vehicle slows down from 50/70/90/120 km/h to 30 km/h

safety test

cut-in Aci the host vehicle is at 40 km/h and the leading vehicle cuts in with
speed of 40 km/h and the range is 50 m

vehicle appears Ava the host vehicle approaches the 40 km/h leading vehicle with speed
of 50/70/110 km/h

stop-go Asg the leading vehicle slows down from 60 km/h to a full stop and then
accelerates to 60 km/h

3. Human Driving Characteristic

The behavior characteristics of human drivers are the baseline for quantitative evalua-
tion. Therefore, firstly, naturalistic driving data and critical driving data are used to analyze
the real human driving pattern. Then the boundary among safe, critical, and dangerous
driving behavior domains and among normal, aggressive, and critical driving behavior
domains are extracted for safe and critical evaluation respectively. Finally, the scenario
frequency parameters are integrated, and this chapter obtains an evaluation method that
can be used for comprehensive quantitative evaluation of the system.

3.1. Human Driving Data
3.1.1. Naturalistic Driving Data

The naturalistic driving study refers to the driving data collection with the usage of
unobtrusive observation methods. Since driver behaviors are collected from real traffic en-
vironment without disturbing the driver, the naturalistic driving study can collect massive
amounts of traffic environment data, driving behavior data, and vehicle dynamical data,
which can reflect the real driving needs and driving characteristic of human drivers [19,20].
Therefore, NDS is suitable as the resource date for vehicle development, testing, and verifi-
cation. At present, various NDS projects were carried out all over the world, including the
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100-Car Naturalistic Driving Study project [19] and the SHRP2 project [20] in the United
States, the PROLOGUE project in Europe [21] and so on. The data used in this paper
comes from a large-scale naturalistic driving study carried out in Shanghai, China. This
project lasted for 18 months with 8 vehicles and 32 drivers. Each driver drove a vehicle for
six months. The experiment vehicle is equipped with 4 cameras, which record the road
environment in front of the vehicle with 2 different viewing angles, the driver’s hand and
pedal operations separately as shown in Figure 2. The vehicle’s motion was also collected
from the CAN-bus and an accelerometer. A total of 7402 were collected, which lasts for
3594 h and travels 129,935 km.

Figure 2. Naturalistic driving study.

3.1.2. Critical Driving Data—‘500-Cases’

In NDS, critical or dangerous scenarios are very limited due to the extremely low
frequency of danger. Most scenarios are safe and therefore only reflect human driving
behavior under safe scenarios. Since the driving characteristic in critical scenarios varies a
lot from that in safe scenarios, it is necessary to obtain critical driving data as a supplement.
Therefore, the data set ‘500-Cases’ is introduced. The ‘500-Cases’ is generated from a
critical scenarios collecting project carried out in Shanghai. Dashcams were installed on
taxis, police cars, and some private cars to collect the critical scenarios with longitudinal
deceleration greater than 0.4 g or lateral acceleration greater than 0.4 g. The cam will record
the driving states 15 s before and 5 s after the time that the trigger value is reached. The
sampling frequency is 2 Hz for speed and 30 Hz for acceleration and the frequency of
video information is 30 Hz. A total of 4000 cases were collected during the 4 years test.
Finally, a total of about 500 critical scenarios and 8 collisions were obtained and formed the
500-Cases data set.

3.2. Driving Behavior Characteristic

3.2.1. Joint Distribution of Speed- 1
TTC

Time to collision TTC is a parameter commonly used to describe the degree of criti-
cality of a car-following scenario. It was first proposed by Hayward as the time that two
vehicles will collide if both of them maintain the current motion state, which is equal to the
relative distance between the two vehicles divided by the relative speed [22]. In general, the
larger the TTC is, the lower the risk level is. Usually, TTC is distributed in (0,+). However,

143



Actuators 2021, 10, 90

when the speed of the two vehicles are similar, the value of TTC is very large, which brings
inconvenience to the calculation and visualization of TTC distribution. Therefore, the value
of 1

TTC at the braking time is introduced as the objective risk-level indicator.
Figure 3 shows the joint distribution of speed and 1

TTC of 78 dangerous car-following
scenarios from ‘500-Cases’. After the regression coefficient test, the significance level
p < 0.001, i.e., there is a significant regression relationship between 1

TTC at the start of brak-
ing and the speed of the vehicle. The linear fitting equation is: TTC = −0.0717v + 1.2145.
Therefore, the influence of speed should be considered when 1

TTC is used to divide the safe,
critical, and dangerous driving behavior domain. As shown as the green line in Figure 3,
the 5% percentile of 1

TTC works as the boundary between the safe and the critical driving
behavior domains. The linear quantile-regression equation is: TTC = −0.0937v + 2.103.
As shown as the red line in Figure 3, the 95% percentile of 1

TTC works as the boundary be-
tween the critical and dangerous driving behavior domains. The linear quantile regression
equation is: TTC = −0.0057v + 0.1684.

Figure 3. Joint-distribution of speed- 1
TTC .

3.2.2. Joint Distribution of Velocity-Acceleration

Acceleration can directly reflect the driver’s intention to control the vehicle. Therefore,
the acceleration distribution obtained from NDS indicates the probability distribution of the
driver’s operation in the scenario. So, the system acceleration falls in the interval of higher
probability indicates that it is similar to the human driver’s operation, and the opposite
means that the operation is poorly human-like. Acceleration can be therefore used as a
characterization of the human-like of system. Besides, the magnitude of acceleration also
indicates the driver’s understanding of the current scenario state from safety perspective.
For example, in a dangerous situation, the driver often applies a large deceleration to avoid
collisions. Therefore, a very large deceleration tends to characterize the driver’s subjective
understanding of the current scenario as a high level of danger. Therefore, acceleration
can be used as a subjective safety characterization of the system. In the following, NDS
are used to obtain the joint-distribution of speed and acceleration of human drivers and
critical, aggressive, and normal driving behavior domains are divided.

From NDS, 1000 journeys were randomly selected. The longitudinal velocity (km/h,
hereafter referred to as velocity) and longitudinal acceleration (m/s2, hereafter referred
to as acceleration) are rolling averaged with the time window of 1s. The joint velocity-
acceleration distribution is shown in Figure 4. As the speed increases, the range of accelera-
tion expands and then narrows, indicating that the driver’s acceleration and deceleration
behavior becomes more violent in the low and medium speed intervals (0–15 m/s2) and
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becomes more cautious in the high speed interval. The driver’s control of acceleration is
clearly related to the speed.

Figure 4. Joint-distribution of speed-acceleration.

Figure 5 shows the probability density function of acceleration at speeds v = {10 km/h,
20 km/h, . . . , 120 km/h}. According to Liu Rui, the empirical distribution of acceleration in
different speed intervals basically conforms to the Pareto distribution [23]. That is, under
the same speed interval, the acceleration near 0 m/s2 has the largest proportion, and the
probability of extreme acceleration and deceleration is low. In normal scenarios, drivers
generally control the distance to the leading vehicle by adding or subtracting speed gently;
in case of danger, drivers tend to take emergency braking measures to avoid collisions,
which results in a large deceleration.

As shown in Figure 4, the 95% quantile-regression line (green) is selected as the
boundary between the normal and aggressive driving behavior domains; the lower 99%
quantile-regression line (red) is selected as the boundary between the aggressive and critical
driving behavior domains.

3.3. Testing Scenarios Frequency Weights

Since the frequency of different scenarios in the driving process is different, their
weighting in evaluation should also varies, thus introducing the testing scenario frequency
weight Wi. Data of one weekday are randomly selected from NDS for statistical analyze.
Five of the eight test vehicles produced data with a cumulative driving time of 5 h, 22 min,
and 24 s, and a cumulative mileage of 202 km. Among them, the car-following process
totaled 162 km. In the proposed human-like testing scenarios, the proportion of mileage
accounted for by the scenario is used as the scenario frequency weight, that is:

WSc f = P(Sc f ) = 0.73,

WS f c = P(S f c) = 0.27.
(1)

For safety testing scenarios, the frequency ratio of the occurrence of each event in NDS
was used as the scenario frequency weight as shown in Table 2.
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Figure 5. Frequency of acceleration with different speed.

Table 2. Event statistic.

Event Count Frequency Weight

Cut-in 113 48.29% WAci = 0.4829
Stop-go 76 32.48% WAsg = 0.3248

Vehicle-appear 45 19.23% WAva = 0.1923

Sum 234 100.00%

4. Evaluation Method for Safety and Human-Like
4.1. Scoring Method for Safety

The safety evaluation involves two indicators: 1
TTC and a. For 1

TTC , the boundaries
among safe, critical, and dangerous driving behavior domains are all natural baselines for
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objective safety, denoted as LTTC,l and LTTC,h respectively. For a, the boundary between
critical and aggressive driving behavior domains works as the baseline for subjective safety
and denoted as La hereafter.

The ACC system is scored after completing all scenarios of the safety testing. If a
collision occurs during the test then the safety level is ’fail’ and Pos = 0. In the absence of a
collision, the objective safety of the system is calculated withing the following equation.
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where i is the scenario number, and Pos,i is the objective safety level of the vehicle in scenario
i. v is the speed of the host vehicle, Pv

os,i is the objective safety level of the vehicle in scenario
i when the speed is v , V is the maximum speed of the vehicle in the test scenario, and the
speed resolution is 0.1m/s; 1

TTCv
h

and 1
TTCv

l
are the values of the baselines LTTC,h and LTTC,l

when the speed is v respectively .
The subjective safety of the ACC system with acceleration as indicator is calculated

using the following equation.
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where Pss,i is the subjective safety level of the vehicle in scenario i. Pv
ss,i is the subjective

safety level of the vehicle when the vehicle speed is v in scenario i. av
a is the value of the

baseline La when the speed is v. av is the acceleration value of the host vehicle when the
speed of the vehicle is v in the test. In the same scenario, the comprehensive safety of
the system is recorded as the mean value of the subjective and objective safety, and after
completing all safety testing scenarios, the safety level of the system is obtained as follows.

Ps =
1
2

N

∑
i=1

Wi × (Pos,i + Pss,i) (4)

where, N is the total number of human-like test scenarios, and Wi is the scenario frequency
weight of the i scenario. The value range of the safety level Ps is [0, 1]. The closer the Ps is to
1, the higher the safety level is, indicating that the vehicle is less likely to enter a dangerous
state during the driving process.

4.2. Scoring Method for Human-Like

Acceleration is the direct reflection of drivers intention in longitudinal direction. When
there is no critical issue, drivers seldom apply violent acceleration or hard deceleration.
Therefore, as shown in Figure 6 the 95% quantile-regression line (green dash line) is
selected as the reference for human-like evaluation. Acceleration out of this range may
cause discomfort or unsafe feeling of drivers.

Besides, the requirement for acceleration during the operation of the ACC system
in the international standard ISO15622 [11] is also applied and denoted as the red dotted
line. As shown in the figure, the area enclosed by the green dash line is much smaller and
narrower than the area enclosed by the red dotted line, indicating a higher requirement
proposed from human driving characteristics than from the ISO standard.

Therefore, green dash line is defined as the full-score line L f . The acceleration within
these lines could be regarded as a human-like behavior. Furthermore, the red dotted line is
defined as the passing line. The behavior which exceeds these lines will fail the test.
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Figure 6. Full-score and passing line of acceleration.

The system is scored after completing all scenarios of the human-like test. If the
acceleration exceeds the passing line Lp in any scenario during the test, it can be considered
that the ACC system does not conform to the international standard. Then the system is
judged as ‘fail’ without subsequent scoring, and the human-like level Ph is recorded as 0.
On the premise of meeting the passing line, the calculation method of the human-like score
in a single test scenario is:

Ph,i =
1
V

V
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where Ph,i is the human-like level of the vehicle in scene i; v is the speed of the vehicle,
P(h, i)v is the human-like level of the vehicle when the speed is v in scene i, V is the maxi-
mum speed of the vehicle in this test scenario, and the resolution of the speed is 0.1 m/s;
av is the acceleration of the vehicle when the vehicle speed is v , av

h is the acceleration value
of L f ,h when the speed is v, and av

l is the acceleration value of L f ,l when the velocity is v.
After completing all human-like testing scenarios, the human-like level of the ACC

system is calculated as:

Ph =
N

∑
i=1

Wi × Ph,i (6)

where, i is the scenario number, N is the total number of human-like testing scenarios,
and Wi is the scenario frequency weight of the i scenario. The value range of the vehicle
human-like level Ph is [0, 1]. The closer the Ph is to 1, the higher the human-like level is,
indicating that the vehicle motion control conforms to the driving habits of human drivers.

5. Test and Results
5.1. Test Vehicle and Data Processing

A vehicle equipped with the ACC system was selected for the test. On a flat and
straight road, the leading vehicle is controlled by an experienced driver according to the
scenario description and the host vehicle turns on the ACC system for motion control. The
following data were recorded throughout the field experiment: speed and acceleration
of the host vehicle and the leading vehicle (if any), distance between them and TTC. The
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recording frequency is 100 Hz. The data are smoothed with a sliding time window of 0.1 s,
and then safety and human-like evaluations are performed separately.

5.2. Results and Discussion
5.2.1. Results of Safety Evaluation

Figures 7 and 8 describe the safety testing results in terms of 1
TTC and a respectively.

Since a negative 1
TTC indicates the host vehicle is driving away from the leading vehi-

cle, indicating a safe scenarios, the Figure 7 only demonstrates the positive 1
TTC with a

collision potential.

Figure 7. Safety evaluation results- 1
TTC .

Figure 8. Safety evaluation results-a.

As shown in Figure 7, in all of the five testing scenarios, the testing vehicle did not
exceed the baseline LTTC,h. Only in scenario Asg (i.e., stop and go scenario), the vehicle
reached the baseline LTTC,l and got a score of Pos,2 = 0.6901. The rest of the four scenarios
all got the Pos,i = 1, wherei = 1, 3, 4, 5.

Figure 8 demonstrates the safety testing results in terms of a. In scenario Ava,110
(the testing vehicle approaching the 40 km/h leading vehicle with speed of 110 km/h),
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a exceeded the baseline La when the speed was around 100 km/h and got a score of
Pss,3 = 0.9995. The rest of the four scenarios all got the Pss,i = 1, where i = 1, 2, 4, 5. The
final score of safety evaluation was PS = 0.9496.

5.2.2. Results of Human-Like Evaluation

Figure 9 demonstrates the human-like testing results. The upper two rows of the
subfigures demonstrate the car-following scenarios with a speeding up front leading vehicle
and with a slowing down front leading vehicle separately. v f here is the speed change of
the front vehicle. The lower two rows demonstrate the free-cruising scenarios separately.
The dotted lines stand for the passing line from ISO 15622 while the dash lines are the
full-score line from the human driving characteristics. The blue line demonstrates the real
acceleration profile generated from field tests.

Figure 9. Human-like evaluation results under car-following scenarios with an accelerating leading vehicle.
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Among all 16 testing scenarios, the testing vehicle’s behavior runs out of the passing
line in 4 scenarios. Therefore, the final score of the human-like evaluation was Ph = Fail.

All of the four failed scenarios are car-following scenarios. Compared with free
cruising scenarios, the car-following scenarios are more challenging, as the longitudinal
behavior decision should be restricted with a reasonable distance to the leading vehicle.
In these four failed scenarios, three of them are with a decelerating leading vehicle as the
decreasing following range may cause a safety issue, forcing the system to apply a relative
hard brake to avoid entering a critical state. One possible improvement of the system that
might be undertaken is to bring forward the timing of braking to flatten the decelerating
curve. Another failed scenario is with an accelerating vehicle: the excessive acceleration
may give the drivers an aggressive impression.

6. Conclusions

This paper proposed an ACC system testing and evaluation method based on human
driver characteristics generated from naturalistic driving data, including testing scenarios
and testing result evaluation method. The usage scenarios of the ACC system are defined
and testing scenarios are then designed based on collision likelihood. The statistical analysis
of real human driving data was conducted to obtain the speed- 1

TTC and speed-acceleration
distributions to describe human drivers’ perception of safety and driving habits. Quantiles
of 1

TTC and acceleration are calculated to represent the majority behaviors.
Within the speed- 1

TTC distribution, the safe, critical, and dangerous driving behavior
domains were divided by 5% and 95% quantiles, and the two boundaries were used as
objective safety evaluation baseline. The normal, aggressive, and critical driving behavior
domains were divided within the velocity-acceleration distribution by 5%, 95%, and 1%
quantiles separately, and the boundaries were used as the baseline for human-like and
subjective safety evaluation. Then the result evaluation method is accordingly designed.

An ACC system from the market is tested and evaluated. The system passed the safety
tests with a score of 0.9496 (full score = 1) while failed the human-like tests. The results
show the system has a more aggressive acceleration strategy and a delay on brake timing
compared with human drivers.

The proposed testing and evaluation method has the following improvements com-
pared with the existing testing protocols.

(1) The testing scenarios are derived from naturalistic driving data, improving the
consistency with real driving scenarios. By introducing the scenario frequency coefficients,
the final test results can reflect the real performance of the ACC system in real usage.

(2) The evaluation method is a supplement to the existing functional and safety
evaluation of ACC systems for the human-like evaluation, which can help to improve the
riding-comfort, user-trust, and user-acceptance of the system.

This study has the limitation that the proposed method is only applied to one ACC
system due to time and budget. The comparison of the testing and evaluation results
could further validate the method. Future works could apply the conception of human-like
evaluation on other ADAS systems like LKS and also automated driving systems.
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Abstract: The accurate estimation of the tyre-road peak friction coefficient is the key basis for the
normal operation of the vehicle active safety control system. The estimation algorithm needs to
be able to adapt to various conditions encountered in the actual driving process of the vehicle and
obtain the estimation results timely and accurately. Therefore, a new normalized strategy is proposed
in this paper. The core is the equal ratio between the peak friction coefficient and the utilization
friction coefficient between adjacent typical roads. This strategy can establish the direct connection
(normalization) between tyre force and tyre-road peak friction coefficient through most tyre models
in the field of vehicle dynamics and accomplish estimation by combining with the filtering algorithm.
In addition, most of the vehicle dynamic estimation algorithms are limited by road excitation, and it
is difficult to obtain satisfactory estimation results. This strategy can greatly reduce the system error
caused by insufficient road excitation (slip rate is not 0.15–0.20) and improve the applicability of the
estimation algorithm to the actual driving process of the vehicle. Finally, the magic formula (MF) tyre
model is selected to describe the tyre characteristics after treatment of the normalized strategy; the
tyre-road peak friction coefficient is estimated by combining the extended Kalman filter and vehicle
dynamics model. Satisfactory estimation results are obtained in both simulation and real vehicle tests,
which verifies the effectiveness of the proposed normalized strategy.

Keywords: tyre-road peak friction coefficient estimation; tyre model; normalization; incentive
sensitivity

1. Introduction

The tyre-road friction coefficient can describe the friction between the tyre and the
road, which is very important for vehicle active safety control technology. The accurate
estimation of the tyre-road friction coefficient helps to control vehicle driving performance,
reduce slippage, and improve vehicle-handling stability. A large number of studies on
vehicle stability have clearly put forward the use of the tyre-road friction coefficient to
promote the improvement of vehicle safety control systems [1–3]. Therefore, the real-
time and accurate estimation of the tyre-road friction coefficient is of great significance to
improve the performance of vehicle control systems, such as the anti-lock braking system
(ABS), electronic stability control (ESC), and active yaw control system (AYC) [2,4–6].

In recent years, scholars have conducted extensive research on the estimation method
of the tyre-road friction coefficient and basically formed two kinds of estimation meth-
ods [7–9]: experiment-based and model-based.

The experiment-based method mainly measures the relevant signals (such as road
surface morphology, tyre deformation, and noise) directly by sensors and establishes
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the corresponding relationships to obtain the tyre-road friction coefficient [7]. Among
them, Leng B. et al. [10] accomplished road recognition and classification by extracting
road color and texture features; Hong S. et al. [11] placed piezoelectric sensors inside
the tyre to measure the lateral deflection of the tyre section and to estimate the tyre-road
friction coefficient; J. Alonso et al. [12] used acoustic sensors to select and extract tyre
noise to accomplish road recognition. The advantage of this kind of method is that it has
a wide range of identification and a predictive effect [7,13]. However, its effectiveness is
easily affected by the environment, and the sensors that need to be matched are relatively
expensive [14], which is difficult for large-scale promotion.

The model-based estimation method only uses the common low-cost sensors of ve-
hicles to measure or estimate the dynamic response change on the wheel or car body
caused by the change in the tyre-road friction coefficient and then calculates the tyre-road
friction coefficient [7]. Due to the wide applicability and high precision of this kind of
algorithm, scholars have conducted a large body of research, which can be roughly divided
into four kinds. The first is the tyre-road friction coefficient estimation method based on
the slip-slope relationship. Gustafsson F. [15,16] proposed a tyre-road friction coefficient
estimation method based on slip-slope, which has high accuracy only when the slip rate
is less than 0.05. Wang J. et al. [17] improved the literature [15,16] and accomplished the
coefficient identification of large-scale, slip rate driving conditions, but the estimation
results cannot be updated at very low slip rates. The second is the estimation method based
on nonlinear formula fitting. Germann S. et al. [18] fitted the nonlinear function based
on the linear function, and Castro R.D. et al. [19] fitted the nonlinear equation based on
the feedforward neural network (FFNN), both combined with the recursive least squares
estimator to accomplish the online estimation of the tyre-road friction coefficient. This
method is simple in principle, but it is difficult to guarantee the real-time performance. The
third is the estimation method based on road state characteristic factors. Wang B. et al. [20]
accomplished road recognition by constructing an eigenvalue that can represent typical
road characteristic parameters. The method covers almost all the roads where cars normally
travel and requires less sensor signals, but it is limited to straight braking conditions.

The fourth is the estimation method of the tyre-road friction coefficient based on tyre
model, which is divided into two categories. The first category is based on the relationship
between the tyre mechanical properties and the tyre-road friction coefficient, the slip rate in
tyre model. By observing the tyre mechanical state (such as longitudinal force and lateral
force), the parameters characterizing the tyre-road friction coefficient in tyre models (such as
Dugoff [21,22], LuGre [23,24], Brush [25,26]) are calculated. In the second category, the tyre
force is normalized based on the tyre model (such as Dugoff [27,28], Hsri [29], MF [30,31],
Uni-tyre [32]), and the tyre-road friction coefficient is separated from the normalized force,
which is suitable for establishing the system equation. The tyre-road friction coefficient is
estimated by combining the filtering algorithm or iterative algorithm. This method based
on the tyre model is called the normalized method according to the following reason. Since
there are a large number of mature tyre model studies that can be referred to, different tyre
models can be used to study different tyre dynamics fields, which offers great potential for
the normalization methods based on tyre model. However, the estimation method based on
a certain tyre model is limited in terms of accuracy, adaptability, and real-time performance.

The problems in the above model-based research are: most are based on longitudinal
or lateral studies, with little regard to longitudinal- and lateral-coupling processes; most
only consider a certain segment of the slip rate interval [0, 1]; they do not consider the
corresponding relationship between the slip rate and the estimated tyre-road friction
coefficient; the robustness and accuracy of the estimation algorithm cannot be guaranteed;
as some novel algorithms only rely on Simulink, CarSim, and other simulation software to
verify and do not use real vehicle verification, the actual feasibility is not verified; although
some estimation algorithms have high estimation accuracy, they have large amounts of
calculations and cannot guarantee real-time performance.

154



Actuators 2022, 11, 59

It can be seen from the above content that the characteristics of the estimation algorithm
should be simple and practical and should have strong robustness, fast convergence, and
strong incentive sensitivity. In the model-based estimation method, the principle of the
estimation method based on the tyre model is easy to understand, the estimation accuracy
is controllable, and the plasticity is strong. Among them, the normalization method based
on a tyre model is simple and has a standard estimation process, which has the potential
to apply to use most of the tyre models in the field of vehicle dynamics and makes this
method most likely to have the above four excellent characteristics at the same time.

However, the performance of the normalization method based on a tyre model de-
pends on the type of tyre model, and the algorithm can achieve the best performance
by matching the high-precision tyre model in the research field. However, not all tyre
models can be directly used for normalization. Usually, the more accurate the tyre model
is, the more complex it is. Few simple tyre models can accurately reproduce the friction
performance of the tyre-road interface while maintaining a simple form [33]. Therefore, a
high precision tyre model is difficult to be used in this method.

In view of the difficulties faced by the normalized method based on tyre model, a new
normalized strategy is proposed in this paper. This strategy establishes a direct connection
between the tyre force output from the tyre model and the tyre-road peak friction coefficient
according to the equal ratio relationship between tyre-road peak friction coefficient and
the utilization of the friction coefficient on the adjacent typical roads. Normalization is
achieved by introducing parameters from outside to avoid complex internal functions. The
normalized tyre model is combined with the filtering algorithm and vehicle dynamics
model to estimate the tyre-road peak friction coefficient. The normalized strategy can be
applied to most tyre models in the field of vehicle dynamics, which means that almost all
tyre models can be used to estimate the tyre-road peak friction coefficient. Different tyre
models have high-fitting accuracy in different fields, which greatly expands the application
scope of the tyre-road friction coefficient estimation algorithm based on tyre model.

In addition, most estimation algorithms can obtain accurate results only when the
slip rate is within optimal range [0.15, 0.2], but the actual value of slip rate rarely reaches
the optimal level in the vehicle-driving process. Additionally, at the optimal slip ratio
stage, the road excitation on the tyre is too intense, which will negatively affect the vehicle-
handling stability and comfort [5]. The system error in the non-optimal slip rate stage can
be avoided using the equal ratio relationship. Therefore, in full slip rate range conditions,
this algorithm can obtain accurate estimation results, and the robustness of the algorithm
and high sensitivity to road excitation are ensured.

Finally, the classic MF tyre model is selected as the representative of complex tyre
models. Combining the vehicle dynamics model and the extended Kalman filter, the tyre-
road peak friction coefficient is estimated. The above algorithm is verified in simulation
and in a real vehicle test.

The other parts are set as follows: the first part establishes the vehicle dynamics
model; the second part mainly introduces the normalized strategy; the third part introduces
the extended Kalman filter; the fourth and fifth parts are simulation and experimental
verification; the sixth part is the conclusion.

2. Establish Vehicle Dynamics Model

The 3 DOF vehicle dynamics model is established, as shown in Figure 1.
The following motion differential equations are established.
Longitudinal equation:

mz(
.
vx − vyγ) = Fx f l cos δ f − Fy f l sin δ f + Fx f r cos δ f − Fy f r sin δ f + Fxrl + Fxrr (1)

Lateral equation:

mz(
.
vy + vxγ) = Fx f l sin δ f + Fy f l cos δ f + Fx f r sin δ f + Fy f r cos δ f + Fyrl + Fyrr (2)
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Yaw equation:

.
γIz = a(Fx f l sin δ f + Fy f l cos δ f + Fx f r sin δ f + Fy f r cos δ f ) +

T
2 (Fxrr + Fx f r cos δ f − Fy f r sin δ f )− T

2 (Fx f l cos δ f − Fy f l sin δ f + Fxrl)− (Fyrl + Fyrr)b (3)

The load on each wheel can be expressed as:

Fz f l =
b

2L
mzg− bhg

LT
mbay −

mbaxhg

2L
+ kψψb (4)

Fz f r =
b

2L
mzg +

bhg

LT
mbay −

mbaxhg

2L
+ kψψb (5)

Fzrl =
a

2L
mzg− ahg

LT
mbay +

mbaxhg

2L
+ kψψb (6)

Fzrr =
a

2L
mzg +

ahg

LT
mbay +

mbaxhg

2L
+ kψψb (7)

where Fx f l , Fx f r, Fxrl , Fxrr, Fy f l , Fy f r, Fyrl , and Fyrr are the longitudinal and lateral forces
of the four wheels, respectively; vx and vy are the longitudinal and lateral velocities of the
vehicle centroid, respectively; γ, ψb, and δ f are the yaw rate, roll angle, and front wheel
angle, respectively; g is 9.8 m/s2, ax and ay are the longitudinal and lateral accelerations of
the vehicle centroid, respectively. The main parameters of the vehicle dynamics model are
shown in Table 1.
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Figure 1. 3 DOF vehicle dynamics model.

Table 1. The main parameters of the test vehicle.

Symbol Value Notes

mz 880 kg Vehicle mass
mb 788 kg Sprung mass
L 2.040 m Wheel base
a 1.145 m Distance from centroid to front axle
b 0.895 m Distance from centroid to rear axle
hg 0.54 m Centroid height
T 1.3 m Wheel track width
Iz 832.3 kg·m2 Moment of inertia about the z-axis

KΨ 25,041 N/rad Tyre slip angle stiffness

3. Normalized Strategy
3.1. Estimation Algorithm Process

The overall estimation algorithm process is shown in Figure 2.
The sensor signals from CarSim or real vehicle tests are processed to obtain the

required parameters. Based on the Kiencke tyre model [34], the equal ratio relationship
is proposed. Normalization of tyre model can be accomplished by this relationship. The
normalized strategy framework is shown in Figure 3. The MF tyre model [35–37] is selected
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as the representative of high precision and high complexity tyre model. The normalized
tyre model is matched with the vehicle dynamics model, and the estimated value of the
tyre-road peak friction coefficient is obtained by the extended Kalman filter [38,39].
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3.2. Construction of Normalized Strategy
3.2.1. Kiencke Tyre Model

The Kiencke tyre model optimized the Buckhardt tyre model [40], as shown in
Equation (8).

µRes(sRes) = (c1(1− e−c2sRes)− c3sRes) · e−c4·sRes ·vc · (1− c5F2
Z) (8)

where µRes is the tyre-road utilization friction coefficient, sRes is slip rate, and vc is the
speed of the vehicle center of gravity. Fz is the vertical load on the vehicle. c1, c2, and
c3 change with road conditions. The parameter values of six typical roads are given in
Table 2 [40]. The value of c4 is between 0.002 s/m and 0.004 s/m, and the value of c5 is
0.00015 (1/kN)2 [34].

Table 2. c2 and c3 fitting coefficient.

Road Surface Type c1 c2 c3

Dry asphalt 1.2801 23.99 0.52
Wet asphalt 0.857 33.822 0.347

Cement 1.1973 25.168 0.5373
Wet pebbles 0.4004 33.7080 0.1204

Ice 0.05 306.39 0
Snow 0.1946 94.129 0.0646

3.2.2. Similarity Analysis

According to the Kiencke tyre model, the relationship between the tyre-road utilization
friction coefficient and the slip rate on the typical roads can be obtained, as shown in
Figure 4.
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It can be seen from Figure 4 that under six typical roads, the change trend of the
curve between the tyre-road utilization friction coefficient and slip rate is similar, especially
between adjacent typical roads, such as asphalt and cement and wet pebbles and snow.
Therefore, the relationship between the tyre-road utilization friction coefficient and the
peak friction coefficient can be expressed as [41]:

µResg

µRmaxg
=

µResh
µRmaxh

(9)

assuming that road g and h are adjacent, and they are the target road and the adjacent road,
respectively. µResg and µResh are the tyre-road utilization friction coefficients of road g and
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h, respectively. µRmaxg and µRmaxh are the tyre-road peak friction coefficients of road g and
h, respectively.

3.3. Tyre Model

The tyre force driving on the known road can be obtained by the tyre model. There
are many tyre models in the field of vehicle dynamics, such as Dugoff, MF, LuGre, and
Uni-Tyre. Therefore, in the control process, we can select the tyre model with the highest
accuracy according to the tyre dynamic field studied.

The MF tyre model is widely used in vehicle dynamics simulation and analysis due to
its high simulation accuracy and wide application range [7]. Because of its complex form
and numerous and interrelated parameters, the MF tyre model is difficult to use directly
for the normalized estimation algorithm.

To verify the normalized strategy, this paper will take the MF tyre model as an example
to study the estimation of the tyre-road peak friction coefficient.

3.3.1. MF Tyre Model

In a single condition, the general expression of the longitudinal tyre force, Fx0, and the
lateral tyre force, Fy0, is

Fx0 = Dx sin
{

Cx tan−1[Bxκx − Ex(Bxκx − tan−1(Bxκx))]
}
+ SVx (10)

Fy0 = Dy sin
{

Cy tan−1[Byαy − Ey(Byαy − tan−1(Byαy))]
}
+ SVy (11)

Under combined conditions, the longitudinal tyre force and lateral tyre force can be
expressed as 




Fx = |σx |
σ Fx0

Fy =
|σy|

σ Fy0

(12)

The factors can be expressed as





σx = κ
1+κ

σy = tan α
1+κ

σ =
√

σ2
x + σ2

x

(13)

Longitudinal slip rate can be expressed as

κx =
ωre − vtx

vtx
(14)

where re is the effective rolling radius of the wheel.
The tyre sideslip angle can be expressed as

α = δ− tan−1(
vty

|vtx|
) (15)

where vtx is the longitudinal wheel speed and vty is lateral wheel speed. For other parame-
ters, see Appendix A.

3.3.2. Normalization of Tyre Model

Under pure longitudinal or pure lateral conditions, the MF tyre model can be ex-
pressed as

F = D sin
{

C tan−1[Bκ − E(Bκ − tan−1(Bκ))]
}
+ Sv (16)
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Tyre force can be expressed as [36]

F = µRmaxgFz (17)

Combined with Equation (9), it can be extended to adjacent typical roads with different
friction coefficients [40], which is

Fg

µRmaxg
=

Fh
µRmaxh

(18)

Fg is the tyre force when the vehicle runs on the target road. Fh is the tyre force when
the vehicle runs on the adjacent road.

Equation (18) is simply transformed to

Fg =
µRmaxgFh

µRmaxh
(19)

Among them, µRmaxg is the tyre-road peak friction coefficient which is to be identified.
In summary, for pure longitudinal conditions and pure lateral conditions, the tyre

force can be expressed as:

Fxg =
µRmaxgFxh

µRmaxh
(20)

Fyg =
µRmaxgFyh

µRmaxh
(21)

where Fxg is the tyre force when the vehicle is in the pure longitudinal condition and runs
on the target road. Fyg is the tyre force when the vehicle is in the pure lateral condition and
runs on the target road.

According to Equations (10)–(12), the tyre force in the combined conditions can be
expressed as

Fx = µRmaxgF0
x (22)

F0
x =

|σx|
µRmaxhσ

{
Dx sin[Cx tan−1[Bxκx − Ex(Bxκ − tan−1(Bxκx))]] + SVx

}
(23)

Fy = µRmaxgF0
y (24)

F0
y =

∣∣σy
∣∣

µRmaxh σ

{
Dy sin[Cy tan−1[Byαy − Ey(Byαy − tan−1(Byαy))]] + SVy

}
(25)

where F0
x and F0

y are the longitudinal and lateral normalized forces, respectively, indepen-
dent of the tyre-road peak friction coefficient to be identified.

3.3.3. Establish System Equation

The following equations are used to estimate the tyre-road peak friction coefficient
and are according to Equations (1)–(3), (22) and (24)

.
vx − vyγ = µ f l(

F0
x f l

cos δ f

mz
−

F0
y f l

sin δ f

mz
) + µrl

F0
xrl

mz
+ µ f r(

F0
x f r

cos δ f

mz
−

F0
y f r

sin δ f

mz
) + µrr

F0
xrr

mz
(26)

.
vy + vxγ = µrl

F0
yrl

mz
+ µrr

F0
yrr

mz
+ µ f l(

F0
x f l

sin δ f

mz
+

F0
y f l

cos δ f

mz
) + µ f r(

F0
x f r

sin δ f

mz
+

F0
y f r

cos δ f

mz
) (27)

.
γ = µ f l(

a
Iz

F0
x f l

sin δ f − T
2Iz

F0
x f l

cos δ f +
a
Iz

F0
y f l

cos δ f +
T

2Iz
F0

y f l
sin δ f )

+µ f r(
a
Iz

F0
x f r

sin δ f +
T

2Iz
F0

x f r
cos δ f +

a
Iz

F0
y f r

cos δ f − T
2Iz

F0
y f r

sin δ f )

−µrl(
T

2Iz
F0

xrl
+ b

Iz
F0

yrl
) + µrr(

T
2Iz

F0
xrr − b

Iz
F0

yrr )

(28)
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The state equation and measurement equation can be obtained by Equations (26)–(28).
The state equation is:




µ f l(n + 1)
µ f r(n + 1)
µrl(n + 1)
µrr(n + 1)


 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1







µ f l(n)
µ f r(n)
µrl(n)
µrr(n)


+ w(t) (29)

The measurement equation can be expressed as:




(
.
vx − vyγ)
.
vy + vxγ

.
γ


 =




H(1, 1) H(1, 2) H(1, 3) H(1, 4)
H(2, 1) H(2, 2) H(2, 3) H(2, 4)
H(3, 1) H(3, 2) H(3, 3) H(3, 4)







µ f l
µ f r
µrl
µrr


+ v(t) (30)





H(1, 1) =
F0

x f l
cos δ f

mz
−

F0
y f l

sin δ f

mz

H(1, 2) =
F0

x f r
cos δ f

mz
−

F0
y f r

sin δ f

mz

H(1, 3) =
F0

xrl
mz

, H(1, 4) = F0
xrr

mz

H(2, 1) =
F0

x f l
sin δ f

mz
+

F0
y f l

cos δ f

mz

H(2, 2) =
F0

x f r
sin δ f

mz
+

F0
y f r

cos δ f

mz

H(2, 3) =
F0

yrl
mz
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(31)

Among them, µxij(ij = f l, f r, rl, rr) represents the peak friction coefficient between
the four tyres and the target road, and the random variables, w(t) and v(t), are process
noise and measurement noise, respectively.

3.4. Determination of Adjacent Road

According to the existing research and experimental data [2], the tyre-road friction
coefficient in Figure 4 is higher than the actual value. However, this does not affect the
equal ratio relationship between the tyre-road utilization friction coefficient and the peak
friction coefficient.

In the simulation part, the tyre-road peak friction coefficient is set to 0.85 and 0.9,
respectively. The real vehicle test road is dry asphalt road; thus, the adjacent road is
cement road.

4. EKF Estimation Algorithm

The extended Kalman filter estimation process [38] is shown in Figure 5.
The initial value in the filtering process can be expressed as the measurement noise

covariance, R = 0.03 × I3×3, and the process noise covariance is P = 0.01 × I4×4, the
initial covariance matrix is P0 = 0.02 × I4×4, and the initial estimate states matrix is
µRmax = [0, 0, 0, 0]T .

The systematic equations are illustrated in Section 3.3.3.
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Figure 5. EKF flow chart.

5. Simulation Analysis and Verification

In this paper, Carsim and Matlab/Simulink are used for the simulation of the linear-
braking condition and the curve-braking condition.

5.1. Simulation on High Adhesion Road
5.1.1. Linear-Braking Condition

The tyre-road peak friction coefficient is set to 0.85, and the initial velocity is 120 km/h.
The simulation [42] results, shown in Figure 6a–c, are based on the four wheels of the car on
the road with the same friction coefficient road, while considering the length of the article
and taking the right front wheel as an example.

It can be seen from Figure 6a–c that the braking deceleration is close to 5.5 m/s2. The
slip rate of the right front wheel remains around 0.08, which is not enough to reach the
range [0.15, 0.20] of slip rate corresponding to sufficient road excitation. However, the
tyre-road peak friction coefficient converges to 0.85 before 0.4 s, and the overall situation
is stable.
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Figure 6. Simulation results on high adhesion road. (a) Slip rate. (b) Longitudinal acceleration. (c) Esti-
mation results under linear braking condition. (d) Slip rate. (e) Steering wheel angle. (f) Longitudinal
acceleration. (g) Lateral acceleration. (h) Estimation results of curve braking combined condition.

5.1.2. Curve-Braking Combined Condition

The annular road [43] with 33 m radius is set, the tyre-road peak friction coefficient
is 0.9, and the initial speed is 60 km/h. Taking the right front wheel as an example, the
simulation results are shown in Figure 6d–h.

It can be seen from Figure 6d–h that the maximum steering wheel angle is close to
170 degrees, the maximum braking deceleration is close to 4 m/s2, and the slip rate is close
to [0.15–0.20] at 0.2–1.4 s. At this time, the road excitation is close to sufficient. Under this
condition, the estimated value of the tyre-road peak friction coefficient converges to 0.9
at about 0.2 s, remains stable to 1 s, then decreases to 0.87, lasts to 2.3 s, and then rises
to 0.93. The overall value is maintained at about 0.9, and the error is maintained within
[−0.04, 0.04].

5.2. Simulation on Low Adhesion Road
5.2.1. Linear-Braking Condition

The tyre-road peak friction coefficient is set to 0.2, and the initial velocity is 120 km/h.
Taking the right front wheel as an example, the simulation results are shown in Figure 7a–c.

It can be seen from Figure 7a–c that the slip rate remains in [0.15, 0.24], which shows
the road excitation is sufficient relatively. The braking deceleration is close to 2 m/s2.
Additionally, the tyre-road peak friction coefficient converges to 0.2 at about 0.2 s and then
remains basically stable.
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5.2.2. Curve-Braking Combined Condition

The tyre-road peak friction coefficient is set to 0.3. Under turning conditions on low
adhesion road, the initial speed is reduced to 35 km/h. Taking the right front wheel as an
example, the simulation results are shown in Figure 7d–h.

It can be seen from Figure 7d–h that the slip rate fluctuates between [0.15 and 0.36]
and mostly lies outside the optimum interval, which indicates the road excitation level is
insufficient. The maximum longitudinal deceleration can reach 2.5 m/s2, and the maximum
lateral acceleration can reach 2 m/s2. The estimation result converges to 0.3 before 0.45 s,
and the estimation error is maintained within [−0.05, 0.05].

6. Test Verification
6.1. Calibration Test of Tyre-Road Peak Friction Coefficient

The BM-III pendulum friction coefficient tester [44] was used to calibrate the tyre-road
peak friction coefficient of the test asphalt road surface. The test road is a 100 m straight
road; the test results are shown in Figure 8.
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Figure 8 shows that the actual value range of the tyre-road peak friction coefficient on
the measured dry asphalt test road is [0.8, 0.92].

6.2. Real Vehicle Test

As shown in Figure 9, the test platform is a wire-controlled, modified UTV (Utility
Vehicle), and the drive mode is four-wheel independent drive. The vehicle is equipped
with a variety of sensors to check the test results. Sensors include GPS, inertial navigation,
steering wheel angle sensors, etc.
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6.2.1. Straight Line Test

The road of the straight-line test [42] is dry asphalt road, as shown in Figure 8a. The
speed is variable, and the average speed is 35 km/h. Taking the right front wheel as an
example, the test results are shown in Figure 10a–c.
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Figure 10. Real vehicle test results. (a) Longitudinal acceleration. (b) Slip rate. (c) Estimation results
of straight-line test. (d) Slip rate. (e) Steering wheel angle. (f) Longitudinal acceleration. (g) Lateral
acceleration. (h) Estimation results of steady-state-turning test.

It can be seen from Figure 10a–c that the slip rate fluctuates between 0.015 and 0.038
during the whole straight-driving stage. Under the insufficient road excitation, the peak
friction coefficient converges to 0.8 at 0.2 s, then fluctuates within the range of [0.8, 0.92],
and produces weak fluctuation errors at 1 s, 1.2 s, and 2.8 s, respectively.
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6.2.2. Steady-State-Turning Test

The steady-state-turning test road [43] is a dry asphalt ring road with a radius of 33 m.
The speed is variable, and the average speed is 40 km/h. The real vehicle test results are
shown in Figure 10d–h.

Figure 10d–h shows that the maximum slip rate can reach 0.05 in the process of turning.
Under insufficient road excitation, the estimated value of tyre-road peak friction coefficient
converges to 0.8 before 0.4 s, and then stabilizes in [0.8, 0.92].

7. Conclusions

Based on the equal ratio relationship between the peak friction coefficient and the
utilization friction coefficient on the adjacent typical roads, the novel normalized strategy is
proposed. According to the strategy, the normalization process which is applicable to most
tyre models in the field of vehicle dynamics is accomplished. In this paper, the normalized
MF tyre model is combined with the vehicle dynamics model and EKF to estimate the
tyre-road peak friction coefficient.

According to the simulation and real vehicle test results, when the vehicle is running
on the dry asphalt road or the low adhesion road, the general braking or acceleration
conditions cannot ensure that sufficient road excitation is triggered, which makes it hard
to obtain an accurate estimation using most of the estimation methods based on vehicle
dynamics. After the treatment of the normalized strategy and even in the case of insufficient
road excitation, the estimation algorithm can also obtain accurate estimated results in time.
The universality and high incentive sensitivity of the normalized strategy are verified.

In summary, the new normalized strategy proposed in this paper has great inclusive-
ness for tyre model, and the normalized estimation algorithm has strong sensitivity to road
excitation. It greatly expands the application scope of the normalized estimation algorithm
based on the tyre model and improves the robustness of the algorithm. In addition, the
algorithm is simple and quick. It plays a great role in promoting the formation of a perfect
tyre-road friction coefficient estimation algorithm and plays a positive role in promoting
the development of the vehicle active safety system.

Highlights

1. The proposed strategy can improve the estimation algorithm’s compatibility for the
tyre model and expand the application scope.

2. The proposed strategy can improve the sensitivity to road excitation and improve
adaptability to vehicle-driving conditions.

3. Satisfactory estimation results are obtained in both simulation and real vehicle tests.
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Appendix A

The coefficients in the MF tyre model are expressed as follows:

Table A1. Longitudinal force under pure straight line working conditions.

Fx0 = Dx sin[Cx tan−1{Bxκx − Ex(Bxκx − tan−1(Bxκx))
}
] + SVX (A1)

κx = κ + SHx (A2)

γx = γ · λγx (A3)

Cx = pCx1 · λCx (A4)

Dx = µx · Fz · ζ1 (A5)

µx = (pDx1 + pDx2d f2) · (1− pDx3γ2
x) · λµx (A6)

d fz = Fz−Fz0
Fz0

(A7)

Ex = (pEx1 + pEx2d fz + pEx3d fz
2) · {1− pEx4sgn(κx)} · λEx (A8)

Kx = Fz · (pKx1 + pKx2d fz) · exp(pKx3d fz) · λKx (A9)

Bx = Kx/(CxDx) (A10)

SHx = (pHx1 + pHx2d fz) · λHx (A11)

SVx = Fz · (pVx1 + pVx2d fz) · λVx · λµx · ζ1 (A12)

Table A2. Lateral force under steady-state pure-turning condition.

Fy0 = Dy sin[Cy tan−1{Byαy − Ey(Byαy − tan−1(Byαy))
}
] + SVy (A13)

αy = α + SHy (A14)

γy = γ · λγy (A15)

Cy = pCy1 · λCy (A16)

Dy = µy · Fz · ζ2 (A17)

µy = (pDy1 + pDy2d f2) · (1− pDy3γ2
y) · λµy (A18)

Ey = (pEy1 + pEy2d fz) ·
{

1− (pEy3 + pEx4γy)sgn(αy)
}
· λEy (A19)

Ky0 = pKy1 · Fz0 · sin[2arctan( Fz
pky2 F0λFz0

)] · λFz0 · λKy (A20)

Ky = Ky0 · (1− pKy3
∣∣γy
∣∣) · ζ3 (A21)

By = Ky/(CyDy) (A22)

SHy = (pHy1 + pHy2d fz) · λHy + pHy3γyξ0 + ξ4 − 1 (A23)

SVy = Fz · [(pVy1 + pVy2d fz) · λVy + (pVy3 + pVy4 · d fz) · γy] · λµy · ζ4 (A24)
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Abstract: Torque distribution control is a key technique for four-wheel independent-drive electric
vehicles because it significantly affects vehicle stability and handling performance, especially under
extreme driving conditions. This paper, which focuses on the global yaw moment generated by both
the longitudinal and the lateral tire forces, proposes a new distribution control to allocate driving
torques to four-wheel motors. The proposed objective function not only minimizes the longitudinal
tire usage, but also make increased use of each tire to generate yaw moment and achieve a quicker
yaw response. By analysis and a comparison with prior torque distribution control, the proposed
control approach is shown to have better control performance in hardware-in-the-loop simulations.

Keywords: electric vehicles; independent drive; direct yaw control; torque distribution

1. Introduction

Electric vehicles (EVs) are enjoying a wide distribution in road transportation not only
thanks to their benefits for the environment [1], but also owing to their better dynamic
performance [2].

Of the current EVs, four-wheel independent-drive electric vehicles (4WIDEVs), with mo-
tors installed in each wheel, have great advantages in generating both traction and braking
torque quickly, accurately, and independently. These merits make 4WIDEVs an ideal plat-
form for active chassis control, especially for direct yaw moment control (DYC). The DYC
system, in contrast to four-wheel steering (4WS) and active front-wheel steering (AFS), uti-
lizes the yaw moment directly generated by a reasonable distribution of longitudinal forces
to adjust vehicle motion [3,4]. Therefore, as the basis of a DYC system, torque distribution
control plays a key role in maintaining vehicle stability [5–7].

The early torque distribution control method for 4WIDEVs adopted a rule-based
distribution method. Considering the tire characteristics, Shan formulated new rules to
arrange the execution of actuators in a certain order [8]. Park took both the characteristic of
independent wheel motor and tire friction circle into account and proposed a novel torque
distribution algorithm based on daisy-chaining allocation [9]. Although it is easy to achieve
this implementation, this kind of method, based on specific rules, had weak adaptability to
the environment and low allocation accuracy. It faced difficulties in satisfying performance
requirements under actual various driving conditions.

For this purpose, current research works have been adopting the optimal control theory
to conduct torque distribution control to improve the control performance of DYC. For optimal
control, it is very important to find the suitable objective function and constraints.

Joa and Feng proposed integration methods to minimize the allocation error, unin-
tended braking, and tire slip [10,11]. However, in the critical situation in which DYC
operates, it is more important to keep vehicles stable while passing through a curve quickly
than to minimize tire dissipation or unintended deceleration.
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Hori and Peng considered the sum of squares of longitudinal and lateral tire forces as
an index to optimize torque distribution [12]. This method is very close to the concept of
tire usage. Mokhiamar and Abe proposed the concept of tire workload usage first and built
up an objective function. In the subsequent research works, a weight coefficient and more
constraints were involved to improve the control performance [13,14]. The method-based
tire usage rate relies on the idea that, the smaller the tire usage, the larger the margin left for
lateral force and the more stable the vehicle. Ono introduced the tire grip margin coefficient,
which minimized and equaled the usage of each tire. Additionally, this research proved
the convergence of the proposed objective function [15]. Ignoring the uncontrollable lateral
tire force, Yu took the constraints of the motor peak torque and road contact surface into
account and defined a new objective function including the longitudinal tire force and
weight coefficient [16]. Based on this research, Yang gave consideration to the relation
between the lateral and longitudinal tire forces [17]. Wang added the constraint condition of
longitudinal tire forces [18], and Guo also considered wheel slip ratio control for emergency
conditions [19]. Li proposed a multifunctional optimization approach to simultaneously
minimize the errors of force and moment at the center of gravity, actuator control efforts,
and tire usage [20]. In addition to the driving safety object function, Huang also took
drive system efficiency into account in their controller design [21]. Hu decoupled four-
wheel torque vectoring and innovated a two-level distribution formula to reduce energy
consumption while ensuring handling stability [22].

Nevertheless, these control designs based on tire usage devote the most effort to a
single tire rather than on the rigid characteristics of 4WIDEVs. For example, in the curve
scenario, even with the same tire usage, the left wheels have obvious differences from the
right wheels in terms of their potential and contribution to global yaw moment. In the
same way, the front and rear wheels also have different efficiencies in the generation of
yaw moment. The simple consideration of tire usage cannot make full use of each tire to
generate yaw moment. Thus, there is some space left for improving the DYC performance
in 4WIDEVs.

Therefore, this paper, considering tire usage as well as the efficiency of global yaw mo-
ment generation, focuses on the development of a new torque distribution control system
for 4WIDEVs. This system includes the models of yaw moment generation constructed for
each tire and involves a new objective function to improve the DYC performance.

The rest of the paper is organized as follows. Section 2 describes the vehicle’s dynamic
model. Section 3 proposes the optimal torque distribution control approach. Section 4
validates the effectiveness and real-time performance of the proposed approach in a hier-
archical DYC system. Section 5 analyzes its implementation, compares it with a typical
method on the basis of the optimal tire usage, and analyzes the reason for its higher
performance in depth.

2. Vehicle Dynamic Model

A seven-degree-of-freedom (7-DOF) vehicle dynamic model—including the longitudi-
nal, lateral, and yaw motion of the chassis as well as the rotation of the four wheels—was
constructed for controller design. The chassis plane motion model is presented in Figure 1.
Table 1 displays the definition of the notation used in the model.

The corresponding equations of vehicle planar motion are as follows:

m
( .
u− vr

)
= (Fx1 + Fx2) cos δ + (Fx3 + Fx4)−

(
Fy1 + Fy2

)
sin δ (1)

m
( .
v− ur

)
= (Fx1 + Fx2) sin δ +

(
Fy3 + Fy4

)
−
(

Fy1 + Fy2
)

cos δ (2)

Iz
.
r = l f

(
Fy1 + Fy2

)
cos δ− lr

(
Fy3 + Fy4

)
+

d f (Fy1−Fy2) sin δ

2 + dr
2 (Fx4 − Fx3)

+
d f
2 (Fx2 − Fx1) cos δ + l f (Fx1 + Fx2) sin δ

(3)
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Figure 1. Vehicle plane motion model.

Table 1. Definitions of symbols used in modeling.

Symbols Definitions Unit

CG Center of gravity
Cf Cornering stiffness of front wheels N/rad
Cr Cornering stiffness of rear wheels N/rad
df Front track width m
dr Rear track width m
Fxi Longitudinal force of the ith tire N
Fyi Lateral force of the ith tire N
Iw Rotational inertia of the wheel kg·m2

Iz Yaw moment of inertia of the vehicle kg·m2

lf Distance from CG to front axle m
lr Distance from CG to rear axle m
l Distance from front axle to rear axle m

m Vehicle mass kg
Reff Wheel effective radius m
Twi Motor torque on the ith wheel N·m
u Vehicle longitudinal velocity m/s
v Vehicle lateral velocity m/s
r Yaw rate rad/s
β Sideslip angle rad
δ Steering wheel angle rad

ωi Wheel rotational speed rad/s

The tire rotation dynamic equations can be described as

Iw
.

ωi = Twi − FxiRe f f (4)

3. Controller Design

As illustrated in Figure 2, this study employed a hierarchical DYC system comprising
three layers: a parameter estimator, yaw moment controller, and torque distribution
controller. The parameter estimator uses measurable sensor signals to estimate the sideslip
angle and tire forces [23,24]. The measured parameters include the longitudinal acceleration
ax, lateral acceleration ay, yaw rate r, wheel angular velocity ωi, and steering wheel angle
δ. The measured and estimated parameters are input to the upper yaw motion controller.

173



Actuators 2021, 10, 122

Actuators 2021, 10, x FOR PEER REVIEW 4 of 16 
 

 

3. Controller Design 
As illustrated in Figure 2, this study employed a hierarchical DYC system comprising 

three layers: a parameter estimator, yaw moment controller, and torque distribution con-
troller. The parameter estimator uses measurable sensor signals to estimate the sideslip 
angle and tire forces [23,24]. The measured parameters include the longitudinal accelera-
tion 𝑎௫, lateral acceleration 𝑎௬, yaw rate 𝑟, wheel angular velocity 𝜔௜, and steering wheel 
angle 𝛿. The measured and estimated parameters are input to the upper yaw motion con-
troller. 

The upper yaw moment controller calculates the global yaw moment requirement on 
the CG to follow the desired sideslip angle and yaw rate and sends it as the equality con-
straint of the torque distribution controller. 

Finally, the torque distribution controller allocates the optimal driving torque com-
mand to the four in-wheel motors to comply with the global yaw moment requirement. 

 
Figure 2. Hierarchical direct yaw moment control (DYC) system. 

3.1. Yaw Moment Controller 
Thanks to its high robustness to sensor noise and variation in the vehicle state pa-

rameters, the sliding mode control method is easy to implement and widely used in vehi-
cle stability controllers [25,26]. This study takes advantage of the sliding mode control 
method to design the yaw moment controller. The sliding surface is designed as 𝑆 = 𝑘ଷ(𝑟 − 𝑟௧) + 𝑘ସ(𝛽 − 𝛽௧) (5) 

where 𝑟௧ and 𝛽௧ are the target yaw rate and sideslip angle, respectively, which can be 
obtained from a 2-DOF vehicle model [27]. 𝑘ଷ and 𝑘ସ are the weight coefficients, and 𝑟௧ 
and 𝛽௧ are calculated as 𝑟௧ = 11 − 𝑚𝑢ଶ2𝑙ଶ 𝑙௙𝐶௙ − 𝑙௥𝐶௥𝐶௙𝐶௥

𝑢𝑙 𝛿 (6) 

𝛽௧ = 1 − 𝑚𝑢ଶ2𝑙ଶ 𝑙௙𝑙௥𝐶௥1 − 𝑚𝑢ଶ2𝑙ଶ 𝑙௙𝐶௙ − 𝑙௥𝐶௥𝐶௙𝐶௥
𝑙௥𝑙 𝛿 (7) 

where the parameters in (6) and (7) are listed in Table 1. For the convenience of calculation, 
the tire stiffness is replaced by an approximate fixed value. Owing to the limitation of road 
adhesion, the target yaw rate and sideslip angle have an upper limitation, which can be 
expressed as 

Figure 2. Hierarchical direct yaw moment control (DYC) system.

The upper yaw moment controller calculates the global yaw moment requirement
on the CG to follow the desired sideslip angle and yaw rate and sends it as the equality
constraint of the torque distribution controller.

Finally, the torque distribution controller allocates the optimal driving torque com-
mand to the four in-wheel motors to comply with the global yaw moment requirement.

3.1. Yaw Moment Controller

Thanks to its high robustness to sensor noise and variation in the vehicle state param-
eters, the sliding mode control method is easy to implement and widely used in vehicle
stability controllers [25,26]. This study takes advantage of the sliding mode control method
to design the yaw moment controller. The sliding surface is designed as

S = k3(r− rt) + k4(β− βt) (5)

where rt and βt are the target yaw rate and sideslip angle, respectively, which can be
obtained from a 2-DOF vehicle model [27]. k3 and k4 are the weight coefficients, and rt and
βt are calculated as

rt =
1

1− mu2

2l2
l f C f−lrCr

C f Cr

u
l

δ (6)

βt =
1− mu2

2l2
l f

lrCr

1− mu2

2l2
l f C f−lrCr

C f Cr

lr
l

δ (7)

where the parameters in (6) and (7) are listed in Table 1. For the convenience of calculation,
the tire stiffness is replaced by an approximate fixed value. Owing to the limitation of road
adhesion, the target yaw rate and sideslip angle have an upper limitation, which can be
expressed as

rmax = 0.85
∣∣∣µg

u

∣∣∣ (8)

βmax = tan−1(0.02µg) (9)

where µ is the road friction coefficient and is assumed to be a constant.
The switching control law is designed as follows:

.
S = −k1sgn(S)− k2S (10)
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The control law presented in (10) eliminates the system chattering caused by the sign
switching function sgn(S) at high frequencies.

The sliding surface (5) is derived as

.
S = k3

( .
r− .

rt
)
+ k4

( .
β−

.
βt

)
(11)

The output of the upper yaw moment controller is set to Mzd. The yaw moment
generated by longitudinal tire forces is easy to control directly, so it is suitable as the
output of the upper yaw moment controller. Combined with Formulas (3), (10), and (11),
the output is as follows:

Mzd = Iz
.
r−

[
l f
(

Fy1 + Fy2
)

cos δ +
d f
2
(

Fy1 − Fy2
)

sin δ− lr
(

Fy3 + Fy4
)]

= Iz

{ .
rt +

1
k3

[
−k1sgn(S)− k2S− k4

( .
β−

.
βt

)]}

−
[
l f
(

Fy1 + Fy2
)

cos δ +
d f
2
(

Fy1 − Fy2
)

sin δ− lr
(

Fy3 + Fy4
)]

(12)

According to the Lyapunov stability theory, in order to make the system stable, k1 and
k2 are positive constants. The smaller k1 is, the smaller the chattering is. For a good balance
between response and stability, the values of the four control parameters (k1, k2, k3, and k4)
were tuned as 0.01, 50, 1.0, and −0.5 in the simulation, respectively.

Finally, the stability of the system using Formula (10) as the control law is analyzed.
The stability is proven as follows:

Consider the Lyapunov function as follows:

V =
1
2

S2 (13)

By substituting the control law of Formula (10), the following can be obtained:

.
V = S

.
S = S(−k1sgn(S)− k2S) = −k1|S| − k2S2 < 0 (14)

3.2. Torque Distribution Controller

In order to make full use of the lateral and longitudinal tire forces to generate the yaw
moment, this paper proposes a new nonlinear optimal torque distribution control approach,
with the objective function shown in (15). The ratio of the yaw moment generated by the
longitudinal tire force to the global yaw moment, as well as the tire usage to be minimized,
indicates that, in addition to the advantages of tire usage method, use is made of the lateral
tire force to contribute as large a yaw moment as possible, and the rigid characteristics of
4WIDEVs have also been fully considered.

min J =
4

∑
i=1

(
Fxi
Fzi
·Mxi

Mzi

)2
(15)

where Fxi is the longitudinal force of the ith wheel (i = 1, 2, 3, and 4), Fzi is the vertical
load of the ith wheel (i = 1, 2, 3, and 4), Mxi is the yaw moment generated by the ith
in-wheel motor driving force, Myi is the yaw moment generated from the ith lateral tire
force, and Mzi is the sum of Mxi and Myi.

According to the 7-DOF vehicle dynamic model, Mxi and Myi (i = 1, 2, 3, and 4) in (15)
can be described as

Mx1 = Fx1

(
l f sin δ− d f

2 cos δ
)

Mx2 = Fx2

(
l f sin δ +

d f
2 cos δ

)

Mx3 = −Fx3
dr
2

Mx4 = Fx4
dr
2

(16)
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My1 = Fy1

(
l f cos δ +

d f
2 sin δ

)

My2 = Fy2

(
l f cos δ− d f

2 sin δ
)

My3 = −Fy3lr
My4 = −Fy4lr

(17)

Although the relation between the longitudinal and lateral tire forces can be approx-
imately expressed as a friction ellipse, a simplified circle model with a safety factor s is
proposed to reduce the computation for actual implementation. s is set to 0.8 in the formula
to indicate that, even when the tire slip angle is large, the lateral force is not over estimated.
The tire circle model is expressed as

Fyi = sgn(δ)·
√
(sµFzi)

2 − Fxi
2 (18)

where the ith tire lateral force, Fyi, and traction/braking force, Fxi, are restricted by the
friction coefficient µ multiplied by the vertical load Fzi.

In the equality constraints (19), the sum of yaw moment generated by the longitudinal
tire forces is designed to meet the requirement of global yaw moment from the upper yaw
moment controller.

4

∑
i=1

Mxi = Mzd (19)

The inequality constraints, including the motor peak torque and road adhesion con-
straints, can be expressed as follows:

|Fxi| ≤
Timax
Re f f

(20)

|Fxi| ≤ µFzi (21)

where Timax is the peak torque of the ith in-wheel motor.

4. Simulation and Results
4.1. HIL Simulation System

This paper used an HIL simulation to verify the effectiveness of the proposed optimal
torque distribution approach. As illustrated in Figure 3, the HIL system comprises three
subsystems: an NI PXI Express engine, an electronic control unit (ECU), and a host personal
computer (PC).

• NI PXI Express Engine and models: The NI PXI Express engine contains different
modular slots to simulate a vehicle model and sensor model. Detailed parameters of
the PXI Express engine are provided in Table 2.

• ECU: The ECU is based on STM32F407ZGT6. The C code files of the yaw moment and
torque distribution controllers are embedded in the ECU and calculate the target yaw
moment and optimal motor torque exerted on each wheel. The step time is set to 5 ms.

• Host PC: The host PC is connected to the PXI Express by an Ethernet cable. The user inter-
face on the PC is used to send a test command and display the vehicle state information.

Table 2. Parameters of the NI PXI engine.

Product Module Specification

PXIe-1071 PXI Chassis Four-Slot, up to 3 GB/s
PXIe-8821 Controller 2.6 GHz dual-core processer
PXI-8512 CAN Interface Flexible data rate, high-speed
PXIe-6738 Analog Output 16 bit, 32 channel, 1 MS/s
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Figure 3. Structure of the HIL simulation system. ECU, electronic control unit; PC, personal computer.

This study develops a common C-class hatchback vehicle model in CarSim, which in-
cludes a chassis motion model, a steering system model, suspension rack models, tire mod-
els, and motor models. The vehicle parameters are listed in Table 3. The sensor models
comprise a 6-DOF inertia sensor and a steering angle sensor model. Band-limited white
noise signals are injected into the sensor models to simulate the noise in real sensors shown
in Table 4.

Table 3. Vehicle parameters.

Parameters Values

Vehicle mass 1412 kg
Sprung mass 1270 kg

Height of center of gravity (CG) 0.540 m
Wheel base 2.910 m

Distance from CG to front axle 1.015 m
Distance from CG to rear axle 1.895 m

Track width 1.675 m
Vehicle yaw inertia 1536.7 kg·m2

Wheel inertia 0.9 kg·m2

Wheel effective radius 0.325 m

Table 4. Noise signals.

Signal Amplitude Reference

δ 6.3◦ HiTech SAS (Steering Angle Sensor), HiRain
ax, ay 0.049 m/s2 Technologies Co., Ltd., Beijing, China

r 1 deg/s TAMAGAWA AU7428N200, TAMAGAWA
ω 10 rpm SEIKI Co., Ltd., Nagano Prefecture, Japan

4.2. HIL Simulation Results
4.2.1. Sine with Dwell

The Sine with Dwell (SWD) maneuver in the 126 requirements of the American Federal
Motor Vehicle Safety Standard (FMVSS) was used to verify the effectiveness of the proposed
optimal torque distribution method. The initial speed was set to 80 km/h and the friction
coefficient was 0.8.

Figure 4 shows the yaw rate and sideslip angle responses of the vehicles with and
without the proposed optimal torque distribution approach. As illustrated in Figure 4a,
without control, the yaw rate was larger than 35% of its peak value. In contrast, with the pro-
posed control, the yaw rate followed the variation in the steering wheel angle well, with its
value reaching 20% of the peak value at 0.6 s after steering was completed. Table 5 shows
the comparative evaluation of the SWD test. According to the FMVSS 126 requirements,
it can be concluded that the vehicle with the proposed approach passed the test.
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Table 5. Evaluation of the Sine with Dwell (SWD) test.

Yaw Rate Vehicle with the Proposed
Control Method Vehicle without Any Control

Peak value −0.431 rad/s −0.736 rad/s
35% of the peak value −0.151 rad/s −0.258 rad/s

1 s after completing steering −0.003 rad/s −0.505 rad/s
20% of the peak value −0.086 rad/s −0.147 rad/s

1.75 s after completing steering +0.003 rad/s −0.450 rad/s

4.2.2. Double Lane Change

Closed-loop simulations were conducted at a constant speed of 60 km/h under road
conditions with µ = 0.8.

Figure 5a displays the vehicle’s trajectory. Figure 5b,c display the yaw rate and sideslip
angle responses of the vehicles with and without the proposed optimal torque distribution
approach. As illustrated in Figure 5a, the vehicle without control was not able to follow
the expected trajectory. As illustrated in Figure 5b, without control, the yaw rate was
constantly changing owing to the failure to follow the expected trajectory, meaning that the
vehicle lost stability. By contrast, under the proposed control approach, the change of yaw
rate was able to track the target yaw rate quickly and accurately, thus achieving vehicle
stability control.
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The detailed comparison in Figure 5c reveals that, when the control was not used,
the sideslip angle increased rapidly after 5 s and ultimately exceeded the vehicle stability
boundary. However, with the proposed control approach, the amplitude of the sideslip
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angle was always below 3◦ and changed smoothly, which means the vehicle could be easily
handled by the driver.

5. Analysis and Discussion
5.1. Global Optimal Proof

A global optimal solution can be obtained for convex optimization problems. In order
to prove that the proposed algorithm is a convex optimization problem, it is necessary
to prove that the proposed objective function is a convex function. It is assumed that the
arm of yaw moments generated by longitudinal tire force and lateral tire force are Ai and
Bi. The specific values of Ai and Bi are derived from (16) and (17). The objective function
can be clearly expressed as (22), which can also be rewritten as (23). In the process of
optimization, Ai, Bi, and Fzi are constants, where Fxi = [Fx1 Fx2 Fx3 Fx4]

T .

min J =
4

∑
i=1

(
Fxi
Fzi

)2
(

AiFxi
AiFxi + BiFyi

)2

(22)

min J =
4

∑
i=1

(
Ai
Fzi

)2

 F2

xi

AiFxi + Bi

√
(sµFzi)

2 − F2
xi




2

(23)

Taking Fx1 as an example, in order to prove that (24) is a convex function in a simple
and clear manner, the image of g(Fx1) is described in Figure 6, which indicates that the
proposed objective function is clearly a convex function in a feasible region. Similarly, it can
be proved that the inequalities Fx2, Fx3, and Fx4 are also true. In conclusion, the proposed
objective optimization problem is a convex optimization problem and represents a suitable
result for any driving condition.

g(Fx1) =

(
A1

Fz1

)2

 F2

x1

A1Fx1 + B1

√
(sµFzi)

2 − F2
x1




2

(24)
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5.2. Control Performance

This paper compares the proposed approach with the method based on the optimal tire
usage rate [16] to discuss the reason behind the higher performance of the proposed approach.

minJ =
4

∑
i=1

Ci
F2

xi

(µFzi)
2 (25)

180



Actuators 2021, 10, 122

The simulation condition was a double-lane-change maneuver performed at 50 km/h,
where the road adhesion coefficient was set to 0.6 for more comparable results. Figure 7
presents the analysis of the yaw moment generated by the motor driving forces and lateral
tire forces. The results show that the proposed approach utilizes the lateral forces to
generate yaw moment more fully and quickly, as well as to reduce the torque output of the
four in-wheel motors. Figure 8 compares the CG lateral force, sideslip angle and driving
trajectory to prove that the vehicle with the proposed torque distribution approach can
follow the target trajectory better than with tire usage rate control.

Figure 7c,d display the yaw moments (Mz−x and Mz−y) generated by the motor
driving forces and lateral tire forces, respectively. According to the results, the difference in
the front-left and rear-right motor driving forces obtained for the two controllers is mainly
caused by the yaw moment generated by the lateral forces. As shown in the Figure 7d,
during 1.6–2.2 s, the proposed approach can use a larger Mz−y to compensate for the yaw
moment generated from the motor driving forces when the sign of Mz−y is the same as
that of Mz−x. Therefore, the Mz−x used to track the target yaw moment from the upper
controller is smaller, and the torque output of the four in-wheel motors is also reduced.
In addition, by comparing the curves of Mz−x and Mz−y during 1.2–1.5 s and 2.6–3.8 s,
the proposed approach outputs a lower Mz−x when Mz−x and Mz−y have opposite signs,
owing to the lower Mz−y.
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Figure 7e presents a comparison of the yaw rate responses. Under the proposed
method, the yaw rate can track the target value very well. The curve obtained under the
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tire usage rate control clearly has a delay and a larger fluctuation around 5.2 s. Moreover,
it takes longer to converge to the stable state than in the proposed approach. In conclusion,
the proposed approach makes better use of the lateral tire forces to generate the yaw
moment and improves the vehicle yaw response.

Figure 8 illustrates the effect of CG lateral force on vehicle stability. As shown in
Figure 8c, with the proposed control, the vehicle path is maintained within a smaller range
and converges to the target trajectory more rapidly. Figure 8b, showing the comparative
sideslip angle, shows the same conclusion. Figure 8a reveals that, with the proposed control
method, the lateral force responds more quickly at 4.5 s, which causes the vehicle trajectory
and sideslip angle to converge rapidly to a stable state.

In summary, the comparisons presented in Figures 7 and 8 reveal that the proposed
optimal torque distribution control approach makes increased use of the motor driving
forces and the lateral tire forces to improve the vehicle’s yaw responses and trajectory-
following ability.

6. Conclusions

For the purpose of improving the efficiency of yaw moment generation, this paper
took the rigid characteristics of 4WIDEVs into full consideration and designed a control for
torque distribution. This controller employed a new objective function, which considered
tire usage and the efficiency of yaw moment generation.

The SWD results based on the HIL simulation demonstrated the effectiveness of our
approach. The further analysis proved that this method gives suitable results for any
driving condition, and the comparative simulation results in DLC experiments showed
that the proposed method made quicker and fuller use of lateral force to generate yaw
moment and gained better vehicle stability.

This approach has considerable value for distributed-drive EVs and can improve
handling stability when negotiating curves. Moreover, the in-wheel motor with restrained
torque output can also be used to achieve functions that enable great handling stability.
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Abstract: An adaptive cruise control (ACC) system can reduce driver workload and improve safety
by taking over the longitudinal control of vehicles. Nowadays, with the development of range
sensors and V2X technology, the ACC system has been applied to curved conditions. Therefore,
in the curving car-following process, it is necessary to simultaneously consider the car-following
performance, longitudinal ride comfort, fuel economy and lateral stability of ACC vehicle. The direct
yaw moment control (DYC) system can effectively improve the vehicle lateral stability by applying
different longitudinal forces to different wheels. However, the various control objectives above will
conflict with each other in some cases. To improve the overall performance of ACC vehicle and realize
the coordination between these control objectives, the extension control is introduced to design the
real-time weight matrix under a multi-objective model predictive control (MPC) framework. The
driver-in-the-loop (DIL) tests on a driving simulator are conducted and the results show that the
proposed method can effectively improve the overall performance of vehicle control system and
realize the coordination of various control objectives.

Keywords: advanced driver assistant systems; adaptive cruise control; direct yaw moment control;
extension control; model predictive control

1. Introduction
1.1. Background

An adaptive cruise control system is a key basic function of the advanced driver
assistant systems (ADAS) developed to enhance driving comfort, reduce driving errors,
improve safety, increase traffic capacity and reduce fuel consumption [1]. The ACC system
is developed from the conventional cruise control (CC) system. It measures the distance
and relative longitudinal speed between the host vehicle and preceding vehicle by range
sensors (such as radar, lidar or video camera), then the throttle and brake will be controlled
by ACC algorithm to realize the longitudinal motion control of the vehicle. As the ACC
system takes over the longitudinal motion control of vehicle, the driver workload is largely
reduced.

1.2. Literature Review and Analysis

A lot of research has been done on improving the longitudinal car-following perfor-
mance of ACC vehicles. Moon et al. proposed a multiple-target tracking adaptive cruise
control system to improve the system performance [2]. Martinez and Canudas-de-Wit
proposed a novel reference model-based control approach for automotive longitudinal
control [3]. Ganji et al. proposed an adaptive cruise control for a hybrid electric vehicle
based on a sliding mode controller which can deal with the problem of variable set-point
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of ACC [4]. Lin proposed an adaptive neuro-fuzzy predictor-based control approach to
enhance the fuel efficiency [5]. Althoff proposed an exchangeable nominal controller to
ensure comfort [6].

In recent years, in order to save energy, reduce emission and improve the passenger
comfort, in addition to improving the longitudinal car-following performance of ACC
system, some scholars have also considered the fuel economy, longitudinal ride comfort,
safety into the design of ACC system. Moser proposed a stochastic model predictive
control (MPC) to optimize the fuel consumption in a vehicle following context [7]. Luo et al.
proposed an adaptive cruise control algorithm with multiple objectives based on a model
predictive control framework [8]. Li et al. proposed a novel vehicular adaptive cruise
control system to comprehensively address the issues of tracking ability, fuel economy and
driver desired response [9]. Luo et al. proposed a novel ACC system for intelligent HEVs
to improve the energy efficiency and control system integration [10]. Ren et al. proposed a
hierarchical adaptive cruise control system to get a balance among the driver’s expectation,
collision risk and ride comfort [11]. Asadi and Vahidi proposed a method which used the
upcoming traffic signal information within the vehicle’s adaptive cruise control system to
reduce idle time at stop lights and fuel consumption [12].

Most of the above studies usually assumed that the vehicle was running along the
straight lane. With the development of radar detection range and V2 X technology, it
enables ACC vehicle to detect the preceding vehicle on the curved road. Thus, in order to
expand the application of ACC system, some studies have been done under the condition
that the ACC vehicle runs on a curved road. D. Zhang et al. presented a curving adaptive
cruise control system to coordinate the direct yaw moment control system and considered
both longitudinal car-following capability and lateral stability on curved roads [13]. Cheng
et al. proposed a multiple-objective ACC integrated with direct yaw moment control
to ensure vehicle dynamics stability and improve driving comfort on the premise of car
following performance [14]. Idriz et al. proposed an integrated control strategy for adaptive
cruise control with auto-steering for highway driving [15]. The references above have
considered the car-following performance, longitudinal ride comfort, fuel economy and
lateral stability of ACC vehicle. However, when an ACC vehicle drives on a curved
road, these control objectives usually conflict with each other. For example, in order
to obtain better car-following performance, ACC vehicles usually tend to adopt larger
acceleration and acceleration rate to adapt to the preceding vehicle, which will lead to
poor longitudinal ride comfort. Moreover, in order to ensure vehicle lateral stability, the
differential braking forces generated by the DYC system are usually applied to track
the desired vehicle sideslip angle and yaw rate, whereas the additional braking forces
will make the car-following performance worse, especially when the ACC vehicle is in
an accelerating process. Meanwhile, to ensure the car-following performance when the
additional braking force acts on the wheel, the ACC vehicles will increase the throttle
opening to track the desired longitudinal acceleration, which usually means the increase
of fuel consumption. The traditional constant weight matrix MPC has been unable to
adapt to various complex conditions. In this paper, the extension control is introduced to
design the real-time weight matrix under the MPC framework to coordinate the control
objectives including longitudinal car-following capability, lateral stability, fuel economy
and longitudinal ride comfort and improve the overall performance of vehicle control
system.

Extension control is developed from the extension theory founded by Wen Cai. It is a
new type of intelligent control that combines extenics and control. It can imitate people’s
ability to summarize, study and solve the incompatible issue [16]. Its basic idea is to deal
with the control problems from the perspective of information conversion. In other words,
the qualified degree (dependent degree) of control input information is used as the basis to
determine the correction value of control output, then the controlled information will be
converted to the qualified range [17]. Extension control is a cross-discipline method which
has been applied into various engineering control domain. Currently, the extension control
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has also been applied into vehicle stability control [18–20], and these studies showed that
the extension control could improve the performance of control system effectively. In
this paper, the extension control is used to supervise the control effect of longitudinal
car-following distance error and the risk of losing vehicle lateral stability and then adjust
the weight matrix in the MPC framework.

1.3. Contribution and Organization

The main contribution of this paper is as follows.
The extension sets are designed to supervise the control effect of longitudinal car-

following distance error and the risk of losing vehicle lateral stability. Both the control
effect and the risk can be reflected by the corresponding extension distance. Then, the
control system is designed by the following purpose. That is, on the premise of ensur-
ing longitudinal car-following performance and lateral stability, the fuel economy and
longitudinal ride comfort should be improved as much as possible.

Based on the system integrating ACC with DYC, this paper introduces the extension
control to design the real-time weight matrix under a multi-objective MPC framework
to solve the contradiction among the control objectives above. It can coordinate various
control objectives and improve the comprehensive performance of vehicle control system
under different conditions. Then, the DIL tests are carried out to validate the effectiveness
of the proposed control strategy.

The rest of this paper is organized as follows: the vehicle models are established in
Section 2. The design of control system is presented in Section 3. The DIL tests and results
are shown in Section 4, and the conclusions are drawn in Section 5.

2. Vehicle Models
2.1. Longitudinal Dynamics Model

Newton’s second law is applied to establish the vehicle longitudinal dynamics model.
As shown in Figure 1, the longitudinal forces acting on the vehicle are expressed as the
acceleration, rolling, gravitational, and drag [4]. The longitudinal dynamics equation is
shown in Equation (1).

Fd = max + mg f cos θ + mg sin θ + Fw, (1)

where Fd represents the net traction force, m is the vehicle mass, ax is vehicle longitudinal
acceleration, g is the gravitational acceleration, f denotes the rolling coefficient, θ is the
grade of road, and Fw is the aerodynamic drag as shown in Equation (2).

Fw =
1
2

ρCD Av2
x, (2)

where ρ is the air density, CD is the drag coefficient, A is the windward area of the vehicle,
and vx represents vehicle longitudinal speed.
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2.2. Four-Wheel Vehicle Dynamics Model

In this paper, the longitudinal, lateral and yaw motion of vehicle are considered, and
the pitch, roll and vertical motion of the vehicle are neglected. The simplified four-wheel
vehicle dynamics model [14] is established as shown in Figure 2, where Fxi and Fyi are the
longitudinal and lateral forces of the four wheels respectively, and the subscript i is 1, 2, 3,
and 4, representing the front-left, front-right, rear-left and rear-right wheel respectively; δf
is the front wheel steering angle, lf and lr are the distance from vehicle gravity center to
the front axle and rear axle, respectively; l is the wheelbase, and T is the track width. The
longitudinal, lateral and yaw motion are presented as follows:

m
( .
vx − vyω

)
= Fx3 + Fx4 −

(
Fy1 + Fy2

)
sin δ f + (Fx1 + Fx2) cos δ f (3)

mvx(
.
β + ω) = Fy3 + Fy4 +

(
Fy1 + Fy2

)
cos δ f + (Fx1 + Fx2) sin δ f , (4)

Iz
.

ω =
(

Fy1 + Fy2
)
l f cos δ f +

(
Fy1 − Fy2

) T
2 sin δ f −

(
Fy3 + Fy4

)
lr + (Fx1+

Fx2)l f sin δ f − (Fx1 − Fx2)
T
2 cos δ f − (Fx3 − Fx4)

T
2 ,

(5)

where vy represents vehicle lateral velocity, β and ω represent vehicle sideslip angle and
yaw rate respectively, and Iz represents the inertia moment.
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2.3. Tire Model

In this paper, Pacejka’s magic formula [21] is used to describe the dynamics of tire.
The longitudinal and lateral tire force can be calculated by Pacejka’s magic formula. It can
be depicted as follows:





y = D sin[Carctan{Bx− E(Bx− arctanBx)}]
Y(X) = y(x) + SV

x = X + SH

, (6)

where Y represent longitudinal force Fx, lateral force Fy or aligning torques Mz, X is wheel
slip ratio or wheel sideslip angle, B is stiffness coefficient, C is shape coefficient, D is peak
value, E is curvature coefficient, SH is horizontal offset, and SV is vertical offset.

3. Control System Design

In the car-following process, the host vehicle sometimes needs to consider the lateral
stability. For example, when the preceding vehicle drives away from the curve and accel-
erates into the straight lane, the host vehicle may still run on the curve, and it will also
be accelerated to ensure the car-following performance. At this moment, the acceleration,
steering and high longitudinal speed of host vehicle will increase the risk of losing lateral
stability. Thus, it is necessary to consider the car-following performance and lateral stability
simultaneously. Moreover, to improve driver satisfaction and reduce fuel consumption,
the longitudinal ride comfort and fuel economy should also be considered into the control
system design.
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The extension control is introduced to design the weight matrix under the multi-
objective MPC framework to coordinate the above control objectives and improve the
overall performance of vehicle control system. The framework of control system is shown
in Figure 3.
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This paper mainly focuses on the design of coordinated control system and there are
many studies have been done on estimation of the key variables [22–24]. Therefore, it is
assumed that vehicle states such as sideslip angle, sideslip angle rate and road friction
coefficient can be estimated accurately.

The purpose of the vehicle control system in this paper is as follows:

1. On the premise of ensuring vehicle lateral stability, the additional yaw moment
should be as small as possible to reduce the impact on longitudinal car-following
performance and improve the fuel economy.

2. On the premise of ensuring the longitudinal car-following performance, the longitu-
dinal acceleration and its change rate should be as small as possible to improve the
longitudinal ride comfort.
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3.1. Predictive Model
3.1.1. Longitudinal Car-Following Model

The function of ACC is to take over the longitudinal motion control of host vehicle
to make it run at the driver’s preset longitudinal speed or car-following distance. The
longitudinal kinematic diagram of host vehicle and preceding vehicle is shown in Figure 4.

Actuators 2021, 10, x FOR PEER REVIEW 7 of 22 
 

 

3.1.1. Longitudinal Car-Following Model 
The function of ACC is to take over the longitudinal motion control of host vehicle 

to make it run at the driver’s preset longitudinal speed or car-following distance. The 
longitudinal kinematic diagram of host vehicle and preceding vehicle is shown in Figure 
4. 

 
Figure 4. Vehicle following model. 

The desired car-following distance between the host vehicle and the preceding 
vehicle is calculated by using the constant time headway, as shown in Equation (7). 𝑑ௗ௘௦ = 𝑇௛𝑣௫ + 𝑑଴, (7)

where ddes is the desired car-following distance, Th is the time headway, vx is the 
longitudinal speed of host vehicle, and d0 is the static inter-vehicle distance. Here, Th = 2, 
d0 = 10. 

Usually, the longitudinal car-following performance can be represented by relative 
speed Δv and the car-following distance error Δd between the actual car-following 
distance d and the desired car-following distance ddes, as shown in Equation (8). 𝛥𝑑 = 𝑑 − 𝑑ௗ௘௦𝛥𝑣 = 𝑣௣ − 𝑣௫ , (8)

where vp is the longitudinal speed of the preceding vehicle. The derivative of Equation (8) 
can be derived as follows: 𝛥𝑑ሶ = 𝛥𝑣 − 𝑇௛𝑎௫𝛥𝑣ሶ = 𝑎௣ − 𝑎௫ , (9)

where ap is the longitudinal acceleration of preceding vehicle. 
The relationship between the desired acceleration and the actual longitudinal 

acceleration can be described by the first-order inertial system [13], as shown in the 
following Equation (10). 𝑎௫ = 1்ೌ ೣ௦ାଵ 𝑎ௗ௘௦, (10)

where ax and ades are the actual longitudinal acceleration and desired longitudinal 
acceleration of host vehicle respectively, Tax is time-constant and Tax = 0.45. 

3.1.2. Lateral Dynamic Model 
A 2-DOF vehicle model is usually used to design the lateral stability controller [25], 

as shown in Equation (11). 𝛽ሶ = − ஼೑ା஼ೝ௠௩ೣ 𝛽 + (௟ೝ஼ೝି௟೑஼೑௠௩మೣ − 1)𝜔 + ஼೑௠௩ೣ 𝛿௙𝜔ሶ = ௟ೝ஼ೝି௟೑஼೑ூ೥ 𝛽 − ௟೑మ஼೑ା௟ೝమ஼ೝூ೥௩ೣ 𝜔 + ௟೑஼೑ூ೥ 𝛿௙ + ெ೏೐ೞூ೥
, (11)

where Cf and Cr are the cornering stiffness of the front wheel and rear wheel, respectively, 
and Mdes is the desired additional yaw moment. 

Figure 4. Vehicle following model.

The desired car-following distance between the host vehicle and the preceding vehicle
is calculated by using the constant time headway, as shown in Equation (7).

ddes = Thvx + d0, (7)

where ddes is the desired car-following distance, Th is the time headway, vx is the lon-
gitudinal speed of host vehicle, and d0 is the static inter-vehicle distance. Here, Th = 2,
d0 = 10.

Usually, the longitudinal car-following performance can be represented by relative
speed ∆v and the car-following distance error ∆d between the actual car-following distance
d and the desired car-following distance ddes, as shown in Equation (8).

∆d = d− ddes
∆v = vp − vx

, (8)

where vp is the longitudinal speed of the preceding vehicle. The derivative of Equation (8)
can be derived as follows:

∆
.
d = ∆v− Thax
∆

.
v = ap − ax

, (9)

where ap is the longitudinal acceleration of preceding vehicle.
The relationship between the desired acceleration and the actual longitudinal accel-

eration can be described by the first-order inertial system [13], as shown in the following
Equation (10).

ax =
1

Taxs + 1
ades, (10)

where ax and ades are the actual longitudinal acceleration and desired longitudinal accelera-
tion of host vehicle respectively, Tax is time-constant and Tax = 0.45.

3.1.2. Lateral Dynamic Model

A 2-DOF vehicle model is usually used to design the lateral stability controller [25], as
shown in Equation (11).

.
β = −C f +Cr

mvx
β + (

lrCr−l f C f

mv2
x
− 1)ω +

C f
mvx

δ f

.
ω =

lrCr−l f C f
Iz

β− l2
f C f +l2

r Cr

Izvx
ω +

l f C f
Iz

δ f +
Mdes

Iz

, (11)

where Cf and Cr are the cornering stiffness of the front wheel and rear wheel, respectively,
and Mdes is the desired additional yaw moment.
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The desired values of yaw rate ωd and side slip angle βd are defined according to
vehicle parameters, longitudinal speed, and front steering angle δf directly manipulated by
driver’s steering action [26], as shown in Equation (12).

ωd = vx l
l+m(l f /Cr−lr/C f )v2

x
δ f

βd =
lr−

l f mv2
x

2Cr(l f +lr)

l f +lr+
mv2

x(lrCr−l f C f )
2C f Cr(l f +lr)

δ f

, (12)

Considering the road friction limitation, the desired yaw rate and side slip angle are
modified as follows:

ωd = min
(

vx l
l+m(l f /Cr−lr/C f )v2

x
δ f , µg

vx

)

βd = min




lr−
l f mv2

x

2Cr(l f +lr)

l f +lr+
mv2

x(lrCr−l f C f )
2C f Cr(l f +lr)

δ f , tan−1(0.02 µg)




, (13)

The yaw rate error and the vehicle sideslip angle error can be calculated by
Equation (14).

∆β = β− βd
∆ω = ω−ωd

, (14)

The error between the desired value and the actual value reflects the stability of the
vehicle. When the error of yaw rate or vehicle sideslip angle is small, the vehicle is in a
steady status. When the error is large, it means that the vehicle is out of control or loses its
stability.

3.1.3. Model Discretization

By combining (7)–(10), the state-space equation can be obtained as shown in
Equation (15).

.
x = Ax + Bu + Dω1, (15)

where x = [β ω ∆d ∆v ax]
T , u = [Mdes ades]

T , ω =
[
δ f ap

]T
, and the matrix expression

is shown in Equations (16)–(18).

A =




−C f +Cr
mvx

lrCr−l f C f

mv2
x
− 1 0 0 0

lrCr−l f C f
Iz

− l2
f C f +l2

r Cr

Izvx
0 0 0

0 0 0 1 −τh
0 0 0 0 −1
0 0 0 0 − 1

τax




, (16)

B =




0 0
1
Iz

0
0 0
0 0
0 1

τax




, (17)
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D =




C f
mvx

0
l f C f

Iz
0

0 0
0 1
0 0




, (18)

In order to get the numerical solution of rolling optimization, the Taylor expansion
method is applied to discretize Equation (15) to obtain the discrete state-space equation as
shown in Equation (19).

x(k + 1) = Adx(k) + Bdu(k) + Ddω(k), (19)

where Ad, Bd, Dd can be calculated by Taylor expansion method, as shown in Equation (20).




Ad = I + Ts · ∂ f (x, u, ω)/∂x
Bd = Ts · ∂ f (x, u, ω)/∂u
Dd = Ts · ∂ f (x, u, ω)/∂ω

, (20)

where Ts is the sampling time and I is the unit matrix.

3.2. Performance Index
3.2.1. Longitudinal Car-Following Performance

The longitudinal car-following performance of ACC system is usually evaluated by
the distance error and relative speed between host vehicle and preceding vehicle. To
ensure the longitudinal car-following performance, the distance error and relative speed
are used to build the cost function for longitudinal car-following capability, as shown in
Equation (21).

JACC = w∆d

(
∆d− ∆dre f

)2
+ w∆v

(
∆v− ∆vre f

)2
+ wae

(
ax − ax,re f

)2
+

wades a2
des,

(21)

where the reference value of ∆dref, ∆vref, ax,ref are set as zero.

3.2.2. Lateral Dynamics Stability

Vehicle yaw rate error and sideslip angle error are usually used to describe vehicle
lateral stability. When the error is small, it means that the vehicle status is in a stability area;
when the error is large, it means that the vehicle loses control or loses the stability. The DYC
system is usually applied to ensure the lateral stability of vehicle. However, the additional
yaw moment required by DYC system is usually generated by the braking pressure of
different wheels, the additional yaw moment will affect the longitudinal car-following
performance and fuel economy of ACC vehicles. Therefore, on the premise of ensuring the
vehicle lateral stability, the additional yaw moment is expected to be as small as possible.
The quadratic form of ∆ω, ∆β and the additional yaw moment Mdes is used to form the
cost function for lateral stability, as shown in Equation (22).

JVLS = w∆ω∆ω2 + w∆β∆β2 + wMdes M2
des, (22)

3.2.3. Longitudinal Ride Comfort

In order to improve driver satisfaction and ensure the longitudinal ride comfort, the
absolute value of longitudinal acceleration and jerk caused by the change of longitudinal
acceleration are used to describe the longitudinal ride comfort performance index of ACC
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vehicle. Therefore, the absolute value of longitudinal acceleration and jerk are set as the
constrains to ensure the longitudinal ride comfort, as shown in Equation (23).

|ax| ≤ amax
|ax(k)− ax(k− 1)| ≤ jmax

, (23)

3.2.4. Cost Function Design

By combining Equations (21) and (22), the cost function for the multi-objective control
is formed as shown in Equation (24).

J = w∆d

(
∆d− ∆dre f

)2
+ w∆v

(
∆v− ∆vre f

)2
+ wae

(
ax − ax,re f

)2
+ wades a2

des+

w∆ω∆ω2 + w∆β∆β2 + wMdes M2
des,

(24)

Then, the predictive expression of the cost function can be obtained, as shown in
Equation (25).

J =
Np−1

∑
n=0
||x(k + n|n )− xre f (k + n|n )||2Q(k) +

Nc−1

∑
n=0
||u(k + n|n )||2R(k) (25)

where Np and Nc denote the predictive horizon and control horizon, respectively. Q(k) and
R(k) are non-negative weight matrices, as shown in Equation (26). xref is the reference value
of MPC, and xref = [βd ωd 0 0 0]T.

{
Q(k) =

[
w∆β w∆ω w∆d w∆v wae

]

R(k) =
[
wMdes wades

] , (26)

Then the desired longitudinal acceleration and additional yaw moment can be ob-
tained by minimizing the cost function as shown in Equation (25) subject to the car-
following model, vehicle dynamics model, and the constraints as shown in Equation (23).

3.3. Extension Control Design

In order to improve the performance of MPC and make it adapt to various conditions,
that is, the deceleration process, constant speed process and acceleration process of host
vehicle in the curve. The extension control is introduced to design the real-time weight
matrix under the framework of MPC. The design process is as follows:

3.3.1. Extracting Character Variable

In terms of the longitudinal car-following performance, due to the drivers are more
sensitive to the distance error than the relative speed during the car-following process [13],
this paper selects the car-following distance error to adjust the weight w∆d of the distance
error, and sets the weight w∆v of the relative speed as a constant, then the distance error is
selected to form the longitudinal car-following feature status S(∆d).

In terms of vehicle lateral stability, the phase plane method composed of the sideslip
angle and the sideslip angle rate is usually used to judge the lateral stability of vehicle [25]
because its good identification of vehicle stability condition. The phase plane method can
be expressed as Equation (27).

Xregion =
∣∣∣B1

.
β + B2β

∣∣∣ ≤ 1, (27)

where B1 and B2 are the parameters related to the road friction coefficient µ, here B1 = 0.064
and B2 = 0.214 [27].

The vehicle phase plane can be divided into ‘stability region’ and ‘instability region’
by Equation (27), as shown in Figure 5. The area ‘stability region’ means vehicle status in
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this area is safe and stable, while the remaining area is ‘instability region’, which means
vehicle status in this area is risky in losing stability and unsafe [25].

It is also a challenge to ensure vehicle lateral stability when the driver desired yaw
rate is in a large range. Thus, the value of Xregion and the desired yaw rate ωd are selected
as the character variables of lateral stability to form the feature status S(Xregion, ωd).
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3.3.2. Dividing the Extension Set

The one-dimensional (1-D) extension set of the longitudinal car-following distance
error is shown in the Figure 6, where ∆d1 and ∆d2 are the boundaries of the classic domain
and the extension domain, respectively. The distance error should be in driver’s permissible
longitudinal car-following range to reduce the driver intervention. The boundary of
extension domain reflects the boundary of permissible region and impermissible region.
Therefore, ∆d2 is set to the driver’s maximum permissible value. The driver’s permissible
longitudinal car-following range [13] is shown in Equation (28).

− ∆dmax·SDE−1 ≤ ∆d ≤ ∆dmax·SDE−1, (28)

where SDE is the driver’s sensitivity to distance error. The boundary of extension domain
is calculated as ∆d2 = ∆dmax·SDE−1. The SDE−1 is calculated as follows:

SDE−1 = kSDEvx + dSDE, (29)
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The parameters in Equations (28) and (29) are identified by driver experiment data
in highway and city road traffic conditions [13]. Here, ∆dmax = 7.2 m, kSDE = 0.06, and
dSDE = 0.12. The boundary of classic domain ∆d1 is set to a relatively small value and
∆d1 = 0.1 × ∆d2.

The lateral stability is represented by a two-dimensional (2-D) extension set, including
classic domain, extension domain and non-domain. In the classic domain, it indicates the
vehicle is stable; in the extension domain, it indicates the vehicle is transiting from stability
to instability, and the vehicle state can be converted into the stable state by control; while
in the non-domain, the vehicle is instable. The x-axis is desired yaw rate, and the y-axis is
Xregion, as shown in the Figure 7, where ω1 and ω2 are the boundaries of the classic domain
and the extension domain in the x-axis direction, Xregion1 and Xregion2 are the boundaries
of the classic domain and the extension domain in the y-axis direction, respectively. Here,
Xregion1 and Xregion2 are set to 0.1 and 1 respectively. The extension boundary ω2 in the x-axis
direction reflects the boundary under large steering condition. Based on the experience and
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previous works [25], 0.2 µrad/s is set as the threshold of large steering condition. Therefore,
the boundary ω2 is set as 0.2 µrad/s. The classic boundary ω1 is set as 0.1 × ω2.

Actuators 2021, 10, x FOR PEER REVIEW 12 of 22 
 

 

Figure 6. 1-D extension set of car-following distance error. 

 
Figure 7. 2-D extension set of lateral stability. 

Here, the “classic domain” and “extension domain” correspond to the stability 
region, and the “non-domain” corresponds to the instability region of vehicle. The 
“extension domain” can be understand as a transition domain. 

3.3.3. Calculating Dependent Degree 
Compared with the result of whether the vehicle status is in the stable region or not, 

it will help to improve the performance of control system if more detailed information, 
i.e., the degree of vehicle lateral status is known, and then we can design the control 
method according to that degree. In extension control, the “degree” above was defined as 
“dependent degree”. The ideal point in the extension set is the original point O which 
represents the longitudinal car-following distance error, Xregion and ωd are zero. The point 
Q is supposed as a point in the extension domain. Connecting the point O with the point 
Q, the intersection points of the line OQ and the domains’ boundaries are the points Q1 
and Q2, respectively. Obviously, in 1-D extension set of car-following distance error, the 
points Q1 and Q2 correspond to Δd1 and Δd2 respectively. As shown in the Figure 7, the 
line segment OQ is the shortest distance for the point Q to approach the ideal point O. In 
the extension sets, the extension distance is defined as the distance from a point to a set, 
which is defined in a 1-D coordinate system. Therefore, it is required to convert the 
extension distance of 2-D extension set of lateral stability to a 1-D extension form, as 
shown in Figure 8. 

 
Figure 8. 1-D extension set. 

Set the classic domain <O, Q1> = Xc, the extension domain <Q1, Q2> = Xe. The extension 
distance from the point Q to classic domain is represented as ρ(Q, Xc), and the extension 
distance from point Q to extension domain is represented as ρ(Q, Xe). The extension 
distance can be calculated as follows: 𝜌(𝑄, 𝑋௖) = ൜−|𝑂𝑄ଵ|, 𝑄 ∈< 𝑂, 𝑄ଵ >|𝑂𝑄ଵ|, 𝑄 ∈< 𝑄ଵ, +∞ >, (30) 

𝜌(𝑄, 𝑋௘) = ൜−|𝑂𝑄ଶ|, 𝑄 ∈< 𝑂, 𝑄ଶ >|𝑂𝑄ଶ|, 𝑄 ∈< 𝑄ଶ, +∞ >, (31) 

Thus, the dependent degree K(S), also known as correlation function, can be 
calculated as follows: 

Figure 7. 2-D extension set of lateral stability.

Here, the “classic domain” and “extension domain” correspond to the stability region,
and the “non-domain” corresponds to the instability region of vehicle. The “extension
domain” can be understand as a transition domain.

3.3.3. Calculating Dependent Degree

Compared with the result of whether the vehicle status is in the stable region or not,
it will help to improve the performance of control system if more detailed information,
i.e., the degree of vehicle lateral status is known, and then we can design the control
method according to that degree. In extension control, the “degree” above was defined
as “dependent degree”. The ideal point in the extension set is the original point O which
represents the longitudinal car-following distance error, Xregion and ωd are zero. The point
Q is supposed as a point in the extension domain. Connecting the point O with the point
Q, the intersection points of the line OQ and the domains’ boundaries are the points Q1
and Q2, respectively. Obviously, in 1-D extension set of car-following distance error, the
points Q1 and Q2 correspond to ∆d1 and ∆d2 respectively. As shown in the Figure 7, the
line segment OQ is the shortest distance for the point Q to approach the ideal point O.
In the extension sets, the extension distance is defined as the distance from a point to a
set, which is defined in a 1-D coordinate system. Therefore, it is required to convert the
extension distance of 2-D extension set of lateral stability to a 1-D extension form, as shown
in Figure 8.
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Set the classic domain <O, Q1> = Xc, the extension domain <Q1, Q2> = Xe. The
extension distance from the point Q to classic domain is represented as ρ(Q, Xc), and
the extension distance from point Q to extension domain is represented as ρ(Q, Xe). The
extension distance can be calculated as follows:

ρ(Q, Xc) =

{ −|OQ1|, Q ∈ 〈O, Q1〉
|OQ1|, Q ∈ 〈Q1,+∞〉 , (30)

ρ(Q, Xe) =

{ −|OQ2|, Q ∈ 〈O, Q2〉
|OQ2|, Q ∈ 〈Q2,+∞〉 , (31)

Thus, the dependent degree K(S), also known as correlation function, can be calculated
as follows: {

K(S) = ρ(Q,Xe)
D(Q,Xe ,Xc)

D(Q, Xe, Xc) = ρ(Q, Xe)− ρ(Q, Xc)
, (32)
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3.3.4. Identifying Measure Pattern

The dependent degree of any point Q in the extension set can be described quantita-
tively by the dependent degree K(S). The measure pattern can be divided as follows:





M1 = {S|K(S) > 1}
M2 = {S|0 ≤ K(S) ≤ 1}

M3 = {S|K(S) < 0}
, (33)

The classic domain, extension domain and non-domain correspond to the measure
pattern M1, M2 and M3, respectively.

3.3.5. Weight Matrix Design

After the dependent degree K(S) is calculated, it is used to design the real-time weight
matrix because it can reflect the degree of longitudinal car-following distance error and the
risk of losing lateral stability. The weights for w∆β, w∆ω and w∆d are set as the real-time
weights which are adjusted by the corresponding values of the dependent degree K(S), and
the other weights w∆v, wae, wMdes, wades are set as constants.

When the car-following distance error belongs to the measure pattern M1, it means that
the distance error is in a small range, and it is not necessary to increase the corresponding
weight. When the car-following distance error belongs to the measure pattern M2, the
distance error is in a relatively large range, and it is possible to exceed the driver’s sensitivity
limit of the distance error if the corresponding weight is not adjusted timely. When the
car-following distance error belongs to the measure pattern M3, the distance error exceeds
the driver’s sensitivity limit, and the corresponding weight should be maximized to reduce
the distance error by control. The real-time weight for longitudinal car-following distance
is designed as follows:

w∆d =





0.3, KACC(S) > 1
0.3 + 0.4·kACC, 0 ≤ KACC(S) ≤ 1
0.7, KACC(S) < 0

, (34)

where kACC = 1− KACC(S), kACC and KACC(S) are defined as the adjustment factor and
dependent degree for vehicle longitudinal control.

Similarly, when the lateral stability status belongs to the measure pattern M1, it
indicates that the vehicle lateral stability status is in a stability region, and it is not necessary
to adjust the corresponding weight. When the lateral stability status belongs to the measure
pattern M2, the lateral stability status is in the area between stability region and instability
region and the vehicle may lose stability if the corresponding weight is not adjusted
timely. When the lateral stability status belongs to the measure pattern M3, the lateral
stability status is in the instability region, the corresponding weight should be maximized
to maintain vehicle lateral stability by control. The real-time weights for lateral stability are
designed as follows:

w∆β, w∆ω =





0, KVLS(S) > 1
0.5·kVLS, 0 ≤ KVLS(S) ≤ 1

0.5, KVLS(S) < 0
, (35)

where kVLS = 1− KVLS(S), kVLS and KVLS(S) are defined as the adjustment factor and
dependent degree for vehicle stability control.

The real-time weight matrices of the proposed control are designed as follows:

{
Q(k) =

[
w∆β w∆ω w∆d 1 1

]

R(k) = [0.001 2]
, (36)
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To show the effectiveness of the proposed control, a constant weight ACC and a
constant weight ACC&DYC are used for comparison. The constant weight matrices of
conventional ACC are shown in Equation (37).

{
Q(k) = [0 0 0.5 1 1]

R(k) = [0.001 2]
(37)

The constant weight matrices of conventional ACC&DYC are shown in (38).
{

Q(k) = [0.5 0.5 0.5 1 1]
R(k) = [0.001 2]

, (38)

3.4. Lower Layer Design

After the desired longitudinal acceleration and additional yaw moment are obtained
from MPC in the upper layer, the lower layer of the control system is to realize these
objectives by the throttle opening and brake pressure. The desired longitudinal force on
rear wheels can be obtained by Equation (39).

{
F3 + F4 = Fd

(F4 − F3)·T/2 = Mdes
, (39)

Simplifying the power-train, consider the constant efficiencies at final drive, transmis-
sion, torque converter and neglecting the slip in wheels [4].

The fuel consumption is shown in Figure 9a. The desired longitudinal acceleration is
realized by the engine map which is shown in Figure 9b. The throttle opening is determined
through the look-up table by utilizing engine speed and desired engine torque. The brake
pressure of rear wheel is calculated by inverse brake system. As ACC and DYC system
usually does not need too large braking deceleration, it can be considered that there is a
linear relationship between the brake pressure Pb and braking torque Tb at the wheels [28],
as shown in Equation (40).

Tb = 150·Pb (40)
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The relationship between Fd and engine output torque Te is as follows [14].

R·Fd = η f (ωt/ωe)igioTe (41)

where η represents mechanical efficiency, f (ωt/ωe) is the torque characteristic function
of torque converter, and ig and io denote the transmission ratio of the gearbox and main
reducer, respectively.
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4. DIL Test Results and Analysis

As ACC and DYC systems always work with the driver, a closed DIL evaluation
would be more effective than the open-loop simulations because of the real action of
drivers’ steering behavior [13]. Therefore, a driving simulator is used in the DIL tests for
coordinated multi-objective ACC, as shown in Figure 10. In the simulator, the vehicle model
is built in the vehicle simulation software, CarMaker. The coordinated multi-objective ACC
controller is implemented with MATLAB/Simulink.
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Figure 10. DIL test hardware platform.

The driving simulator contains the steering wheel, monitor, brake pedal, accelerator
pedal and a road feeling motor. The driver’s steering angle signal is obtained by steering
wheel, the virtual scenario in CarMaker is displayed on the monitor. Due to the ACC system
takes over the longitudinal control, the brake pedal and accelerator pedal are not used
here. The road feeling motor can make the driver perceive the road feeling information of
the vehicle through the steering wheel. The simulation hardware platform contains the
controller hardware, board card, CAN card, NI PXI real-time processor and the platform is
used to simulate all the input signals required by the normal operation of the controller to
be tested, and collect the control commands from the controller.

The traditional constant weight ACC and the constant weight ACC and DYC are
denoted as “ACC” and “ACC&DYC” in the simulation results, respectively. The pa-
rameters in the simulation model are shown in Table 1. The type of tire model used in
CarMaker is magic formula tire model “MF_205_60R15”. The values “205”, “60” in name
“MF_205_60R15” represent the tread width and flat ratio of tire. The letter “R15” indicates
that the tire is a radial tire and “15” is the outer diameter of rim.
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Table 1. Parameters in the simulation model.

Parameter Symbol Value

Vehicle mass m 1301 kg
Gravitational acceleration g 9.8 m/s2

Inertial of z axis Iz 1600 kg·m2

Track width T 1.544 m
Distance from vehicle gravity center to front axle lf 0.97 m
Distance from vehicle gravity center to rear axle lr 1.567 m

Road adhesion coefficient µ 0.6
Maximum acceleration amax 2.5 m/s2

Maximum jerk jmax 0.5 m/s3

A common scenario is conducted to show the effectiveness of the proposed controller.
The preceding vehicle and host vehicle go through a curved path which is shown in Figure 11.
Before entering the curve, the preceding vehicle drives at a constant speed 110 km/h. Then
the preceding vehicle slows into the curve with a deceleration of –1 m/s2 and drives at a
low constant speed 54 km/h in the curve, as shown in Figure 12a. Finally, the preceding
vehicle speeds up with an acceleration of 1 m/s2 to drive away from the curve. During
the driver in the loop test, in order to reduce the influence of driver’s subjective factors on
the results, the driver is not told what kind the controller is, and the steering wheel angle
from driver is shown in Figure 12b. It can be seen that the driver’s steering angle under the
three controllers is almost the same as a whole, and the driver’s steering wheel angle is
little different with the different three controllers.
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The longitudinal car-following errors, lateral stability error and phase plane of errors
are shown in Figures 13–15, respectively.
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It can be seen from Figure 13 that for the constant weight ACC&DYC, when the host
vehicle decelerates, the additional braking force will make the longitudinal car-following
errors smaller than the constant weight ACC and proposed control, but when the host
vehicle is in an accelerating process, the additional braking force will make the longitudinal
car-following capability worse. When the distance error is close to the limit value, the
proposed control will increase its weight according to the degree of approaching the limit
value to keep the distance error within the limit value as far as possible. As can be seen in
Figure 13a, the distance error with the proposed control is kept within the driver sensitivity
limit, while the errors with the other two controllers exceed the limit value.

In terms of lateral stability control, as can be seen in Figure 14, the maximum yaw rate
errors with constant weight ACC, constant ACC&DYC and the proposed control are about
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0.091 rad/s, −0.045 rad/s and 0.067 rad/s, and the maximum sideslip angle errors with
constant weight ACC, constant ACC&DYC and the proposed control are about 0.023 rad,
−0.023 rad and 0.021 rad. With the proposed control, the maximum yaw rate error and
sideslip angle error are both in a small range. As shown in Figure 15, in the aspect of
lateral stability errors, ACC&DYC has the best control effect. However, in the aspect of
longitudinal tracking errors, the maximum distance error with ACC&DYC has exceeded
20 m which is too large for driver’s sensitivity limit. Although the lateral stability errors
are smaller with ACC&DYC, it sacrifices too much longitudinal car-following performance.
By supervising the risk of losing lateral stability and then apply the corresponding control
strength of DYC system, the proposed control realized coordination of car-following
performance and lateral stability, so as to ensure that the car-following errors and lateral
stability errors are both in a relatively acceptable range.

The proposed control determines the weight of the distance error by the dependent
degree KACC(S) which can reflect the control effect of the longitudinal control. The proposed
control determines the weights of sideslip angle error and yaw rate error by the dependent
degree KVLS(S) which can reflect the risk of losing vehicle lateral stability. As can be
seen from Figure 16b, when the longitudinal distance error increases, the KACC will be
increased to adjust the weights and ensure the longitudinal car-following capability; when
the value of driver steering wheel angle and Xregion increase, the KVLS will be increased to
adjust the weights and ensure the lateral stability. The maximum errors and Xregion with
three controllers are shown in Table 2. Obviously, the overall performance of the control
system is improved. The proposed control can intelligently determine the weight matrices
by the control effect of the longitudinal distance error and the risk of losing lateral stability.
Thus, on the premise of ensuring the car-following performance and lateral stability, the
fuel economy and longitudinal ride comfort are improved as much as possible.
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Table 2. Maximum errors and Xregion with the three controllers.

ACC ACC&DYC Proposed Control

∆d (m) 12.539 20.836 9.311
∆v (m/s) 3.232 3.425 3.092
∆β (rad) 0.021 0.021 0.020

∆ω (rad/s) 0.090 0.045 0.067
Xregion 0.321 0.289 0.273

From the perspective of fuel economy and longitudinal ride comfort, the fuel con-
sumption with ACC is the lowest because of zero additional yaw moment, i.e., additional
braking forces are zero. The fuel consumption with ACC&DYC is the highest because
of the biggest control strength of DYC system. The fuel consumption with the proposed
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control is in a medium range so that the vehicle can improve the fuel economy as much as
possible on the premise of ensuring the lateral stability.

As can be seen in Figure 17, the longitudinal acceleration of host vehicle with the
proposed control increases rapidly at about 35 s. The reason is that the distance error is
about to reach the sensitivity limit. Therefore, it is necessary to increase the weights and
the control strength in the longitudinal control. When the distance error is in a relatively
small range, the proposed control will decrease the weights to improve the longitudinal
ride comfort as much as possible. The control outputs and brake pressure are shown in
Figures 18 and 19, respectively. It can be seen from the Figures 18 and 19 that the throttle
opening of ACC&DYC control method is greater than 0 between 10 s and 20 s, while the
throttle opening of the other two methods is 0. This is because the ACC&DYC method
needs to provide additional relatively large yaw moment during deceleration, which is the
same between 40 s and 50 s. This is also one of the reasons for the high fuel consumption
of ACC&DYC, because some fuel energy is converted into heat energy during differential
braking process, which is also reflected both in larger throttle opening and brake pressure.
This is the conflict between ACC (car-following performance) and DYC (lateral stability).
The proposed control gets a balance between car-following performance and lateral stability.
Meanwhile, the fuel economy has been improved by reducing such conflict.
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To summarize, compared with the traditional constant weight ACC and ACC&DYC,
the proposed control can both ensure the car-following performance and lateral stability by
intelligently designing the real-time weight matrices. It solves the problem of excessive
sacrifice of other performances when improving one performance during car-following
process.
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5. Conclusions

A coordinated multi-objective ACC integrated with DYC under the MPC framework
was proposed in this paper. The extension control is introduced into the real-time weight
matrix design to realize the coordination of various control objectives. The extension
control can intelligently adjust the weight matrix by evaluating the control effect of ACC
and the risk of losing lateral stability.

The longitudinal car-following performance, lateral stability, fuel economy and lon-
gitudinal ride comfort are considered in the control design. On the premise of ensuring
longitudinal car-following performance and lateral stability, the fuel economy and longitu-
dinal ride comfort are improved as much as possible.

With the proposed control, the longitudinal car-following distance error was kept
within the driver sensitivity limit. The lateral stability was ensured by applying DYC
system. Compared with the other two constant weight-matrix MPCs, the proposed control
can improve the overall performance of vehicle control system and realize the coordination
of longitudinal car-following capability, lateral stability, fuel economy and longitudinal ride
comfort. The application of extension coordinated control enables ACC vehicles to deal
with the problem of multi-objective coordinated control on curved roads. From a practical
point of view, it is conducive to reduce traffic accidents, reduce energy consumption and
improve driver comfort and vehicle safety.
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Abstract: Traffic accidents are often caused by improper lane changes. Although the safety of lane-
changing has attracted extensive attention in the vehicle and traffic fields, there are few studies
considering the lateral comfort of vehicle users in lane-changing decision-making. Lane-changing
decision-making by single-step dynamic game with incomplete information and path planning based
on Bézier curve are proposed in this paper to coordinate vehicle lane-changing performance from
safety payoff, velocity payoff, and comfort payoff. First, the lane-changing safety distance which
is improved by collecting lane-changing data through simulated driving, and lane-changing time
obtained by Bézier curve path planning are introduced into the game payoff, so that the selection of
the lane-changing start time considers the vehicle safety, power performance and passenger comfort
of the lane-changing process. Second, the lane-changing path without collision to the forward vehicle
is obtained through the constrained Bézier curve, and the Bézier curve is further constrained to
obtain a smoother lane-changing path. The path tracking sliding mode controller of front wheel
angle compensation by radical basis function neural network is designed. Finally, the model in the
loop simulation and the hardware in the loop experiment are carried out to verify the advantages of
the proposed method. The results of three lane-changing conditions designed in the hardware in
the loop experiment show that the vehicle safety, power performance, and passenger comfort of the
vehicle controlled by the proposed method are better than that of human drivers in discretionary
lane change and mandatory lane change scenarios.

Keywords: autonomous vehicles; lane-changing; decision-making; path planning

1. Introduction
1.1. Background

With the increase in the number of vehicles, the fatality in traffic accidents keeps
rising. According to a survey by the World Health Organization (WHO), approximately
1.24 million people were killed in road traffic accidents in 2010 [1]; this number has soared
to 1.35 million in 2016 [2] and has remained stubbornly high in recent years. Furthermore,
more than 90% of traffic accidents are caused by human error [3]. The drivers’ inaccurate
estimation of traffic status or illegal operation under lane-changing conditions are the main
factors of various traffic accidents [4,5]. Therefore, the safety of lane-changing has attracted
extensive attention in the vehicle and traffic fields.

Vehicle lane-changing is a complex condition [6]. Successful lane-changing requires
the driver to find an appropriate insertion position in the target lane, control the distance
between the vehicle and the front vehicle, and maintain a safe driving position. The
function of a lane-changing assistance system is to select an appropriate lane-changing
time, plan a reasonable lane-changing path, and further coordinate the vehicle dynamic
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performance to realize lane-changing operation. The core of the control system includes
three parts: early warning and decision-making, path planning, and path tracking. The
analysis of the research status will be carried out from the above three aspects.

1.2. Literature Review and Analysis

A lane-changing early warning and decision-making system mainly determines when
the vehicle changes its lane and directly affects the vehicle lane-changing safety. Dang
et al. [7] realized the lane-changing warning function by vehicle-to-vehicle (V2V) commu-
nication. However, the maturity and popularization of V2V communication still need more
time. Song et al. [8] used global positioning system and real-time kinematic (GPS-RTK)
positioning technology to achieve high-precision vehicle positioning, which could be used
to calculate the vehicles’ interval. Zhu et al. [9] classified and recognized drivers’ driving
characteristics based on machine learning, and introduced the parameters considering
drivers’ characteristics into the following vehicle safety distance to adjust lane-changing
decision time. Nevertheless, a long time of data accumulation is needed to realize the
recognition of driving characteristics. Butakov and Ioannou [10] collected a large amount
of lane-changing related data to understand the reaction characteristics of drivers and
vehicles in different driving environments before and during lane-changing, which pro-
vided a data basis for the relevant research. By comparing the relative distance between
vehicles when drivers change lanes with the traditional headway safety distance, it can be
found that the distance between the driver and front vehicle when drivers change the lanes
may be less than the safety time distance. Because the distance between vehicles is often
less than the safety distance in the real driving environment, the lane-changing decision
based on vehicle interval is obviously not in line with the real scene. When there is a car
behind the target lane, the lane-changing can be described as the game between the host
car and the car behind the target lane. Yu et al. [11] introduced driver aggressiveness into
game theory to design lane-changing decision-making to simulate human drivers. Meng
et al. [12] combined receding horizon control into game theory and proved the effectiveness
of the method through traffic case simulation. Cao et al. [13] established lane-level link
performance function to evaluate the driving efficiency of the lane-changing behavior, to
improve the macroscopic traffic flow efficiency.

In terms of path planning, there are two common methods, i.e., stochastic and kine-
matic methods [10]. Although the stochastic method can be used for dynamic planning
according to the traffic environment, its planning results are difficult to accurately solve the
physical parameters such as the expected yaw rate, which is not conducive to the design
of the path tracking controller. The main methods based on kinematic are Polynomial
curve [14,15], Clothoid curve [16], Bézier curve [17], and B-spline curve [18]. The kinematic
method can describe the lane-changing path in the form of the equation which makes
up for the defect of stochastic method, but it is difficult to constrain the path through
the vehicle position relationship in the traffic environment. Bae et al. [19] designed a
lane-changing path based on the quintic Bézier curve and compared it with the cubic Bézier
curve. However, the constraints on the control points only consider the vehicle driving
parameters of the starting point and the end point, and therefore there is a lack of basis
for the selection of other constraint points. In addition, Mukai and Kawabe [20] used the
multiparameter programming method to solve the problem of lane-changing decision
and optimal path generation of model predictive control, but the scene construction was
relatively simple and could not represent the real driving situation. Hu et al. [21] designed
several cost functions to realize real-time path planning and optimal path selection, and
the proposed method achieves real-time path planning and speed planning.

In the path tracking, the representative control methods are model predictive control,
intelligent control, and sliding mode control. Falcone et al. [22] used the model predictive
control to design an active steering path tracking controller. The LTV-MPC method achieved
similar performance with nonlinear model predictive control at a lower hardware cost.
Naranjo et al. [23] designed an overtaking system with path tracking and lane-changing
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functions using fuzzy controller. Ren et al. [24] designed the lane-changing path for the
curve road and used the nonsingular terminal sliding mode controller to track the lane-
changing path. Wu et al. [25] combined sliding mode control with active disturbance
rejection control for path tracking, and compared with model predictive control, the
effectiveness of the method was verified.

In the vehicle lane-changing system, the upper-level system’s decision on lane-
changing instruction will have an impact on vehicle power performance and driving
comfort when changing lane. Although Yu et al. [11], Meng et al. [12], and Cao et al. [13]
verified that the designed decision-making method could improve the efficiency of macro-
scopic traffic flow, it lacked consideration of automobile power performance and driving
comfort in the decision-making method. Liniger et al. [26] formulated three different
racing games to study the game between automatic racing cars, which are of great value to
promote the research of lane-changing games, and it was necessary to modify the focus
of the payoff when applied to the passenger car system. In the aspect of path planning,
the frequently used quintic polynomial path planning method [27] can easily obtain the
yaw rate and lane-changing path. However, it can only adjust the lane-changing path by
changing the whole process time, and therefore it is difficult to restrain the driving path
through the distance relationship among the surrounding vehicles. The Bézier curve can be
adjusted by constraint points, which is more flexible than the polynomial. Bulut et al. [28]
compared the cubic Bézier curve with the quintic Bézier curve. The results showed that
compared with the cubic Bézier curve, the variation of the quintic Bézier curve on velocity,
lateral acceleration, longitudinal, and lateral jerk was more reasonable.

1.3. Paper Contribution and Organization

In order to improve the above shortcomings, the automatic lane-changing decision-
making based on game theory with Bézier curve path planning is proposed. This paper
has made the following contributions to the automatic vehicle lane-changing system. (I) In
this paper, the existing safety distance model is improved, and the key parameters of the
model are optimized through the lane-changing data of the human driver. (II) Through a
single-step dynamic game with incomplete information, the safety payoff, comfort payoff,
and velocity payoff are taken into account for the lane-changing system and achieve the
balance in the optimization. (III) The lane-changing time calculated by the path planning
layer is taken as an important parameter to ensure the safety and comfort of lane-changing,
which realizes the strong coupling of decision layer and planning layer. The proposed
algorithm can better adapt to both discretionary lane change (DLC) and mandatory lane
change (MLC). This paper mainly studies the typical expressway driving environments as
shown in Figure 1, in which Car.0 is the host car, Car.1 is the front car in the current lane,
Car.2 is the front car in the target lane, and Car.3 is the rear car in the target lane.
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The rest of this paper is organized as follows. In Section 2, the lane-changing safety
distance is improved by collecting lane-changing data. In Section 3, the payoff function of
the lane-changing decision-making method based on game theory is analyzed. In Section 4,
the control points of the quintic Bézier curve are constrained to obtain the lane-changing
path without forward collision. Based on the vehicle linear two-degree-of-freedom model,
the path tracking sliding mode controller of front wheel angle compensation by radical
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basis function (RBF) neural network is designed. In Section 5, the model-in-the-loop (MIL)
simulation, driving simulation test, and hardware-in-the-loop (HIL) verification are carried
out. Section 6 is the discussion, and the conclusions are drawn in Section 7.

2. Lane-Changing Safety Distance

There are some driving parameters in the widely used Gipps car following model [29],
which is difficult to obtain in the actual environment, so the headway safety distance
model [30] is selected. The headway safety distance model is based on the time differ-
ence between the adjacent front and rear vehicles passing through the specified point in
turn. When the relative speed of the two cars is small, there is an approximately linear
relationship between the headway time and the distance of the two cars. Based on this, the
following models are established:

Dt = Vmtd + l (1)

where Dt is the safety distance based on headway, td is the headway time, generally
1.2–2.0 s, Vm is the rear car speed, and l is the safety margin, generally taken as 2–5 m [31].

Considering that the speed of the rear car often changes with the speed of the front car
under the car-following condition, a safety distance margin is needed. When the braking
distance model of the driver for emergency braking is applied to the car-following scenario,
we get

Da =
(

Vm −Vf

)
τ +

ti
2
+

(
Vm −Vf

)2

2amax
+ l (2)

where Vf is the front car speed; Da is the braking distance; τ is the sum of driver reaction
time and brake system coordination time, generally taken as 0.8–1.0 s; ti is the growth time
of braking deceleration, generally taken as 0.1–0.2 s; and amax is the maximum braking
deceleration that can be achieved during braking, generally taken as 6–8 m/s2.

It can be seen that the main influencing factor of the safety distance model based
on the headway is the host car speed without considering the relative speed of adjacent
vehicles. The braking distance model focuses on the relationship with the relative speed
and is not sensitive to the speed of the host car. In order to make up for the shortcomings of
the two models and achieve complementary advantages, the fusion safety distance (FSD)
can be obtained as follows.:

Dc =

{
q1Dt + q2Da Vm > Vf
q1Dt + q2l Vm ≤ Vf

(3)

where Dc is the fusion of safety distance, q1 is the weight coefficient of safety distance based
on headway, and q2 is the weight coefficient of braking distance model. When Vm ≤ Vf ,
the safety margin is used to replace the braking distance model.

Left lane-changing and right lane-changing often occur in the real driving process, and
the steering characteristics of left lane-changing and right lane-changing are similar [32].
On the basis of the specific left lane-changing scene, the specific analyses of the safety
distance between Car.0 and other cars are carried out as follows.

Based on (3), analyzing Car.0 and Car.1 may have a rear-end collision during the
lane-changing process. It is necessary to consider the safety distance under emergency
braking and lane changing, and the safety distance to avoid the rear-end collision is

S01 =





MAX

(
V0 −V1

tlc
2 + L + W

2 sinθ ,

q1V0td + q2

(
(V0 −V1)τ + ti

2 + V0−V1
2

2amax

)
+ l

)
, V0 > V1

q1V0td + l , V0 ≤ V1

(4)

where V0 is the speed of Car.0, V1 is the speed of Car.1, S01 is the safety distance between
Car.0 and Car.1, tlc is the time for Car.0 to change its lanes, L is the length of both car, W is
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the width of both car, and θ is the Car.0’s heading angle when it collides with Car.1. As
Car.0 is generally near the center line of the lane at this time, θ = θmax.

The collision between Car.0 and Car.2 occurs after the beginning of the lane-changing.
Therefore, while ensuring the safety distance for the lane-changing, a safe car-following
distance should be reserved for Car.0 after entering the target lane to avoid subsequent
rear-end collisions. According to the analysis of possible collisions based on the FSD, it can
be concluded that the safety distance of Car.0 to avoid rear-end collision or side scraping
with Car.2 as shown in (5), where S02 is the FSD between Car.0 and Car.2, and V2 is the
speed of Car.2.

S02 =

{
V0 −V2

tlc
2 + L− W

2 sinθ + q1V0td + q2

(
(V0 −V2)·τ + ti

2 + V0−V2
2

2amax

)
, V0 > V2

q1V0th + l , V0 ≤ V2
(5)

The situation where Car.3 collides with Car.0 occurs at the end of lane-changing. At
this time, Car.0 has entered into the target lane, the steering wheel angle is about to return
to zero, and the heading angle θ of Car.0 is very small. Considering the above conditions,
based on the FSD, the possible collision with Car.3 is analyzed, and the safety distance to
avoid the rear-end collision of Car.3 can be expressed as (6), where S03 the safety distance
between Car.0 and Car.3, and V3 is the speed of Car.3.

S03 =

{
V3 −V0

3tlc
4 + L + q1V3td + q2

(
(V3 −V0)·τ + ti

2 + V3−V0
2

2amax

)
, V3 > V0

q1V3th + l , V3 ≤ V0
(6)

Lane-changing habits of human driver is affected by age, gender, experience, etc. [33].
In order to ensure the authenticity of lane-changing related parameters in the model,
83 drivers with different driving experience and ages are specially invited for lane-changing
operation on the driving simulator. Due to the difference between the subjective feeling of
driving simulator and real vehicle, each driver is given a period of operation training.

After completing the training, 83 drivers changed the lanes left and right for a total of
672 times. The final results are shown in Table 1, where tlc is the average lane-changing
time, SDt is the standard deviation corresponding to tlc, θmax is the average maximum
heading angle, and SDθ is the standard deviation corresponding to the θmax. The last
column in Table 1 is the total number of left and right lane-changing, and tlc, SDt, θmax,
SDθ , corresponding to the total lane-changing number. From Table 1, it can be concluded
that the average value of the maximum heading angle is 3.20◦, which indicates that the
assumption that the maximum heading angle appears during lane-changing process is
reasonable, and the average lane-changing time of 5.17 s is close to the 5.48 s [34]. The
standard deviation corresponding to the lane-changing time and the maximum heading
angle are small, which implies that the data are concentrated. According to the statistics of
this lane-changing simulation data, 86.41% of the lane-changing time are in the interval
(3.7, 6.3), so the change range of tlc is taken as an integer of (3, 7), and the speed change
range is set to 16~33 m/s. The changing rule of the lane-changing safety distance with tlc
is shown in Figure 2.

Table 1. Results of driving simulation lane-changing experiment.

Left Lane-Changing Right Lane-Changing General

Number of times 347 325 672
tlc(s) 5.11 5.23 5.17
SDt 0.8002 0.9403 0.8703

θmax (deg) 3.33 3.10 3.20
SDθ 0.6410 0.6122 0.6266
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Through Figure 2, it can be found out that the greater the expected lane-changing time
tlc, the greater the lane-changing safety distance will be. Combining the data in Table 1,
tlc = 5.17 s is used to determine the lane-changing safety distance. The relevant parameters
in the lane-changing safety distance model have been determined shown in Table 2.

Table 2. Parameters of lane-changing safety distance model.

Parameter Value Unit

Vehicle length, L 4.2 m
Vehicle width, W 1.8 m
Safety margin, l 3 m

Maximum heading angle, θmax 3.20 deg
Expected time for lane− changing, tlc 5.17

Headway time, td 1.2 s
Braking deceleration increase time, ti 0.15 s

Driver′s reaction time and brake delay time, τ 0.9 s
Weight of the safety distance based on the headway, q1 0.65 -

Weight of braking distance model, q2 0.35 -
Maximum braking deceleration, amax 7 m/s2

3. Lane-Changing Decision-Making Based on Single-Step Dynamic Game with
Incomplete Information

If Car.3 refuses the lane-changing behavior of Car.0, it may cause a rear-end collision
or side scraping. If Car.3 accepts the lane-changing behavior of Car.0, Car.3 will slow
down and avoid Car.0. Therefore, there is a strong interaction between Car.0 and Car.3 in
lane-changing scenarios. Game theory is a powerful tool to study the interaction between
decision-makers [11]. The relationship between two cars can be regarded as players playing
lane-changing games. Game behavior can be defined as a definite mathematical object
which mainly includes three essential elements: player, strategy, and payoff [35]. First
of all, in the process of driving, the strategies of both players will be adjusted according
to the change of traffic environment, and the result of the game is determined once, so
the game type between players belongs to single-step dynamic game. Second, assuming
the relative distance and speed of the surrounding vehicles can be obtained by radar, but
for vehicles without V2V communication function, only the controlled vehicle (Car.0) can
obtain the payoff function of both players in the game, that is, the information obtained
by both players in the game is not complete. Finally, a single-step dynamic game with
incomplete information is selected to model the game relationship between Car.0 and Car.3
in the lane-changing scene.

As shown in Figure 3, Ci is the player, and dj
i is the corresponding strategy. When

two players play a single-step dynamic game, the dotted line connects the two possible
behaviors of C1 which means that C2 does not know what decision C1 will make. This
game is equivalent to C1 and C2 making a lane-changing decision at the same time, so that
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the extended game problem under incomplete information can be transformed into a static
game problem for solution [36]. The pure strategies produced by this game can be written
as shown in Table 3.
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Table 3. Pure strategies of the lane-changing game.

Player
Car.3

Lane-Changing/Accept Lane Keeping/Refuse

Car.0
(
U1

0 , U1
3
) (

U2
0 , U2

3
)

In Table 3, U1
0 is lane-changing payoff of Car.0, U2

0 is lane keeping payoff of Car.0, U1
3

is the payoff of Car.3 when Car.3 accepts Car.0’s lane-changing, and U2
3 is the payoff of

Car.3 when Car.3 refuses Car.0 to change its lane.

3.1. Safety Payoff

Taking Usa f ety as the safety payoff, the safety payoff function can be described as

Ui,p
sa f ety =





1 Dk ≥ Sk
ln
( Dk

Sk
+1
)

ln 2 l < Dk < Sk
−∞ Dk ≤ l

(7)

where i ∈ {0, 3}, 0 is corresponding to Car.0, and 3 is corresponding to Car.3; p ∈ {1, 2}, 1
means lane-changing or accepting lane-changing, 2 means lane keeping or refusing lane-
changing; k ∈ {02, 01, 03, 23}, 02 represents the relationship between Car.0 and Car.2, 01
represents the relationship between Car.0 and Car.1, 03 represents the relationship between
Car.0 and Car.3, and 23 represents the relationship between Car.2 and Car.3; The numbers
in i, p, and k play the role of codes, Dk is the distance between vehicles, and Sk is the
lane-changing safety distance.

It can be seen that when Dk < l, the safety payoff will directly reach −∞, prompting
Car.0 to change its lane immediately. Similarly, when Car.3 is close to Car.0, the payoff of
Car.3 will directly reach −∞ when it agrees Car.0 changes the lane. When Car.0 is close
to Car.3, the lane-changing behavior of Car.0 will not be carried out. If Car.0 is close to
Car.1, Car.0 will change its lane immediately. Assuming that the speed of all vehicles is
constant, when the above two situations occur at the same time, the collision loss caused
by lane-changing or not is judged by combining other payoff functions.

3.2. Velocity Payoff

For both players of the game, the vehicle’s current speed of the player is set as the
threshold that the player can continue to obtain, and the speed difference between the front
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vehicle and the player’s own vehicle is the payoff variable. According to this setting, the
velocity payoff Uv can be described as follows.

Ui,p
v =





1 vk ≥ 2vi
vk−vi

vi
0 < vk < 2vi

−1 vk = 0
(8)

When there is a stationary car ahead or vehicle is detected currently on the ramp and
needs to change its lane, the velocity payoff reaches the minimum value of −1. When the
target speed is equal to the current speed, the velocity payoff is 0. Because the speed of
each car on the road is basically within the speed limit range when driving at high speed,
the velocity gain reaches 1 when the target speed is twice the current speed.

The significance of the velocity payoff setting is that when the speed of Car.1 is greater
than the current speed or the expected speed of Car.0, Car.0 does not need to change its
lanes. When the speed of Car.1 is less than the current speed or the expected speed of Car.0,
the speed of Car.1 will be compared with the speed of Car.2. If the speed of Car.2 can better
meet the velocity payoff of Car.0, the lane-changing demand will be generated. That is to
say, the earlier the lane-changing is completed, the better the vehicle power performance
will be.

3.3. Comfort Payoff

When the speed of the preceding car is lower than the speed of the host car, the host
car choosing to brake or change its lane to avoid the collision is needed. However, when
the relative speed difference is large, the small lane-changing time is needed, the short
lane-changing time will cause large lateral acceleration. Which is bad to the comfort of
passengers. Therefore, connecting the lane changing time obtained from (14) and the
comfort payoff. The comfort payoff Ucom f ort is

Ui,p
com f ort =

{ 2
1+e−tca − 2 vi > vk

0 vi ≤ vk
(9)

where tca is half of the total lane-changing time shown in (14). The big speed difference
between the preceding car and the host car will cause a small tca, and the time reserved for
the driver to change the lanes is also very short. That is, the big lateral acceleration will be
generated during lane-changing, leading to the worse comfort of passengers. The changing
trend of Ucom f ort − tca is shown in Figure 4. It is indicated that when tca is more than 2.5 s,
the change of Ucom f ort is relatively gentle, while when tca is less than 2.5 s, the comfort
payoff decreases sharply, which is consistent with the collected average lane-changing
time of human drivers. The change trend of Ucom f ort − tca meets the influence rule of
lane-changing time on lateral comfort.
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3.4. Total Payoff and Game Solution

The total payoff is a linear combination of safety payoff, velocity payoff, and comfort
payoff. α, β, and γ in (10) are the weights of corresponding payoff.

Upayo f f = αUsa f ety + βUv + γUcom f ort (10)

Excessive consideration of safety will reduce the lane-changing possibility, leading to
system conservativeness increased. On the contrary, weakening the consideration of safety
will increase the risk of collision [37]. This paper takes α = 0.5, β = 0.3, and γ = 0.2.

The game model has at least one equilibrium point, which can be calculated by the
change in the payoff function while driving. The problem of solving the equilibrium point
is transformed into a problem of extreme points for solving, as in (11).





C′2(d1) , d′2
d′2 =

{
Ud1,d′2

3 ≥ Ud1,d2
3 , d1 ∈ C1, d2 ∈ C2

}

d̂1 = argmax
(

Ud1
0 , Ud′2

0

)

d̂2 = argmax
(

Ud̂1
3 , Ud2

3

)
(11)

where d1 and d2 are the decisions of Car.0 and Car.3, respectively; C1 and C2 are the strategy
sets of the two cars; C′2(d1) is the decision set of Car.3 after the decision of Car.0; d′2 is the
decision under the decision set; and d̂1, d̂2 are the final decisions of the two vehicles.

In order to verify the effectiveness of the proposed game method, the MLC scenario
shown in Figure 5 designed in [11] is used for the simulation verification. Suppose the
decision-making method used in that paper is M1, and the decision-making method used
in this paper is M2. The comparison results are shown in Table 4. It can be seen from the
Table 4 that the method of M1 and M2 adopt the same lane-changing cut-in position in the
two scenarios of Test 1 and Test 2. In Test 3, the distance between Car.3 and Car.4 is only
10 m. At this time, Car.0 still choosing to insert gap 2 will have a greater impact on the
velocity payoff of Car.4, and it may even cause rear-end collision. Therefore, the proposed
method chooses to change the lane immediately when Car.4 overtakes Car.0. The price of
delaying the lane-changing operation is to produce greater lateral acceleration, that is, to
ensure driving safety by sacrificing part of the comfort. It is indicated that the proposed
game lane-changing decision is effective.
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Table 4. Lane-changing cut-in positions comparison.

Test 1 Test 2 Test 3

Parameter

v0 (m/s2) 10 10 10
D01 (m) 50 50 50
D02 (m) 10 10 10

v2 (m/s2) 15 15 15
D03 (m) −20 −8 −8

v3 (m/s2) 15 15 15
D04 (m) −30 −25 −18

v4 (m/s2) 15 15 15

Decision
M1 gap 1 gap 2 gap 2
M2 gap 1 gap 2 gap 3
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4. Lane-Changing Path Planning and Tracking Control

The lane-changing path needs the lateral speed and lateral acceleration of the starting
point and the ending point to be continuous, and the path can be constrained through
the control points according to the traffic environment. The first part of this section
will complete the lane-changing path planning by constraining the control points of the
quintic Bézier curve. In the case of MLC, the high accuracy of the path tracking controller
is required to control the vehicle interval accurately. There are some assumptions and
simplifications in vehicle modeling, which will inevitably lead to the decline of tracking
control accuracy [38]. Therefore, in the second part of this section, RBF neural network
is used to compensate the vehicle front wheel angle modeling error under sliding mode
control (SMC).

4.1. Lane-Changing Path Planning Based on Bézier Curve

The Bézier curve was invented by Pierre Bézier and has been widely used in computer
graphics and animation [19]. Taking the lane direction as the coordinate X and the vertical
lane direction as the coordinate Y, the lane change path can be given in the form of the
parametric equation as





fx(j) = ∑5
i=0

(
5
i

)
(1− j)5−i jiPxi , (0 ≤ j ≤ 1)

fy(j) = ∑5
i=0

(
5
i

)
(1− j)5−i jiPyi , (0 ≤ j ≤ 1)

(12)

where Pxi and Pyi are the horizontal and vertical coordinates of the control point Pi
(

Pxi, Pyi
)
,

respectively.
In order to meet the requirements of lane-changing lateral velocity and lateral ac-

celeration at the starting and ending to be continuous, the lane width h = 3.75 m, then
Py0 = Py1 = Py2 = 0; Py3 = Py4 = Py5 = h.

Setting the lane-changing starting point Px0 = 0, the vehicle-mounted radar is in-
stalled on the top of the vehicle. Considering that Car.0 may collide to Car.1 during the
lane-changing process (shown in Figure 6), the horizontal coordinates Px2 and Px3 of the
midpoint of the path are restricted shown in (13).





Px2 = Px3 = v0tc1 − Di

tc1 = D01
v0−v1

Di ≈ Li cos
(

arctan
(

W
2L f

)
− θ
) (13)

where tc1 is the time for Car.0 to rear-end Car.1, Di is the longitudinal distance between the
vehicle-mounted radar of Car.0 and the closest point of Car.1, and Li is the linear distance
between the vehicle-mounted radar and the closest point of Car.1. As θ is small, Li ≈ l + La
and La ≈ L f , where L f is the distance from the vehicle-mounted radar to the front bumper
of Car.0.
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Then, tca for the vehicle to reach the lane-changing midpoint can be obtained as

tca =
Px2

v0 − v1
(14)

Because Px5 = 2Px2, the control point Px5 has also been constrained. Setting that Px1
and Px4 are symmetrical about (Px2, h

2 ), so we get

{
Px1 = Px2−Px0

i (i ≥ 1)
Px4 = Px5 − Px5−Px3

i (i ≥ 1)
(15)

Take i as an integer between [1,10] to draw Bézier curve shown in Figure 7a. It can
be found out that when Px5 = 2Px2, h1 = h2, and no matter what the value of i is, the
curve will always pass (Px2, h

2 ), which also verifies the constraints setting of P0
(

Px0, Py0
)
,

P2
(

Px2, Py2
)
, P3

(
Px3, Py3

)
, and P5

(
Px5, Py5

)
are correct and reasonable. In addition, the

curve gradually tends to be flat with i increasing. Therefore, it can be judged that with the
increase of i, the maximum yaw rate generated by the vehicle in the tracking process is
decreased. In order to verify this conjecture, according to (16), the change trend of yaw rate
corresponding to different values of i is obtained shown in Figure 7b.





k(j) =
.
fx(j)

..
fy(j)−

.
fy(j)

..
fx(j)

( .
fx

2
(j)+

.
fy

2
(j)
) 3

2

ω(j) =
.
fx(j)k(j)

(16)

where k(j) is the curvature of the path and ω(j) is the yaw rate; j ∈ [0, 1].
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In Figure 7b, the maximum yaw rate that is generated by the planned path decreases
with the increase of i, which is conducive to providing better dynamism and comfort
during the lane-changing process. However, with increases in i, a greater rate of change
in yaw will be generated near the starting and ending points of the lane-changing curve,
which may cause passengers to become anxious when subjected to an instantaneously
increasing lateral force. When i > 5, the decrease in yaw rate caused by the increase of i is
small, so i = 5 is chosen to constrain Px1 and Px4 in this paper.

4.2. Path Tracking Controller

In the design of the path tracking controller, the following reasonable assumptions are
put forward: (1) Ignore the roll, pitch, and vertical movement of the vehicle. (2) The vehicle
lateral acceleration during the lane-changing is small, and the tires can be assumed working

219



Actuators 2021, 10, 173

in the linear region. (3) The controller directly controls the front wheel angle. (4) The road
surface is flat. Based on the above assumptions, the vehicle linear two-degree-of-freedom
model built shown in (17).

[ .
vy.
ωc

]
=


 −

C f +Cr
mvx

aC f−bCr
mvx

− vx
−aC f +bCr

Izvx
− a2C f +b2Cr

Izvx



[

vy
ωc

]
+

[ C f
m

aC f
Iz

]
δ f (17)

where vx is the longitudinal velocity; vy is the lateral velocity; ωc is the yaw rate; δ f is the
turning angle of the front wheels; m is the mass of the vehicle; C f and Cr are the cornering
stiffnesses of the front and rear axles, respectively; and a and b are the distances from the
center of mass to the front and rear axles, respectively.

There are some unavoidable disturbances during vehicle driving. In order to improve
the robustness of the path tracking controller, the design of the sliding mode surface is

s = ce +
.
e , c > 0 (18)

where e = ϕ− ϕr, ϕ is the actual yaw angle of the vehicle, and ϕr is the desired yaw angle.

.
s = −ηsgn(s)− ks , η > 0, k > 0 (19)

Differentiating (18) and combining with (17) and (19), we get

δeq =
( .
ωr + cωr + ( f1 − c)

.
ωc − f2vy − ηsgn(s)− ks

)
/ f3 (20)

where f1 =
(

a2C f + b2Cr

)
/Izvx; f2 =

(
−aC f + bCr

)
/Izvx; f3 = aC f /Iz; ωr is the desired

yaw angle velocity;
.

ωc is the actual yaw angle acceleration.
In order to reduce the chattering of the path tracking system, the saturation function

shown in (21) is used instead of the symbolic function.

sat(s) =
{

s |s| < 1
sgn(s) |s| ≥ 1

(21)

Past research has shown that any nonlinear function over a compact set with arbitrary
accuracy can be approximated by an RBF neural network [39], and the solution is hard
to fall into the local optimal. Considering the inevitable error of the built model, the RBF
neural network is used to compensate the front wheel angle by the sliding mode control.
The input value of the RBF neural network is X =

[
s

.
s
]
, and the performance index

function of the RBF neural network is E = s
.
s. The number of neurons in the hidden layer

of the neural network is m, and the output layer has one neuron. The Gaussian radial basis
function of the hidden layer is

hn = exp

(
−||X− cn||2

2bn2

)
n = 1, 2, . . . , m. (22)

The compensation value of RBF neural network to the front wheel angle is obtained
as follows:

δsw = WT H (23)

where W is the neural network weight vector, W = [w1 w2 . . . wm]
T ; H = [h1 h2 . . . hm]

T .
Then, the front wheel angle control law with the path tracking SMC compensated by

RBF (SMC-RBF) is as follows:
δ f = δeq + δsw (24)

In order to verify the effectiveness of the proposed tracking control method, the lane-
changing path tracking results of SMC and SMC-RBF are compared in MIL simulation
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environment. The vehicle speed is 25 m/s, the total lane changing time is 5.1 s, and the
simulation time is 10 s. The results are compared in Figure 8.
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path. (b) Comparison of heading angle. (c) Comparison of yaw rate.

Figure 8a shows that although the sliding mode controller can complete path tracking
without compensation by RBF, vehicle lateral error reaches 0.1524 m, which will have a
greater impact in emergency lane changing scenes. In Figure 8b,c, the errors between
the heading angle, the yaw rate and the reference values are reduced under RBF angle
compensation. After the RBF is applied to compensate the angle, the accuracy of path
tracking is greatly improved, and the maximum lateral error is only 0.0317 m. It shows
that the designed path tracking sliding mode controller of front wheel angle compensation
by RBF greatly improves the accuracy of path tracking.

5. Simulation and Result Analysis

In the Section 3, the effectiveness of the game lane-changing decision-making method
is verified by simulation. In Section 4, the lane-changing curve is obtained by controlling
the constraint points of Bézier curve, and SMC-RBF is used for path tracking. In this section,
the advantages of the proposed method will be analyzed and discussed considerably by
compared with the traditional method (decision-making by time to collision and quintic
polynomial curve path planning) through MIL, and human driver through HIL.

5.1. MIL Simulation

In MIL simulation, a game decision-making method, a time-based decision-making
method, Bézier curve path planning, and quintic polynomial path planning will be com-
bined and applied to further prove the effectiveness of game lane-changing decision-
making and Bézier curve path planning method (GT-B), and the influence of different
decision-making methods and lane-changing paths on passenger comfort will be discussed.
MIL simulation is carried out in Simulink/Carsim environment. Vehicle parameters are set
in Carsim shown in Table 5.
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Table 5. Parameters of simulation vehicle.

Parameter Value Units

Distance from the center of mass to the front axis, a 1.232 m
Distance from the center of mass to the rear axis, b 1.468 m

Vehicle mass, m 1520 kg
Total lateral stiffness of front axle, C f 66,900 N/rad
Total lateral stiffness of rear axle, Cr 62,700 N/rad

The moment of inertia, Iz 3965 kg·m2

Build a traffic scene in Carsim (Figure 9), and perform a simulation with 15 s.
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Figure 9. Traffic environment in MIL.

In Figure 10, GT-Bay is the lateral acceleration generated by tracking the Bézier curve
under game decision-making; GT-Pay is the lateral acceleration generated by tracking the
quintic polynomial curve under game decision-making; T-Bay is the lateral acceleration
generated by tracking Bézier curve based on time to collision decision-making; T-Pay is the
lateral acceleration generated by tracking the quintic polynomial curve based on the time
to collision decision-making. The lateral acceleration division is shown in Table 6 where
amax = 0.4g [40].
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two-lane road with a total length of 700 m shown in Figure 11b. Three different traffic 
environments are set shown in Figure 12. From the setting of the relationship between the 
speed and distance of each vehicle, the software indicates that Case Ⅰ represents a kind of 

Figure 10. Comparison of lateral acceleration under different combinations of decision-making and
path planning methods.

Table 6. Classification of lateral acceleration intensity.

Level Lateral Acceleration Range (m/s2) Code Name

Normal-level 0 ≤ ay < (0.1− 0.0013vx)g boundary A
Strong-level (0.1− 0.0013vx)g ≤ ay < (0.22− 0.002vx)g boundary B

Restricted-level (0.22− 0.002vx)g ≤ ay < 0.67amax boundary C
Maximum-level 0.67amax ≤ ay < 0.85amax boundary D

Compared with the lane-changing start time based on game theory and time to
collision decision-making in Figure 10, it can be found out that by the decision-making
method based on time to collision delays the lane-changing starting time is at 1.7 s. Owing
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to the close distance to Car.1 at this time, the first half of the lane-changing has to be
compressed to 1.8 s, making maximum lateral acceleration of Car.0 reach 1.6595 m/s2.
However, the vehicle by game decision-making starts to change its lane when the speed
of Car.1 is lower than Car.0, and the distance between Car.3 and Car.0 is large. As the
lane-changing start time is earlier, the first half of lane change can be controlled to 3.4 s
when the vehicle maximum lateral acceleration is only 0.4249 m/s2, reduced by 74.40%.
Earlier lane-changing can also enable Car.0 to reach the desired speed as soon as possible,
so that improving the vehicle velocity payoff. Comparing GT-Pay with GT-Bay, it can be
concluded that with the Bézier curve lane-changing path planning the maximum lateral
acceleration is reduced by 8.03% than the quintic polynomial lane-changing path planning,
and T-Bay also reduces 4.46% than T-Pay. The lane-changing path planned by the Bézier
curve can provide higher passenger comfort. Compared with T-Pay, which is close to
boundary B, the maximum lateral acceleration with GT-Bay is reduced by 75.54%, which
greatly improves the passenger comfort.

5.2. HIL Experiment

In order to analyze the difference of the decision-making and behavior differences
between the proposed lane-changing method and the human driver, and to collect some
lane-changing data of human drivers, it is necessary to invite drivers to conduct a real-car
driving test in the same scene. However, due to the low safety, poor repeatability, and
difficult scene modeling of real-car driving, it is decided to use driving simulator for HIL
driving experiment. The principle of driving simulator is shown in Figure 11a. The core
component of the system is the PXIe-8840RT real-time processor. NI VeriStand realizes the
communication between the computer and PXI real-time processor through the network
cable. The maximum simulation frequency in HIL experiment can reach 1000 Hz. In an
HIL experiment, the steering wheel angle is controlled by the control program through
the feedback information from Carmaker. In the driving experiment, the road and traffic
scenes are displayed to the driver on the monitors, and the driver directly controls the
steering wheel angle to realize the vehicle lateral movement.
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In the HIL experiment, in order to be close to the real road scene, the Hefei-Xuzhou
Section of G3 Jingtai Expressway in China is simulated in Carmaker to build a one-way
two-lane road with a total length of 700 m shown in Figure 11b. Three different traffic
environments are set shown in Figure 12. From the setting of the relationship between the
speed and distance of each vehicle, the software indicates that Case I represents a kind of
condition without driving danger. If the driver wants to reach a higher speed, the lane
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needs to be changed timely; Case II represents an emergency driving situation, that is, the
speed difference between the preceding car and the host car suddenly increases, and the
driver can choose to lane-changing or brake for car-following. Case III is a common lane
merging situation where the driver must perform lane-changing operations.
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Five people are randomly selected from 83 people who perform the simulated lane-
changing operations to conduct the driving tests in three scenarios. Before the simulated
driving, the driver is only informed of the host car (Car.0) speed and expected speed, and is
not given any imply to the driver’s operation. To facilitate the description of the simulation
results, the method proposed in this paper is referred to as GT-B in short. The code names
of the driving experiments in the three cases are A, B, C, D, and E, which do not represent
a specific driver. In order to simulate the speed fluctuation of the real high-speed vehicle
during stable driving and the detection error of the radar equipment, the speed of the
vehicle in the experiment is fluctuates in a sine curve with a fluctuation range of ±1 km/h,
and Car.0 cannot detect this small range of the speed fluctuations. That is to say, the speed
obtained in the lane-changing game decision-making is not accurate.

5.2.1. Case I

In Case I, the target speed of Car.0 is set as 33 m/s; at 2 s after the start of the
simulation, Car.3 surpasses Car.0 to become the new Car.2, and Car.2 surpasses Car.1 at
6 s. The relationship between decision time and vehicle distances of different drivers under
Case I is shown in Table 7, where D01min is the shortest distance between Car.0 and Car.1
when Car.0 crosses the lane, and D02min is the shortest distance between Car.0 and Car.2
when Car.0 crosses the lane. In order to express the process of Car.2 surpassing Car.1 more
visually, take the distance between vehicles calculated in Figure 13a as the relative distance
among vehicle-mounted radars, the relationship with the shortest distance among vehicles
is Dradar = Dmin + L. It can be seen from Figure 13a and Table 7 that the speed difference
between Car.1 and Car.2 is large, Car.0 chooses to follow up when Car.2 has not completely
surpassed Car.1 under GT-B control. Further, a longer total lane-changing time is calculated
by GT-B under the premise of ensuring a safety distance from the front vehicle, and the
passenger comfort of Car.0 is improved and the expected speed can be achieved earlier.
Three drivers choose to follow up when Car.2 does not completely surpass Car.1. This
decision-making result is the same as GT-B. Driver C quickly follows Car.3 and changes
the lane when the speed of Car.3 is judged to be high. Although the expected speed can be

224



Actuators 2021, 10, 173

reached early, the driving safety of Car.0 will decrease if the distance to the vehicle in front
is closer. Before driver E starts to change lanes, D02 is already greater than S02, indicating
that lane change starting time of driver E is too conservative. The analysis shows that
decision-making of GT-B is more in line with the human driver’s perception of the driving
environment in Case I.

Table 7. Driving parameters of different drivers under Case I.

Driver Begin Time (s) Finish Time (s) D02min (m) D01min (m)

A 5.4 10.3 11.5 13.5
B 5.9 11.7 13.9 14.4
C 4.3 13.2 6.3 14.8
D 6.7 13.4 17.9 14.4
E 11.5 19.9 45.0 17.5

GT-B 5.3 13.3 11.0 13.5
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The vehicle path of driver B is compared with GT-B and shown in Figure 13b. The
traffic setting in Case I is no risk of collision when lane is changed in the current scene, so
GT-B chooses a longer lane-changing time, thus reducing the maximum lateral acceleration.
In Figure 13b, the maximum lateral acceleration of the vehicle under the control of GT-B is
only 0.32 m/s2, which is decreased by 36% than the maximum lateral acceleration of driver
B of 0.5 m/s2 in the simulation, so that the comfort of passengers is improved.

5.2.2. Case II

Unlike Case I, the difference between v1 and v0 in Case II is relatively large. In order to
achieve higher speed or maintain the current speed, the lane-changing is needed for Car.0.
The expected speed of Car.0 in Case II is set as 25 m/s. In Case II, two drivers choose to
brake and follow Car.1, so there is no relevant comparison in Table 8. The remaining three
drivers quickly judge the traffic situation after simulation beginning, and then all decisively
change their lanes. Driver A makes full use of the distance with Car.1, and compared with
driver B whose lane changing beginning time is close to driver A, the lateral acceleration of
driver A during lane-changing is greatly reduced. However, D01min generated by driver A
and B is less than the safety distance margin, and a certain safety hazard has existed.
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Table 8. Driving parameters of different drivers under Case II.

Driver Begin Time (s) Midpoint Time (s) Finish Time (s) D01min (m) aymax (m/s2)

A 1.3 3.4 6.2 2.3 1.4571
B 1.5 3.4 5.4 2.3 2.1989
C 0.6 2.5 5.9 7.2 2.1240

GT-B 0.2 3.1 6.1 4.0 0.6031

Figure 14a indicates that Car.3 starts to slow down gradually after Car.0 starts to
change its lanes to guarantee a safety distance between different cars. Under the same
deceleration with braking, the different lane-changing starting time of each driver leads to
final different car-following distances of Car.3. In the same way, if the car-following distance
is kept constant and the lane-changing starts later, Car.3 requires greater deceleration with
braking. Therefore, Car.0 starting lane-changing operation early has smaller impact on
other vehicles in traffic environment built in Case II.
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The lane-changing time of driver C is close to the lane-changing time under GT-B
control, so driver C and GT-B are selected for comparison shown in Figure 14. It can be seen
that at the lane-changing midpoint, the distance between Car.0 under the control of GT-B
and Car.1 is relatively close. Although there is no collision, it may have negative impact
on the psychology of the passengers in Car.0. Table 8 shows that the time from beginning
to midpoint is less than the time from midpoint to finish by human drivers, and human
drivers may be more accustomed to cutting into the target lane and then overtaking, rather
than overtaking during lane-changing. However, under dangerous situations, overtaking
during lane-changing is obviously a benefit choice for both vehicle safety and passenger
comfort. Figure 14b shows that the lateral acceleration of the vehicle driven by driver C
has exceeded boundary B and reached 2.1240 m/s2. Under the control of GT-B, the lateral
acceleration of Car.0 during lane-changing is still within boundary A, and its maximum
value is only 0.6055 m/s2, which is decreased by 71.49% than that by driver C.

5.2.3. Case III

Vehicle lane-changing conditions can be divided into (1) MLC due to environmental
constraints and (2) DLC to improve driving environment [41]. In Case III, the vehicle is
driving to a road condition that needs to be merged, such as driving into an underpass or
driving into a main road from a ramp, so the scene of Case III can be regarded as MLC.

Because v3 > v0 in Case III, and the distance between Car.3 and Car.0 is small, Car.0
can not quickly change its lanes. Therefore, Car.0 can only choose lane-changing after
Car.3 overtakes Car.0 and become the new Car.2. In the first test of driving experiment, all
five participants collide with Car.3 or the end of the road due to the emergency of Case
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III. As a result of the emergency of MLC, it will increase the mental load of drivers [42].
Therefore, under the suggestions and requirements of the participants, each participant is
given three opportunities to adapt to Case III, and the final data is obtained from the third
test results. Even so, there is still a driver who collides with Car.3 during the lane-changing.
The lane-changing time and vehicle distance of the remaining four drivers and GT-B control
are shown in Table 9.

Table 9. Driving parameters of different drivers under Case III.

Driver Begin Time (s) Midpoint Time (s) Finish Time (s) D01min (m) D02min (m)

A 1.7 3.7 5.8 6.5 3.4
B 1.5 3.8 5.3 4 3.8
C 2.0 3.9 5.5 1.5 4.3
D 2.5 3.9 7.0 1.5 4.3

GT-B 2.0 3.7 5.4 6.5 3.4

Table 9 shows that no matter when the driver starts to change the lanes, their crossing
time is basically the same as that of vehicles under GT-B control. However, D01min generated
by driver C and driver D is only 1.5 m. Although the road space is fully utilized, this
lane-changing has certain risk. Only D01min generated by driver A and GT-B is more
reasonable. Judging from the lane-changing end time, the end time by GT-B is close to
driver B and driver C, so they can reach the expected speed ahead of time compared with
other experimental participants.

It can be determined from Table 9 and Figure 15a that as the front lane is about to end,
vehicle safety, power performance, and human comfort can be coordinated by GT-B, so
that Car.0 drives to the adjacent lane with 6.5 m away from the end of the lane. Driver
C with the same lane-changing start time is selected for comparison with GT-B shown in
Figure 15b. Although the vehicle lateral acceleration under the control of GT-B is at the
edge of boundary B, the lateral acceleration of vehicle driven by driver C already exceeds
boundary C. In addition, the shorter lane-changing time will lead to the larger heading
angle while crossing the lane. During turning the steering wheel to right after reaching the
target lane, the maximum lateral acceleration of 2.9676 m/s2 is generated by driver C, and
the maximum vehicle lateral acceleration under the control of GT-B is 1.8156 m/s2, which
is 38.82% lower than that of driver C. The lateral deviation distance of the vehicle relative
to the target lane center line by driver C reaches 0.375 m, and the close distance with the
left guardrail will aggravate the deviation of the vehicle owing to the wind pressure in
the case of high-speed driving, resulting in difficulty of the vehicle direction control. The
maximum deviation distance of the vehicle relative to the lane centerline by SMC-RBF
during the lane-changing is 0.125 m, and the vehicle can quickly return to the lane center.
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6. Discussion

Comparing the analysis of lane-changing process under the control of GT-B with
that of human drivers, it is obvious that vehicle safety, power performance, and human
comfort can be coordinated well by the GT-B method. In the common traffic situation
(Case I), part of vehicle power performance is sacrificed to guarantee driving safety, and the
lane-changing time is appropriately extended to obtain good human comfort. In emergency
situation (Case II), the vehicle’s performance is improved while guaranteeing its safety. In
a very emergency situation (Case III), part of the power performance and human comfort
are both sacrificed to make driving safety guaranteed. Moreover, vehicle performance by
GT-B method is superior to that by human drivers in lane-changing path planning and
vehicle lateral control. From the experiment results, it can be seen that GT-B method can
balance the payoffs generated by lane-changing, and obtain more rapid, smoother, and
safer lane-changing.

In order to simplify the lane-changing model, this paper makes some reasonable
assumptions, such as the speed changing in a small range and only considering lane-
changing in straight road. However, there are two conditions that may be needed to
be noticed: (I) When the surrounding vehicles decelerate or accelerate suddenly, the
lane-changing decision and the longitudinal motion of the host car will be affected. (II)
Although lane-changing in a curved road is not recommended, it is still necessary to design
an automatic lane-changing system that is safe for curved roads. When the vehicle is
driving in the curved road to avoid the obstacle, the appropriate decision results are very
important to ensure the vehicle and passengers’ safety. In the follow-up related research,
the decision-making and path planning method will be studied and optimized based on
the lane-changing in the curved road and consider longitudinal acceleration of each car in
the traffic flow. Herrmann et al. [43] optimized the velocity on the available paths for the
racing cars, which inspired velocity planning of host car in future study. The difference
is that the racing cars need to fully utilize the maximum possible tire forces, whereas the
passenger cars need to consider the impact of speed planning on ride comfort.

At present, the system is in the principle verification stage, so the vehicle distance
signal obtained in the simulation is accurate value, however any distance measurement
method has the error and noise. Vehicle state variables also need to be acquired through
sensors, and sensor signals are bound to have delays and noises. If the system designed
in this paper is to be applied to the actual vehicle in the future, it is necessary to study
the sensor signal fusion technology and the vehicle state parameter estimation system.
Although it is difficult to apply this method in the actual driving scene at present, the
experimental data presented in this paper would promote the development of autonomous
lane-changing systems and the further research based on this paper will help to reduce the
number of traffic accidents caused by lane-changing.

7. Conclusions

A game of lane-changing decision-making with Bézier curve path planning is pro-
posed in this paper which considers driving safety, power performance, and passenger
comfort comprehensively. Lane-changing safety distance is obtained by using 83 driver
lane-changing data. The lane-changing safety distance and lane-changing time calculated
by the path planning layer are considered in game payoff to enhance safety considerations,
which realizes the strong coupling between path planning layer and decision layer. The
results of the planning layer are returned to the decision layer as the input, which can
improve the security of the decision results. In addition, a detailed constrained optimiza-
tion method is proposed for Bézier curves, which improves the safety, traceability, and
comfort of the planned path. In the MIL simulation, it is proved that the method pro-
posed in this paper greatly improves the vehicle safety and passenger comfort. The HIL
experimental results indicate that the method proposed in this paper is superior to human
drivers in the selection of lane change time, the control of vehicle interval, and can achieve
the balance among vehicle safety, power performance and passenger comfort. In the HIL
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verification, there are not many driving scenarios, but the three lane-changing scenarios
are representative that can be used for comparative tests.

It is obvious that the method proposed in this paper can meet the requirements well
in the decision-making of lane-changing starting time, the total lane-changing time, the
lane-changing planning path, and the tracking control of planned path in both scenarios of
DLC and MLC. The results of this paper will accumulate experience for the further research.
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Abstract: At present, the master cylinder pressure estimation algorithm (MCPE) of electro-hydraulic
brake systems (EHB) based on vehicle dynamics has the disadvantages of poor condition adapt-
ability, and there are delays and noise in the estimated pressure; however, the MCPE based on the
characteristics of an EHB (i.e., the pressure–position relationship) is not robust enough to prevent
brake pad wear. For the above reasons, neither method be applied to engineering. In this regard,
this article proposes a MCPE that is based on signal fusion. First, a five-degree-of-freedom (5-DOF)
vehicle model that includes longitudinal motion, lateral motion, yaw motion, and front and rear
wheel rotation is established. Based on this, an algebraic expression for MCPE is derived, which
extends the MCPE from a straight condition to a steering condition. Real vehicle tests show that
the MCPE based on the 5-DOF vehicle model can effectively estimate the brake pressure in both
straight and steering conditions. Second, the relationship between the hydraulic pressure and the
rack position in the EHB is tested under different brake pad wear levels, and the results show that the
pressure–position relationship will change as the brake pad is worn down, so the pressure estimated
by the pressure–position model based on fixed parameters is not robust. Third, a MCPE based on the
fusion the above two MCPEs through the recursive least squares algorithm (RLS) is proposed, in
which the pressure-position model can be updated online by vehicle dynamics and the final estimated
pressure is calculated based on the updated pressure–position model. Finally, several simulations
based on vehicle test data demonstrate that the fusion-based MCPE can estimate the brake pressure
accurately and smoothly with little delay and is robust enough to prevent brake pad wear. In addition,
by setting the enabling conditions of RLS, the fusion-based MCPE can switch between driving and
parking smoothly; thus, the fusion-based MCPE can be applied to all working conditions.

Keywords: electro-hydraulic brake system; master cylinder pressure estimation; five-degree-of-
freedom vehicle model; pressure–position model; recursive least square

1. Introduction

Under the global trend of electrification and intelligence, automobile braking systems
have undergone new changes. Traditional braking systems are increasingly unable to meet
the new demands, and brake-by-wire systems (BBW) have come into existence. BBW are
mainly divided into electro-mechanical brake systems (EMB) and electro-hydraulic brake
systems (EHB). EMB, in which the motor drives the reduction gears to directly push the
pad to clamp the disc, cancels the hydraulic components and can control the clamping
force accurately and quickly. It is considered to be the supreme form of BBW; however, the
braking capacity of EMB depends on a 42 V power supply system, which is not equipped
on most vehicles. More importantly, the EMB does not meet the requirements of current
regulations for brake system failure backup. Therefore, although some companies and
universities worldwide have developed EMB prototypes [1–3], such as Bosch, Akipollo,
Hanyang University, etc., EMB have not yet entered the market. In contrast, EHB retains
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the hydraulic brake circuit and adopts the motor and reduction gears to push the master
cylinder piston to build pressure. It has a lower cost, and it is easier to realize failure backup.
Moreover, EHB can also achieve satisfactory brake control through a suitable pressure
control algorithm. In addition, since the area of the wheel cylinder piston is larger than
that of the master cylinder piston, the hydraulic circuit can amplify the thrust at the master
cylinder so that the 12 V on-board power supply system can meet the power requirements
of the EHB. Therefore, EHB is considered to be the first approach to BBW [4]. Currently,
EHB have been mass-produced, such as Bosch’s i-Booster [5] and Hitachi’s e-ACT [6].

From the perspective of vehicle dynamics, the essence of brake control is the control
of the braking force. Due to the fact that it is difficult to measure the braking force
acting on the wheels, EHB usually implements closed-loop pressure control by installing
a pressure sensor in the master cylinder, thus indirectly controlling the braking force.
As the core technology of EHB, the master cylinder pressure control algorithm (MCPC),
which ensures that the EHB can realize high-performance regenerative braking control
and active braking control, has been extensively studied, including aspects such as friction
compensation technology [7–10], multi-closed-loop control architecture [11–14], robust
control algorithms [15–17], etc. However, as one of the critical safety components of
automobiles, once the pressure sensor fails, the function of MCPC, which is based on the
pressure sensor, will be seriously affected. Some products have adopted two pressure
sensors in the master cylinder for mutual inspection as a solution for failure detection and
backup, which has led to a further increase in cost [18]. For this reason, master cylinder
pressure estimation (MCPE) is a promising solution to the above-mentioned problems.

At present, according to different models, MCPE of EHB can be classified into three
categories: (1) MCPE based on the characteristics of EHB (i.e., pressure–position relation-
ship and EHB dynamics); (2) MCPE based on vehicle dynamics; and (3) MCPE based on
intelligent algorithms.

1.1. MCPE Based on EHB’s Own Characteristics

Under braking, the master cylinder piston squeezes the brake fluid in the brake circuit
to generate hydraulic pressure. During this process, the master cylinder piston position,
which can be obtained from the motor rotational angle and the transmission ratio of the
reduction gears, and the hydraulic pressure will form a nonlinear relationship, which is
known as the so-called pressure–position relationship. In addition, the moving parts of
EBH satisfy the force balance equation, namely the dynamics of the EHB, which mainly
include the motor force term, the friction force term, and the hydraulic pressure term.
The existing literature mainly focuses on the above two aspects to estimate the brake
pressure. Refs. [9,11,14] obtained pressure–position models by polynomial fitting and by
a look-up table. However, due to the hysteresis and time-varying characteristics of the
pressure–position relationship, the above methods were not accurate and robust. In [19],
the pressure was estimated based on EHB dynamics, and simulation results showed that
drastic fluctuation occurred when the piston moved forward and back due to the no-
linearity of friction. To this end, Ref. [13] proposed an interconnected pressure estimation
method in which the key characteristic parameter of the pressure–position curve, namely
the nonlinearly parameterized perturbations, could be estimated via EHB dynamics based
on the LuGre friction model. For this method, though the pressure–position model could
be updated online, the friction model, which depended on the piston position, was not
robust when the pressure–position curve changes.

The MCPE of EHB is a novel topic, and there is not much research related to this topic
at present; however, some of the previous research conducted on EMB can be instructive. In
fact, EMB and EHB have certain similarities in the friction of the reduction gears and load
characteristics (i.e., pressure–position relationship for EHB and the clamping force–motor
angle relationship for EMB). In addition, limited by the cost and installation space of the
clamping force sensor, EMB also needs to estimate the clamping force. Ref. [20] developed
a clamping force estimation algorithm based on EMB dynamics. To avoid the need for a
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friction model, a high-frequency low-amplitude sinusoid was superimposed on the gross
angular motion from the motor. This served to force the motor to pass the same location
in a short period of time between a clamping and a releasing action. Using this method,
the friction term could be cancelled out due to a sign change from clamping to releasing
and vice versa, and the clamping force could be calculated. Ref. [21] obtained a first-order
clamping force–motor angle model through system identification. Taking into account
the time-varying characteristics of the clamping force–motor angle relationship caused
by brake pad wear, when the vehicle is in a parking position, the method of [20] can be
used to adapt the clamping force–motor angle model based on least squares (LS). The
major issue with the method of [20,21] when applied in EHB is that the friction in EHB
is not symmetrical because the friction in the pressurization process is larger than that
in the depressurization process at the same location, so the friction cannot be thoroughly
cancelled out [17].

It can be seen from the above references that the brake pressure can be simply and
directly estimated by an EHB pressure–position model, but this method is not robust
enough to prevent brake pad wear. For this reason, the pressure–position model can be
updated based on EHB dynamics. However, due to the lack of a robust friction model, the
MCPE based on the fusion of EHB characteristics cannot guarantee robustness either.

1.2. MCPE Based on Vehicle Dynamics

During the braking process, the hydraulic pressure pushes the pad to clamp the disc
to force the vehicle to decelerate. Therefore, the longitudinal deceleration of the vehicle
can reflect the pressure value to a certain extent. Ref. [22] proposed a MCPE based on
vehicle longitudinal dynamics and wheel rotational dynamics for the first time. However,
the brake linings’ coefficient of friction (BLCF) was regarded as constant. In fact, the BLCF
is greatly affected by vehicle speed, brake pressure, and the temperature of the brake
lining [23]. Ref. [24] introduced the evolution of BLCF at different initial temperatures,
different initial vehicle speeds, and different brake pressures through real vehicle tests. The
results show that under normal driving conditions, the evolution of BLCF is mainly related
to vehicle speed; thus, a revised BLCF model is proposed. As expected, the accuracy of the
estimated pressure was further improved after the adoption of the revised BLCF model. In
addition, by introducing the inertial measurement unit (IMU), the MCPE based on vehicle
dynamics could be extended from level roads to slope roads in [24]. Although the MCPE
based on vehicle dynamics avoids the nonlinear and time-varying characteristics of EHB,
it is limited by many restrictions. First, according to the principle of the algorithm, when
the vehicle is stopped on a flat road, the longitudinal acceleration measured by the IMU is
zero, and the MCPE based on vehicle dynamics is invalid. Second, the existing literature
only studies the MCPE under straight conditions, and the research regarding braking with
steering conditions, which is very common in daily driving, has not yet been conducted.
Third, the estimated pressure is directly calculated based on the sensor signals and the
vehicle model, and there is a lot of noise (especially when encountering bad roads and
even speed bumps). Finally, the IMU is installed on the vehicle body, and it measures the
motion state of the vehicle body. However, in the braking process, the hydraulic pressure
first decelerates the wheel speed, and the deceleration is then transmitted to the vehicle
body. That is, the signal of the IMU lags behind the hydraulic pressure, which results in
the estimated pressure lagging behind the actual pressure.

1.3. MCPE Based on Intelligent Algorithms

In recent years, machine learning has increasingly been applied to the state estima-
tion of vehicles due to the availability of large amounts of training data. The ability of
machine learning to learn from data and to self-optimize behavior makes it well suited
to estimate vehicle state in complex and dynamic environments [25,26]. Ref. [27] pro-
posed a brake pressure estimation method based on a multilayer artificial neural network
(ANN) with a Levenberg–Marquardt backpropagation (LMBP) training algorithm. Real
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vehicle tests were conducted on a chassis dynamometer under the new European driving
cycle (NEDC). Experimental data for the vehicle and powertrain systems were collected
to train the developed multilayer ANN. The results show that the proposed method can
accurately estimate the brake pressure. However, the training method for conventional
back propagation suffers from the problems of overfitting, a vanishing gradient as well as
higher computational complexity in training. To this end, in [28], a deep neural network
(DNN) was structured and was trained using deep-learning training techniques, such as
dropout and rectified units, and a more accurate estimation was finally obtained. In [29], a
time-series model based on multivariate deep recurrent neural networks (RNN) with long
short-term memory (LSTM) units was developed for brake pressure estimation. This model
also included a vehicle speed estimation module, which contributed to a more precise
pressure estimation. Test data show that the proposed method was able to estimate the
brake pressure for the next 2s in the future with a root mean square error (RMSE) of 5bar.
In all of the above research, the training and model verification were conducted offline. For
the possibility of being applied in real vehicles, the robustness of the algorithm needs to be
further verified. In addition, only the training data include vehicle signals and powertrain
signals without EHB signals and IMU signals. Therefore, the estimation model based on
intelligent algorithms lacks theoretical data and persuasiveness.

As summarized by the above literature, the existing MCPEs are not able to simul-
taneously solve the problems of poor robustness, poor working condition adaptability,
signal noise, and delay. In this regard, this paper proposes a MCPE that integrates vehicle
dynamics and the pressure–position relationship. Two main contributions make this work
distinctive from the previous studies: (1) a MCPE based on the five-degree-of-freedom
(5-DOF) vehicle model is proposed so that the pressure can be estimated under steering
conditions, and (2) a pressure estimation method realized by fusing the vehicle dynamics-
based MCPE and the pressure–position-based MCPE through the recursive least squares
(RLS) is proposed, in which the robustness of the pressure–position-based MCPE has been
improved, and the adaptability of the working conditions of a vehicle dynamics-based
MCPE has been strengthened, and the noise and delay have been reduced. The rest of this
article is organized as follows: The test vehicle is introduced in Section 2. The MCPE based
on a 5-DOF vehicle model is proposed and verified via a vehicle test in Section 3. The
pressure–position relationship under different brake pad wear levels is tested, and a novel
dynamic pressure–position model is introduced in Section 4. The MCPE based on signal
fusion is proposed in Section 5 and includes the principle of the RLS with a forgetting factor,
initial state setting, and update condition setting. Simulations based on experimental data
are conducted to verify the proposed fusion-based MCPE in Section 6. Section 7 concludes
the article.

2. Test Vehicle

The test vehicle and the in-vehicle network system have been elaborated in the au-
thor’s previous research [24], in which signals of the anti-lock brake system (ABS) (i.e.,
wheel speeds), electric power steering system (EPS) (i.e., wheel steering angle), IMU (i.e.,
absolute longitudinal acceleration, absolute lateral acceleration, and yaw rate), and EHB
(i.e., rack position and master cylinder pressure) can be obtained by the EHB controller. In
order to save space, this article only presents the picture and parameters of the of the test
vehicle as shown in Figure 1 and Table 1, respectively.
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Figure 1. Picture of the test vehicle. 

Table 1. Configuration and parameters of the test vehicle. 

Item Value 

Vehicle type SUV-class electric vehicle 

Powertrain type Front-wheel drive 

Braking system type Electro-hydraulic brake 

Steering system type Electric power steering 

Vehicle mass 1580 kg 

Rolling radius of all wheels 0.3183 m 

Wheelbase 2.56·m 

Distance between the front axle and the center of gravity 1.33·m 

Distance between the rear axle and the center of gravity 1.23·m 

Yaw inertia moment 2370 kg·m2 

Braking force distribution coefficient 0.78 

3. MCPE Based on 5-DOF Vehicle Model 

In order to ensure safety and comfort, braking is often applied when steering in daily 

driving. In the literature, MCPE on flat roads [22] and sloped roads [24] without steering 

based on the longitudinal vehicle dynamics have been studied. In order to estimate the 
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Figure 1. Picture of the test vehicle.

Table 1. Configuration and parameters of the test vehicle.

Item Value

Vehicle type SUV-class electric vehicle
Powertrain type Front-wheel drive

Braking system type Electro-hydraulic brake
Steering system type Electric power steering

Vehicle mass 1580 kg
Rolling radius of all wheels 0.3183 m

Wheelbase 2.56·m
Distance between the front axle and the center of gravity 1.33·m
Distance between the rear axle and the center of gravity 1.23·m

Yaw inertia moment 2370 kg·m2

Braking force distribution coefficient 0.78

3. MCPE Based on 5-DOF Vehicle Model

In order to ensure safety and comfort, braking is often applied when steering in daily
driving. In the literature, MCPE on flat roads [22] and sloped roads [24] without steering
based on the longitudinal vehicle dynamics have been studied. In order to estimate the
brake pressure under steering conditions, this article proposes an MCPE based on a 5-DOF
vehicle model.

A vehicle dynamic model is usually used to describe the dynamics of vehicles. It is
mainly derived through Newton’s law [30]. By considering the accuracy and complexity
of the model, this article selects a 5-DOF vehicle model that includes longitudinal motion,
lateral motion, yaw motion, and front and rear wheel rotation for the purposes of this
research, as shown in Figure 2.
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There are some assumptions of the 5-DOF vehicle model that are considered in
this article.

1. Ignoring the Ackerman steering principle, the left front wheel and the right front
wheel share the same steering angle, that is, the vehicle is symmetrical.

2. The rolling resistance and the wind resistance are very small compared to the braking
force; therefore, the rolling resistance and the wind resistance are all in the longitudinal
dynamics, and there is no projection in the lateral dynamics under steering conditions.

3. The moment of inertia of the wheels is ignored so that the longitudinal tire force is
the same as the friction braking force of each wheel.

4. All of the wheels share the same rolling radius, which is a reasonable assumption for
most vehicles [22,31].

5. This work investigates the MCPE in ordinary braking scenarios. The ABS must not
work, and all of the wheels share the same pressure.

6. The master cylinder pressure is the same as that of the wheel cylinders. In other
words, the throttling effect of ABS is ignored.

Based on the above assumptions, the longitudinal, lateral, and yaw dynamics of the
vehicle can be derived from Equations (1)–(3), according to Newton’s law:

M
( .
vx −ωvy

)
= −Ff xcosδ− Ff ysinδ− Frx − Fr − Fw, (1)

M
( .
vy + ωvx

)
= Ff ycosδ− Ff xsinδ− Ff ysinδ + Fry, (2)

I
.

ω =
(

Ff ycosδ− Ff xsinδ
)

L f − FryLr, (3)

where M denotes the mass of the vehicle, kg; vx and vy denote the longitudinal speed and
the lateral speed of the vehicle, respectively, m/s; ω denotes the yaw rate of the vehicle,
rad/s; Ff x and Ff y denote the longitudinal tire force and the lateral tire force of the front
wheel, N; Frx and Fry denote the longitudinal tire force and the lateral tire force of the rear
wheel, N; δ denotes the steering angle of the front wheel, rad; Fr and Fw denote the rolling
resistance and the wind resistance, respectively, N; I denotes the yaw inertia moment of
the vehicle, kg ·m2; L f denotes the distance between the front axle and the center of gravity
of the vehicle, m; Lr denotes the distance between the rear axle and the center of gravity of
the vehicle, m.

The sum of the rolling resistance and the wind resistance (i.e., Fr + Fw) in Equation (1)
is the so-called driving resistance, which can be obtained through the coasting test. For
specific principles, the test procedures, and the test results of the coasting test, please
refer to [24].

The rotational dynamics of the front wheel and the rear wheel are expressed by
Equation (4) and Equation (5), respectively.

Ff x =
p
(

k f l + k f r

)

r
, (4)
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Frx =
p(krl + krr)

r
, (5)

where p denotes the pressure in the hydraulic circuit, bar; r denotes the rolling radius of
all wheels, m; k f l , k f r, krl and krr, which are related to the time-varying BLCF and other
time-invariant parameters of the brakes, denote the pressure–torque conversion factor of
the front left wheel, front right wheel, rear left wheel, and rear right wheel, respectively,
Nm/bar. Ref. [24] noted that under normal driving conditions, the BLCF is mainly related
to the relative speed of the pad and disc, and the sum of the pressure–torque conversion
factors of all of the wheels is given as Equation (6):

k f l + k f r + krl + krr =

{
70− 70−53

25 u , u ≤ 25
53 , u > 25

, (6)

where u denotes the average wheel speed under both straight and steering conditions, km/h.
For most passenger cars, the ratio of the braking force between the front and rear

brakes is a fixed value [32], as shown in Equation (7):

Ff x

Ff r
=

p(k f l+k f r)
r

p(krl+krr)
r

=
k f l + k f r

krl + krr
=

β

1− β
, (7)

where β =
Ff x

Ff x+Ff r
denotes the braking force distribution coefficient. Thus,

(
k f l + k f r

)
and

(krl + krr) can be determined based on Equations (6) and (7).
The IMU is mounted on the vehicle body and can measure the absolute longitudi-

nal acceleration, absolute lateral acceleration, and yaw rate of the vehicle, as shown in
Equations (8)–(10):

.
vx −ωvy = ax_IMU , (8)
.
vy + ωvx = ay_IMU , (9)

ω = ωIMU , (10)

where ax_IMU , ay_IMU , and ωIMU denote the absolute longitudinal acceleration, absolute
lateral acceleration, and yaw rate of the vehicle measured by the IMU, respectively.

Substituting Equations (4), (5) and (8)–(10) into Equations (1)–(3), we can derive
Equations (11)–(13).

Max_IMU = −
p
(

k f l + k f r

)

r
cosδ− Ff ysinδ− p(krl + krr)

r
− Fr − Fw, (11)

May_IMU = Ff ycosδ−
p
(

k f l + k f r

)

r
sinδ− Ff ysinδ + Fry, (12)

I
.

ω IMU =


Ff ycosδ−

p
(

k f l + k f r

)

r
sinδ


L f − FryLr, (13)

where
.

ω IMU can be obtained by the difference of ωIMU . Note that Equations (11)–(13)
are linear and unrelated to the three unknown variables (i.e., p, Ff y, and Fry), so there
is a unique solution to the equation set consisting of Equations (11)–(13). The algebraic
expression of the pressure estimation algorithm based on the 5-DOF vehicle model can be
derived by solving the above-mentioned equation set.

p =
(−Max_IMU − Fr − Fw)Lcosδ−May_IMU Lrsinδ− I

.
ω IMUsinδ(

k f l + k f r

)
L + (krl + krr)Lcosδ

r, (14)
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where L = L f + Lr denotes the wheelbase of the vehicle. If δ = 0, Equation (14) degenerates
to Equation (15), as in Ref [24].

p =
−Max_IMU − Fr − Fw

k f l + k f r + krl + krr
r, (15)

From Equations (14) and (15), we can see that with input signals of sensors (i.e., IMU
and wheel steering angle), vehicle parameters (i.e., M, L and, etc.), driving resistance and
pressure-torque conversion factors, the brake pressure can be estimated online. Besides,
Equation (14) is applicable to both straight and steering condition while Equation (15) is
only applicable to straight condition.

Vehicle tests under steering conditions were conducted. In order to highlight the
superiority of the MCPE based on a 5-DOF vehicle model (MCPE 2), it was compared
to the MCPE based on longitudinal vehicle dynamics (MCPE 1). The test results are
shown in Figure 3, where the vehicle speed is calculated by the average wheel speed, the
steering angle is obtained from the EPS, the actual pressure is obtained from the master
cylinder pressure sensor, and where MCPE 1 and MCPE 2 correspond to Equation (15) and
Equation (14), respectively.

Actuators 2021, 10, x FOR PEER REVIEW 8 of 21 
 

 

 
_ cos sin sin

fl fr

y IMU fy fy ry

p k k
Ma F F F

r
  


    , (12) 

 
cos sin

fl fr

IMU fy f ry r

p k k
I F L F L

r
  

 
   
 
 

, (13) 

where IMU  can be obtained by the difference of IMU . Note that Equations (11)–(13) are 

linear and unrelated to the three unknown variables(i.e., p , fyF , and ryF ), so there is 

a unique solution to the equation set consisting of Equations (11)–(13). The algebraic ex-

pression of the pressure estimation algorithm based on the 5-DOF vehicle model can be 

derived by solving the above-mentioned equation set. 

 
   

_ _cos sin sin

cos

x IMU r w y IMU r IMU

fl fr rl rr

Ma F F L Ma L I
p r

k k L k k L

   



    


  
, (14) 

where f rL L L   denotes the wheelbase of the vehicle. If 0  , Equation (14) degen-

erates to Equation (15), as in Ref [24]. 

_x IMU r w

fl fr rl rr

Ma F F
p r

k k k k

  


  
, (15) 

From Equation (14) and Equation (15), we can see that with input signals of sensors 

(i.e., IMU and wheel steering angle), vehicle parameters (i.e., M , L  and, etc.), driving 

resistance and pressure-torque conversion factors, the brake pressure can be estimated 

online. Besides, Equation (14) is applicable to both straight and steering condition while 

Equation (15) is only applicable to straight condition. 

Vehicle tests under steering conditions were conducted. In order to highlight the su-

periority of the MCPE based on a 5-DOF vehicle model (MCPE 2), it was compared to the 

MCPE based on longitudinal vehicle dynamics (MCPE 1). The test results are shown in 

Figure 3, where the vehicle speed is calculated by the average wheel speed, the steering 

angle is obtained from the EPS, the actual pressure is obtained from the master cylinder 

pressure sensor, and where MCPE 1 and MCPE 2 correspond to Equation (15) and Equa-

tion (14), respectively. 

 
 

(a) (b) 
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In Figure 3a, before braking, the vehicle is in a coasting state. At this time, the lon-
gitudinal acceleration measured by the IMU is the exact driving resistance. Therefore,
according to Equation (15), theoretically, the estimated pressure at this time is zero. How-
ever, affected by the noise of the IMU signals, the estimated pressure jitters around zero,
with a peak-to-peak value of about 3bar. After the start of braking, since the signal of the
IMU lags behind the brake pressure, the estimated pressure lags behind the actual pressure,
and the lag time is about 100ms. When the vehicle starts steering, as the steering angle
increases, MCPE 1 deviates from the actual pressure, while MCPE 2 tracks the actual pres-
sure well, thus proving that the MCPE based on the 5-DOF vehicle model can effectively
estimate the brake pressure under both straight and steering conditions.

In Figure 3b, at about 122 s, the noise of the IMU increases due to the uneven road
surface, and there is a large jitter in the estimated pressure, with a peak-to-peak value of
about 5bar. When the vehicle speed is reduced to zero at about 126 s, the output signal of
the IMU keeps zero, and both MCPE 1 and MCPE 2 are invalid.

From the above analysis, it can be seen that although the MCPE based on vehicle
dynamics can be extended to steering conditions by adopting the 5-DOF vehicle model, it
is still limited by signal noise, road conditions, and algorithm principles. There are still
jitter, delay, and condition limitations in the estimated pressure.

4. Pressure-Position Model

The scheme of the EHB is shown in Figure 4 [24]. Under normal braking, the perma-
nent magnet synchronous motor (PMSM) is adopted as the power source, which pushes
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the master cylinder piston to build pressure through the worm–worm gear and pinion–rack
reductions. The electronic control unit (ECU) analyzes the target pressure according to the
pedal strokes and performs closed-loop control of the master cylinder pressure based on
the master cylinder pressure sensor [33].
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Figure 4. Scheme of the EHB [24].

Thanks to the angular position sensor of the rotor built in the PMSM, we can estimate
the pressure of the master cylinder based on the derived rack position and the pressure–
position relationship of the hydraulic circuit.

During the braking process, the pipelines expend [34], the caliper deforms [35], and
the free gas in the brake fluid is compressed and dissolved [36], which contributes to the
pressure–position relationship. The pressure–position relationship is affected by many
factors, which are difficult to accurately modeled. Existing studies have shown that the
pressure–position relationship has strong nonlinearity (i.e., hysteresis) and time-varying
characteristics (brake pad wear, rack speed, etc.). In this article, the pressure–position
relationship of a light commercial vehicle (not the test vehicle in Figure 1) under different
brake pad wear levels is tested, as shown in Figure 5.
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As it can be seen, there is a dead zone of about 6mm in the pressure–position relation-
ship due to gaps in the hydraulic circuit. As the brake pad wears, the pressure–position
relationship “softens”, and it takes greater rack displacement to build the same pressure.
Moreover, the pressure–position relationship shows hysteresis characteristics. Under the
same rack position, the pressure in the pressurization process is greater than that in the
depressurization process.

In Ref [37], tests under different rates of motor torque were conducted, and a novel
dynamic pressure–position model was proposed as Equation (16).

p = a + bx + cx2 + d
.
x (16)

where a, b, c, and d denote the coefficient; x denotes the rack position;
.
x denotes the rack

speed; a + bx + cx2 represents the “average value” or the “static part” of the pressure–
position curve; and d

.
x represents the “hysteresis” or the “dynamic part” caused by different

rack speed.
Experimental results show that compared to the traditional pressure–position model

shown in Equation (17), which is adopted by almost all previous studies in the literature,
the dynamic model can render hysteresis and speed influence effect more accurately. In
addition, when the rack position and rack speed are used as input, the output pressure of
the dynamic model has a faster response speed than the static model [37].

p = a + bx + cx2 (17)

Although the state-of-the-art pressure–position model can characterize hysteresis and
the speed influence effect, when the brake pad is worn down, the “average value” of the
pressure–position relationship changes, and the dynamic pressure–position model with a
fixed coefficient will not be robust.

5. MCPE Based on Signal Fusion

The vehicle dynamics-based MCPE (VD-based MCPE) has many limitations (sensor
noise, delay, road conditions, vehicle speed being zero, etc.), but the “average value” of
the estimated pressure tracks the actual value very well. Although the pressure–position
model based MCPE (PP-based MCPE) is simple and straightforward, it is not robust
enough to prevent brake pad wear. Therefore, this article proposes a MCPE based on signal
fusion (fusion-based MCPE), in which the coefficients of the pressure–position model are
updated by the pressure estimated by the VD-based MCPE based on RLS, and the updated
pressure–position model is finally adopted to estimate the brake pressure.

5.1. Principle of the RLS

Suppose x =
[

1 x x2 .
x
]
, φ =




a
b
c
d


, the pressure–position model can be

expressed by Equation (18):
p = xφ (18)

Suppose p̂VD denotes the estimated pressure based on VD-based MCPE, as shown in
Equation (19):

p̂VD =
(−Max_IMU − Fr − Fw)Lcosδ−May_IMU Lrsinδ− I

.
ω IMUsinδ(

k f l + k f r

)
L + (krl + krr)Lcosδ

r (19)

Since the “average value” of p̂VD is accurate, we hope that the fitted pressure–position
model xφ̂ is as close to p̂VD as possible. This article adopts the LS method [38] to solve
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this problem. In a linear system, this is equivalent to finding φ̂(k) which causes the target
function V

(
φ̂(k), k

)
to obtain the smallest value, as shown in Equation (20):

V
(
φ̂(k), k

)
=

1
2

k

∑
i=1

(
p̂VD(i)− x(i)φ̂(k)

)2

(20)

where k denotes the current sampling time. When Equation (20) obtains its smallest value,
φ̂(k) can be solved as Equation (21):

φ̂(k) =
(

X(k)TX(k)
)−1

X(k)TY(k), (21)

where X(k)T =




x(1)
...

x(k)


, Y(k) =




p̂VD(1)
...

p̂VD(k)


. There are two things that need to be

pointed out. First, φ̂(k) is the optimal solution to all of the historic data for x and p̂VD;
therefore, when the actual pressure–position relationship changes, a certain amount of new
data (equivalent to a certain amount of time) is needed for φ̂(k) to converge to the real
value. That is, the convergence speed of the LS is slow. Second, with the increase of k, the
calculation burden of φ̂(k) will be heavier, so the storage capacity and computing capacity
of the controller are very demanding, and it is not feasible to be applied in engineering.

The first problem can be solved by adopting a LS with a forgetting factor. By adding
the forgetting factor to the LS, the data that are farther away from the current moment will
occupy a smaller proportion; thus, the convergence speed of the LS is improved. The target
function is represented as Equation (22).

V
(
φ̂(k), k

)
=

1
2

k

∑
i=1

λk−i( p̂m_pre(i)− x(i)φ̂(k)
)2

, (22)

For the second problem, the calculation of φ̂(k) can be transformed into a recursive
form. The recursive least square with a forgetting factor can be expressed as Equation (23):

φ̂(k) = φ̂(k− 1) + K(k)
[
p̂VD(k)− x(k)φ̂(k− 1)

]

K(k) = P(k−1)xT(k)
λ+x(k)P(k−1)xT(k)

P(k) = 1
λ [I − K(k)x(k)]P(k− 1)

, (23)

where K ∈ R4×1 denotes the gain; P ∈ R4×4 denotes the covariance matrix; and λ ∈ (0, 1)
denotes the forgetting factor. Finally, the updated pressure–position model is adopted to
estimate the brake pressure, as seen in Equation (24):

p̂ f inal(k) = x(k)φ̂(k) (24)

5.2. Initial Value of the RLS

It can be seen from Equation (23) that the operation of the RLS requires a given initial
value of φ̂(k) and P(k), that is, φ̂(0) and P(0). An appropriate φ̂(0) and P(0) can speed up
the convergence speed of the algorithm. To this end, this article uses the collected data
from the real vehicle test in [24] to fit the pressure–position model by means of LS to obtain
φ̂(0) and P(0). The collected data, including vehicle speed, brake pressure, rack position,
and rack speed with a sampling time of 10ms, are shown in Figure 6.
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Figure 6. The collected data from the real vehicle test: (a–d) denote the vehicle speed, brake pressure, rack position, and
rack speed, respectively.

The data for the brake pressure, rack position, and rack speed should be selected
when the brake pressure is greater than zero, and Equations (25) and (26) should be used
to calculate φ̂(0) and P(0).

φ̂(0) =
(

X(n)TX(n)
)−1

X(n)TY(n), (25)

P(0) =
(

X(n)TX(n)
)−1

, (26)

where X(n)T =




x(1)
...

x(n)


, Y(n) =




p(1)
...

p(n)


, n denotes the number of the selected data.

The results are shown in Equation (27) and Equation (28), respectively.

φ̂(0) =




−1.261
−9.396× 10−4

2.469× 10−7

0.5436


, (27)

P(0) =




5.418× 10−21 5.418× 10−21 5.418× 10−21 5.418× 10−21

5.418× 10−21 5.418× 10−21 5.418× 10−21 5.418× 10−21

5.357× 10−21 5.357× 10−21 5.357× 10−21 5.357× 10−21

5.022× 10−21 5.022× 10−21 5.022× 10−21 5.022× 10−21


, (28)

The fitted pressure–position model (i.e., p(k) = x(k)φ(0)) and the real data are shown
in Figure 7. As it can be seen, the fitted model can essentially represent the average value
of the real date. Note that the fitted model in Figure 7 is p = −1.261− 9.396× 10−4x +
2.469× 10−7x2, for there is no dimension to add 0.5436

.
x in Figure 7.
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5.3. Condition Setting for Updating

When φ̂(0), P(0), and real-time p̂VD(k) and x(k) are given, Equation (23) can continue
to run and update φ̂(k) and P(k). However, the purpose of this article is to fit the coefficients
of the pressure model; that is, the data point ( p̂VD(k), x(k)) can only be used when they are
near the actual pressure–position curve. Therefore, just as when calculating φ̂(0) and P(0)
in 5.2, only data with a pressure greater than zero are selected. It is necessary to filter the
data point ( p̂VD(k), x(k)) before updating φ̂(k). Unfortunately, for EHB without a pressure
sensor, the selection criteria of pressure greater than zero are no longer applicable. For this
reason, this article proposes a new screening method. For the sake of analysis, suppose the
vehicle is on a straight and flat road.

When the vehicle stops, Max_IMU = 0,p̂VD(k) = −Fr−Fw
k f l+k f r+krl+krr

r < 0. Obviously, the

data point ( p̂VD(k), x(k)) cannot be used to update φ̂(k) and P(k).
When coasting, Max_IMU = −Fr − Fw, p̂VD(k) =

−Max_IMU−Fr−Fw
k f l+k f r+krl+krr

r = 0. According to
the control logic of EHB, when the brake pedal is not depressed, the rack will be pushed to
the zero position. Therefore, the data point ( p̂VD(k), x(k)) is not on the effective section of
the pressure–position curve at that moment; therefore, the pressure–position model cannot
be updated while coasting.

When accelerating, Max_IMU > −Fr − Fw, p̂VD(k) =
−Max_IMU−Fr−Fw

k f l+k f r+krl+krr
r < 0. This is the

same as when the vehicle stops.
When the brake pedal is stepped on and when the rack crosses the dead zone and

builds pressure, Max_IMU < −Fr − Fw, p̂VD(k) =
−Max_IMU−Fr−Fw

k f l+k f r+krl+krr
r > 0. In addition, when

the rack has crossed the dead zone and is in the effective zone, the data point ( p̂VD(k), x(k))
is suitable to update φ̂(k) and P(k) at this time.

In summary, the pressure–position model is only updated when the vehicle speed
is greater than a certain threshold and when the rack position is greater than a certain
threshold, as in Equation (29).

φ̂(k) =
{

φ̂(k− 1), u < uthreshold or x < xthreshold
φ̂(k− 1) + K(k)

[
p̂VD(k)− x(k)φ̂(k− 1)

]
, otherwith

K(k) = P(k−1)xT(k)
λ+x(k)P(k−1)xT(k)

P(k) =
{

P(k− 1), u < uthreshold or x < xthreshold
1
λ [I − K(k)x(k)]P(k− 1), otherwith

, (29)

where uthreshold and xthreshold denote the vehicle speed threshold and the rack position
threshold, respectively. Note that by updating the pressure–position model with the
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filtered data pairs, a more accurate pressure–position model is expected to be obtained so
that when the rack is in the dead zone, the estimated pressure must be negative, as shown
in Figure 7. To this end, the estimated pressure is limited by Equation (30).

p̂ f inal(k) =
{

x(k)φ̂(k), x(k)φ̂(k) > 0
0, otherwith

(30)

Finally, the fusion-based MCPE can be represented by Equations (19) and (27)–(30).

6. Validation of the Proposed Fusion-Based MCPE

Based on the experimental data in [24], the proposed fusion-based MCPE is verified
by the MATLAB/Simulink platform, and the simulation step is 5 ms. The verification
consists of two parts. The first part verifies that the fusion-based MCPE outperforms the
VD-based MCPE in terms of smoothness, delay time, robustness to road conditions, and
adaptability to parking conditions. The second part verifies that the fusion-based MCPE
outperforms the PP-based MCPE in terms of robustness to brake pad wear. The parameter
settings of the fusion-based MCPE are as they are seen in Table 2.

Table 2. Parameter settings of the fusion-based MCPE.

Item Value

Vehicle speed threshold uthreshold 3.6 km/h
Rack position threshold xthreshold 6000 µm

Forgetting factor λ 0.999

6.1. Normal Driving Conditions

Simulations based on experimental data under normal driving conditions were con-
ducted, the results are shown in Figure 8.
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Figure 8. Simulation results of the fusion-based MCPE and the VD-based MCPE under normal driving conditions:
(a) represents road with speed bumps. (b) represents road without speed bumps. (c) represents a brake event of 30bar.
(d) and (e) represent the vehicle stops at a traffic intersection.

In Figure 8a, when the vehicle encounters a speed bump at about 130s, there is severe
jitter in the VD-based MCPE with a peak-to-peak value of 60bar. In contrast, the fusion-
based MCPE can still work smoothly, with a peak-to-peak value of only 1.2bar. In addition,
when the vehicle is coasting, the estimated pressure of the fusion-based MCPE is zero,
while the estimated pressure of VD-based MCPE jitters around zero. In Figure 8b, under
normal driving conditions, the fusion-based MCPE is much more stable than the VD-based
MCPE, and the RMSE of them are 0.3597bar and 0.9182bar, respectively. In addition, in
terms of delay time, the fusion based MCPE is much smaller than the VD-based MCPE
due to the fast response of the novel dynamic pressure–position model proposed in [37];
the former is only 25ms, and the latter exceeds 100ms. The brake pressure under normal
driving conditions is generally not more than 30bar. Figure 8c shows that under 30bar, the
proposed fusion-based MCPE can still estimate the brake pressure precisely. Figure 8d
represents the condition where the vehicle stops at a traffic intersection. After the vehicle
speed is reduced to zero, the driver still brakes with a small amount of brake pressure.
It can be seen in Figure 8d that after the vehicle stops, the VD-based MCPE fails, while
the fusion-based MCPE can estimate the brake pressure consistently and accurately. The
evolution of the coefficient c of the pressure–position model is shown in Figure 8e. Note
that c is the coefficient of the square term of the rack position and that its value has a great
influence on the pressure–position model. In Figure 8e, when the vehicle speed is about to
decrease to zero, the RLS stops updating φ̂(k), and c remains unchanged, thus ensuring
that after the vehicle speed is reduced to zero, the fusion-based MCPE can continue to
estimate the brake pressure.

6.2. Brake Pad Wear

In order to verify the robustness of the fusion-based MCPE to brake pad wear, the
fusion-based MCPE was compared with the PP-based MCPE with the fixed coefficient as
Equation (31).

p(k) = x(k)φ(0) (31)

When the brake pad is worn, the pressure–position curve becomes “soft”; that is,
the same pressure corresponds to a larger rack position. Therefore, in order to simulate
the brake pad wear, the experimental data of the rack position are set as 1.2 times of the
original at 540s in the simulation, the result of which is shown in Figure 9.
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Figure 9. Simulation results of the fusion-based MCPE and the PP-based MCPE when the brake pad wears: (a) represents
the rack position. (b) represents the actual and the estimated brake pressure. (c) represents the coefficient c in the
pressure-position model.

Figure 9a shows that the original rack position is changed to 1.2 times of the original
value at 540 s. In Figure 9b, after 540 s, as expected, the estimated pressure of the PP-based
MCPE is always greater than the actual value, while the fusion-based MCPE can gradually
converge to the actual value. Figure 9c shows that after 540 s, since the RLS continuously
updates φ̂(k) according to the new data point of ( p̂VD(k), x(k)), c gradually decreases and
converges to a stable value at about 548 s. This proves the robustness of the fusion-based
MCPE to brake pad wear.

7. Conclusions

For the problem that a MCPE based on longitudinal vehicle dynamics cannot be used
in steering conditions, a MCPE based on a 5-DOF vehicle model was proposed. Real vehicle
test showed that the proposed method can effectively estimate the brake pressure in both
straight and steering conditions.

Aiming to solve the problem of noise and delay in the VD-based MCPE and the
poor robustness of the PP-based MCPE, a fusion-based MCPE was proposed. A RLS
with a forgetting factor was adopted to update the coefficients of the pressure–position
model, and the brake pressure was then estimated by the updated pressure–position model.
Simulations were conducted based on the vehicle test data. The results show that the
fusion-based MCPE can estimate the brake pressure accurately, smoothly, and quickly
under various working conditions. Specifically, compared to a VD-based MCPE, the RMSE
is reduced from 0.9182 bar to 0.3597 bar, and the delay time is reduced from 100ms to
25 ms. In addition, due to the reasonable setting of the enabling conditions of the RLS,
the updated pressure–position model is more accurate. Therefore, when the brake is not
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applied, the rack position is zero. At this time, the estimated pressure is negative which
avoids the problem of the VD-based MCPE oscillating near zero. Moreover, when the
vehicle speed drops to zero, the RLS stops updating, so the brake pressure can be estimated
smoothly and continuously when the vehicle is in stationary mode. Finally, since the fusion
algorithm will constantly update the pressure–position model based on new data, when
the pressure–position model is changed due to brake pad wear, the RLS will automatically
update the pressure–position model to the worn state; therefore, the robustness of the
fusion-based MCPE is ensured.
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Abbreviations

BBW Brake by wire system
EMB Electro-mechanical brake system
EHB Electro-hydraulic brake system
MCPC Master cylinder pressure control algorithm
MCPE Master cylinder pressure estimation algorithm
LS Least squares
BLCF Brake lining coefficient of friction
IMU Inertial measurement unit
ANN Artificial neural network
LMBP Levenberg–Marquardt backpropagation
NEDC New European driving cycle
DNN Deep neural network
RNN Recurrent neural networks
LSTM Long short-term memory
RMSE Root mean square error
5-DOF Five-degree-of-freedom
RLS Recursive least squares
ABS Anti-lock brake system
EPS Electric power steering
PMSM Permanent magnet synchronous motor
ECU Electronic control unit
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Abstract: With the rise of autonomous vehicles, drivers are gradually being liberated from the
traditional roles behind steering wheels. Driver behavior cognition is significant for improving safety,
comfort, and human–vehicle interaction. Existing research mostly analyzes driver behaviors relying
on the movements of upper-body parts, which may lead to false positives and missed detections
due to the subtle changes among similar behaviors. In this paper, an end-to-end model is proposed
to tackle the problem of the accurate classification of similar driver actions in real-time, known
as MSRNet. The proposed architecture is made up of two major branches: the action detection
network and the object detection network, which can extract spatiotemporal and key-object features,
respectively. Then, the confidence fusion mechanism is introduced to aggregate the predictions from
both branches based on the semantic relationships between actions and key objects. Experiments
implemented on the modified version of the public dataset Drive&Act demonstrate that the MSRNet
can recognize 11 different behaviors with 64.18% accuracy and a 20 fps inference time on an 8-frame
input clip. Compared to the state-of-the-art action recognition model, our approach obtains higher
accuracy, especially for behaviors with similar movements.

Keywords: intelligent electric vehicles; driver behavior recognition; multi-semantic description;
confidence fusion

1. Introduction

Driver-related factors (e.g., distraction, fatigue, and misoperation) are the leading
causes of unsafe driving, and it is estimated that 36% of vehicle accidents can be avoided
if no driver engages in distracting activities [1,2]. Secondary activities such as talking
with cellphones, consuming food, and interacting with in-vehicle devices lead to the
significant degradation of driving skills, and increases in reaction times in emergency
events [3]. With the rise of autonomous vehicles, drivers are gradually being liberated
from the traditional roles behind steering wheels, thereby more freedom may contribute
to complex behaviors [4]. As full automation could be decades away, driver behavior
recognition is essential for autonomous vehicles with partial or conditional automation,
where drivers have to be ready for requests for intervention [5].

With the growing demand for analyses of driver behaviors, driver behavior recog-
nition has rapidly gained attention. Previous studies mainly adopted machine learning
algorithms, such as random forest [6], Adaboost [7], and support vector machine [8], to
detect distracted drivers. Deep learning technology hastens the parturition of outstanding
driver behavior recognition models due to its powerful studying and generalizing abil-
ity. A typical pipeline of driver behavior recognition models based on deep learning is
presented in Figure 1. First, driver movements are captured by cameras and fed into the
data processing part in sequences of frames. The next step is to extract deep features and
assign corresponding labels to these features. During this process, classification accuracy is
critical to the model’s performance. In [9], the multi-scale Faster-RCNN [10] is employed
in driver’s cellphone usage detection with the fusion approach based on features and
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geometric information. Streiffer et al. [11] propose a deep learning solution for distracted
driving detection by means of aggregating the classification results of frame-sequence
and IMU-sequence. Baheti et al. [12] adapted the VGG-16 [13] with various regularization
techniques (e.g., dropout, L2 regularization, and batch normalization) to perform distracted
driver detection.

Actuators 2021, 10, x FOR PEER REVIEW 2 of 11 
 

 

corresponding labels to these features. During this process, classification accuracy is crit-
ical to the model’s performance. In [9], the multi-scale Faster-RCNN [10] is employed in 
driver’s cellphone usage detection with the fusion approach based on features and geo-
metric information. Streiffer et al. [11] propose a deep learning solution for distracted 
driving detection by means of aggregating the classification results of frame-sequence and 
IMU-sequence. Baheti et al. [12] adapted the VGG-16 [13] with various regularization tech-
niques (e.g., dropout, L2 regularization, and batch normalization) to perform distracted 
driver detection. 

 
Figure 1. A typical pipeline of driver behavior recognition models based on deep learning. 

The 3D-CNN is widely utilized for driver behavior recognition in order to aggregate 
the deep features from both spatial and temporal dimensions. Martin et al. [14] introduced 
the large-scale video dataset Drive&Act and provided benchmarks by adopting promi-
nent methods for driver behavior recognition. Reiß et al. [15] adopted the fusion mecha-
nism based on semantic attributes and word vectors to tackle the issue of zero-shot activ-
ity recognition. In [16], an interwoven CNN is used to identify driver behaviors by merg-
ing the features coming from multi-stream inputs. 

In summary, it is ambitious to achieve high accuracy while maintaining runtime ef-
ficiency for driver behavior recognition. Existing research mostly analyzes driver behav-
iors by relying on the movements of upper-body parts, which may lead to false positives 
and missed detections due to the subtle changes among similar behaviors [17,18]. To 
tackle this problem, an end-to-end model is proposed, inspired by the human visual cog-
nitive system. When humans understand complex and similar behaviors, our eyes capture 
not only the action cues, but also the key-object cues, in order to obtain more complete 
descriptions of behaviors. The example in Figure 2 illustrates our inspiration. Therefore, 
two parallel branches are presented to perform action classification and object classifica-
tion, respectively. The action detection network, called ActNet, is used to extract spatio-
temporal features from an input clip, and the object detection network called ObjectNet is 
used to extract key-object features from the key frame. Then, the confidence fusion mech-
anism (CFM) is introduced to aggregate the predictions from both branches based on the 
semantic relationships between actions and key-objects. Figure 3 illustrates the overall ar-
chitecture of the proposed model. Our contributions can be summarized as follows: 
• An end-to-end multi-semantic model is proposed to tackle the problem of accurate 

classification of similar driver behaviors in real-time, which can both characterize 
driver actions and focus on the key-objects linked with corresponding behaviors; 

• The category of Drive&Act in the level of fine-grained activity is adapted to establish 
the clear relationships between behaviors and key-objects based on hierarchical an-
notations; 

• Experiments implemented on the modified version of the public dataset Drive&Act 
demonstrate that the MSRNet can recognize 11 different behaviors with 64.18% ac-
curacy and a 20 fps inference time on an 8-frame input clip. Compared to the state-
of-the-art action recognition model, our approach obtains higher accuracy, especially 
for behaviors with similar movements. 

Figure 1. A typical pipeline of driver behavior recognition models based on deep learning.

The 3D-CNN is widely utilized for driver behavior recognition in order to aggregate
the deep features from both spatial and temporal dimensions. Martin et al. [14] introduced
the large-scale video dataset Drive&Act and provided benchmarks by adopting prominent
methods for driver behavior recognition. Reiß et al. [15] adopted the fusion mechanism
based on semantic attributes and word vectors to tackle the issue of zero-shot activity
recognition. In [16], an interwoven CNN is used to identify driver behaviors by merging
the features coming from multi-stream inputs.

In summary, it is ambitious to achieve high accuracy while maintaining runtime effi-
ciency for driver behavior recognition. Existing research mostly analyzes driver behaviors
by relying on the movements of upper-body parts, which may lead to false positives and
missed detections due to the subtle changes among similar behaviors [17,18]. To tackle
this problem, an end-to-end model is proposed, inspired by the human visual cognitive
system. When humans understand complex and similar behaviors, our eyes capture not
only the action cues, but also the key-object cues, in order to obtain more complete de-
scriptions of behaviors. The example in Figure 2 illustrates our inspiration. Therefore, two
parallel branches are presented to perform action classification and object classification,
respectively. The action detection network, called ActNet, is used to extract spatiotemporal
features from an input clip, and the object detection network called ObjectNet is used to
extract key-object features from the key frame. Then, the confidence fusion mechanism
(CFM) is introduced to aggregate the predictions from both branches based on the semantic
relationships between actions and key-objects. Figure 3 illustrates the overall architecture
of the proposed model. Our contributions can be summarized as follows:

• An end-to-end multi-semantic model is proposed to tackle the problem of accurate
classification of similar driver behaviors in real-time, which can both characterize
driver actions and focus on the key-objects linked with corresponding behaviors;

• The category of Drive&Act in the level of fine-grained activity is adapted to estab-
lish the clear relationships between behaviors and key-objects based on hierarchical
annotations;

• Experiments implemented on the modified version of the public dataset Drive&Act
demonstrate that the MSRNet can recognize 11 different behaviors with 64.18% accu-
racy and a 20 fps inference time on an 8-frame input clip. Compared to the state-of-
the-art action recognition model, our approach obtains higher accuracy, especially for
behaviors with similar movements.
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Figure 3. The overall architecture of the proposed model. ActNet is used to extract spatiotemporal
features from an input clip and the ObjectNet is used to extract key-object features from the key
frame. The predictions from both branches are fed into the CFM to perform confidence fusion and
action classification based on the semantic relationships between actions and key objects.

2. Materials and Methods

In this section, the distribution of the fine-grained activity groups in the modified
Drive&Act is introduced firstly, in order to facilitate the design, training, and evaluation of
the proposed model. Subsequently, an end-to-end model with two parallel branches, called
MSRNet, is employed to perform driver behavior recognition. Inspired by the intuition of
human vision, the proposed model focuses on both the actions and the objects involved
in the actions to derive holistic descriptions of driver behaviors. ActNet is used to extract
spatiotemporal features from input clips, which can capture the action cues of driver
behaviors. ObjectNet is utilized to extract key-object features from key frames, which
mainly concentrates on object cues. The predictions from both branches are merged via the
confidence fusion mechanism, based on the semantic relationships between actions and
key objects. Overall this ensemble demonstrably improves model accuracy and robustness
for driver behavior recognition. Finally, the implementation of MSRNet is described briefly.

2.1. Dataset

In this paper, experiments are conducted on the modified version of the public dataset
Drive&Act [14], which collects data on the secondary activities of 15 subjects for 12 h (over
9.6 million frames). Drive&Act provides the hierarchical annotations of 12 classes of coarse
tasks, 34 categories of fine-grained activities, and 372 groups of atomic action units. In
contrast to the first (coarse task) and the third (atomic action unit) levels, the second level

253



Actuators 2021, 10, 218

(fine-grained activity) can provide sufficient visual details while maintaining clear semantic
descriptions. Therefore, the categories of Drive&Act at the level of fine-grained activity
are adapted to establish clear relationships between behaviors and key objects based on
hierarchical annotations. First, the classes involved in driving preparation activities (e.g.,
entering/exiting cars, fastening belts) are excluded due to the fact that the solution only
focuses on the secondary activities in the running process of autonomous vehicles. In
addition, the integrity of behaviors in the temporal dimension is preserved to simplify
the correspondence between actions and key objects. For example, the actions of opening
bottles, drinking water, and closing bottles are considered as the different stages of the same
action. Finally, the 34 categories of Drive&Act are restructured into 11 classes, including
nine semantic relationships between behaviors and key objects. Figure 4 illustrates the
distribution of the fine-grained activity groups in the modified dataset.
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2.2. ActNet

Since contextual information is crucial for understanding driver behaviors, the pro-
posed model uses 3D-CNN to extract spatiotemporal features, which is able to capture
motion information encoded in multiple consecutive frames. The 3D-CNNs form a cube by
stacking multiple consecutive frames, and then apply 3D convolution not only in the space
dimension, but also in the time dimension. The feature maps in the convolutional layer are
related to the multiple adjacent frames in the upper layer to obtain motion information.
YOWO [19] is the state-of-the-art 3D-CNN architecture for real-time spatiotemporal action
localization in video streams. In YOWO, a unified network called ActNet is used to obtain
the information on driver actions encoded in multiple contiguous frames. ActNet is made
up of three major parts. The first part, the 3D branch, extracts spatiotemporal features
from an input clip via 3D-CNN. The ResNext-101 is used as the 3D backbone of the 3D
branch due to its good performance on kinetics and UCF-101 [20]. The second part, the
2D branch, extracts spatial features from the key frame (i.e., the last frame of an input clip)
via 2D-CNN to address the spatial localization issue. Darknet-19 [21] is applied as the 2D
backbone of the 2D branch. The concat layer merges the feature maps from the 2D branch
and the 3D branch, and feeds them into the third part, the channel fusion and attention
mechanism (CFAM), to aggregate the features smoothly from the two branches above.

The prior mechanism proposed in [21] is utilized to bound box regression localization.
The final outputs are resized to [5× (11 + 4 + 1)× H ×W], indicating five prior anchors,
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11 categories of activities, four coordinates, a confidence score, and the height and width of
the images in the grid, respectively. The smooth L1 loss [22],

smoothL1(x) =

{
0.5x2, if |x| < 1

|x| − 0.5, otherwise,
(1)

is adopted to calculate the loss of bounding box regression, where x is the difference in the
elements between the bounding box and the groundtruth. The focal loss [23],

FL(pt) = −(1− pt)
γ log(pt), (2)

is applied to determine classification loss, where pt

pt =

{
p, if y = 1

1− p, otherwise,
(3)

is the variation in cross-entropy loss, and (1− pt)
γ is a modulating factor in cross-entropy

loss, with a tunable focusing parameter γ ≥ 0.

2.3. ObjectNet

ActNet is able to capture the action cues of driver behaviors from input clips directly,
and provide accurate predictions in most situations. However, driver behaviors may be
so subtle or similar that they lead to false positives and missed detections. Therefore,
ObjectNet is proposed to capture the key-object cues involved in driver actions, such as
bottles for drinking, food for eating, and laptops for working. ObjectNet is expected to
further filter the predictions of ActNet in order to classify subtle or similar actions. YOLO-
v3 [24] is one of the more popular algorithms used for generic object detection, and is
successfully adapted to many recognition problems. YOLO-v3 is employed as the basic
framework of ObjectNet due to its excellent trade-off between accuracy and efficiency.
In order to enhance the performance to detect small objects, ObjectNet extracts features
from multiple scales of the key frame, following the same guideline as the feature pyramid
network [25]. In detail, the multi-scale outputs of different detection layers are merged to
derive the final predictions using non-maximum suppression.

2.4. Confidence Fusion Mechanism

The outputs of ActNet and ObjectNet are reshaped to the same dimension (i.e., class
index, four coordinates, and confidence score). For a specific class, the confidence score for
each box is defined as

Pr(Classi |Object )∗Pr(Object) ∗ IOUtruth
pred = Pr(Classi) ∗ IOUtruth

pred , (4)

which reflects both the probability of the class appearing in the box and how well the
predicted box fits the object [26]. To utilize the complementary effects of different items
of semantic information, the Confidence Fusion Mechanism (CFM) is introduced to ag-
gregate predictions from both ActNet and ObjectNet based on the semantic relationships
between actions and key-objects. The CFM is a decision fusion approach that combines
the decisions of multiple classifiers into a common decision about driver behavior. This
grounds independence from the type of data source, making it possible to aggregate the
information derived from different semantic aspects.

In order to illustrate the implications of the CFM, we consider a simple scenario: there
are two binary classifiers (S1 and S2) used to detect whether drivers are drinking water or
not. It performs one detection using S1 and S2, and there will be four possible situations, as
shown in Table 1. If the results of S1 and S2 are in agreement, it is reasonable to conclude
on whether drivers are drinking water or not. Otherwise, the results of the classifier with
greater confidence will be preferably accepted.
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Table 1. The possible situations of driver drinking detection by two binary classifiers.

Possible Situations S1 S2

(0, 0) not_drink (0) not_drink (0)
(0, 1) not_drink (0) drink (1)
(1, 0) drink (1) not_drink (0)
(1, 1) drink (1) drink (1)

Expanding the simple scenario to our task, ActNet performs driver behavior recogni-
tion on a given clip, and outputs N predictions. In general, we can conclude which actions
drivers engage in by reference to the maximum confidence score. Figure 5 illustrates the
algorithm flowchart of the CFM. First, the N predictions are sorted in order of confidence
scores from largest to smallest. Afterwards, the top m predictions are fed into the decision
in turn to examine whether they match with the correspondences between actions and
key-objects. In this paper, we set m as 3, because the confidence scores of these predictions
are generally lower than the threshold when m is beyond 3. If the prediction (i) is com-
patible with the key-object detected by ObjectNet, it is assumed that the prediction (i) is
accurate, and the circulation is ended. Otherwise, this process will continue until all the
top m predictions have been examined. In addition, there is a possible situation wherein
none of the top m predictions match with the key-object. In this case, the original results of
ActNet will be adopted.
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2.5. Implementation Details

The publicly released YOLO-v3 [24] model is used for ObjectNet and is fine-tuned on
the modified Drive&Act [14] following default configuration. For ActNet, the parameters
of the 3D backbone and the 2D backbone are initialized on kinetics [27] and COCO [28],
respectively. The training is implemented using stochastic gradient descent with an initial
learning rate of 0.0001, which is degraded with a modulating factor of 0.5 after the 30 k,
40 k, 50 k, and 60 k iterations. The weight decay rate is set to 0.0005, and the momentum
value is set to 0.9. For the dataset Drive&Act, the training process is converged after five
epochs. Both ActNet and ObjectNet are trained and tested using a Tesla V100 GPU with
16 GB RAM. The proposed model is carried out end-to-end in PyTorch.
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3. Results and Discussion

In this section, the accuracies of the MSRNet and YOWO are compared to illustrate the
improvement in driver behavior recognition by aggregating multi-semantic information.
Afterwards, the visualization of the output from different branches is used to determine
what is learned by the MSRNet. Finally, some limitations that affect the MSRNet’s perfor-
mance are discussed.

Experiments are implemented on the modified public dataset Drive&Act. As in [14],
the datasets for training, validation, and testing are randomly divided based on the identity
of subjects; using videos, we assign the data of 10 persons for training, 2 persons for
validation, and 3 persons for testing. Each action segment is spilt into 3-s chunks for
balancing the various durations of driver behaviors. The standard evaluation metric of
accuracy is adopted to measure the performance of the proposed dataset. Table 2 reports
the results derived from comparing the accuracy between MSRNet and the state-of-the-art
action recognition model YOWO [19]. It is observed that MSRNet performs better in both
validation and testing, with significant 4.65% (Val) and 3.16% (Test) improvements in
accuracy when recognizing 11 different behaviors on an 8-frame input clip.

Table 2. The results of comparing the accuracy between MSRNet and YOWO.

Model Val (%) Test (%)

YOWO 67.71 61.02
Our Model 72.36 64.18

Figure 6 illustrates the activation maps giving a visual explanation of the classification
decision made by ActNet and ObjectNet [29]. It can be observed that ActNet mainly focuses
on the areas where movements are happening, whereas ObjectNet mainly focuses on the
key-objects. Figure 7 gives a precise description of 11 fine-grained activities carried out
on the modified Drive&Act by the confusion matrixes. Each row of the confusion matrix
represents the instances in an actual label, while each column represents the instances in a
predicted label. As can be seen from the confusion matrixes, the proposed model accurately
recognizes the majority of classes, with 99% accurate identification of drinking with bottles,
95% accurate identification of working on laptops, and 94% accurate identification of
reading magazines. In addition, a significant improvement is made in recognizing similar
actions. For example, 16% (drinking with bottles vs. consuming food) and 14% (reading
magazines vs. reading newspaper) of the misrecognitions are avoided when using the
MSRNet. Our experiments demonstrate the effectiveness of utilizing multi-semantic
classification for driver recognition with the confidence fusion mechanism. Although the
proposed model shows superiority in solving the problem of interclass similarity, it also
suffers from some limitations that degrade its performance. Figure 8 illustrates examples
of images for which the MSRNet fails in driver behavior recognition. It is observed that the
misrecognition of the proposed model is mainly caused by some challenging situations in
Drive&Act, such as occlusion and multi-class visibility.
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Figure 7. The confusion matrixes for YOWO (a) and MSRNet (b). The indexes of rows and columns
from 1 to 11 represent: (1) drink from a bottle; (2) consuming food; (3) putting on or taking off a
jacket; (4) working on a laptop; (5) reading a magazine; (6) reading a newspaper; (7) talking on a
cellphone; (8) taking over the steering wheel; (9) putting on or taking off sunglasses; (10) watching
videos; (11) writing with a pen.
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Figure 8. The examples of driver images for which MSRNet fails driver behavior recognition. The challenging situations
are: (a) the newspaper covers the driver’s upper body; (b) the cellphone is completely covered by the driver’s hand; (c) the
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4. Conclusions

In this paper, an end-to-end multi-semantic model is proposed for driver behavior
recognition, employing a confidence fusion mechanism known as MSRNet. First, the
category of Drive&Act at the level of fine-grained activity is adapted to establish the
clear relationships between behaviors and key-objects based on hierarchical annotations.
This modification facilitates the design, training, and evaluation of the proposed model.
Subsequently, MSRNet uses two parallel branches to perform action classification and
object classification, respectively. ActNet mainly focuses on areas wherein movements are
happening, whereas ObjectNet mainly focuses on key objects. The proposed confidence
fusion mechanism aggregates the predictions from both branches based on the semantic
relationships between actions and key-objects. The proposed approach can both charac-
terize driver actions and focus on the key-objects linked with behaviors to obtain more
complete descriptions of behaviors. Overall, this approach demonstrably improves the
model’s accuracy and robustness for driver behavior recognition. The experiments have
demonstrated that the MSRNet performs better in terms of both validation and testing,
with significant 4.65% (Val) and 3.16% (Test) improvements in accuracy when recognizing
11 different behaviors in an 8-frame input clip. The proposed model can perform accurate
recognition for the majority of classes, such as 99% accurate identification of drinking from
a bottle, 95% accurate identification of working on a laptop, and 94% accurate identification
of reading a magazine.

Although the MSRNet shows superiority in solving the problem of interclass similarity,
it also suffers from some limitations (e.g., occlusion and multi-class visibility) that degrade
its performance. In future work, we would like to try other possible approaches to solving
these limitations. As feature extraction from occluded human body parts is rarely possible,
it is important to find robust classifiers that can handle the occlusion problem, such as
probabilistic approaches. In addition, collecting additional sensor data (e.g., body pose,
depth, and infrared) from other sensors mounted on real cars is a potential mitigation
strategy. It is considered that this could help in deriving more complete descriptions of
driver behavior.
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Abstract: To mitigate the issue of low accuracy and poor robustness of the master cylinder pressure
estimation (MCPE) of the electro-hydraulic brake system (EHB) by adopting EHB’s own information,
a MCPE algorithm based on vehicle information considering the evolution of the brake linings’
coefficient of friction (BLCF) is proposed. First, the MCPE algorithm was derived combining the
vehicle longitudinal dynamics and the wheel dynamics, in which the inertial measurement unit
(IMU) was adopted to adapt the MCPE algorithm to road slope change. In order to estimate the brake
pressure accurately, the driving resistance of the vehicle was obtained through a vehicle test under
coasting condition. After that, with the active braking function of EHB, the evolution of the BLCF
was acquired through extensive real vehicle test under different initial temperatures, different initial
vehicle speeds, and different brake pressures. According to the test results, a revised model of the
BLCF is proposed. Finally, the performance of the MCPE based on the revised BLCF model was
compared with that based on a fixed BLCF model. Vehicle test demonstrates that the former MCPE
algorithm is not only more accurate at low vehicle speed than the later, but also robust to road
slope change.

Keywords: electro-hydraulic brake system; master cylinder pressure estimation; vehicle longitudinal
dynamics; brake linings’ coefficient of friction

1. Introduction

With the development of electric and intelligent vehicles, the conventional brake
system (i.e., vacuum booster) cannot meet the new demands any more, and the brake
by wire system (BBW) came into being. BBW cannot only maximize the recovery of
braking energy through coordinated control with the driven motor for electric vehicles,
but for intelligent vehicles, it can also realize high-performance active braking, which is
the development trend of automotive brake systems in the future [1,2]. As a branch of
BBW, the electro-hydraulic brake system (EHB), which is based on a hydraulic system and
activated by electric motors, is superior to the electro-mechanical brake system (EMB) in
production inheritance and security reliability [3–12].

Pressure control is the core technology of EHB and has been extensively studied [13–16].
However, as far as the author knows, in addition to some research by the author’s
team [17–19], all the master cylinder pressure control algorithms in the existing litera-
ture adopted the master cylinder pressure sensor as the feedback signal for closed-loop
control. The existence of the pressure sensor increased the cost and the risk of sensor
failure. As one of the key safety components of automobiles, once the pressure sensor
fails, the function of EHB will be seriously affected. Some products adopted two pressure
sensors in the master cylinder for mutual inspection as a solution of failure detection
and backup, which led to a further increase in cost [20]. For this reason, master cylinder
pressure estimation (MCPE) is a promising solution to the above-mentioned problems.
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In addition, the motor information of EHB (e.g., motor torque, motor rotational angle, etc.)
can increase the possibility of MCPE.

The MCPEs in literatures were mainly based on the relationship between the master
cylinder piston position (which can be obtained from the motor rotational angle and the
transmission ratio of the reduction mechanism) and the master cylinder pressure. A first-
order polynomial, a second-order polynomial, and a look-up table were used to render the
pressure–position relationship in [16,21,22], respectively. However, due to the hysteresis
and time-varying characteristics of the pressure–position relationship, the above methods
were not accurate all the time. For this reason, the extended least squares and the recursive
least squares were adopted to update the coefficients of the quadratic polynomial in [23,24],
respectively. In [18], the coefficients were further reduced to one and updated by the
recursive least squares with a fixed forgetting factor. Although the above algorithms can
adjust the pressure–position model online, the coefficients of the polynomials fluctuate
violently during the adaptive process due to the significant uncertainty of EHB (e.g.,
temperature, motor speed, brake pads wear, and so on). Once the pressure sensor fails,
the values of coefficients at that moment are fixed for MCPE, resulting in an inaccurate
pressure estimation with large uncertainty. Furthermore, if the EHB is only operated
within a small pressure region, the pressure–position model may be over-fitted to this
region. This would be a common occurrence in road vehicles since most instances of
braking in daily driving involve only low decelerations. To this end, Ref. [25] proposed
a bin-least-square algorithm, in which the measured (θ, P) data points were allocated
according to the P value into nb “bins”, each of which corresponded to a small window of
P. These windows were non-overlapping and distributed over the operating range of P as
shown in Figure 1. The data points allocated to each bin were aggregated over time into
single θ and P values; the (θ, P) pairs from all nb bins were then imported to the least square
algorithm. Although this method improved the stability of polynomial coefficients, it also
deteriorated the accuracy of MCPE by reducing the sensitivity of polynomial coefficients
to system pressure-position uncertainty.

Figure 1. Schemes of the bin least square.

It is worth pointing out that all the above MCPE algorithms were based on the pres-
sure sensors and cannot be used in EHB unequipped with pressure sensors. To this end,
Ref. [26] proposed an interconnected pressure estimation method in which the key charac-
teristic parameter of the pressure–position curve, namely, the nonlinearly parameterized
perturbations, could be estimated via EHB’s dynamics based on the LuGre friction model.
The problem is that the friction itself in EHB is time-varying, and this method needs to be
demonstrated through extensive real vehicle verifications in the future.

The above-mentioned methods considered only the actuator characteristics (e.g.,
pressure–position model, friction model of EHB) and depended on the model accuracy.
Inspired by the wheel cylinder pressure estimation algorithms [27], Ref. [28] proposed
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a MCPE algorithm based on vehicle longitudinal dynamics and wheel dynamics for the
first time. Real vehicle test demonstrated that the MCPE outperformed that proposed
in [26]. However, the brake linings’ coefficient of friction (BLCF) was regarded as constant.
In fact, the BLCF is greatly affected by vehicle speed, brake pressure and brake linings’
temperature [29].

Summarized by the above literature, the MCPE for EHB requires further improvement
on accuracy and robustness, and the BLCF needs to be studied further. Two main contribu-
tions make this work distinctive from the previous studies: (1) the MCPE in [28] has been
expanded in this article to adapt it to more working conditions, such as slope condition,
based on inertial measurement unit (IMU), which is easily accessible for vehicles equipped
with an electronic stability control system (ESC); (2) a revised model of BLCF is proposed
based on extensive real vehicle tests, which contributes to a more accurate MCPE. The rest
of this article is organized as follows. The vehicle platform and the EHB prototype under
consideration are introduced in Section 2. The MCPE is proposed based on the longitudinal
dynamics of the vehicle in Section 3. The driving resistance is tested through real vehicle
tests in Section 4. The effect of different initial temperatures, different brake pressures,
and different initial vehicle speeds on the BLCF is studied through extensive real vehicle
tests, and a revised model of the BLCF is proposed in Section 5. Real vehicle tests under
normal driving conditions, including flat road and slope road, are conducted to verify the
proposed MCPE in Section 6. Section 7 concludes this article.

2. Test Vehicle and the EHB Prototype
2.1. Test Vehicle

A front-wheel-drive electric vehicle equipped with EHB is selected as the test vehicle,
as shown in Figure 2. In this work, the regenerative brake function of the driven motor
was invalid in braking, and all the braking force was supplied by the EHB. The test vehicle
was equipped with the anti-lock brake system (ABS) and an additional IMU needed to be
installed on the test vehicle.

Figure 2. Schematic of the test vehicle.

The scheme of the vehicle platform is displayed in Figure 3; messages could be
transferred from one node to another through controller area network (CAN). The electric
control unit (ECU) of EHB received signals from the ABS, IMU, and sensors equipped in
EHB and generated the control demand to the electric motor of EHB, which drove the
reduction gear that directly pushed the master cylinder to generate pressure. A laptop
was used for online calibration and observation via corresponding tools. There were two
working modes of EHB: normal mode and X-by-wire mode. In normal mode, the EHB
tracked the target pressure generated by the brake pedal, while in the X-by-wire mode,
the EHB tracked the target pressure generated by the laptop.

265



Actuators 2021, 10, 76

Figure 3. Scheme of the vehicle platform.

2.2. EHB Prototype

The scheme of EHB is shown in Figure 4. The EHB consisted of four parts: brake pedal
unit, motor driven unit, brake execution unit, and ECU. The brake pedal unit, which in-
cluded a brake pedal and a pedal feel simulator, provided the driver with a good pedal
feel. The motor driven unit was the power source of the system, including a permanent
magnet synchronous motor (PMSM) and reduction gear. The brake execution unit had
the same structure as the conventional hydraulic brake system and included the master
cylinder, the brake pipelines, and the ABS. A decoupling gap was designed to realize
system decoupling, that is, the brake pedal and the master cylinder were not directly
connected. In normal mode, the driver depressed the brake pedal, and the brake pedal rod
compressed the pedal feel emulator to generate a brake feel. ECU analyzed the driver’s
braking intention according to the pedal stroke signal and controlled the PMSM to generate
corresponding torque; therefore, there was no mechanical connection between the brake
pedal and the master cylinder [12]. The pressure sensor was adopted as a feed-back signal
for master cylinder pressure control and played no role in MCPE.

Figure 4. Scheme of the electro-hydraulic brake system (EHB).
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3. MCPE Algorithm Design
3.1. Assumptions

In this work, the following assumptions are considered:

1. This work investigates the MCPE in the ordinary braking scenarios. The ABS must
not work;

2. The master cylinder pressure is the same as the wheel cylinder pressure. In other
words, the pressure wave propagation dynamics are ignored;

3. In the vehicle longitudinal dynamics, the longitudinal tire slip ratio is ignored;
4. The vehicle mass is assumed to be known or could be obtained by using the estimation

method during the acceleration process [30];
5. All wheels share the same rolling radius, which is a reasonable assumption for most

vehicles [28,31];
6. The vehicle lateral dynamics are ignored.

3.2. MCPE Based on Vehicle Longitudinal Dynamics

Under braking conditions, the vehicle longitudinal dynamics can be expressed by
Equation (1) [32].

(m + mδ)ax = Fb + Ff + Fw + Fi, (1)

where m denotes the vehicle mass, kg; mδ denotes the vehicle rotational mass, kg; ax denotes
the vehicle longitudinal deceleration, m/s2; Fb denotes the braking force, N; Ff denotes the
rolling resistance, N; Fw denotes the wind resistance, N; Fi denotes the slope resistance, N,
as shown in Figure 5.

Figure 5. Scheme of the vehicle longitudinal dynamics.

The vehicle longitudinal dynamics of Equation (1) already include the wheel rotational
dynamics so the braking force of each wheel can be expressed by Equation (2).

Fbi =
Tbi
r

(2)

where the subscript i (i = 1, 2, 3, 4) denotes the front left wheel, the front right wheel,
the rear left wheel, and the rear right wheel, respectively. Tbi denotes the braking torque of
a certain wheel, N · m; r denotes the wheel rolling radius, m, as shown in Figure 6.

The braking torque of each wheel can be expressed by Equation (3).

Tbi = pAwci fiRei (3)

where p denotes the pressure of the hydraulic circuit, bar; Awci, fi and Rei denote the wheel
cylinder piston area, the BLCF, and the effective friction radius of each wheel, respectively.
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Both Awci and Rei are constant. To simplify the problem, a new variable is defined to render
the characteristic of BLCF as Equation (4).

ki = Awci fiRei (4)

where ki denotes the pressure–torque factor of each wheel, Nm/bar.

Figure 6. Scheme of the wheel rotational dynamics.

Substituting Equations (2)–(4) into Equation (1), the pressure can be calculated by
Equation (5):

p =

[
(m + mδ)ax − Ff − Fw − Fi

]
r

4
∑

i=1
ki

(5)

Some variables in Equation (5) can be further expressed as follows:

Fi = mgsinα (6)

Ff = f mgcosα (7)

where g denotes the acceleration of gravity, m/s2; α denotes the road slope, rad; f denotes
the rolling resistance coefficient.

The signal of the IMU can be expressed by Equation (8) according to its working principle.

aIMU = −ax + gsinα (8)

A new variable is defined to render the equivalent characteristic of all the BLCFs as
Equation (9).

Ke =
4

∑
i=1

ki (9)

Substituting Equations (6), (8), and (9) into Equation (5), the MCPE algorithm can be
expressed as follows:

p =

(
mδax − maIMU − Ff − Fw

)
r

Ke
(10)

It should be noted that mδ renders all the rotational mass of the vehicle, which mainly
includes the wheels and the rotor of the driven motor, so it can be expressed by Equation (11).

mδ =

4
∑

i=1
Jwi

r2 +
Jmi2gηT

r2 (11)
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where Jwi denotes the moment of inertia of a single wheel, kg · m2; Jm denotes the moment
of inertia of the driven motor’s rotor, kg · m2; ig and ηT denote the transmission ratio
and transmission efficiency of the vehicle transmission system. Table 1 provides the
specifications of the test vehicle, in which all the vehicle parameters have been calibrated
off line.

Table 1. Specifications of the test vehicle.

Item Value

m 1580 kg
r 0.3183 m

Jw1, Jw2 0.67 kg·m2

Jw3, Jw4 0.76 kg·m2

ig 7.65
Jm 0.053 kg·m2

ηT 0.97

According to Equation (11) and Table 1, we see that mδ/m = 3.7%, so the value of
mδax is too small to be ignored compared to maIMU . Furthermore, the signal of ax, which is
obtained by vehicle speed or wheels speeds, is full of noise [28]. Considering the above
reasons, mδax is ignored in Equation (11), and the MCPE algorithm is finally designed
as follows:

p =

(
−maIMU − Ff − Fw

)
r

Ke
(12)

According to Equation (12), in order to estimate the brake pressure, we must first
determine

(
Ff + Fw

)
, i.e., the driving resistance, and Ke, i.e., the sum of the pressure–torque

factors of all wheels.

4. Driving Resistance

Driving resistance of the vehicle, including the rolling resistance and the wind resis-
tance, can be expressed as follows:

Fd = Ff + Fw = f mgcosα + Fw (13)

The driving resistance is affected by the slope. In fact, the slope of normal road is
not large, that is, cos α

.
= 1. Therefore, the influence of slope change on driving resistance

is ignored.
Driving resistance is generally obtained through real vehicle tests. Under the coasting

condition, the vehicle longitudinal dynamics can be expressed by Equation (14).

(m + mδ)ax = Ff + Fw + Fi (14)

Substituting Equation (8) into Equation (14) and ignoring mδax, driving resistance can
be acquired by Equation (15).

Ff + Fw = −maIMU (15)

Generally, a special road is required to conduct the coasting test. Due to the limitation
of test conditions, this article adopted the method of segmented testing, that is, the coasting
test was broken down into multiple different vehicle speed segments to be tested separately,
and finally, the test data are integrated and fitted by a quadratic polynomial, as shown
in Figure 7.
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Figure 7. Vehicle driving resistance.

The analytical model of the driving resistance is shown in Equations (16) and (17).

Ff + Fw = A + Bux + Cu2
x (16)





A = 211.3
B = 3.529

C = 0.03681
(17)

where ux denotes the vehicle speed, km/h.

5. Revised Model of the BLCF

The BLFC has been widely studied in literature and is affected by several phenomena:
fading [33,34]; bedding [35]; hysteresis against the pressure [36]; hysteresis against the
speed [37], wear [38,39], and aging [35]; and variation in the environmental conditions [40].
The behavior of a pad–disc coupling is also dependent on the chemical composition and
mechanical properties of each component [41]. Therefore, the BLCF can range between 0.3
and 0.6 [41,42], with peaks up to 0.8 and down to 0.1 [36,43].

There are mainly two methods in the literature to estimate the BLCF:

• Model based analytical approach: which strives for a physical understanding and ana-
lytical description of the friction behavior. Accurate BLCF models usually incorporate
a temperature model, which is solved by the finite element method (FEM). However,
owing to the high computational burden, it is not possible to use this approach for an
online estimation of the brake temperature. For this reason, it is not feasible to use the
FEM, along with a friction model, for estimation purposes [43–45].

• Neural-networks: which found an extensive application in friction modelling in recent
years due to the capability of accurately modeling complex nonlinear phenomena
with several inputs. The main limitation of the neural-network approach is the high
experimental burden for the training/learning processes. Furthermore, the approach
based on the neural-network is purely black box; therefore, it is not able to describe
the actual phenomenology of the tribological contact [46–48].

The most recent research put forth a semi-empirical dynamic model of BLCF resulting
from a thorough experimental campaign conducted on a brake dynamometer. The model
rendered the rotor speed, rotor temperature, and contact area dynamics by means of a set
of three differential equations and validated for three passenger cars’ brake systems [29].
Though the state-of-the-art BLCF model can account for several tribological phenomena,
parameter calibration requires lots of experiments.

As far as the author knows, all the above-mentioned methods are based on brake
dynamometers, in other words, none of them are based on vehicle test. Furthermore,
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in normal braking conditions, the variation range of influencing factors of BLCF, such as
temperature, may not be that large.

In this article, to estimate brake pressure, Ke needs to be identified. Although Ke is
the sum of the pressure–torque factor of all wheels and not the same as BLCF of each
wheel, Ke can render the equivalent characteristics of sum of the front and rear BLCFs
for both Awci and Rei, which are constant. In this sense, Ke and BLCF have similarities
in characteristics. Therefore, the characteristics of BLCF can also be used to explain and
analyze the characteristics of Ke.

According to Equation (12), Ke can be measured by the following equation based on a
vehicle test:

Ke =

(
−maIMU − Ff − Fw

)
r

p
(18)

where the brake pressure p can be obtained by pressure sensor. When p is 0, the above
equation diverges so that the value of p is set to not less than 2 bar.

5.1. Error Analysis

There are two things to point out: (1) mδax is ignored in Equation (12). (2) mδax is also
ignored in Equation (15) when identifying the driving resistance. That is, the ignored mδax
is balanced in Equations (12) and (18). In other words, Equations (12) and (18) are the exact
formula to calculate p and Ke, respectively.

Tables 2 and 3 provide the specifications of the IMU and the master cylinder pressure
sensor, respectively.

Table 2. Specifications of the inertial measurement unit (IMU).

Item Value

Measuring range ±4.9 g
Sensitivity 0.00015 g
Accuracy 0.8%

Table 3. Specifications of the master cylinder pressure sensor.

Item Value

Measuring range 0–300 bar
Sensitivity 0.125 bar
Accuracy 1%

It can be roughly calculated from the sensors’ specifications that the error between the
Ke calculated by Equation (18) and the actual value should be within ±1.8%.

5.2. The Effect of Temperature on Ke

5.2.1. The Effect of Initial Disc Temperature on the Evolution of Ke

Although there are many factors affecting BLCF, the most important are the tempera-
ture, brake pressure, and vehicle speed [29]. During the braking process, kinetic energy
of the vehicle is converted into heat, and the temperature of the friction pair rises sharply.
For organic friction material, which is the most widely used in brakes at present, the BLCF
increases first and then decreases with disc temperature. The turning point (critical temper-
ature) varies with different specific ingredients and their ratio. The experimental results
in Ref. [49] show that the critical temperature of BLCF under different Sb2S3 and ZrSiO4
ratios ranges from 230 ◦C to 330 ◦C. Other literature shows that the critical temperature
of BLCF is generally around 230 ◦C [29,50]. For the friction material of the test vehicle
in this article, the author only knows that it is organic friction material, but the specific
composition and ratio are difficult to find due to proprietary reasons.
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In this work, a contact temperature sensor was adopted to measure the disc’s tem-
perature, as shown in Figure 8. When the vehicle was static, the probe of the temperature
sensor was touched to the surface of the brake disc, and the temperature on the display
instrument was stable in 3–5 s.
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Figure 8. Picture of the contact temperature sensor: (a) Picture of the temperature sensor and display
instrument; (b) Picture of the probe of the temperature sensor; (c) Picture of the temperature sensor
being used.

The test process was as follows: when the vehicle was static, we, first, measured the
temperature of the brake discs, then, accelerated the vehicle to a predetermined speed,
and finally, braked. The temperature could only be measured when the vehicle was
static. Therefore, we tried to speed up the vehicle as quickly as possible in the test to
reduce the temperature change during this period. Six groups of tests with different initial
temperatures of the brake discs were conducted, as shown in Table 4. Test results (i.e.,
evolution of Ke) are shown in Figure 9.

Table 4. Initial temperatures of the brake discs.

Group Initial Temperatures of the
Front Brake Discs (◦C)

Initial Temperatures of the
Rear Brake Discs (◦C)

1 28 22
2 50 31
3 100 70
4 130 90
5 200 150
6 300 230
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Figure 9. Evolution of Ke under different initial temperatures of the brake discs: (a–f) represent different initial disc
temperatures of test groups 1–6, shown in Table 2, respectively.

In Figure 9a, Ke stayed around zero at the beginning when there was no brake pressure
and quickly dropped and converged to a negative value after the vehicle speed was reduced
to zero, which verifies the correctness of Equation (18) and the accuracy of driving resis-
tance identification. When braking, Ke rose quickly and converged, indicating that there
was a small delay between the brake pressure and the vehicle deceleration (50–100 ms).
When braking under a constant pressure, Ke became larger and larger with time because
the temperature of the friction pair rose sharply (but did not reach the critical temperature).
In addition, the decrease in vehicle speed during braking also led to an increase in Ke,
which was the so called “Stribeck” effect.

We heated the brake disc by repeated accelerations and brakings; the temperature of
the disc was increased. Figure 9b–f show the constant pressure braking test with the initial
vehicle speed of 65–80 km/h and the brake pressure of 35–60 bar, but the initial braking
temperature is different. We can conclude that, when the initial temperature of the brake
disc is within 130 ◦C, the temperature has little effect on the evolution of Ke, but the effect
is greater when the temperature is above 200 ◦C, where the temperature of the brake pair
reaches the critical value. In addition, the violent fluctuation between 5000 and 5000.5 s in
Figure 9b was caused by the speed bump on the road.
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5.2.2. Statistics of Initial Disc Temperature

Although the effect of temperature on Ke was studied in Section 5.2.1, the temperature
of the brake disc is usually not very high in practice. Generally speaking, the thermal
balance of the brake disc is maintained at about 100 ◦C during low-intensity braking,
which is common in city driving conditions [48,50,51].

Additionally, this article recorded statistics of the front brake disc temperature at the
end of several regular driving trips, as shown in Figure 10. Due to the different driving
styles of the drivers, the most “prudent” driver and the most “adventurous” driver were
selected for testing. The results are shown in Tables 5 and 6.

Figure 10. Test route in Google Maps.

Table 5. Static disc temperature under normal driving conditions (prudent driver).

Group Ambient Temperature (◦C) Temperature of the Front Brake Disc (◦C)

1 3 52
2 5 38
3 8 51
4 9 52
5 9 59
6 10 51
7 10 55
8 10 58
9 12 55
10 14 62
11 15 76
12 17 60
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Table 6. Static disc temperature under normal driving conditions (adventurous driver).

Group Ambient Temperature (◦C) Temperature of the Front Brake Disc (◦C)

1 8 102
2 10 122
3 10 110
4 14 116
5 15 132
6 15 131
7 16 126
8 17 124

The temperature of the brake disc after each trip was related to the driving style,
traffic condition, and ambient temperature. Most of the statistics were within 130 ◦C and
the average was about 90 ◦C.

It can be concluded from the above that the influence of the initial disc temperature
on the evolution of Ke can be ignored under normal driving conditions.

5.3. The Effect of Brake Pressure on Ke

The influence of brake pressure on the BLCF was related to the material of the friction
pair, and specific tests were required. Ref. [52] pointed out that, for organic friction materi-
als, BLCF first increases and then decreases with the increase of brake pressure; for powder
metallurgy friction materials, BLCF decreases with the increase of braking pressure.

This article carried out tests with initial vehicle speed of 60 km/h and brake pressure of
10 bar, 20 bar, 30 bar, 40 bar, and 50 bar based on the X-by-wire function of EHB. The initial
temperature of the brake disc was set to 90 ◦C each time at the beginning of the test. The test
results are shown in Figure 11.

Figure 11. Evolution of Ke under different brake pressure.

From the perspective of the entire vehicle speed range, the average value of Ke first
increased and then decreased with the increase of brake pressure, but the overall change
was not large (especially within the range of normal brake pressure). Therefore, the effect
of brake pressure on Ke is ignored in this article.

5.4. The Effect of Vehicle Speed on Ke

The BLCF was affected by the speed of the vehicle and obeyed the Stribeck character-
istic [53–56], that is, the BLCF was greatly affected by speed.

Under normal driving conditions, the brake pressure was within 30 bar. Vehicle tests
with the brake pressure of 15 bar and initial vehicle speed of 20 km/h, 40 km/h, 60 km/h,
and 80 km/h were carried out based on the X-by-wire function of EHB with initial disc
temperature of 90 ◦C. Test results are shown in Figure 12.
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Figure 12. Evolution of Ke under different initial vehicle speeds.

Ke had a Stribeck effect with the vehicle speed and increased when the vehicle
speed was under the critical speed. Specifically, the critical speed was about 30 km/h,
45 km/h and 60 km/h with the initial vehicle speed of 40 km/h, 60 km/h, and 80 km/h,
respectively (phenomenon 1). The evolution of Ke with different initial vehicle speeds did
not coincide. The greater the initial vehicle speed, the greater the Ke at the end of braking
(phenomenon 2).

The explanation of the above two phenomena is that the temperature of the fric-
tion pair increased during braking (especially when the initial braking speed was high),
which made the BLCF increase. The conclusion in Section 5.2 “The influence of the initial
temperature on the evolution of Ke under normal driving conditions is negligible” is based
on the condition “at the same initial vehicle speed”. However, when the initial vehicle
speed is different, due to the different braking temperature evolution in the process, even if
the initial temperature is the same, the evolution of Ke will be different.

It should be noted that, in normal driving conditions, it is rare to decelerate the vehicle
from 80 km/h to zero all at once. The more common situation is to decelerate the vehicle
from “80 km/h to 60 km/h”, from “60 km/h to 40 km/h”, from “40 km/h to 20 km/h”,
and from “20 km/h to zero” in a braking process. From this point of view, the revised
BLCF model was defined as a piecewise linear function according to the trend of Ke in
the above several speed ranges. That is, when the vehicle speed was lower than a certain
critical speed, Ke increased as the vehicle speed decreased; when the vehicle speed was
above the critical speed, Ke was fixed, as shown in Equation (19).

Ke =

{
K1 − K1−K0

u0
ux, ux ≤ u0

K0 , ux > u0
(19)

where u0 denotes the critical vehicle speed, km/h; K1 denotes the Ke when the vehicle
speed is zero, Nm/bar; K0 denotes the Ke when the vehicle speed exceeds the critical
speed, Nm/bar.

There was a certain degree of subjectivity when dividing the speed zone. In addition,
defining the revised BLCF model as a piecewise linear function approximated the test
results. Based on the above reasons, the three parameters in Equation (19) can be calibrated
more accurately in real vehicle tests. The calibration result of this article is shown in
Equation (20).

Ke =

{
70 − 70−53

25 ux, ux ≤ 25
53 , ux > 25

(20)
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6. MCPE Based on the Revised BLCF Model
6.1. Flat Road

The master cylinder pressure can be estimated by Equations (12) and (20). The MCPE
was verified by real vehicle tests under normal driving conditions. In order to highlight
the superiority of the revised BLCF model, it was compared with the fixed BLCF (Ke

.
= 53).

Test results are shown in Figure 13. In the legend, “fixed BLCF” refers to “pressure esti-
mated based on fixed BLCF model”, and the legend “revised BLCF” refers to “pressure
estimated based on revised BLCF model” in Figure 13.

Figure 13. Test results of master cylinder pressure estimation (MCPE): (a–h) represent different brake conditions.
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Thanks to the revised model of BLCF, the pressure estimation algorithm proposed
in this article was much more accurate when the vehicle speed is low, and the root mean
square error (RMSE) was 0.9182 bar. It was much smaller than 1.8248 bar of the MCPE with
a fixed BLCF model.

6.2. Slope Road

Section 6.1 proves the superiority of the MCPE based on revised BLCF model, while this
section tries to prove slope adaptability of the proposed method.

The MCPE algorithm, based on longitudinal deceleration, which ignored the road
slope, can be expressed by Equation (21) as proposed in [28].

p =

(
max − Ff − Fw

)
r

Ke
(21)

Vehicle tests were conducted on a road with slope of 5.5◦; test results are shown in
Figures 14 and 15.

Figure 14. Test results of MCPE on the uphill: (a) Test vehicle on the uphill, (b,c) show the test results.

The error between the MCPE based on vehicle longitudinal deceleration and the actual
pressure can be derived by comparing Equations (21) and (12):

perror =
mgsinα

Ke
r (22)

We could conclude from Equation (22) that the estimated pressure was higher than the
actual pressure when the vehicle was going uphill and lower than the actual pressure when
the vehicle was going downhill, which was consistent with the test results. Furthermore,
the error was greatly affected by the slope; even a slope of 5.5◦ could cause a pressure
estimation error of about 9 bar. In addition, the deceleration signal was obtained from the
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difference between the vehicle speeds at different times and fluctuated sharply, which led
to a lot of noise in the estimated pressure.

Figure 15. Test results of MCPE on the downhill: (a) Test vehicle on the downhill, (b,c) show the test results.

7. Conclusions

Aiming at the problems of low accuracy and poor robustness of the MCPE algorithm,
based on EHB’s own sensor information, a MCPE algorithm based on vehicle information is
proposed. Compared with the existing literature, the innovation of this article lies in the fact
that the BLCF is affected by temperature, brake pressure, and vehicle speed. Additionally,
a revised BLCF model is proposed based on a thorough experimental campaign, which is
finally verified by real vehicle tests. Compared with the MCPE based on a fixed friction
factor, the accuracy is greatly improved. In addition, by adopting IMU information,
pressure can be accurately estimated on slopes. In short, the proposed MCPE algorithm
can provide EHB with an accurate, robust feedback signal that can be used for pressure
control, which can save EHB costs and reduce the risk of pressure sensor failure.

Future works can further study how to integrate different pressure estimation algo-
rithms, such as the MCPE proposed in this work and the MCPEs based on EHB’s own
information, to further improve the accuracy and robustness of the MCPE algorithm. Fur-
thermore, the effect of the variability of disc thickness, block thickness, etc. on Ke and the
MCPE, can be studied in future works.
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Abbreviations

MCPE Master cylinder pressure estimation
EHB Electro-hydraulic brake system
BLCF Brake linings’ coefficient of friction
IMU Inertial measurement unit
BBW Brake by wire system
ESC Electronic stability control system
ABS Anti-lock brake system
CAN Controller area network
ECU Electric control unit
PMSM Permanent magnet synchronous motor
FEM Finite element method
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Abstract: The localization system of low-cost autonomous vehicles such as autonomous sweeper
requires a highly lateral localization accuracy as the vehicle needs to keep a near lateral-distance
between the side brush system and the road curb. Existing methods usually rely on a global
navigation satellite system that often loses signal in a cluttered environment such as sweeping streets
between high buildings and trees. In a GPS-denied environment, map-based methods are often
used such as visual and LiDAR odometry systems. Apart from heavy computation costs from
feature extractions, they are too expensive to meet the low-price market of the low-cost autonomous
vehicles. To address these issues, we propose a mono-vision based lateral localization system of an
autonomous sweeper. Our system relies on a fish-eye camera and precisely detects road curbs with a
deep curb detection network. Curbs locations are then referred to as straightforward marks to control
the lateral motion of the vehicle. With our self-recorded dataset, our curb detection network achieves
93% pixel-level precision. In addition, experiments are performed with an intelligent sweeper to
prove the accuracy and robustness of our proposed approach. Results demonstrate that the average
lateral distance error and the maximum invalid rate are within 0.035 m and 9.2%, respectively.

Keywords: curb detection; intelligent vehicles; autonomous driving

1. Introduction

Over the few years, autonomous vehicles have gained a lot of attention and witnessed
remarkable progress. Companies such as Google and Tesla have the same goal toward
fully L5 self-driving cars although they differ in approach from a design and engineering
philosophy. Despite great success achieved by these companies, it will still take a rather
long time before autonomous cars are widespread on the public roads in any weather
and under any condition. As a result, there are a bunch of universities and companies
concentrating on developing low-speed and low-cost autonomous vehicles that run in a
limited, tightly controlled environment.

Among all the fundamental components (e.g., perception, decision-making, motion
planning and localization) in the field of autonomous vehicle, localization is one of the
most important and challenging problems. There are always inevitable contradictions of
the highly precise localization systems and low-cost hardware requirements, especially for
a low-cost autonomous vehicle such as a sweeper.

The easiest way to obtain the location of vehicles is using a global navigation satellite
system (GNSS) with an inertial navigation system (INS), which is widely used for au-
tonomous vehicles running in an open area such as on a highway [1,2]. The drawbacks are
obvious. Firstly, the cost of a highly accurate GNSS/INS system is almost of equal value to
a low-cost vehicle, which is certainly unacceptable. In addition, in a cluttered environment
such as streets inside high buildings and trees, or in a GPS-denied environment such
as a parking garage, GNSS signals are not feasible. To overcome this problem, several
map-based methods are developed, where the features extracted from the environments
using LiDARs, cameras, or other sensors are matched to the HD digital map to aid lo-
calization [3–11]. Apart from heavy computation costs from feature extraction and data
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association, they are too expensive to meet the low-price requirements of the low-cost
autonomous vehicles.

To address these issues, we propose a fish-eye mono-vision based lateral localization
system of an autonomous sweeper, which is highly efficient, low cost, and less complex
compared to existing solutions. The framework is illustrated in Figure 1. Our system relies
on a monocular fish-eye camera and precisely detects the road curbs with our proposed
deep learning model. Curb locations are then referred as straightforward marks to control
the lateral motion of the autonomous vehicle. At the heart of our work, we propose a deep
curb detection network which serves as a key component to ensure a near lateral-distance
(e.g., 0.2 m) between the side brush system and the sweeping road curb.

It is worth noting that, although curb detection is a traditional problem in the field of
autonomous vehicles [12–16], most of the existing works utilize a front-facing camera or 3D
LiDAR to detect curbs and search the road boundary, and further segment the travelable
regions. They differ from our work in three aspects. Firstly, we are using a fish-eye side-
facing camera to detect the road curbs while they often use a front-facing camera to detect
curbs and lanes to segment the travelable region. Secondly, travelable region segmentation
requires a pretty-low accuracy of curb detection as vehicles are often far away from the
road boundary. Thirdly, for the expensive LiDAR-based method or stereo camera-based
method, curbs are often detected based on strong assumptions such as the height of road
curbs. These methods are generally not applicable to detect the curbs without obvious
geometric features.

In contrast, our deep curb detection network is designed for a high-precision local-
ization system of an autonomous sweeper. Our network consists of three key modules: a
road scene classification module acts as the pre-processing procedure to classify the images
as Scene with Obstacles, Scene with Curbs or Scene with Intersection. A curb region of interest
(CRoI) module is utilized to obtain the curb region of interest. Subsequently, a semantic
segmentation module is developed to accurately segment the curbs in CRoI. We combined
U-Net [17] and SCNN [18] into our model. U-Net has an excellent performance in semantic
segmentation problems and the slice-by-slice convolution in SCNN helps to make better
use of spatial information. We evaluate our deep curb detection with a self-recorded
dataset and achieve 93% pixel-level precision. Apart from offline experiments, we also
perform online experiments on the autonomous sweeper developed at Tongji University,
and compare our mono-vision based lateral localization system with the LiDAR-based
localization system. The experiment results demonstrate that the average lateral distance
error and the maximum invalid rate are within 0.035 m and 9.2%, respectively, and thus
our system gets a better performance in terms of the robustness of the localization system
compared to the LiDAR-based method.

The main contributions of this work are as follows:

• A mono-vision based lateral localization system of a low-cost autonomous vehicle is
developed. Our system relies on a monocular fish-eye camera that is much cheaper
than LiDARs.

• A CRoI module is proposed to obtain the curb region of interest to crop the image for
the following semantic segmentation module, which improves the efficiency of the
proposed method.

• We propose a novel semantic segmentation module based on the combination of
U-Net and SCNN.
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Figure 1. Hierarchical structure of the proposed mono-vision based lateral localization system. The
upper layer (the first row) is the lateral localization system. Depending on the curb detection results,
the vehicle calculates the lateral distance between itself and the nearest road curb which is then
sent to the vehicle control system. The middle layer (the second row) is the core component of
our system, which is a deep curb detection network. It consists of three important modules: road
scene classification module, curb region of interest module, and semantic segmentation module. The
bottom layer (the third row) shows the network architecture of our semantic segmentation module,
which is built based on U-Net [17] and SCNN [18].

2. Related Works

The localization system is one of the most important components in the autonomous
vehicle. Many efforts have been invested in this research topic. One of the most common
solutions is using GNSS/INS. However, the accuracy of the traditional GNSS/INS method
cannot meet the requirements of autonomous vehicles in cluttered environments and GPS-
denied scenarios. To improve accuracy and robustness of localization, several map-based
methods are proposed. For example, in [6], vertical corner features are extracted from the
scan data of 3D LiDAR and then matched to pre-built corner map to correct the vehicle
position. Similarly, the framework proposed in [5] adopts semantic and distinctive physical
objects such as trees, traffic signs, or street lamps as landmarks and the vehicle pose is
obtained via the combination of these features and an offline map.

Except for the global localization, lateral localization is also a research focus because
of its remarkable assistance for localization. In [7], lateral and orientation information of
lane markings is extracted from a video camera to enhance lateral localization accuracy.
In [8], two lateral cameras are used to detect road markings and provide the lateral distance
between the vehicle and the road borders for lane change. In addition, the information
from the camera is combined with a digital map of the road markings to aid the localization
from GNSS/INS. In [9], an algorithm which produces the distance of the vehicle to the left
and right boundaries of the road-lane is presented. Then, the detected lane-markings are
used as measurements for a Bayes filter to obtain the lateral position of the vehicle.

In addition to lane markings, road curb is another important feature for the im-
provement of lateral localization. In [10], a curb detection algorithm using 3D-LiDAR
is performed, and the detection result matches the high-precision map. Then, the map
matching result is fused with the localization of GPS and INS via a Kalman filter. In [13],
the point cloud data from a 3D-LiDAR sensor are processed to distinguish on-road and off-
road areas. A subsequent sliding-beam method can segment the road, then the position of
curbs is obtained via a search-based method for each road segment. In [11], curb detection
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results obtained from a 3D LiDAR are adopted to correct the lateral errors in localization
from GNSS/IMU/DMI(Distance Measuring Instruments). In [19], a deep learning-based
method is used to detect visible curbs and occluded curbs. In [20], a Conditional Random
Field (CRF) is used to assign the 3D points measured by stereo camera to different parts
of a 3D environment model in order to reconstruct the surfaces and in particular the curb.
In [21], an ultrasonic sensor-based method is proposed for curb detection. However, the
detection method has requirements for the height of the curb and can not perform detection
on curbs with low height.

Different from the works mentioned above, a fish-eye mono-vision based lateral
localization system of an autonomous sweeper is developed in this paper, which is highly
efficient, low cost, and less complex compared to existing solutions. Our system relies on a
monocular fish-eye camera and precisely detects the road curbs with our proposed deep
learning model. Curb locations are then referred to as straightforward marks to control the
lateral motion of the autonomous vehicle.

3. Mono-Vision Based Lateral Localization System

In this work, a fish-eye mono-vision based lateral localization system of a low-cost
autonomous vehicle is proposed. A hierarchical structure of the framework is shown in
Figure 1. The upper layer of our framework (the first row of Figure 1) depicts the overall
work-flow of the lateral localization system. Depending on the curb detection results, the
vehicle calculates the lateral distance between itself and the nearest road curb, which is
then sent to the vehicle control system. The middle layer of our framework (the second row
of Figure 1) is the core component of our system which is a deep curb detection network.
It consists of three important modules: road scene classification module, curb region of
interest module, and semantic segmentation module. The road scene classification module
classifies the road scenes into three classes: Scene with Obstacles, Scene with Curbs and Scene
with Intersection. The CRoI module detects the interested region of curbs. As the input
image of the semantic segmentation module shrinks, it improves the following semantic
segmentation module’s efficiency. Our semantic segmentation module is built based on
U-Net [17] and SCNN [18].

The overall lateral localization system is described in Algorithm 1. A road scene
image recorded by our side-facing fish-eye camera is firstly entered into our system. The
road scene classification module outputs the class label. In the case of the label Scene with
Obstacles, there will be no further processing procedure such as semantic segmentation.
An obstacle encountering message is transmitted to the decision-making system of the
autonomous vehicle. In the case of the label Scene with Curbs and Scene with Intersection,
the CRoI is firstly detected, and then a precise segmentation result of the CRoI is obtained.
The road curbs’ locations are extracted from the segmentation results. For the road scene
classified as Scene with Curbs, a curve is fitted based on the curbs’ locations. For the road
scenes classified as Scene with Intersection, there are three possibilities: (1) if the vehicle goes
forward, then we fit a straight line with curbs; (2) if the vehicle turns right, then we fit a
right-turn curve with curbs; (3) if the vehicle turns left, the localization will be based on the
low-cost GPS and the lateral localization accuracy will be less important in this case.

4. Deep Curb Detection Network

In this section, we describe the deep curb detection network which is the core compo-
nent of the proposed mono-vision based lateral localization system. It consists of three mod-
ules: road scene classification module, CRoI module, and semantic segmentation module.
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Algorithm 1 Lateral localization system

Require: road scene image
1: Enter the image into curb detection network, obtain the road scene label and segmenta-

tion results;
2: if road scene label is Scene with Obstacles then
3: Transmit an obstacle encountering message to the decision-making system of the

vehicle;
4: else if road scene label is Scene with Curbs then
5: Fit a curve based on the curbs’ locations;
6: else if road scene label is Scene with Intersection then
7: The decision-making system decide to go forward or turn right;
8: if The vehicle goes forward then
9: Fit a straight line;

10: else if The vehicle turns right then
11: Fit a right-turn curve;
12: elseThe vehicle turns left
13: Use low-cost GPS for localization.
14: end if
15: end if

4.1. Road Scene Classification

The road scene classification model acts as a pre-processing procedure of the lateral
localization system. It also serves as a basic module for the following CRoI module and
semantic segmentation module. We annotate each road scene image recorded by the side-
facing fish-eye camera with three labels as Scene with Obstacles, Scene with Curbs and Scene
with Intersection (see Figure 2). The road scene classification model is implemented with
a pre-trained convolutional neural network VGG-16 [22]. The feature map generated by
the VGG-16 model is also passed to the CRoI module. The classified road scene is not only
used by the lateral localization system but also transmitted to the motion planning system
of the autonomous vehicle.

(a) (b) (c)

Figure 2. Road scene samples of three classes: (a) road scene with obstacles; (b) road scene with curbs;
(c) road scene with intersection.

4.2. CRoI

As shown in Figure 2, curbs only occupy a long and narrow region of the full road
scene pictures. To speed up the semantic segmentation module, we decide to detect the
curb region of interests (CRoI) before further processing. Inspired by the region proposals
widely used by object detection networks [23–25], we develop our CRoI module based on
region proposal networks (RPN) introduced in Faster-RCNN [25]. The difference between
our CRoI module and other RPN networks is that our CRoI module only needs to generate
one curb region proposal that is fast and effective. It is worth noting that the road scene
classification module is different from the classification step in Fast-RCNN. The latter
cannot substitute the former because the road scene classification module we utilize in this
work pays more attention to the global description of a road scene image. Additionally,
the VGG-16 model used in the road scene classification module shares the same feature
map with the RPN network in the CRoI module to avoid redundant computations. As
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illustrated in the second row of Figure 1, following the pre-trained CNN, there are two
parallel branches: feature map to road scene classifier and to the CRoI module.

4.3. Semantic Segmentation

The semantic segmentation module is designed to precisely segment curbs from the
CRoI module. We propose our SUNet segmentation model that is a combination of the U-
Net [17] and SCNN [18]. The structure of the SUNet can be seen in the third row of Figure 1.
Thanks to the contracting path between high resolution features and the upsampled output
in U-Net, the successive convolution layer can get both information with a large receptive
field from deeper layers and detailed information from the shallower layer. Consequently,
U-Net has shown excellent performance in semantic segmentation problems. Therefore, we
choose it as the backbone of our semantic segmentation module. The depth of the original
U-Net is reduced to reduce the computational complexity.

As mentioned above, a curb is generally a long and narrow structure. The appearance
clues are relatively less and the curbs are often interrupted and occluded. Fortunately, the
curb is a highly structured feature and a strong spatial relationship exists between curb
pixels. Intuitively, if the spatial information of curb can be better utilized, the algorithm
should achieve better performance. Based on the above considerations, we adopt the SCNN
structure, which is proposed in [18]. In the SCNN structure, traditional layer-by-layer
convolutions are replaced by slice-by-slice convolutions within feature maps. As shown
in the third row in Figure 1, SCNN_D, SCNN_U, SCNN_R, and SCNN_L represent four
directions that slice-by-slice convolutions are applied: downward, upward, rightward,
leftward. For instance, in SCNN_D, the feature map with size C × H ×W is split into
H slices. The first slice is sent into a convolution layer with kernels of size C × w, and
the output is added to the next slice to generate a new slice. This process continues until
the bottom slice. The processing procedure of other modules can be learned by analogy.
Consequently, the spatial information can be propagated across rows and columns in a
layer so that the structure is particularly suitable for structured objects like curbs. As
mentioned in [18], SCNN can be flexibly applied to any place of a network. Generally, it
should be added after a layer that contains richer information. Thus, we choose to apply
SCNN at the bottom of U-Net. It is found that the computational efficiency of SCNN is
highly dependent on the size of its input layer. In order to reduce computing time, a max
pooling layer is added before the SCNN to reduce the size of the input layer.

5. Experiments

This section describes the details and results of experiments of our mono-vision based
lateral localization system. The experiments are divided into two parts, offline experiments
with the self-recorded dataset and online experiments with an autonomous sweeper. We
evaluate the performance of our deep curb detection network with offline experiments.
The localization accuracy and robustness are evaluated with an autonomous sweeper
developed at Tongji University.

5.1. Deep Curb Detection Network Implementations
5.1.1. Road Scene Classification and Curb Region of Interest

The road scene classification module is implemented with a pre-trained convolutional
neural network VGG-16. Firstly, pre-trained VGG-16 has a restriction of the input image’s
size and the original designed image size is 224× 224. However, the resolution of the
fish-eye camera is 1920× 1080, so the images in our data set must be resized to fit the
requirement of VGG-16. We resize the image to 300× 168; in addition, this process would
not change the height-width ratio of the raw image. In addition, the resizing is a trade-off
to achieve a balance between the resolution and the memory usage of GPU.

Secondly, the CNN of our network is composed of the first 30 layers of VGG-16, and
the FC (fully connected) layer is discarded temporarily. When it comes to the classification
module, the FC layer is implemented again; however, because of the resize process, dimen-
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sions of the tensor here should be handled with care. In contrast to the original VGG-16,
the dimension of FC layer is 23, 040(512 ∗ 9 ∗ 5)× 4096. In addition, the RPN is adopted
from Faster-RCNN [25].

In the train procedure, the initial learning rate is set to 0.001 and the learning rate is
decayed by a factor of 0.1 every 10 epochs. We adapt cross-entropy loss as the classification
loss, and it is incorporated with the losses in RPN. Except for the 30 frozen layers of VGG-
16, all of the new layers of the model are initialized from a zero-mean Gaussian distribution
with a standard deviation of 0.01. Since the road scene classification module and curb
region of interest module share the same feature map, the networks of these modules are
trained simultaneously.

5.1.2. Semantic Segmentation

Since the input image is downsampled and upsampled several times in the semantic
segmentation network, in order to ensure the consistency of the input and output image
size, we extend the size of irregular CRoI that is generated by the CRoI module to the
power of 2, such as 1024× 256.

In the training procedure, the initial learning rate is set to 0.001 and decayed by
0.9 every epoch. We also adopt cross-entropy loss as the loss function here. In addition,
due to the imbalance of the number of pixels between background and curbs, we set the
weight of the loss to be 0.8 for curbs and 0.2 for the background.

The whole network is trained and validated on an Nvidia GTX 1080Ti GPU (NVIDIA
Corporation, Santa Clara, CA, USA) and implemented using PyTorch [26].

5.2. Offline Experiments
5.2.1. Dataset

To evaluate the performance of our deep curb detection network, we establish the first-
ever road curb detection dataset dedicated to a lateral localization system of a low-speed
autonomous vehicle. We use a fish-eye camera with a 180◦ angle of view. The resolution of
the fish-eye camera is 1920× 1080. The camera is mounted on the right side of the vehicle,
and is facing to the right side of the road. In total, our dataset has 7000 images that are
recorded at different locations during daytime, which is very challenging. Regarding the
annotation, each image has three labels. The first one is the class of the road scene. The
second label is a rectangle of the ground truth of the CRoI. The third label is a fitting curve
of the curb in the road scene, which results in a pixel-level mask annotation of the curb.

5.2.2. Experimental Results

We evaluate three modules of our deep curb detection network separately with a
self-recorded dataset. We consider the road scene classification module as a three-class
classification problem. The classification accuracy with our dataset is 96.5%. For the CRoI
module, we adopt average precision (AP) to evaluate the model; it is expressed as:

AP =
1
11 ∑

r∈{0,0.1,...,1}
max
r̃:r̃≥r

p(r̃) (1)

where r̃ represents recall, p denote precision, AP is the area between precision–recall curve
and axis, thus AP =

∫ 1
0 P(r)dr, but to simplify the computation, we set r ∈ {0, 0.1, . . . , 1},

so we replace the integration with a sum of pinterp(r). On a validation set, the AP of CRoI
module is 0.904. For the semantic segmentation module, the performance is evaluated by a
parameter called Ppre (i.e., pixel-level precision), which is calculated by Ppre = Nc/NPred,
where Nc is the number of correct curb pixels and Npred is the number of all curb pixels
detected by our network. We compare our SUNet with the full U-Net. The results are
displayed in Table 1, which shows that our SUNet achieves a higher Ppre than U-Net with
similar computing time. The detection results of our deep curb detection network are
shown in Figure 3.
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Table 1. Experiment results of semantic segmentation.

Models Ppre Computing Time (ms)

Our algorithm 93.86 92
Full U-Net 90.34 91

Figure 3. Detection results of deep curb detection network. Left column: image samples from the
dataset; Middle Column: enlarged curb regions of interests extracted by CRoI module; Right column:
curb segmentation results.

5.3. Experiments with Autonomous Sweeper
5.3.1. Experiment Vehicle

Our experiment vehicle is an intelligent sweeper developed at Tongji University
(see Figure 4). The computing platform of this vehicle is a Nvidia Jetson TX2. A LiDAR-
based lateral localization system is used by this vehicle, which is described in detail in
Section 5.3.2. Two 16-layer LiDARs are equipped and mounted at the bottom of both sides
of the vehicle (on top of the side brushes, see Figure 4). Our fish-eye camera is mounted on
the right roof of the vehicle, which is the only sensor used by our proposed mono-vision
based lateral localization system.

Figure 4. The intelligent sweeper of Tongji University.
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5.3.2. LiDAR-Based Lateral Localization System

The LiDAR-based lateral localization system is designed to keep a fixed close distance
between the side brush of the sweeper and the curb. The distance is obtained via a LiDAR-
based curb detection algorithm. The algorithm first selects candidates in the region of
interest from the 3D point cloud generated by LiDARs. The region of interest here is within
1.5 m to the right and 2.5 m to the front of the center of the front axle of the vehicle. The
heights of the selected candidates are in the range of 0.09 m to 0.11 m. After that, the
algorithm selects the points closest to the vehicle on each row and fits them to a straight
line using least squares. Then, the distance between the fitted straight line and the point
1.5 m ahead of the center of the front axle of the vehicle is calculated. The final output of
the algorithm is the aforementioned distance minus one offset. An important assumption
in this algorithm is that the height of curb is within a certain range, which is also widely
used in other LiDAR-based curb detection methods. Consequently, the performance of the
LiDAR-based lateral localization system could be greatly affected when the aforementioned
assumption is not applicable.

5.3.3. Experimental Results

We select three representative testing routes (route with continuous straight curbs,
route with intermittent straight curbs, route with curving curbs) for the autonomous
sweeper. Figures 5 and 6 show example scenes of these three routes. The curb detection
results are shown in Figure 5. Based on the curb detection results of each frame (image
frame for camera and point cloud frame for LiDAR), the lateral distance between the
curbs and the sweepers is calculated. Experiments results with our proposed method,
LiDAR-based method, and the ground truth are shown in Figure 6

We evaluate the experiment results with two parameters: Average Error and Invalid
Rate. The Average Error is defined as the average deviation of the calculated lateral distance
value and the manually labeled ground truth. The Invalid Rate is the ratio of the number
of failed curb detection frames to the number of all data frames in a testing route. If the
deviation of the lateral distance calculated based on the curb detection result and the
ground truth exceeds 0.1 m, the curb detection of the current frame is failed. The threshold
0.1 m is decided according the lateral localization accuracy of the intelligent sweeper. We
show the experiment results in Tables 2–4.

Table 2. Average error and invalid rate of the testing route with continuous straight curbs.

Evaluation Metrics Proposed Method LiDAR-Based Method

Average Error (m) 0.020 0.022
Invalid Rate 0% 0.7%

Table 3. Average error and invalid rate of the testing route with intermittent straight curbs.

Evaluation Metrics Proposed Method LiDAR-Based Method

Average Error (m) 0.035 0.038
Invalid Rate 9.2% 72.5%

Table 4. Average error and invalid rate of the testing route with curving curbs.

Evaluation Metrics Proposed Method LiDAR-Based Method

Average Error (m) 0.023 0.032
Invalid Rate 0.9% 12.1%
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(a)

(b)

(c)

Figure 5. Experimental results of the deep curb detection network with autonomous sweeper. (a) curb
detection results of the testing route with continuous straight curbs. Left image is a sample. Middle
image shows the curb detection results which are highlighted by red color. Right image shows a
fitted curve based on the curb detection results. Right image is converted into bird-view; (b) curb
detection results of the testing route with intermittent straight curbs; (c) curb detection results of the
testing route with winding road curbs.

(1) Testing route with continuous straight curbs
Table 2 shows that both the LiDAR-based method and the proposed method achieve

high accuracy in terms of the Average Error. The Average Error is 0.022 m and 0.020 m for
the LiDAR-based method and proposed method, respectively. In terms of the Invalid Rate,
our proposed method performs better than the LiDAR-based method. The Invalid Rate is
0.7% and 0% for the LiDAR-based method and proposed method, respectively. It is likely
that there are sudden height changes of the road curbs (e.g., at the timestamp of 40 s and
80 s in Figure 6a), which cause the failed curb detection of the LiDAR-based method while
our proposed method is not affected.

(2) Testing route with intermittent straight curbs
In the testing route with intermittent straight curbs, the road curbs are intermittent.

Typical scenes are from the intersections of the road and the trail, as shown in Figure 6b.
As shown in Table 3, compared to the testing route with continuous straight curbs, the
Average Error for LiDAR-based method and proposed method increases, and reaches
0.035 m and 0.038 m, respectively. In terms of the Invalid Rate, our proposed method
achieves better performance than the LiDAR-based method. The main reason is that the
LiDAR-based method assumes a certain height of the road curbs, while this assumption
is not applied to the scenes such as road curbs at the intersections. The Invalid Rate for
LiDAR-based method is up to 72.5%, which means that the results completely deviate (e.g.,
in the time interval of [10 s, 30 s] in Figure 6b). In comparison, the Invalid Rate of our
proposed method is controlled at 9.2%.

(3) Testing route with winding road curbs
In testing route with winding road curbs, the road curbs are curved. Typical scenes

are from the corners of the road, which are shown in Figure 6c. In Table 4, our proposed
method achieves better performance in Average Error and Invalid Rate than the LiDAR-
based method. The Average Error for the LiDAR-based method and proposed method is
0.032 m and 0.023 m, respectively. The Invalid Rate for our proposed method is 0.9%, which
is much better than 12.1% for the LiDAR-based method. The reason for this phenomenon
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is that the LiDAR-based method has poor fitting performance on the curve (e.g., in the time
interval of (22 s, 26 s) in Figure 6c).

(a) Testing route with continuous straight curbs

(b) Testing route with intermittent straight curbs

(c) Testing route with winding road curbs

Figure 6. Experimental results with autonomous sweeper. (a) testing route with continuous straight
curb. The left figure shows the satellite images and sampled scenes. The right figure shows the lateral
localization results of the proposed method, LiDAR-based method and ground truth; (b) testing
route with intermittent straight curbs; (c) testing route with winding road curbs.

6. Conclusions

We propose a mono-vision based lateral localization system of low-cost autonomous
vehicles. Our system relies on a side-facing monocular fish-eye camera that precisely
detects the road curbs with the proposed deep curb detection network. Compared with
existing methods such as the global navigation satellite system and the LiDAR-based
method, a monocular fish-eye camera is cheap, and our solution meets the low-price
requirement of a low-speed low-cost autonomous vehicle such as sweepers. We conduct
two experiments to evaluate the accuracy and robustness of our mono-vision based lateral
localization. Our deep curb detection network achieves 93% pixel-level precision. Our
experiment with the intelligent sweeper developed at Tongji University demonstrates that
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the average lateral distance error of our method is controlled within 0.035 m, and the
maximum invalid rate is controlled within 9.2%.

In future work, several directions are worth investigating. Vision-based detection
methods generally have problems that are easily affected by environmental factors such
as the lighting. Thus, the combination of low-cost LiDAR (e.g., single layer laser scanner)
and monocular camera could be a better solution. The future work will focus on how
to efficiently fuse the data from the LiDAR and camera to develop a highly efficient and
robust lateral localization system.
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Abstract: Along with the rapid development of advanced driving assistance systems for intelligent
vehicles, essential functions such as forward collision warning and collaborative cruise control
need to detect the relative positions of surrounding vehicles. This paper proposes a relative planar
localization system based on the ultra-wideband (UWB) ranging technology. Three UWB modules
are installed on the top of each vehicle. Because of the limited space on the vehicle roof compared
with the ranging error, the traditional triangulation method leads to significant positioning errors.
Therefore, an optimal localization algorithm combining homotopy and the Levenberg–Marquardt
method is first proposed to enhance the precision. The triangular side lengths and directed area
are introduced as constraints. Secondly, a UWB sensor error self-correction method is presented
to further improve the ranging accuracy. Finally, we carry out simulations and experiments to
show that the presented algorithm in this paper significantly improves the relative position and
orientation precision of both the pure UWB localization system and the fusion system integrated
with dead reckoning.

Keywords: ultra-wideband; relative localization; enhanced precision; clock self-correction; homo-
topy; Levenberg–Marquardt

1. Introduction

The intelligent vehicle has become one of the most concerning social hot spots and
academic research directions. The demand for autonomous vehicles is expected to grow in
the coming decades, and the development of autonomous driving technology is followed
by the prevalence of the advanced driving assistance system (ADAS). Many vital functions
in ADAS, such as blind-spot detection, forward collision avoidance, collaborative cruise
control, and collaborative merge assist, require estimation of the relative position among
vehicles [1–3]. At present, the relative positioning technology is mainly divided into
two types of techniques: (1) Calculating the relative position by the absolute position of
each vehicle; and (2) detecting the relative position of the target by radar, camera, and
other sensors.

In the first type of technique, relative positioning relies on absolute positioning. There
have already been a variety of absolute positioning technologies, however, they are all
flawed. Global Navigation Satellite Systems (GNSS) is the most common choice for absolute
positioning. However, the accuracy of consumer GNSS is around 10 m [4]. Besides, satellite
signals are usually disrupted or blocked in urban canyons, rural tree canopies, and tunnels,
leading to degradation or interruption in the positioning information [5]. Many solutions
have been proposed on this issue. Integrating the inertial navigation system (INS) with
GNSS is a common workaround, which was costly in the past [6]. Only low-cost inertial
measurement units (IMU) based on micro-electro-mechanical systems (MEMS) technology
are affordable for large-scale promotion [7]. However, due to the low quality of MEMS
IMU, positioning errors explode when the GPS signal is unreachable [8], which is also the
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inevitable problem for INS. In order to fundamentally solve the problem of positioning
in GPS blind areas, the wireless sensor network (WSN) can be applied in positioning [9],
which relies on wireless technologies such as Bluetooth, WIFI, radio frequency identification
(RFID), and Zigbee, etc. [10]. Sensors with known locations are used to locate the sensors
with unknown locations. However, the WSN positioning systems are limited by the
coverage of base stations; it costs too much to construct base stations widely.

Since all the absolute localization technologies mentioned above are difficult to cover
all zones, sensor-based relative positioning is a better choice under certain scenarios. Sensor-
based systems use laser, radar, or camera to acquire the relative positions of surrounding
vehicles [11–14]. Under favorable road and weather conditions, these systems can facilitate
many critical ADAS functions well. However, the relative positioning technologies based
on radar and laser are still affected by factors such as weather. Similarly, most vision-based
systems work well under adequate lighting and road conditions, but it is not the same case
when the environment is dark or lane markings are worn out [15–20]. Although advanced
image processing algorithms have been proposed to improve performance at night or
under poor lighting and road conditions, it is still very challenging to implement these
techniques in real scenarios [21,22].

Moreover, in certain scenarios, such as collision prevention and intelligent fleet follow-
ing, the two vehicles need to communicate, which means combining traditional positioning
technologies with vehicle-to-vehicle (V2V) communication. Shen et al. [23] proposed a
tightly-coupled relative positioning method, which used a low-cost IMU and dedicated
short-range communications (DSRC) to improve the system’s accuracy and robustness.
Ponte et al. [24] presented a collaborative positioning method combining radar for the
relative positioning of road vehicles. Pinto Neto et al. [25] developed a cooperative GNSS
positioning system (CooPS), which used V2V communications to cooperatively determine
the absolute and relative position of the ego-vehicle with enough precision. However,
localization and communication are accomplished separately in the existing positioning
systems, which will affect the real-time performance.

To deal with this problem, a relative positioning system using UWB can accomplish
positioning and communication simultaneously without delay. UWB-based relative po-
sitioning technology is more adaptable to the environment and has all the advantages of
cooperative positioning systems compared to the traditional positioning technologies men-
tioned above. UWB is a wireless carrier communication technology that uses nanosecond to
microsecond non-sine wave narrow pulses to achieve data transmission and high-precision
ranging [26]. It also belongs to WSN positioning technologies but provides much higher
positioning accuracy than other wireless sensors because of its high temporal resolution.
In recent years, UWB technology has been increasingly used in the transportation field,
but in most cases, UWB anchors need to be installed on the roadside to locate the absolute
position of the vehicle [27,28]. However, the problem is installing UWB anchors on a
massive scale costs too much, and the deployment of anchors is quite complicated.

There are also some related studies that used onboard UWB modules for relative
positioning between vehicles. Monica et al. [29] used UWB modules installed on the
automated guided vehicle and the target node to perform real-time ranging to avoid
collisions in the warehouse. In the proposed system, positioning still relied on roadside-
based stations. Pittokopiti et al. [30] proposed a UWB based collision avoidance system for
miners, which used the distance measured by UWB as the relative position between the
worker and the mining vehicle. In other words, it is just a line localization system instead of
a planar localization system. Zhang et al. [31] used two UWB tags on the car to calculate the
coordinates of the front tag but did not calculate the relative orientation, and the horizontal
error was as large as 1 m. Ernst-Johann Theussl et al. [32] proposed a measurement
method of the relative position and orientation (RPO) using UWB. They weighted the
distances ranged by UWB in different directions to minimize the dilution of precision
and to get more accurate results. However, their application scenario was confined to the
mobile machinery that did not move fast in a large range because the weights in different
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directions are hard to be calibrated entirely. Ehab Ghanem et al. [33] proposed a method
to estimate vehicular RPO based on multiple UWB ranges and improved the precision
using an extended Kalman filter (EKF). Their work was simply an application of UWB in
relative positioning for vehicles but did not make improvements in the algorithm. Their
experiments were only conducted at a constant vehicle speed and a short vehicle distance.

Generally, current studies on UWB based relative localization for vehicles are rela-
tively less and not thorough enough. One of the essential reasons that limit UWB in the
application of relative planar localization for vehicles is the horizontal dilution of precision
(HDOP) [34]. Because of the limited space on a vehicle, UWB modules have to be installed
closely. Without improvements to the algorithm, the positioning accuracy will decrease
drastically with the increase of vehicle distance. However, most of the existing research on
UWB relative vehicular localization stays in basic applications without in-depth study of
the algorithm. In this paper, a UWB based relative planar localization system is designed
with three UWB modules on each vehicle. An improved homotopy-Levenberg–Marquardt
(HOMO-LM) algorithm with triangular side length and directed area constraints is pro-
posed, which significantly improves the RPO accuracy.

This paper is organized as follows: In Section 2, the UWB based relative localization
system is established, including an improved HOMO-LM positioning algorithm, a timing
error self-correction method, and a simple fusion model with DR. Section 3 validates
the superiority of the HOMO-LM algorithm by simulation. In Section 4, experiments
are conducted to compare the RPO accuracy with and without sensor correction in two
conditions, pure UWB mode and fusion mode integrating UWB with dead reckoning (DR).

2. UWB Based Relative Planar Localization System

To design a high precision relative localization system, we should first identify the
factors that affect the UWB positioning accuracy. Figure 1 shows multiple sources of the
UWB positioning error.
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Figure 1. Sources of UWB Positioning error. Red boxes show the factors that we will address in the proposed system. The
blue box shows the variable that we will control in the experiments.

As shown in Figure 1, the UWB positioning error is determined by seven factors.

1. The positioning algorithm has profound implications for positioning precision.
2. The multipath effect error can be easily identified due to the high temporal resolution

of UWB signals.
3. The signal propagation velocity in the air is almost constant.
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4. Metallic elements will affect the UWB systems that range using received signal
strength indicators (RSSI) [35]. The proposed system, which range using time of
flight (TOF), will not encounter this problem.

5. The clock error is one of the most critical factors to the ranging accuracy. In the UWB
system, the distance is calculated by multiplying the time of flight (TOF) of a UWB
signal from a module to another by the speed of light, which means one nanosecond
clock error will lead to a 30 cm ranging error.

6. The transceiver delay, including sending and receiving delay, is also reflected as a
timing error and has a similar effect as the clock error.

7. The anchor layout cannot be significantly adjusted in the proposed system, limited by
the space on top of the vehicle.

8. The distance between two vehicles depends on the particular driving scenarios and is
not determined by the system.

Therefore, the factors that need to be considered while designing the system consist
of positioning algorithm and timing error, including clock error and antenna delays. In
this section, an improved HOMO-LM positioning algorithm is proposed, and a timing
error self-correction method is presented. Vehicle positioning is usually not completed in
only one way but through multi-sensor integration. For extending the application value of
the proposed UWB system, we establish a simple UWB/DR fusion system to validate its
contribution to the fusion accuracy.

2.1. UWB Relative Planar Localization Algorithm
2.1.1. The Classic Triangulation Algorithm

The positioning and directing model is shown in Figure 2. Three UWB modules are
installed on the roof of each vehicle. A, B, and C represent the UWB modules on vehicle
1, while E, F, and G represent those on vehicle 2. O1 and O2 represent the centroids

of the two vehicles. We define X(g)
K =

[
x(g)

K , y(g)
K

]T
as the position of point K under

the global coordinates system, where K = (A, B, C, E, F, G, O1, O2). ϕ
(g)
i denotes the

heading angle of vehicle i under the global coordinates system, where i = (1, 2). Similarly,

X(1)
K =

[
x(1)K , y(1)K

]T
and ϕ

(1)
i denote the position and orientation under the coordinate

system of vehicle 1. X(2)
K =

[
x(2)K , y(2)K

]T
and ϕ

(2)
i denote the position and orientation under

the coordinate system of vehicle 2.
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After the UWB modules were installed, X(1)
A , X(1)

B , X(1)
C , X(1)

O1
, X(2)

D , X(2)
E , X(2)

F and X(2)
O2

were confirmed. UWB measures distances between modules on vehicle 1 and those on
vehicle 2. Dj,k denotes the distance between module j and module k, where j = (A, B, C)
and k = ( E, F, G). In the proposed system, what we want to know is the relative
position X(1)

O2
and the relative orientation ϕ

(1)
2 . Equation (1) can be established using the

known parameters;

Dj,k =‖ X(1)
j − X(1)

k ‖, (j = A, B, C; k = E, F, G) (1)

X(1)
E , X(1)

F , X(1)
G can be solved from (1), as shown in (2).

X(1)
k = P−1Nk, (k = E, F, G) (2)

where
P = 2

[
X(1)

B − X(1)
A , X(1)

C − X(1)
B

]T
,

Nk =


 D2

A,k − D2
B,k − ‖ X(1)

A ‖
2
+ ‖ X(1)

B ‖
2

D2
B,k − D2

C,k − ‖ X(1)
B ‖

2
+ ‖ X(1)

C ‖
2


.

Then ϕ
(1)
2 can be derived by (3).

ϕ
(1)
2 =

1
3 ∑

j,k

[
atan2

(
y(1)j − y(1)k , x(1)j − x(1)k

)
− atan2

(
y(2)j − y(2)k , x(2)j − x(2)k

)]
, (j, k = E, F; F, G; E, G) (3)

where,

atan2(y, x) = sgn(x)2arctan
( y

x

)
+

1− sgn(x)
2

(
1 + sgn(y)− sgn(y)2

)
π,

sgn(x) =





1 x > 0
0 x = 0
−1 x < 0

.

X(1)
O2

can be derived by (4);

X(1)
O2

= X(1)
EFG − RX(2)

EFG (4)

where

R =


 cos

(
ϕ
(1)
2

)
− sin

(
ϕ
(1)
2

)

sin
(

ϕ
(1)
2

)
cos
(

ϕ
(1)
2

)

.

The overlines represent the mean values of the coordinates of the three modules,
such that:

X(1)
EFG =

1
3 ∑

k
X(1)

k (k = E, F, G), X(2)
EFG =

1
3 ∑

k
X(2)

k (k = E, F, G).

2.1.2. An Improved HOMO-LM Localization Algorithm

According to the error distribution of triangulation, the positioning and directing
error of the classic triangulation method will be extensive when two vehicles are far away.
Therefore, an improved HOMO-LM method is proposed for better solutions.

With X(1)
E , X(1)

F , X(1)
G derived from (2), the side lengths of triangle 4EFG, i.e., DE,F,

DF,G, and DG,E can be calculated by

Di,j =‖ X(1)
i − X(1)

j ‖ (j, k = E, F; F, G; E, G) (5)
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However, the real side lengths, DE,F, DF,G, and DE,G are determined by X(2)
E , X(2)

F ,

X(2)
G , as shown in (6).

Dreal
i,j =‖ X(2)

i − X(2)
j ‖ (j, k = E, F; F, G; E, G) (6)

Since ranging error always exists, Dreal
E,F 6= DE,F, Dreal

F,G 6= DF,G, and Dreal
G,E 6= DG,E.

For more accurate solutions, (5) and (6) can be combined as a constraint, i.e., triangular
side length constraint, as shown in (7).





‖ X(2)
E − X(2)

F ‖ − ‖ X(1)
E − X(1)

F ‖= 0
‖ X(2)

F − X(2)
G ‖ − ‖ X(1)

F − X(1)
G ‖= 0

‖ X(2)
E − X(2)

G ‖ − ‖ X(1)
E − X(1)

G ‖= 0

(7)

Combining (1) and (7), function p can be established:

p(x) =




DAE − ‖ X(1)
A − X(1)

E ‖
DBE − ‖ X(1)

B − X(1)
E ‖

DCE − ‖ X(1)
C − X(1)

E ‖
DAF − ‖ X(1)

A − X(1)
F ‖

DBF − ‖ X(1)
B − X(1)

F ‖
DCF − ‖ X(1)

C − X(1)
F ‖

DAG − ‖ X(1)
A − X(1)

G ‖
DBG − ‖ X(1)

B − X(1)
G ‖

DCG − ‖ X(1)
C − X(1)

G ‖
‖ X(2)

E − X(2)
F ‖ − ‖ X(1)

E − X(1)
F ‖

‖ X(2)
F − X(2)

G ‖ − ‖ X(1)
F − X(1)

G ‖
‖ X(2)

E − X(2)
G ‖ − ‖ X(1)

E − X(1)
G ‖




= 0 (8)

The least-square (LS) solution of (8) will be more accurate than the solution of (2).
However, as the positioning error grows extensive, the triangle composed of E, F, and G
may flip. The LS solution of (8) will also encounter significant directing errors, as shown
in Figure 3. 4EFG represents the real triangle determined by the real relative positions of
module E, F, and G.4E0F0G0 represents the triangle determined by the relative positions of
module E, F, and G calculated by (2). 4E∗1 F∗1 G∗1

represents the triangle determined by the
relative positions of module E, F, and G derived from (8). 4E∗2 F∗2 G∗2 represents the triangle
determined by the relative positions of module E, F, and G derived from (11). ϕ denotes
the real relative orientation. ϕ0, ϕ∗1 , and ϕ∗2 denote the relative orientations determined by
4E0F0G0 ,4E∗1 F∗1 G∗1

, and4E∗2 F∗2 G∗2 , respectively.
As shown in Figure 3a, because of the large positioning error of the classic trian-

gulation method, the triangle 4E0F0G0 , which is constructed by the calculated module
coordinates, is seriously deformed. E, F, and G were originally arranged clockwise, but
become counterclockwise under the influence of positioning errors. Therefore, the corre-
sponding relative orientation is apparently inaccurate. The shape of the triangle4E∗1 F∗1 G∗1

,
which is constructed by the LS solutions of (8) with the side length constraint, is similar to
the real triangle4EFG. However, the rotation direction of the three points was still opposite
to the real situation, which means that the triangle flipped, as shown in Figure 3b. The
error of relative orientation was still large.

The side length constraint cannot deal with this issue. To suppress the triangle flipping,
another constraint, i.e., directed area constraint, is necessary. As shown in Figure 3c, with
the introduction of the directed area constraint, both the shape and the direction of4E∗2 F∗2 G∗2
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are approximate to the real triangle4EFG. Therefore, the relative orientation is much more
accurate. Equation (9) is established to express the directed area constraint.

S
(
4(2)

EFG

)
− S
(
4(1)

EFG

)
= 0 (9)

where S represents the directed area of the triangle, as shown in (10).

S
(
4(2)

EFG

)
=

1
2

∣∣∣∣∣∣∣

χ
(2)
E x(2)F x(2)G

y(2)E y(2)F y(2)G
1 1 1

∣∣∣∣∣∣∣
, s

(
∆(1)

EFG

)
=

1
2

∣∣∣∣∣∣∣

x(1)E x(1)F x(1)G
y(1)E y(1)F y(1)G

1 1 1

∣∣∣∣∣∣∣
. (10)
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The directed area is a signed area, which can also be described as half the cross
products of triangular edge-vectors. According to the basic properties of the cross product,
its sign indicates the rotation direction of the triangle vertices. It should be noted that (9)
not only limits the triangle flip but also further constrains the triangle shape. Combining
(1), (7), and (9), function l is established:

L = l(x) =




DAE − ‖ X(1)
A − X(1)

E ‖
DBE − ‖ X(1)

B − X(1)
E ‖

DCE − ‖ X(1)
C − X(1)

E ‖
DAF − ‖ X(1)

A − X(1)
F ‖

DBF − ‖ X(1)
B − X(1)

F ‖
DCF − ‖ X(1)

C − X(1)
F ‖

DAG − ‖ X(1)
A − X(1)

G ‖
DBG − ‖ X(1)

B − X(1)
G ‖

DCG − ‖ X(1)
C − X(1)

G ‖
‖ X(2)

E − X(2)
F ‖ − ‖ X(1)

E − X(1)
F ‖

‖ X(2)
F − X(2)

G ‖ − ‖ X(1)
F − X(1)

G ‖
‖ X(2)

E − X(2)
G ‖ − ‖ X(1)

E − X(1)
G ‖

det
(

∆(2)
EFG

)
− det

(
∆(1)

EFG

)




= 0 (11)

where x =
[

x(1)E , y(1)E , x(1)F , y(1)F , x(1)G , y(1)G

]T
.
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Define x∗ =
[

x(1)∗E , y(1)∗E , x(1)∗F , y(1)∗F , x(1)∗G , y(1)∗G

]T
as the LS solution of (11). Then

x∗ satisfy
x∗ = argmin(‖ L ‖). (12)

The localization problem can be transformed into a nonlinear least square (NLLS)
optimization problem. To address this problem, a HOMO-LM algorithm is proposed in
this section. The LM method is an improved Gauss-Newton (GN) and gradient descent
(GD) method. LM method has a faster convergence rate than the GD method and can solve
the problem with a singular Jacobian matrix, whereas the GN method cannot. To further
improved the convergence rate, we integrated the LM method with the Armijo search [36].
The optimized objective function is l, which has been defined in (11). The initial value x0
is solved by (2). Define JL as the Jacobian matrix of function l, which can be expressed as
shown in (13).

JL =
∂l
∂x

=




JE 0 0
0 JF 0
0 0 JG

JEFG1 JEFG2 JEFG3


 (13)

where

Ji =




x(1)A −x(1)i

‖X(1)
A −X(1)

i ‖
y(1)A −y(1)i

‖X(1)
A −X(1)

i ‖
x(1)B −x(1)i

‖X(1)
B −X(1)

i ‖
y(1)B −y(1)i

‖X(1)
B −X(1)

i ‖
x(1)C −x(1)i

‖X(1)
C −X(1)

i ‖
y(1)C −y(1)i

‖X(1)
C −X(1)

i ‖



(i = E, F, G), JEFG1 =




x(1)F −x(1)E

‖X(1)
F −X(1)

E ‖
y(1)F −y(1)E

‖X(1)
F −X(1)

E ‖
x(1)G −x(1)E

‖X(1)
G −X(1)

E ‖
y(1)G −y(1)E

‖X(1)
G −X(1)

E ‖
y(1)G −y(1)F

2
x(1)F −x(1)G

2




,

JEFG2 =




x(1)E −x(1)F

‖X(1)
E −X(1)

F ‖
y(1)E −y(1)F

‖X(1)
E −X(1)

F ‖
x(1)G −x(1)F

‖X(1)
G −X(1)

F ‖
y(1)G −y(1)F

‖X(1)
G −X(1)

F ‖
0 0

y(1)E −y(1)G
2

x(1)G −x(1)E
2




, JEFGg
=




10
1)

x(1)F −x(1)G

‖X(1)
F −X(1)

G ‖
y(1)F −y(1)G

‖X(1)
F −X(1)

G ‖
x(1)E −x(1)G

‖X(1)
E −X(1)

G ‖
x(1)E −x(1)G

‖X(1)
E −X(1)

G ‖
y(1)F −y(1)E

2
x(1)E −x(1)F

2




.

Let ε denotes the iteration termination threshold of the optimization algorithm. Define
ρ, σ ∈ (0, 1) as the regulatory factors of the Armijo search, µ as the regulatory factor of the
LM method. Assume kmax and mmax as the maximum iterations of the LM method and
the Armijo search, respectively. Table 1 shows the pseudocode of the LM method with the
Armijo search.

Like many other fitting algorithms, the optimization result of the LM method relies
on the initial value. LM may only find a local minimum instead of the global minimum
or even diverge without the proper initial value. The positioning error increases with the
increase of the distance between two vehicles, which also means the error of the initial
value x0 increases. Therefore, the homotopy method is introduced for searching for an
optimal initial value in a broader range. Assume f (x) = 0 is the equation we want to solve,
and f0 is a known function with an available zero solution x∗, i.e., f0(x∗) = 0. We conduct
a depending parameter function

h(x, s) = s f (x) + (1− s) f0(x) s ∈ [0, 1]. (14)

h(x, 0) = 0 is the problem with a known solution x∗, and H(x, 1) = 0 is the original
problem f (x) = 0.

In the proposed system, we define f (x) = l(x), f0(x) = l(x)− l(x∗). This gives the
homotopy function

H = h(x, s) = l(x) + (s− 1)l(x∗) s ∈ [0, 1]. (15)
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Table 1. The pseudocode of the LM algorithm with the Armijo search.

Step Pseudocode

Step 1 Define L = l(x) as (11) and JL = ∂l
∂X as (13);

Step 2 Set ε = 10−4, kmax = 200, ρ = 0.5, σ = 0.5, mmax = 20;

Step 3 Compute the initial value x0 =

[
X(1)

E
T

, X(1)
F

T
, X(1)

G

T
]T

by (2);

Set x∗0 = x0; µ0 =‖ x0 ‖;
Step 4 k = 0;

Step 5 while (k < kmax) do

Step 6 Compute Lk = l(xk), JLk ;

Step 7 gk = JT
Lk

Lk; dk =
(
−JT

Lk
JLk + µk I

)−1
gk;

Step 8
if ‖ gk ‖< ε do

break;
end if

Step 9

m = 0;
while (m < mmax) do

if
(
‖ l(xk + ρmdk) ‖<‖ l(xk) ‖ +σρmgT

k dk
)

do
m = m + 1;

end if
end while
α = ρm;

Step 10 xk+1 = xk + αdk;

Step 11 k = k + 1;

Step 12 µk =‖ xk ‖;
Step 13 end while

Step 14 x∗ = xk;

Step 15 Output x∗ as the optimal solution of equation l(x) = 0

As the solution of h(x, s) = 0 depends on s, we denote it by x∗(s). s can be discretized
into 0 = s0 < s1 < s2 < ··· < sn = 1. Then the optimization of (11) can be transformed into
solving a sequence of nonlinear equations with the LM method such that

h(x, si) = 0. (16)

Each iteration is started with the solution x∗(si−1). Table 2 shows the pseudocode of
the proposed HOMO-LM algorithm.

After the LS solution of x∗ of (2) being calculated, positions of E, F, G are confirmed.
Define

X(1)∗
EFG =

[
X(1)∗

E , X(1)∗
F , X(1)∗

G

]

X(2)
EFG =

[
X(2)

E , X(2)
F , X(1)

G

]

X(1)∗
EFG =

1
3 ∑

k
X(1)∗

k , (k = E, F, G)

X(2)
EFG =

1
3 ∑

k
X(2)

k , (k = E, F, G)

(17)
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Table 2. The pseudocode of the HOMO-LM algorithm.

Step Pseudocode

Step 1 Define L = l(x) as (11) and derive JL= ∂l
∂X as (13);

Define H = h(x, s, x∗) = l(x) + (s− 1)l(x∗) and JH = JL;

Step 2 Set ε = 10−4, kmax = 200, s0 = 0, ∆s = 0.1, send = 1, ρ = 0.5, σ =
0.5,mmax = 20;

Step 3 Compute the initial value x0 =

[
X(1)

E
T

, X(1)
F

T
, X(1)

G

T
]T

by (2);

Set x∗0 = x0; µ0 =‖ x0 ‖;
Step 4 for n = 1 : (send−s0+∆s)

∆s do

Step 5 sn = s0 + (n− 1)∆s;

Step 6 k = 0;

Step 7 while (k < kmax) do

Step 8 Compute Hk = h
(

xk, sn, x∗n−1
)
, JHk ;

Step 9 gk = JT
Hk

Hk; dk =
(
−JT

Hk
JHk + µk I

)−1
gk;

Step 10
if ‖ gk ‖< ε do

break;
end if

Step 11

m = 0;
while (m < m_max) do

if
(
‖ f (xk + ρmdk) ‖<‖ f (xk) ‖ +σρmgT

k dk
)

do
m = m + 1;

end if
end while
α = ρm;

Step 12 xk+1 = xk + αdk;

Step 13 k = k + 1;

Step 14 µk =‖ xk ‖;
Step 15 end while

Step 16 x∗n = xk;

Step 17 end for

Step 18 Output x∗ = x∗n as the optimal solution of equation f (x) = 0

Then the LS solutions of the relative position X(1)∗
O2

and orientation ϕ
(1)∗
2 can be derived

using singular value decomposition (SVD) [37]. Define M as

M =

[
X(2)

EFG − X(2)
EFG[1, 1, 1]

]T[
X(1)∗

EFG − X(1)∗
EFG[1, 1, 1]

]
(18)

Take SVD of M:
M = UΣVT (19)

where U, Σ, and V represent the three decomposed matrixes of M. Then we have

R = VUT (20)




X(1)∗
O2

= X(1)∗
EFG − RX(2)

EFG

ϕ
(1)∗
2 = atan2(R2,1, R1,1)

(21)
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2.2. A UWB Timing Error Self-Correction Method

Figure 4 shows the typical two-way ranging (TWR) system. Assume dij is the original
measurement of the distance between module i and j without correction, d̂ij is the corrected
measurement and dreal

ij is the real distance. Other adopted symbols are illustrated in Table 3.
Then we have

dreal
ij = ct f

ij,

dij =
c
(

∆tij − tp
j

)

2
,

d̂ij =
c
(

ki∆tij − k jt
p
j − ts

i − tr
i − ts

j − tr
j

)

2
.

(22)

dij ignores several important parameters including ts
i , tr

i , ts
j , tr

j , ki and k j.
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Figure 4. Two-way ranging model. Module i sends a signal to module j firstly. Then module j receives
the signal and sends a signal back to module i immediately. In the ranging process, the sending and
receiving delays and the clock errors of the two modules will affect the ranging accuracy.

Table 3. The symbols used in the calibration mode.

Symbols Title 2

ki (i = A, B, C) The clock correction coefficient, which is unknown.

ts
i (i = A, B, C) The sending delay of module i, which is unknown.

tr
i (i = A, B, C) The receiving delay of module i, which is unknown.

td
i (i = A, B, C) The antenna delay. td

i = ts
i + tr

i .

t
pj

i (i = A, B, C; j = 1, 2, 3, 4)

The time spent by module i from receiving to sending a
signal, which is measured by the crystal oscillator inside
module i. As tp

i is not a constant, number j is added to
distinguish the measurements at different times.

t f
ij (ij = AB, BC, AC)

The signal propagation time from module i to j. It is a
particular value after modules being installed. That is

t f
ij =

‖X(1)
i −X(1)

j ‖
c , where c is the speed of light.

∆tsr
i (i = A, B, C)

The interval time from module i sending a signal to
receiving a signal, measured by the crystal oscillator
inside module i.

∆trr
i (i = A, B, C)

The interval time for module i from receiving a signal to
another, measured by the crystal oscillator inside
module i. Number j is added to distinguish the
measurements at different times.

ki (i = A, B, C) The clock correction coefficient.
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UWB modules A, B, and C on vehicle 1 are taken as an example to show the correction
process. The symbols used in the correction method are interpreted in Table 3.

Since t
pj
i , ∆tsr

i , and ∆trr
i are measured by the crystal oscillator inside UWB module i,

which do not equal the real interval time, because of the crystal oscillation frequency error.
The real values are

t̂
pj
i = kit

pj
i ,∆t̂sr

i = ki∆tsr
i ,∆t̂rr

i = ki∆trr
i . (23)

Two calibration modes are designed to implement the correction algorithm, as de-
scribed as follows.

1. Circulation Mode: UWB signals transmit among the modules in turn. All the correc-
tion parameters are encountered in this mode, as shown in Figure 5.

2. Differential Mode: UWB signals transmit from a module to another in two paths. The
sending delay of the sending module and the receiving delay of the receiving module
are eliminated, as shown in Figure 6.
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Figure 6. The differential calibration mode: (a) signals transmit from A to C in two paths; (b) signals transmit from B to 

A in two paths; (c) signals transmit from C to B in two paths. 

Equation (25) is established according to the differential mode. 

{

𝑘𝐶∆𝑡𝐶
𝑟r = (𝑡𝐴

𝑠 + 𝑡𝐴𝐵
𝑓
+ 𝑡𝐵

𝑟 + 𝑘𝐵𝑡𝐵
𝑝3 + 𝑡𝐵

𝑠 + 𝑡𝐵𝐶
𝑓
+ 𝑡𝐶

𝑟) − (𝑡𝐴
𝑠 + 𝑡𝐴𝐶

𝑓
+ 𝑡𝐶

𝑟)

𝑘𝐴∆𝑡𝐴
𝑟r = (𝑡𝐵

𝑠 + 𝑡𝐵𝐶
𝑓
+ 𝑡𝐶

𝑟 + 𝑘𝐶𝑡𝐶
𝑝3 + 𝑡𝐶

𝑠 + 𝑡𝐴𝐶
𝑓
+ 𝑡𝐴

𝑟) − (𝑡𝐵
𝑠 + 𝑡𝐴𝐵

𝑓
+ 𝑡𝐴

𝑟)

𝑘𝐵∆𝑡𝐵
𝑟𝑟1 = (𝑡𝐶

𝑠 + 𝑡𝐴𝐶
𝑓
+ 𝑡𝐴

𝑟 + 𝑘𝐴𝑡𝐴
𝑝3 + 𝑡𝐴

𝑠 + 𝑡𝐴𝐵
𝑓
+ 𝑡𝐵

𝑟) − (𝑡𝐶
𝑠 + 𝑡𝐵𝐶

𝑓
+ 𝑡𝐵

𝑟)

 (25) 

Define 𝑡 = [𝑘𝐴, 𝑘𝐵 , 𝑘𝐶 , 𝑡𝐴
𝑑, 𝑡𝐵

𝑑, 𝑡𝐶
𝑑]𝑇 . Equation (26) can be established combining (24) 

and (25). 𝑡𝑖
𝑠 and 𝑡𝑖

𝑟 are eliminated because 𝑡𝑖
𝑑 = 𝑡𝑖

𝑠 + 𝑡𝑖
𝑟, which has been introduced in 

Table 3. 

Figure 5. The circulation calibration mode: (a) Module A firstly send a signal, and BC send signals in turn after receiving
signals from the former module; (b) Module B firstly sends a signal and CA sends signals in turn after receiving signals
from the former module; (c) Module A firstly send a signal, and BC send signals in turn after receiving signals from the
former module.
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Figure 6. The differential calibration mode: (a) signals transmit from A to C in two paths; (b) signals transmit from B to A in
two paths; (c) signals transmit from C to B in two paths.

ki and td
i are the parameters needed to correct the ranging error. Equation (24) is

established according to the circulation mode;





kA∆tsr
A = ts

A + t f
AB + tr

B + kBtp1
B + ts

B + t f
BC + tr

C + kCtp1
C + ts

C + t f
AC + tr

A
kB∆tsr

B = ts
B + t f

BC + tr
C + kCtp2

C + ts
C + t f

AC + tr
A + kAtp1

A + ts
A + t f

AB + tr
Bα

kC∆tsr
C = ts

C + t f
AC + tr

A + kAtp2
A + ts

A + t f
AB + tr

B + kBtp2
B + ts

B + t f
BC + tr

C

(24)
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Equation (25) is established according to the differential mode.




kC∆trr
C =

(
ts

A + t f
AB + tr

B + kBtp3
B + ts

B + t f
BC + tr

C

)
−
(

ts
A + t f

AC + tr
C

)

kA∆trr
A =

(
ts
B + t f

BC + tr
C + kCtp3

C + ts
C + t f

AC + tr
A

)
−
(

ts
B + t f

AB + tr
A

)

kB∆trr1
B =

(
ts
C + t f

AC + tr
A + kAtp3

A + ts
A + t f

AB + tr
B

)
−
(

ts
C + t f

BC + tr
B

) (25)

Define t =
[
kA, kB, kC, td

A, td
B, td

C

]T
. Equation (26) can be established combining (24)

and (25). ts
i and tr

i are eliminated because td
i = ts

i + tr
i , which has been introduced in Table 3.

Q1t =




∆tsr
A −tp1

B −tp1
c −1 −1 −1

−tp1
A ∆tsr

B −tp2
C −1 −1 −1

−tp2
A tp2

B ∆tsr
C −1 −1 −1

0 −tp3
B ∆trr

C 0 −1 0
∆trr

A 0 −tp3
C 0 0 −1

−tp3
A ∆trr

B 0 −1 0 0







kA
kB
kC
td

A
td
B

td
C



=




t f
AB + t f

BC + t f
AC

t f
AB + t f

BC + t f
AC

t f
AB + t f

BC + t f
AC

t f
AB + t f

BC − t f
AC

t f
AB − t f

BC + t f
AC

−t f
AB + t f

BC + t f
AC




= b1 (26)

The correction process needs repeating for a while to decrease the influence of random
noise. That means

Qt =
[

QT
1 , QT

2 , · · · , QT
n

]T
t =

[
bT

1 , bT
2 , · · · , bT

n

]T
= b (27)

Then the LS solution t∗ =
[
k∗A, k∗B, k∗C, t∗s

A, t∗s
B, t∗s

C, t∗r
A, t∗r

B, t∗r
C
]T of (27) can be ex-

pressed as

t∗ =
(

QTQ
)−1

QTb. (28)

Besides, we also preprocess the range measurements before positioning to further
improve the positioning accuracy. Figure 4 shows a typical two-way ranging system. In
fact, the UWB system can range in high frequency up to thousands of times per second.
The positioning system does not always need that high data refresh rate. Therefore, we can
average multiple measurements, which reduces the interference of random errors without
introducing too much latency.

2.3. An Intergrating Model of UWB and DR

The DR system consists of wheel-speed sensors. Each vehicle is equipped with four
wheel-speed sensors. According to the Ackerman steering principle, the instantaneous
centers of four wheels coincide at point P, as shown in Figure 7. In the DR model, v f r,
v f l , vrr, and vrl are the speeds of the wheels measured by wheel-speed sensors. To obtain
the longitudinal velocity vx, lateral velocity vy, and yaw rate ω, (29) can be established.





v f r =‖
[
vx + ωW f r, vy + ωL f

]T
‖

v f l =‖
[
vx −ωW f l , vy + ωL f

]T
‖

vrr =‖
[
vx + ωWrr, vy −ωLr

]T ‖
vrl =‖

[
vx −ωWrr, vy −ωLr

]T ‖

(29)

Equation (29) has a similar form as (11), so the proposed HOMO-LM algorithm in
Section 2.1.2 is also suitable here.

After vx, vy, and ω solved, the UWB/DR fusion model can be established based on
the relative kinematic model shown in Figure 8.
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𝑇 , 𝑄2

𝑇 , ⋯ , 𝑄𝑛
𝑇]𝑇𝑡 = [𝑏1

𝑇 , 𝑏2
𝑇 , ⋯ , 𝑏𝑛
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Then the LS solution 𝑡∗ = [𝑘𝐴
∗ , 𝑘𝐵
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∗ , 𝑡∗𝐴

𝑠 , 𝑡∗𝐵
𝑠 , 𝑡∗𝐶

𝑠 , 𝑡∗𝐴
𝑟 , 𝑡∗𝐵

𝑟 , 𝑡∗𝐶
𝑟 ]𝑇  of (27) can be ex-
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𝑊𝜔1 , 𝑊𝜔2 , 𝑊𝑣𝑥1, 𝑊𝑣𝑦1 , 𝑊𝑣𝑥2 , and 𝑊𝑣𝑦2  denote the noise in the prediction process. 

Because all the state values can be measured directly or being calculated, the obser-

vation vector is 

𝑧𝑘 = [𝑍
𝑥𝑘
(1) , 𝑍

𝑦𝑘
(1) , 𝑍

𝜑𝑘
(1) , 𝑍𝜔1𝑘 , 𝑍𝜔2𝑘 , 𝑍𝑣𝑥1𝑘 , 𝑍𝑣𝑦1𝑘

, 𝑍𝑣𝑥2𝑘 , 𝑍𝑣𝑦2𝑘
]
𝑇

. (32) 

The observation equation can be expressed as 

𝑧𝑘 = 𝐼𝑋𝑘 (33) 

Figure 8. The relative kinematic model.

Let Xk denotes the state vector, which contains the relative position and orientation of

vehicle 2 in the coordinate system of vehicle 1
[

x(1)k , y(1)k , ϕ
(1)
k

]T
, yaw rates

[
ω1k, ω2k

]
, and

velocities
[
vx1k, vy1k, vx2k, vy2k

]T of two vehicles. That is

Xk =
[

x(1)k , y(1)k , ϕ
(1)
k , ω1k, ω2k, vx11k, vy1k, vx2k, vy2k

]T
. (30)

The state at time k can be predicted by function f with reference to the state at time
k−1. ∆t denotes the update interval. The state prediction equation can be expressed as

Xk =




X′ cos
(
ω1k−1 ∆t

)
+ Y′ sin

(
ω1k−1 ∆t

)

−X′ sin
(
ω1k−1 ∆t

)
+ Y′ cos

(
ω1k−1 ∆t

)

ϕ
(1)
k−1 −ω1k−1 ∆t + ω2k−1 ∆t

ω1k−1 + Wω1 ∆t
ω2k−1 + Wω2 ∆t
vx1k−1 + Wvx1 ∆t
vy1k−1 + Wvy1 ∆t
vy2k−1 + Wvx2 ∆t
vx2k−1 + Wvy2 ∆t




(31)
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where
X′ = xk−1 + vx2k−1 cos ϕk−1∆t− vy2k−1 sin ϕk−1∆t− vx1k−1∆t,

Y′ = yk−1 + vx2k−1 sin ϕk−1∆t + vy2k−1 cos ϕk−1∆t− vy1k−1∆t,

Wω1 , Wω2 , Wvx1 , Wvy1 , Wvx2 , and Wvy2 denote the noise in the prediction process.
Because all the state values can be measured directly or being calculated, the observa-

tion vector is

zk =

[
Z

x(1)k
, Z

y(1)k
, Z

ϕ
(1)
k

, Zω1k , Zω2k , Zvx1k , Zvy1k , Zvx2k , Zvy2k

]T
. (32)

The observation equation can be expressed as

zk = IXk (33)

where I is an identity matrix.
Since the fusion system is nonlinear and the Jacobian matrix of the state prediction

equation is complex, the unscented Kalman filter (UKF) [38,39] method has advantages in
dealing with this kind of problem. The UKF model is not difficult to build based on (31)
and (33), so the process will not be elaborated in this paper.

3. Simulations

As timing errors cannot be eliminated entirely, we create a virtual environment to
validate the feasibility and necessity of the proposed HOMO-LM localization algorithm
by simulation, regardless of the influence of clock errors and antenna delays. The driving
scenario is established in the Driving Scenario Designer of MATLAB, as shown in Figure 9.
The parameter setups of the two vehicles are shown in Tables 4 and 5, respectively. In the
Driving Scenario Designer, the coordinates of the waypoints are selected randomly. The
velocities of the vehicles can be updated only at the waypoints. The values of velocities
are adjusted to avoid vehicle collisions during the simulation. The wait time means the
duration that a vehicle stays at a waypoint. The sample interval of the system is set to
0.01 s.
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Figure 9. The virtual scenario in the Driving Scenario Designer. The blue cube represents vehicle 1.
The red cube represents vehicle 2. The blue/red dots indicate the waypoints of the two vehicles
defined in the Driving Scenario Designer.

The simulation results are shown in Figure 10. The proposed method significantly
improves the longitudinal positioning accuracy, whether with or without the directed area
constraint. As for the lateral positioning accuracy, it cannot be improved by the side length
constraint alone. Besides, the directing accuracy is improved by the side length constraint
in most cases, although some jumping points still exist. All abnormal orientation data is
eliminated with the introduction of the directed area constrain.
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Table 4. Parameters of vehicle 1 in the Driving Scenario Designer.

Sequence Number
of Waypoints Coordinate (m) Velocity (m/s) Wait Time (s)

1 [103.5; 74.9] 0.0 1.0
2 [99.0; 59.6] 5.0 0.0
3 [105.4; 34.4] 20.0 0.0
4 [121.5; 17.0] 20.0 0.0
5 [142.6; 3.2] 30.0 0.0
6 [167.3; −10.1] 30.0 0.0
7 [186.6; −24.3] 30.0 0.0
8 [198.5; −47.7] 30.0 0.0
9 [195.3; −71.6] 30.0 0.0
10 [182.0; −87.6] 30.0 0.0
11 [157.2; −97.3] 30.0 0.0
12 [129.3; −93.1] 30.0 0.0
13 [102.6; −61.5] 30.0 0.0
14 [107.4; −31.7] 30.0 0.0
15 [124.1; −13.6] 30.0 0.0
16 [162.7; 9.2] 30.0 0.0
17 [189.4; 25.7] 30.0 0.0
18 [200.8; 50.0] 30.0 0.0
19 [189.8; 84.9] 30.0 0.0
20 [160.9; 99.6] 30.0 0.0
21 [134.0; 96.5] 20.0 0.0
22 [120.3; 89.3] 0.0 2.0

Table 5. Parameters of vehicle 2 in the Driving Scenario Designer.

Sequence Number
of Waypoints Coordinate (m) Velocity (m/s) Wait Time (s)

1 [101.2; 66.0] 0.0 1.0
2 [104.2; 34.9] 10.0 0.0
3 [117.0; 22.4] 15.0 0.0
4 [137.5; 8.1] 20.0 0.0
5 [161.4; −4.9] 20.0 0.0
6 [181.5; −17.6] 20.0 0.0
7 [197.9; −40.5] 40.0 0.0
8 [195.9; −65.5] 30.0 0.0
9 [178.8; −89.5] 30.0 0.0
10 [151.8; −100.2] 30.0 0.0
11 [122.7; −90.1] 30.0 0.0
12 [103.9; −64.2] 30.0 0.0
13 [109.4; −29.5] 50.0 0.0
14 [133.7; −6.8] 30.0 0.0
15 [168.1; 13.0] 30.0 0.0
16 [197.2; 33.9] 30.0 0.0
17 [201.3; 72.0] 30.0 0.0
18 [173.8; 98.9] 30.0 0.0
19 [129.6; 97.0] 30.0 0.0
20 [116.4; 85.2] 0.0 2.0

We also conduct a simulation of the UWB/DR fusion system, with results shown
in Figure 11. HOMO-LM represents the algorithm with both triangular side length and
directed area constraint hereafter.

In comparison to Figure 10, the positioning accuracy is further improved by integrat-
ing DR. However, the accuracy improvement was limited after fusion using the traditional
triangulation method, especially for longitudinal positioning accuracy. The RPO calculated
by the HOMO-LM algorithm lead to apparent better fusion accuracy, especially for longitu-
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dinal positioning accuracy. Table 6 shows the quantitative comparison results. The root
mean square error (RMSE) is recommended to indicate the positioning error. ρ represents
the Euclidean distance from the measurement to the real position. RMSEρ represents the
absolute positioning error, which is

RMSEρ =

√√√√∑n
i=1

[
(xmeasure − xreal)

2 + (ymeasure − yreal)
2
]

n
(34)
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Figure 10. Simulation results for the proposed HOMO-LM method: (a) the relative longitudinal position; (b) the relative
lateral position; (c) the relative orientation.
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Figure 11. Simulation results of UWB and DR fusion: (a) Relative longitude position; (b) Relative lateral position; (c)
Relative orientation.

Table 6. RMSE of position and orientation in simulation.

Algorithm RMSEx (m) RMSEy (m) RMSEρ (m) RMSEϕ (◦)

UWB (Triangulation) 0.48 0.50 0.69 32.83
UWB (HOMO-LM) 0.08 0.28 0.29 1.85

UWB (Triangulation) and DR 0.42 0.21 0.47 2.97
UWB (HOMO-LM) and DR 0.02 0.12 0.12 0.38

Table 6 shows the same conclusion as Figure 11. The HOMO-LM algorithm provides
noticeable better results and contributes to better fusion accuracy as well. The enhanced
rate of the RPO accuracy can be computed as

Enhanced Rate =
RMSEClassic Algorithm − RMSEPrposed Algorithm

RMSEClassic Algorithm
(35)

313



Actuators 2021, 10, 144

In the pure UWB mode, the proposed HOMO-LM algorithm improved RPO accuracy
by 83, 44, 58, and 94%, respectively, in the longitudinal position, lateral position, absolute
position, and orientation. In the UWB/DR fusion mode, the proposed algorithm improved
the fusion accuracy by 95, 43, 74, and 87%, respectively, in the longitudinal position, lateral
position, absolute position, and orientation. The simulation results provided vital support
to the proposed algorithm. Therefore, the improvement we made in the localization
algorithm was necessary and feasible.

4. Experiments

According to the sources of UWB positioning error we discussed in Section 2, vehicle
distance is the only factor that we did not consider in this paper because it is determined
by real driving scenarios. Therefore, in this section, the experiments are designed under
different vehicle distances. Simulations in Section 3 proved the immense superiority of
the proposed HOMO-LM positioning algorithm to the traditional triangulation method.
In the experiments, the traditional algorithm was abandoned and would not be verified
repeatedly. Nevertheless, the actual timing error cannot be precisely simulated, so the
effectiveness of the timing error self-correction method was validated in the experiments.

4.1. Experiment Environment and Equipment

The experimental area and driving routes are shown in Figure 12. Vehicles were
driven through a similar route in different experiments but in different vehicle distances.
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Figure 12. The routes of two vehicles in the experiments.

The equipment installed on the vehicles is shown in Figure 13. Two vehicles were
necessary, and three UWB modules were installed on top of each vehicle. A high-precision
real-time kinematic (RTK)-GPS/INS, which has the positioning accuracy of 1–2 cm, was
recognized as the actual reference. Experimental results are compared to the RTK-GPS/INS.
A long-range radio (LoRa) antenna was used to receive differential signals from the RTK
base station, which was installed in the testing ground.

4.2. Experiment Results

Limited by the size of the testing ground, the two vehicles needed to be closer when
turning at corners to keep UWB modules in line of sight. The distance between the two
vehicles could not be kept to a constant, so we only guaranteed the maximum vehicle
distances during different experiments. The online data of UWB, DR, and RTK-GPS were
recorded into the computer and processed in MATLAB/Simulink offline. Figures 14–19 show
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the comparison results of the experiments at maximum vehicle distances of 17 m, 37 m, and
70 m. The quantified positioning deviation from the high precision RTK-GPS/INS is shown
in Tables 7–9. Similar to simulations, the results of the experiments were also compared in
two conditions, the pure UWB mode and UWB/DR fusion mode.
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distance of 37 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.
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4.3. Results Analysis

Figures 14, 16 and 18 show the comparison results in pure UWB mode. Significant
migration exists compared to the real values. As for the orientation, the data was always
jumping. For comparison, the results in the UWB/DR fusion mode, shown in Figures 15,
17 and 19, display that the data curves with and without correction are smoother than those
in the pure UWB mode, but apparent migration still exists without correction. According
to Tables 7–9, the effectiveness of the timing error self-correction method is very noticeable.
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The accuracy of the corrected UWB is even better than that of the uncorrected UWB/DR
fusion. In pure UWB mode, the RPO accuracy enhanced rates in the three experiments are
computed and shown in Table 10, and that in UWB/DR fusion mode is shown Table 11.
The RPO accuracy increased substantially either in the pure UWB mode or in the UWB/DR
fusion mode. The RPO accuracy improvement with timing error correction was more
noticeable in the fusion mode because the UKF eliminates part of the random errors but
cannot dispose of system errors, i.e., timing errors, so the influence of timing errors appears
more visible.
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Table 7. RMSE of the experiment with the maximum distance of 17 m.

Algorithm RMSEx (m) RMSEy (m) RMSEρ (m) RMSEϕ (◦)

UWB (Uncorrected) 0.17 0.40 0.43 4.80
UWB(Uncorrected) + DR 0.15 0.30 0.34 2.50

UWB (Corrected) 0.04 0.17 0.17 1.84
UWB (Corrected) + DR 0.04 0.13 0.14 0.66

Table 8. RMSE of RPO in the second experiment with the maximum distance of 37 m.

Algorithm RMSEx (m) RMSEy (m) RMSEρ (m) RMSEϕ (◦)

UWB (Uncorrected) 0.25 0.63 0.68 11.64
UWB(Uncorrected) + DR 0.18 0.30 0.35 2.36

UWB (Corrected) 0.10 0.32 0.34 1.83
UWB (Corrected) + DR 0.05 0.16 0.17 0.49

Table 9. RMSE of RPO in the third experiment with the maximum distance of 70 m.

Algorithm RMSEx (m) RMSEy (m) RMSEρ (m) RMSEϕ (◦)

UWB (Uncorrected) 0.38 1.11 1.17 10.26
UWB(Uncorrected) + DR 0.27 0.72 0.77 2.11

UWB (Corrected) 0.16 0.48 0.51 1.83
UWB (Corrected) + DR 0.08 0.22 0.23 0.45

Table 10. RPO accuracy enhanced rate in pure UWB mode in different experiments.

Maximum Vehicle Distance x y ρ ϕ

17 m 76% 58% 60% 62%
37 m 60% 49% 50% 84%
70 m 58% 57% 56% 82%
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Table 11. RPO accuracy enhanced rate in UWB/DR fusion mode in different experiments.

Maximum Vehicle Distance x y ρ ϕ

17 m 73% 57% 59% 74%
37 m 72% 47% 51% 79%
70 m 70% 69% 70% 79%

As shown in Tables 7–9, the positioning accuracy decreases with the increase of vehicle
distance. However, even in the third experiment with the maximum vehicle distance of
70 m, the calibrated system using the proposed algorithm provided a positioning error
of 0.48 m RMSE in the lateral position and 0.2 m RMSE in the longitudinal position.
Besides, the relative orientation error was always within 1.85◦ in all three experiments.
It is a significant improvement under the condition that UWB anchors were installed in
such a limited space, and the positioning target was so far away. In addition, with the
integration of DR, the RPO error decreased to 0.08 m RMSE, 0.22 m RMSE, and 0.45◦

RMSE, respectively.

5. Conclusions

In this paper, a relative planar localization system with enhanced precision is proposed.
We firstly analyze the UWB positioning error sources and confirm that the influencing
factors consist of the positioning algorithm, timing errors, and the vehicle distance. Then, a
HOMO-LM optimal positioning algorithm is proposed with the triangular side length and
directed area constraints, and a UWB timing error calibration method is presented to correct
the clock error and antenna delay. Furthermore, a UWB/DR fusion model is established to
extend the application scope of the proposed system and evaluate the contribution of the
proposed system to integrated positioning accuracy. Finally, simulations and experiments
are conducted to validate our work. The main conclusions are as follows:

1 The proposed HOMO-LM method significantly improves the localization precision
comparing to the traditional triangulation method. As expected, the side length con-
straint ensures the positioning accuracy, and the directed area constraint guarantees
the stability of the relative orientation. According to the simulation results, in the
pure UWB mode, the proposed HOMO-LM algorithm improves RPO accuracy by 87,
44, 58, and 94%, respectively, in the longitudinal position, lateral position, absolute
position, and orientation. As for the UWB/DR fusion mode, the proposed algorithm
improves the fusion accuracy by 95, 43, 74, and 87%, respectively, in the longitudinal
position, lateral position, absolute position, and orientation.

2 The proposed timing error calibration method improves the positioning accuracy sig-
nificantly. Experimental results show that in the pure UWB mode, the RPO accuracy
with timing error correction improves by at least 58, 49, 50, and 62%, respectively, in
the longitudinal position, lateral position, absolute position, and orientation. In the
UWB/DR fusion mode, the enhanced rate is 70, 47, 50, and 74%, respectively.

3 With the improved algorithm and corrected sensors, even in the third experiment
under the maximum vehicle distance at 70 m, our system provided the RPO error
within 0.16 m RMSE, 0.48 m RMSE, 0.51 m RMSE, and 1.85◦ RMSE in the longitudinal
position, lateral position, absolute position, and orientation, respectively. Integrated
with DR, the RPO error even decreased to 0.08 m RMSE, 0.22 m RMSE, 0.23 m RMSE,
and 0.45◦ RMSE.
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