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This Special Issue contributes to highlight and discusses topics related to various
aspects of the two-phase gas-liquid flows. They can be used both in fundamental sciences
and practical applications. We consider that the main goal has been successfully reached.
This Special Issue received investigations from Russia, China, Thailand, ROC-Taiwan, Saudi
Arabia, and Pakistan. We are happy to see that all papers present findings characterized as
unconventional, innovative, and methodologically new. We hope that the readers of the
journal Water can enjoy and learn about experimental and numerical study of two-phase
flows using the published material, and share the results with the scientific community,
policymakers and stakeholders.

Two-phase gas-liquid flows are frequently applied in energy, nuclear, chemical,
geothermal, oil and gas and refrigeration industries. Two-phase gas-liquid flows can
occur in various forms, such as flows transitioning from pure liquid to vapor as a result
of external heating, separated flows, and dispersed two-phase flows where one phase is
present in the form of droplets, or bubbles (i.e., liquid or gas) in a continuous carrier fluid
phase (i.e., gas or liquid). Typically, such flows are turbulent with a considerable interfacial
interaction between the carrier fluid and the dispersed phases. The variety of flow regimes
complicates significantly the theoretical prediction of hydrodynamics of the two-phase
flow. It requires application of numerous hypotheses, assumptions, and approximations.
Often the complexity of flow structure allows theoretical description of its behavior, and so
empirical data are applied instead. The correct simulation of two-phase gas-liquid flows is
of great importance for safety and design of energy equipment elements.

The simultaneous measurements of the hydrodynamic and thermal characteristics of
spray cooling were performed in [1]. The size of individual droplets before their impact
on the forming liquid film and estimation of the number of droplets falling onto the
impact surface from the impinging spray was performed using the high-speed recording
with high spatial resolution. The authors showed various possible scenarios for this
interaction, such as the formation of small-scale capillary waves during impacts of small
droplets, the appearance of “craters”, and splashing crowns in the case of large ones.
Evolution of the non-steady state temperature fields during spray cooling in regimes
without boiling was measures using high-speed infrared thermography. It was shown that,
for the studied regimes, the heat transfer weakly depends on the heat flux density and is
primarily determined by the mass flow rate of the spray.

The flow structure, turbulence modification, and heat transfer augmentation in a
droplet-laden dilute flow over a single-side backward-facing step were numerically stud-
ied in [2]. Numerical simulations were performed for water droplets, with inlet droplet
diameters d1 = 1–100 μm and the mass fraction ML1 = 0–0.1. There was almost no influ-
ence of a small number of droplets on the mean gas flow and coefficient of wall friction.
A substantial heat transfer augmentation in a droplet-laden mist separated flow was shown.
Heat transfer enhancement was revealed both in the flow recirculation and flow relaxation
zones for fine dispersed droplets, and the largest droplets augmented heat transfer mainly
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after the flow reattachment point. The largest heat transfer enhancement in a droplet-laden
flow was obtained for small evaporating particles.

Authors of [3] carried out the experimental and numerical study of the mean and
turbulent flow structure and heat transfer in a bubbly gas-liquid flow at a single-side
backward-facing step. The flow was directed upward in a duct. The carrier fluid phase
velocity was measured using the PIV/PLIF system. The set of two-dimensional RANS
equations was used for modelling two-phase bubbly flow. The motion and heat transfer in
the dispersed phase were modelled using the Eulerian approach with taking into account
the bubbles break-up and coalescence. The method of delta-functions was employed to
simulate the distribution of polydispersed gas bubbles. Small bubbles were presented over
the entire duct cross-section and the larger bubbles were mainly observed in the shear
mixing layer and flow core. The recirculation length in two-phase bubbly flow was shorter
(almost twice) than in the case of single-phase fluid flow. The position of the heat transfer
maximum was located after the reattachment point. The addition of air bubbles leaded to a
significant increase in heat transfer (up to 75%).

An overview of the methods for predicting the pressure drops and heat transfer of two-
phase flows in small-diameter ducts and a comparison of several methods were presented
in [4]. The comparison was performed for the conditions of high reduced pressures
pr = p/pcr ≈ 0.4–0.6, where pcr is the critical pressure. The results of authors experimental
studies of pressure drops and flow boiling heat transfer of freons in the region of low and
high mass flow rates G = 200–2000 kg/(m2·s) were presented in the paper. A description of
the experimental stand was given, and a comparison of own experimental data with those
obtained using the most reliable calculated relations was carried out.

The experimental study of the flow structure and the water holdup in an oil–water–gas
three-phase flow in a horizontal and vertical pipe was carried out in [5]. The three-phase
flow consisted of white mineral oil, distilled water, and air. The flow pattern maps in
terms of the Reynolds number and the ratio of the superficial velocity of the gas to that of
the liquid mixture for different Froude numbers were given by authors. The relationship
between the transient water holdup and the changes of the flow patterns in horizontal
and vertical sections of the pipe were presented. Authors presented the dimensionless
power-law correlation for the water holdup in the vertical section.

The numerical and experimental study of ultrasonic atomization of fluids using
silicon-based three Fourier-horn ultrasonic nozzles was carried out in [6]. COMSOL
Multiphysics 5.4 was used to perform numerical analysis. The design and characteristics of
microprocessor-based ultrasonic nozzles based on silicon with a frequency of 485 kHz were
presented. During operation, deionized water was initially sprayed onto the microdroplets,
which were stably and continuously formed. A new ultrasonic nebulizer promotes the
development of resonance of capillary surface waves at a given frequency. The developed
device is compact and energy-saving. It can be used in the green energy industry and
non-invasive drug delivery.

Poincare-Light Hill Technique was used for the theoretical analysis of wall shear
stress on the MHD two-phase fluctuating flow of dusty fluid in [7]. The flow between two
parallel non-conducting plates was considered. The conversion of heat created a fluid flow.
Spherical dust particles were evenly dispersed in the base fluid. It was pointed that an
increase in Grashof number, radiation variable parameter, and dusty parameter led to an
increase in velocities of carrier fluid and dusty particles. On the other hand, a decrease
in phase velocities was found with an increase in magnetic parameter. An increase in
radiation caused an increase in temperature. The behavior of base fluid and dusty particles
was similar.

Authors of [8] studied the non-chemical treatment of aqueous systems with humid air
exposed to IR waves. It was shown for the first time that in the samples of deionized water
and mineral water, the redox potential and surface tension decreased, and the dielectric
constant increased. The treatment of carbonate or phosphate buffers leads to a significant
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increase in their buffering capacity against acidification and leaching. In water samples
treated with humid air without IR processing, no changes were observed.

New experiments have been carried out to study the characteristics of the development
of the self-aeration region in a flow along a flat chute [9]. A double-tip conductivity probe
was used. The self-aerating area with a free surface was from 27.16% to 51.85% of the
liquid depth. The average and fluctuational velocity of the flow in the transverse direction
increased downstream the flow inlet. In this area, fluctuations in the flow velocity in the
cross-sections were smoothed out as the flow develops. Higher velocity fluctuations in the
direction corresponded to the presence of much stronger turbulence increased the diffusion
of air bubbles from the free surface of the water to the flow.

Last but not least, we want to thank Aroa Wang—The Assistant Editor, MDPI—For
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Abstract: This paper demonstrates the advantages and prospects of transparent design of the heating
surface for the simultaneous study of the hydrodynamic and thermal characteristics of spray cooling.
It was shown that the high-speed recording from the reverse side of such heater allows to identify
individual droplets before their impact on the forming liquid film, which makes it possible to measure
their sizes with high spatial resolution. In addition, such format enables one to estimate the number
of droplets falling onto the impact surface and to study the features of the interface evolution during
the droplets’ impacts. In particular, the experiments showed various possible scenarios for this
interaction, such as the formation of small-scale capillary waves during impacts of small droplets,
as well as the appearance of “craters” and splashing crowns in the case of large ones. Moreover,
the unsteady temperature field during spray cooling in regimes without boiling was investigated
using high-speed infrared thermography. Based on the obtained data, the intensity of heat transfer
during spray cooling for various liquid flow rates and heat fluxes was analyzed. It was shown that,
for the studied regimes, the heat transfer coefficient weakly depends on the heat flux density and is
primarily determined by the flow rate. In addition, the comparison of the processes of spray cooling
and nucleate boiling was made, and an analogy was shown in the mechanisms that determine their
intensity of heat transfer.

Keywords: spray cooling; transparent heater; high-speed video recording; infrared thermography

1. Introduction

Today, spray cooling is one of the most effective, reliable, and demanded modes of
cooling and thermal stabilization of various heat-generating devices. Among its main
advantages are the ability to remove high heat fluxes while ensuring a sufficiently uniform
surface temperature, the ability to cool objects of complex (not flat) geometry and with
a relatively large area even using a single nozzle, and a low liquid flow rate [1–4]. For
these reasons, this process nowadays is used in different industrial cycles and technolo-
gies. In addition to traditional quenching in metallurgy, spray cooling is used in medical
and aerospace technologies, as well as in fire safety systems. Moreover, application and
optimization of jet and spray cooling systems are widely discussed today in relation to the
development of high heat flux cooling solutions [5], e.g., heat exchangers for hydrogen
storage, rocket nozzles, laser and microwave directed energy weapons, advanced radars,
and so on. Finally, the relevance of the development of such systems for cooling high-
performance microelectronic devices [6], computers and data centers [7], and high-power
LEDs [8] should be noted. As the literature analysis shows, in the majority of applications
with spray cooling, the main working fluid is water, first of all, because of its high heat
capacity and enthalpy of vaporization, which makes it possible to remove sufficiently
high heat fluxes up to 900 W/cm2 [9]. In addition, this coolant has a low cost and high
environmental friendliness, and is simple and safe to use.

Water 2021, 13, 2730. https://doi.org/10.3390/w13192730 https://www.mdpi.com/journal/water
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In this regard, many studies are devoted today to the processes during spray cooling,
the description of which could be found in recent review papers [3,4,10]. At the same
time, the analysis of these works shows that some issues related to the dynamics of liquid
irrigation and heat transfer during spray cooling still remain open. First of all, this is
because of the fact that spray cooling is an extremely difficult process for experimental
study, and it is necessary to analyze a whole complex of its hydrodynamic and thermal
characteristics. Often, it is possible to investigate in detail only one or several parameters
of spray irrigation using a certain measuring technique. In particular, one of the most
important parameters is the size and velocity of droplets in the gas-droplet flows. Today,
these characteristics are measured using such methods as a side-view video recording,
laser phase-Doppler particle analyzer, laser diffraction, interferometric particle imaging,
and so on [11]. However, these methods do not allow to analyze the patterns and features
of spray irrigation.

There are also many questions related to the heat transfer during spray cooling. In the
overwhelming majority of experimental studies, measurements of thermal characteristics
are carried out using thermocouples and local temperature sensors with low temporal
and spatial resolutions. At the same time, as the results of a number of works show, the
temperature field of a heater during spray cooling can be non-uniform depending on
the irrigation mode [12]. General data do not allow to obtain information on the local
unsteady characteristics of heat transfer and to assess their contribution to integral heat
transfer. This hindered the understanding of the governing mechanisms of heat transfer,
which is very important for the development of theoretical models to describe the process
and engineering methods to calculate systems with jet or spray cooling. This indicates
the need to introduce new methods with high spatial and temporal resolutions for the
comprehensive study of the spray and jet irrigations’ features.

As sprays and aerosols represent particle-laden flows [13,14], some questions related
to the flow dynamics and features of droplets motion are also of interest. For example,
the clustering and collision of droplets can affect how they will interact with an impact
surface. In turn, this can have a significant influence on the local and, consequently,
total heat transfer rate during spray cooling. Today, in the literature, numerous papers
devoted to both the experimental and numerical investigations of the mentioned and other
phenomena could be found. For example, the authors of [15,16] studied the relative motion
of monodisperse high Stokes number particle pairs. The effect of gravity on the clustering
and collision of bidisperse inertial particles was investigated in [17]. In [18], the relative
dispersion of tracer particles was analyzed.

To study the processes of heat and mass transfer in various two-phase systems, the
transparent design of a heating surface is actively used today. For example, such a design
has been successfully applied by a number of researchers to analyze the characteristics
of liquid boiling using high-speed video recording from the bottom side of a heating
surface [19–23]. An analysis of the presented results shows that this makes it possible to
study in detail the dynamics of vapor bubbles, to carry out a detailed statistical analysis of
the bubbles departure diameters, the emission frequencies, and the nucleation site density
in a wide range of heat loads. Moreover, this recording format allows to study the dynamics
of the triple contact line at the bubble base under various conditions [24–26].

In addition to the visualization of two-phase systems’ dynamics, the design of a
transparent heating element also makes it possible to simultaneously study the surface
unsteady temperature field using high-speed thermographic recording. For example, the
authors of [27–31] used heaters based on a sapphire substrate with a deposited transparent
indium-tin oxide film. As the result, both integral surface temperature and the features
of local heat transfer in the vicinity of a triple contact line during nucleate boiling of
various liquids were analyzed. In addition, such a recording was used to study the heat
transfer during droplet impact on a liquid film. In particular, in [32], a water droplet impact
on a thin heated wafer, which is being cooled by a film flow generated from water jet
impingement, was studied using IR recording. The authors showed that the drop impact
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breaks the steady-state cooling and causes a change in local temperature around the drop
landing location.

The usage of a transparent heating surface also showed its perspectives for studying
the interface evolution during the interaction of a single droplet and liquid film [33–36].
In particular, the authors of [33] showed various scenarios for drop impact on a film of
water and a glycerol–water mixture. However, studies using such a promising design of
the impact surface to investigate the characteristics of spray or multi-jet cooling today are
still of a single nature. Here, only an early paper can be noted, for example, refs. [37–39]
and others, in which the authors used transparent surfaces primarily to study integral
irrigation patterns and identify the interaction between bubbles and impinging droplets.
However, issues such as the sizes and number of droplets falling onto the surface were
not considered. In addition, there are few works devoted to the study of the surface
temperature distribution during spray cooling. It is obvious that carrying out experimental
studies devoted to a detailed consideration of all key aspects of the mass and heat transfer
will make it possible to obtain a large array of new experimental information. Such
information will be useful for the creation of generalized dependencies describing the
intensity of spray cooling.

The aim of the present study was the comprehensive investigation of the spray cooling
features using a special design of the impact surface. Experimental data on the main hydrody-
namic and thermal characteristics of spray irrigation were obtained using high-speed video
visualization and thermography from the reverse side of a transparent heating element.

2. Materials and Methods

2.1. Experimental Setup and Transparent Heater Construction

The principal scheme of the experimental setup used to study the hydrodynamic and
thermal parameters of spray cooling is presented in Figure 1. The setup consists of four
basic sections: a circuit to supply gas-droplet multiphase flow, a spray nozzle, a transparent
impact surface with a heating system, and high-speed video/infrared cameras.

 

Figure 1. Schematic view of the experimental setup and the test section.

The key feature of the experimental setup is an optically transparent impact surface
with a thin-film heater based on indium tin oxide (ITO), deposited onto a sapphire substrate
by ion sputtering (ISP SB RAS). In this method, a commercially fabricated ITO target
(Girmet Ltd., Moscow, Russia) was bombarded with argon ions. Such a technique allows
one to fabricate smooth and uniform films with a given thickness. The main property of
ITO is transparency in the visible range of wavelengths (380–750 nm) and opacity in the IR
range (3–5 μm), which makes it possible to simultaneously record the irrigation pattern
using video recording and measure the surface temperature using IR thermography. A
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similar heater design was previously used in experiments on liquid boiling [25–27] and has
shown its high prospect for the simultaneous study of the evolution of the liquid–vapor
system and the temperature field of the heating surface. The thickness of the used sapphire
substrate was 400 μm and the thickness of the ITO film heater was 1 μm. The area of direct
heat release was 20 × 20 mm2 and the spray irrigated the vertically oriented sapphire
surface. The density of the supplied heat flux was measured according to the current
passed through the heater and the potential difference between the silver current leads, also
deposited by the ion sputtering technique along the edges of the ITO heater. At this stage
of the study, the single-phase heat transfer during spray cooling without the development
of boiling was studied, and the maximum heat flux density was 133 kW/m2.

2.2. Spray Flow Parameters

The BKT-Engineering SS 4230 nozzle made of stainless steel and providing full cone
spray was used in the experiments. The orifice diameter of the selected nozzle was 1.7 mm.
Deionized MilliQ water was used as a working fluid and air was used as a working gas.
The temperature of the working phases in all experiments was equal to room temperature
(25 ◦C) and the relative humidity of the ambient air was 65%. The nozzle-to-surface
distance was configured such that the spray impact area just inscribed the heating surface.
Thus, to define the mean volumetric flux on a surface [40], the following expression can
be used:

Q′′
=

Q
πL2/4

, (1)

where Q is the volumetric flow rate and L is the surface length.
The variation in the flow rate was ensured by maintaining the overpressure of the

phases in the range from 1 to 3 bars at the nozzle inlets. In addition, the change in the
parameters of spray irrigation was controlled by changing the position of the nozzle
shut-off valve. In the experiments, three different spray irrigation regimes, so-called
intermediate and dense spray [3] with either smooth or highly perturbed liquid film, as will
be shown below, characterized by different irrigation patterns, were studied. In Figure 2, the
measured values of the volumetric flow rate Q and the mean volumetric flux on a surface
Q” for the studied irrigation regimes are shown depending on the liquid overpressure. The
minimum studied volumetric flow rate was 0.05 mL/s and the maximum was 1.7 mL/s.

 

Figure 2. Liquid flow rates for the studied spray cooling regimes. The error bars are presented for
the Q values.

As the analysis of the literature shows, the Stokes number (St) is also one of the key
parameters of particle-laden flows, among which are spray flows. In particular, two types
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of situations can be observed for droplets suspended in gas flow: (a) if the St << 1, then the
droplet will have ample time to respond to changes in gas flow velocity; (b) vice versa, for
the case of St >> 1, the droplet has essentially no time to respond to the gas velocity changes
and the its velocity will be little affected by the gas velocity change. The Stokes number is
defined as the ratio of the particle momentum response time over a flow system time:

St =
τd
τf

. (2)

For considered in the study system the Stokes number has the following form:

St =
ρdd2

d
18μa

Vf

d0
, (3)

where ρd and dd are the density and size of the droplets, Vf is the velocity of a spray flow,
μa is the dynamic viscosity of the gas phase, and d0 is the orifice diameter of a spray
nozzle. The estimations show that, for the spray flow studied in the paper the value of
St number (3) varies in the range of 50–1300, which identifies it as inertial flow. Here, the
velocity of droplets was estimated using the high-speed video recording from the side of
the spray flow.

2.3. High-Speed Video and Infrared Recordings

To study the spray irrigation patterns, a Phantom VEO 410L camera with a maximum
frame rate of 100,000 fps and resolution of 30 μm per pixel was used. The analysis of the
obtained video shows that the recording format from the reverse side of a heater allows
to provide in one experiment an extensive dataset on the hydrodynamic characteristics
of spray irrigation. Figure 3 demonstrates the advantages of using a transparent design
of the heating surface and the high-speed visualization from its reverse side. As can be
seen from the figure, it becomes possible to study the integral characteristics of irrigation;
for example, to determine the area of wetted regions for low liquid flow rates, to estimate
the characteristic number of liquid droplets falling onto the impact surface, to analyze the
uniformity of irrigation, and so on. In addition, it is possible to identify single droplets
before their interaction with either the impact surface or the forming liquid film. In turn,
this allows to conduct a detailed statistical analysis of their size distribution. Finally, the
used recording format allows to analyze the features of the interface evolution during the
droplets’ impacts on the liquid film forming on the heater.

To study the temperature field of the thin-film ITO heater, an FLIR Titanium HD 570 M
high-speed infrared (IR) camera with a frame rate of 1000 fps and a resolution of 120 μm
per pixel was used. Before the experiments, the calibration procedure for the IR camera
was performed using a small-sized Honeywell temperature sensor located near the heater.
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Figure 3. Prospects of using a transparent impact surface for studying the hydrodynamic parameters
of spray irrigation.

2.4. Measurement Uncertainties

As the sizes of droplets were analyzed using high-speed video recording data, the
uncertainty of such measurements is directly associated with the spatial resolution of
the used camera. In turn, the errors of determining both average diameters and number
(to analyze droplet flux density) of droplets for a given flow rate directly depend on the
statistical error. To minimize it, the wide ensembles of droplets (up to 200–300 droplets)
were analyzed in the study. The uncertainty of the time characteristics measurements is
associated with the temporal resolution of the video camera, which was at least 0.05 ms. To
study the features of the droplet–film interaction, the recording frequency was 100,000 fps,
which provided the temporal resolution of 0.01 ms.

The maximum error in determining the value of the volumetric flow rate Q was 5%.
The uncertainty of the heat flux density measurement includes an uncertainty associated
with the current passed through the ITO heater and the corresponding voltage measure-
ments. In total, their contribution is about 0.3%. However, to determine the real heat
flux density supplied to the impact surface, it is necessary to evaluate the heat losses,
which make the main contribution to the q value measurements’ uncertainty. Based on the
calculations made in Comsol Multiphysics, they were estimated to be less than 3% for the
used heater design. Finally, according to the mentioned calibration procedure, the absolute
error in measuring the surface temperature in the experiments did not exceed 1 ◦C.

3. Results

3.1. Irrigation Patterns

Using high-speed video recording from the reverse side of the impact surface, the
irrigation patterns were studied for various liquid flow rates under adiabatic conditions
(Figure 4). From the presented frames, it can be seen that, depending on the flow rate,
there is a significantly different nature of the irrigation. In particular, for the so-called
intermediate spray, the amount of liquid falling on the surface is not enough to form a
continuous liquid film [3]. In this regime, the formation of the separate wetted areas up to
10 mm in size is observed on the impact surface. The coalescences of neighboring liquid
areas into larger ones and their subsequent runoff from the surface under the action of
gravitational forces are periodically observed. The second regime with a higher liquid
flow rate is characterized by the continuous smooth liquid film formation, which is locally
disturbed by falling droplets. In the presented frames, it is possible to clearly trace the
interface evolution during the droplets’ impacts on the film. For the next studied regime,
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a liquid film with a significantly perturbed interface is observed on the impact surface,
which is primarily caused by a significant increase in the droplet flux density.

 

Figure 4. The various patterns during spray irrigation of the transparent impact surface investigated in the paper.

3.2. Droplet Sizes

As shown in Figure 3, owing to the high spatial and temporal resolutions of the
used recording format and its focusing features, it is possible to identify and measure
the sizes of droplets before their direct impact on the liquid film. This, in turn, makes it
possible to obtain a detailed droplets’ size distribution for various regimes. As an example,
Figure 5a shows a histogram of the droplet diameter distribution for a liquid flow rate
Q = 0.5 mL/s. It indicates that droplet sizes can vary over a wide range, from 40 to 170 μm
for the presented case.
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(a) (b) 

Figure 5. (a) Droplet size distribution during spray irrigation (Q = 0.5 mL/s); (b) Sauter mean diameter dependence on the
flow rate.

Using the obtained dataset, the values of the mass median diameter (d0.5) and Sauter
mean diameter (d32) were determined, the last of which is defined as follows [41]:

d32 =
∑i nid3

i

∑i nid2
i

, (4)

where ni is the number of droplets with a diameter of di. Figure 5b demonstrates the
dependence of the d32 value on the liquid flow rate. It can be seen that, with an increase in
the liquid flow rate in the investigated range, the Sauter mean diameter increases and the
obtained dependence d32 (Q) with an accuracy of ±25% is described by a linear function.

Certainly, the limit of the droplet diameter measurements in the considered visual-
ization format is directly related to the spatial resolution of the video recording. With the
use of special macro lenses, this parameter can be significantly improved; for example, as
was done for visualizing individual bubbles during boiling on the surface of a microheater
(resolution was 16 μm/pix) [42]. Therefore, in the authors’ view, the recording format
used is a promising method for measuring small-sized droplets of spray. It can be good
alternative in some tasks to modern techniques such as laser diffraction, interferometric
particle imaging, and others mentioned in the introduction.

3.3. Droplet Impact on Liquid Film

A particular interest of researchers today is associated with the evolution of the
interfacial surface of a liquid film during the impact of individual droplets [43]. This
interest is primarily owing the fact that the drop impact on the forming liquid film is one
of the key mechanisms of spray cooling and plays an important role in the heat and mass
transfer processes [44]. In particular, it can cause a sharp decrease in the impact surface
temperature at the area of interaction. In this case, for a certain droplet size and velocity
(We number), its impact leads to the formation of a so-called residual film [45]. In turn,
this causes the enhanced convective heat transfer and enhanced synergy of velocity field
and heat flow field inside the residual film [46]. It is interesting to note that this process is
similar in mechanism to the sharp decrease in surface temperature during the nucleation
during boiling. In this case, the evaporation of a thin layer of liquid formed at the base of
the vapor bubble—the so-called microlayer [47]—leads to high local heat flux densities,
exceeding up to 40 times the supplied heat flux [24,28,48].

The transparent design of the impact surface allows to study the scenarios of droplet–
film interaction during spray cooling. Indeed, as can be seen from Figure 6, at a given
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liquid flow rate (Q = 0.5 mL/s), various scenarios of the interface evolution are observed.
Most of the small droplets (less than 100 μm) cause capillary wave disturbances on the
film (Figure 6a). In this case, it seen that there is no noticeable change in the thickness
or structure of the film. Moreover, the oscillations of the interface decay in a fairly short
period of time.

 

Figure 6. Various scenarios of the droplet impacts on the liquid film observed during spray cooling
(Q = 0.5 mL/s): (a) small-scale wave disturbance caused by small droplets; (b) crater formation;
(c) splashing crown.

For larger droplets (from 100 μm), the formation of large-scale and relatively long-term
perturbations of the film is observed, accompanied by a noticeable change in the interface
structure (Figure 6b). In particular, such droplets’ impacts lead to the formation of craters
with marked ejecta sheet, the depth of which can be comparable to the thickness of the
liquid film. The diameter of such craters is up to 2 mm. In addition, large droplets can
also cause splashing crowns (Figure 6c), both with and without the secondary droplets [43].
As the analysis of the mentioned literature shows, the last two described scenarios can
lead to the formation of residual films. Therefore, droplets leading to such scenarios of
the interface disturbance are of greatest interest when considering the mechanisms of heat
transfer during spray cooling.

3.4. Droplet Flux Density

The droplet flux density is the number of droplets falling onto a unit of surface area
per time unit:

.
N =

n
Aτ

. (5)

Similar to nucleation site density for nucleate boiling, the droplet flux density is an ex-
tremely important parameter for considering the intensity of mass and heat transfer during
spray cooling. At the same time, given the impossibility of accurate measurement of the
droplet flux density using the traditional visualization from the side of the impact surface,
there are only few studies in the literature devoted to the analysis of this characteristic.
This does not allow establishing the relationship of this parameter with the intensity of
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heat transfer during spray cooling. In turn, the high-speed visualization from the reverse
side of a transparent surface makes it possible to investigate this value even for high liquid
flow rates. It is also important to note here that it becomes possible to analyze the number
of droplets, whose impacts lead to the formation of the residual film described previously.

The determination of the
.

N value was performed as follows. For each investigated
flow rate, a region with a given area (A = 30 mm2) was selected, and the number of droplets
falling onto the surface within the boundaries of this area was counted for 500–800 ms. It is
important to note that this technique makes it possible to count all droplets that come onto
the surface, as even small droplets cause wave disturbances of the liquid film, which are
clearly distinguishable in high-speed video frames (Figure 6a). The error of determining
the droplet flux density in such way for small liquid flow rates directly depends on the
statistical error. At high flow rates (more than 1.5 mL/s), counting the number of droplets
becomes more difficult owing to the large number of local “events”. In this case, the
maximum measurement error of the

.
N is up to 20%. However, it should be noted here

that this value can be reduced, including through the use of automatic image processing
algorithms, as well as neural networks, which will increase the sampling and improve the
measurement accuracy.

Using the obtained video dataset, the droplet flux density was determined for various
liquid flow rates. Figure 7 shows the comparison of the

.
N values obtained for the central

and edge regions of the surface for the liquid flow rates of Q = 0.32–0.63 mL/s. The figure
demonstrates that, with an increase in the flow rate, the described parameter increases
linearly. Meanwhile, the droplet flux density can vary significantly depending on the
impact surface region selected for the analysis. In particular, for these flow rates, the
number of droplets that come to the central region of the impact surface is on average
15% higher than those that come to the edge regions. Obviously, such unevenness is
associated with the characteristics of the nozzle used. As will be shown below, this factor
can significantly affect the distribution of the temperature field under the conditions of
single-phase heat transfer. Thus, in addition to new experimental information about the
droplet flux density, the visualization format considered in the study also allows to analyze
the uniformity of spray irrigation, which is an extremely important aspect when choosing
a nozzle.

3.5. Heat Transfer Rate

The use of high-speed infrared thermography made it possible to analyze the temper-
ature field of the impact surface and to determine the intensity of heat transfer in various
modes of spray cooling. For example, in Figure 8, the time-averaged IR thermography
frame and the corresponding temperature distribution of the heating surface for a liquid
flow rate Q = 1.7 mL/s and heat flux density q = 45 kW/m2 are presented. The obtained
temperature distribution indicates that there is a difference in temperature values at the
center and at the periphery of the heating area. However, this difference for the presented
case is no more than 3 ◦C, but it can increase with an increase in the heat flux density. This
fact, in our opinion, is primarily owing to the non-uniform distribution of the droplet flux
density over the surface, as demonstrated earlier (Figure 7).
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Figure 7. The dependence of the droplet flux density on the liquid flow rate for various impact
surface areas.

  
(a) (b) 

Figure 8. (a) The time-averaged IR thermography frame and (b) corresponding temperature distribution of the heating
during spray cooling (Q = 1.7 mL/s, q = 45 kW/m2).

With the use of the obtained dataset on the surface temperature, the values of the heat
transfer coefficient (HTC) for spray cooling were obtained:

HTC =
q

Ts − T0
, (6)

where Ts is the surface temperature averaged over time (10 s) and area and T0 is the initial
liquid temperature. Figure 9a shows the dependences of the HTC value on the heat flux
density at various liquid flow rates. It seen that the intensity of single-phase heat transfer
during spray cooling weakly depends on the heat flux in the studied range. At the same
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time, an increase in the flow rate leads to a noticeable increase in the intensity of heat
transfer (Figure 9b).

 
 

(a) (b) 

Figure 9. The dependence of the heat transfer coefficient during spray cooling on (a) heat flux density and (b) liquid
flow rate.

At the next stage, the data on the intensity of single-phase heat transfer were compared
with the existing correlations (Figure 10). For analysis, the models of Mudawar, Valen-
tine [49], and Rybicki and Mudawar [50] were selected, which have the corresponding forms:

Nu = 2.512Re0.76
s Pr0.56

f , (7)

Nu = 4.70Re0.61
s Pr0.32

f . (8)

 
Figure 10. The comparison of the obtained data on the heat transfer intensity during spray cooling
with the existing correlations (q = 45 kW/m2).
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In these models, mean volumetric flux on a surface (Q”) and Sauter mean diameter
(d32) are used as characteristic scales of velocity and length, respectively:

Nu =
HTC · d32

k f
, (9a)

Res =
ρ f Q′′ · d32

μ f
, (9b)

Pr f =
Cp f μ f

k f
. (9c)

A comparison with the presented models shows that they both demonstrate over-
estimated values in comparison with the obtained experimental data. Meanwhile, the
character of the obtained dependence is close to the correlation [49] and the experimental
data can be described within its framework when the numerical constant in expression (7)
changes by 1.32.

It is interesting to note that the presented dependences (7) and (8) are close in their form
to the criterion dependences used to describe heat transfer during nucleate pool boiling
(without taking into account the effect of the properties of heat exchange surface) [51]. In
particular, in [52], based on the large dataset generalization, the following dependence
was obtained:

Nu∗ ∼ Re0.8∗ Pr1/3
f . (10)

As can be seen from the comparison, the general view and the exponents at the similar
numbers of expression (10) are close to expressions (7) and (8). In addition, as the charac-
teristic dynamic scales of nucleate boiling, the capillary constant and the evaporation rate
are used in (10). These parameters are similar to those used for spray cooling description
(Figure 9a,b). Moreover, obtained in Figure 9b, the character of the HTC(Q) dependence
during spray cooling,

HTC ∼ Q0.78, (11)

is close to the expressions used to describe heat transfer during nucleate boiling [51]:

HTC ∼ q0.6−0.8. (12)

Such similarity in the description of these two processes argues in favour of the
hypothesis that the physical mechanisms of spray cooling and nucleate boiling are generally
similar. In particular, the main contribution to heat transfer during spray cooling, like
bubble formation for boiling, is provided by the droplet impact on the liquid film. Some
difference in the exponents in the used expressions can be caused by the fact that, during
spray irrigation, not all droplets impacting the film have a significant contribution to heat
transfer. In particular, as noted earlier, only droplets with a sufficient Weber number form
residual film and crown splashing, which lead to a noticeable change in the temperature
field of the surface.

4. Conclusions

Using a transparent design of the heating surface and high-speed video and thermo-
graphic recordings, a comprehensive study of the hydrodynamic and thermal character-
istics of spray cooling was performed with varying liquid flow rate and heat fluxes in a
single-phase heat transfer regime. As a result, the following results were obtained:

– The study of the droplet size distribution was carried out and the dependence of the
Sauter diameter on the liquid flow rate for the studied irrigation modes was obtained.

– The droplet flux density for various flow rates was studied. It has been shown that
this parameter can differ significantly depending on the impact surface region. This

17



Water 2021, 13, 2730

makes it possible to assess the degree of irrigation irregularity even in the case of a
full cone spray.

– Various possible scenarios of interaction between droplets and a liquid film forming
on the surface were shown, such as the formation of small-scale capillary waves for
small droplets, as well as the appearance of craters and splashing crown in the case of
large ones.

– Based on the data of high-speed infrared recording, the intensity of heat transfer
during spray cooling for various heat flux densities and the liquid flow rates was
analyzed. It was shown that, for the studied regimes, the value of the heat transfer
coefficient is weakly dependent on the heat flux and is determined primarily by the
flow rate.

– Comparison of the obtained experimental data on the intensity of single-phase heat
transfer during spray cooling with existing models was performed. It was shown that
data can be described within the model of [49] with a modified numerical coefficient.
In addition, based on a comparative analysis of existing approaches, an analogy in the
mechanisms that determine the intensity of heat transfer during spray cooling and
nucleate boiling was shown.

Thus, the performed experimental study shows high prospects of using a transparent
design of the heating surface to analyze the main characteristics of spray cooling. In
particular, video recording from the reverse side of a transparent impact surface can serve
as a good alternative to existing techniques, for example, laser diffraction, interferometric
particle imaging, and so on. The authors hope that the information presented in this paper
will be useful for further research in this area.
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Abstract: The mean and fluctuation flow patterns and heat transfer in a turbulent droplet-laden dilute
flow behind a two-dimensional single-side backward-facing step are numerically studied. Numerical
simulations are performed for water droplets, with the inlet droplet diameters d1 = 1–100 μm; they
have a mass fraction of ML1 = 0–0.1. There is almost no influence of a small number of droplets on
the mean gas flow and coefficient of wall friction. A substantial heat transfer augmentation in a
droplet-laden mist-separated flow is shown. Heat transfer increases both in the recirculating flow and
flow relaxation zones for fine, dispersed droplets, and the largest droplets augment heat transfer after
the reattachment point. The largest heat transfer enhancement in a droplet-laden flow is obtained for
small particles.

Keywords: gas-droplet turbulent flow; backward-facing step; droplet vaporization and dispersion;
Eulerian modeling; heat transfer

1. Introduction

Gas-droplet confined backward-facing step (BFS) flows are usually inhomogeneous
and anisotropic. The multiscale interactions between tiny particles (droplets) and the sepa-
rated turbulent carrier flow represent a complicated process with numerous insufficiently
investigated crucial points [1]. The dispersion of liquid droplets, their heating up and
their evaporation can complicate the study of the mean and fluctuation flow structure and
the dispersed phase distribution in such flows. Turbulent droplet-laden flows behind a
BFS are observed in many applications, such as cyclonic separation, heat transfer, flame
stabilization in combustors, pneumatic transport, etc. They represent a typical shear flow
with a few zones: the core main flow, shear-layer, recirculation, reattachment and flow
relaxation regions [2–5]. Each region has its typical length and time macro- and microscales.
Our current idea of the flow structure and heat transfer is far from being completed, even
for single-phase flows [1–4]. Particle-laden turbulent BFS isothermal flows were experimen-
tally studied in [6,7]. A particle-laden separated isothermal flow was simulated numerically
studied in [8–13]. The Lagrangian [8] and Eulerian [9–13] approaches were used to simulate
the dispersed phase. The gas-phase turbulence was predicted by the two-equation isotropic
turbulence model [8–11,13] and the algebraic Reynolds stress model [12].

The addition of droplets to a single-phase turbulent flow and their evaporation causes
significant heat transfer augmentation [14]. Evaporation of droplets and combustion of var-
ious liquids under different conditions were experimentally, theoretically and numerically
investigated. The droplet diameter and mass fraction mainly determine the rate of their
evaporation. The knowledge of complicated and related processes of droplet evaporation
in turbulent recirculating flows allows for a more effective control of the flow structure,
wall friction and heat transfer in energy equipment. This is essential for successful design,
determining optimal operating conditions and reducing pollutant emissions in various
industrial applications. Other methods for controlling the mean flow patterns, turbulence
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level, pressure drop, friction and heat transfer rate are presented by surface modifications
(a corrugated wall surface) [15].

The average Stokes number Stk = τ/τf is a non-dimensional parameter defining
how the particle or droplet interacts with the mean carrier-phase flow [7,16,17]. Here,
τ = ρLd2

1(18μW) is the particle relaxation time, taking the deviation from the Stokes power
law, W = 1 + Re2/3

L /6, where ReL = |US − UL|d1/ν is the Reynolds number based on
the dispersed phase diameter and τf = 5H/U1 is the time macroscale (characteristic time
of fluid motion) [7,16,17]. ρL is the dispersed phase density, d1 is the droplet diameter
at the inlet, US and UL are the fluid (gas) velocity seen by the droplet and mean droplet
velocity, respectively, and μ and ν are the dynamic and kinematic viscosities of the gas
phase, respectively. The tiny particles or droplets (Stk < 1) cause an attenuation of the
level of turbulent kinetic energy (TKE) of the gas phase, and they interact well with the
motion of the carrier flow [6,7]. The large particles (Stk > 1) cause additional turbulence
generation due to the formation of vortices caused by the flow around large particles. The
Stokes number StkK = τ/τK, based on the Kolmogorov time scale τK, is another important
dimensionless parameter for describing the behavior of the dispersed phase in a two-phase
flow [7,17,18].

Only a few papers have investigated a non-isothermal droplet-laden backward-facing
step flow, as well as performed experimental [16,19] and numerical [16] studies. The
streamwise velocities, turbulent kinetic energy of phases, dispersed phase mass flux and
heat transfer were measured and predicted in [16]. The measurements were performed
using the phase Doppler anemometer for water droplets with a mean initial size d1 = 60 μm,
mass concentration ML1 = 0.04 and Reynolds numbers ReH = UmH/ν = (0.5 and 1.1) × 104.
The study was performed at two heights of the step, H = 10 and 20 mm, and the expansion
ratios were ER = (H + h1)/h1 = 1.14 and 1.29, respectively. Numerical simulations were
performed using the RANS model with a standard k − ε model. The droplets’ motion was
simulated using the Lagrangian stochastic approach. A considerable increase in heat trans-
fer (more than twofold in comparison with a single-phase separated flow) was obtained. It
was found in Reference [19] that the heat transfer coefficient increases significantly (almost
doubling) when the gas-droplet mist is added at ReH = (1.25 and 2.5) × 104. The mean size
of droplets at the inlet was d1 = 10 μm, and the mass fraction was ML1 = 0.015. The study
was performed for two heights of the step, H = 10 and 40 mm, and in two ducts with h = 10
and 60 mm before expansion. The expansion ratios were ER = (H + h1)/h1 = 2 and 1.67.

The large-eddy simulation (LES) is one of the modern methods for predicting turbulent
flows, and it has been used for the modeling of two-phase separated flows [20]. Lagrangian
or Eulerian approaches can be used to predict the dispersed phase. However, the use
of LES requires high-performance supercomputers, and this restricts the use of large-
eddy simulations for engineering purposes. One of the methods allowing for the partial
consideration of the anisotropy of the carrier phase in two-phase backward-facing step
flows is the use of second-moment closure (SMC) [21].

The main purpose of this work is the numerical prediction of the mean and turbulent
flow structure and heat transfer in a gas-droplet flow behind a backward-facing step.
This study is a continuation of previous works [22,23]. The numerical model developed
in [22] employed a two-fluid Eulerian model and in-house code to simulate droplet-laden
separated flow in a pipe with sudden expansion. The governing equations were written
and numerically solved of the axisymmetric droplet-laden mist flow in a pipe with sudden
expansion. In this paper, we are carried out the numerical investigation of the flow and heat
transfer behind a single-side backward-facing step. This is the main difference between
this paper and our previous works [22,23]. The RANS and second-moment closure, taking
into account the effect of the dispersed phase addition, were used in the numerical model.
The influence of droplet mass fraction, inlet Reynolds numbers and particle diameters
at the duct inlet on characteristics of the gas-droplet separated flow were investigated in
previous works [22,23].
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2. Mathematical Model and Method of Numerical Realization

Turbulent gas-droplet mist flow is simulated using a set of steady-state, incompressible
two-dimensional RANS equations. The mean gas flow is described by the continuity,
which is two momentum in the streamwise and transverse directions, as well as energy
equations and the equation of steam diffusion. The Eulerian approach [24,25] is used for
the simulation of the motion and heat transfer of droplets. The sets of mean and fluctuating
equations for both phases are described in detail [22]. The elliptic-blending second-moment
closure [20] is used for the predictions of the gas-phase turbulence, taking into account
the effect of the dispersed phase on the carrier turbulence [26,27]. The droplet-laden flow
occurs in a dilute regime (Φ1 < 10−4), and the droplets are fine (d1 < 100 μm). The effect
of inter-particle collisions is neglected in the two-phase flow [18]. The droplet–droplet
collisions are ignored in such a case, but the effect of the dispersed phase on the gas
turbulent flow cannot be ignored [18,28]. The regime of turbulence modification has been
identified for Φ = 10−6−10−3, and it is called “two-way coupling” [28,29]. The r.m.s.
velocities and temperature pulsations and the turbulent heat flux of the dispersed phase
are simulated using the model of [26,27].

Droplet breakup takes place when We = ρ(US − UL)
2/σ ≥ Wecr = 7 [30], but for all

droplet diameters at the inlet studied in the present paper, We << 1. Here US = U +
〈
u′

S
〉

and UL are the fluid (gas) velocity seen by the droplet [12,18] and mean droplet velocity,
where U is mean gas velocity (derived from RANS) and

〈
u′

S
〉

is the drift velocity between
the fluid and the particles [18]. Breakup and droplet deformation were not observed in
the turbulent gas-droplet flow. Droplet fragmentation at its contact with a duct wall was
not considered. The predictions are carried out for the water droplets and air (gas-phase)
flow at the inlet cross-section at a uniform wall temperature (TW = 373 K). The temperature
inside the droplet radius stays constant since the Biot number is Bi = αLd1/λL<< 1 [22] and
the Fourier number is Fo = τeq/τevap << 1 [31], and a droplet evaporates at the saturation
temperature. Here, τeq is the period of existence of an internal temperature gradient inside
a droplet and τevap is the droplet lifetime (the time until complete droplet evaporation). The
boundary condition on the heated wall for the droplets correlates to the so-called “absorbing
surface” [32]. According to this condition, droplets do not return to the flow after making
contact with the solid wall. The wall surface is always dry, and droplets deposited from
the droplet-laden flow momentarily evaporate and do not form a liquid film or spots on
the wall [22,23]. This assumption is valid for the heated surface when the temperature
difference between the wall and the droplet is large enough (TW − TL ≥ 40 K) [31]. The
effect of growth of steam bubbles on the wall surfaces was not taken into account. The
same assumptions were used in our previous recent numerical simulations [22,23] for
droplet-laden mist flow in the pipe with sudden expansion. It may be is important in other
thermal boundary conditions on the wall [33].

3. Numerical Procedures and Validation

The second-order upwind finite control volumes approach on a staggered grid is
used for the numerical solution of all of the governing equations for the gas and dispersed
phases. The convective terms are discretized using the third-order QUICK algorithm,
and the diffusion terms are numerically solved by employing the second-order central
difference scheme. The SIMPLEC scheme is used for the coupling of velocity and pressure.

The first computational cell is set at a coordinate y+ = yU*/ν = 0.3–0.5, where y is the
distance from the wall, and U* is the friction velocity of the single-phase flow. A minimum
of 10 control volumes were located to resolve the large gradients in the near-wall region,
subjected to viscosity (y+ < 10). Grid sensitivity was studied to obtain the optimum grid
resolution that provides the grid-independent solution. For all numerical investigations,
we used a basic grid with 400 × 100 control volumes along the streamwise and transverse
directions. The grid convergence was verified for three grid sizes: “coarse” 200 × 50,
“basic” 300 × 150 and “fine” 500 × 150 control volumes. The Reynolds stress components
are obtained using the method of [34].
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A more refined grid is applied in the recirculation region and in the zones of flow
detachment and reattachment and in the inlet region of the duct. The coordinate transfor-
mation is suitable for such a two-dimensional problem:

Δψj = a × Δψj−1,

where Δψj and Δψj−1 are the current and previous steps of the grid in the axial or radial
directions, respectively, and a = 1.08 (longitudinal direction) and a = 1.05 (transverse
direction). At least 10 CVs were generated to ensure the resolution of the mean velocity
field and turbulence quantities in the viscosity-affected near-wall region (y+ < 10).

At the first stage, the model was tested with measurements of the longitudinal mean
and pulsation velocities [35], the wall friction coefficient and the heat transfer distributions
along the duct length [36] in a single-phase separated flow behind a backward-facing
step. A reasonable agreement was obtained between the computed and measured results
(the difference is up to 15%), which served as the basis for simulations of the gas-droplet
separated flow.

4. The Numerical Results and Discussion

The simulations are performed for the droplet-laden flow at atmospheric pressure.
The duct height before sudden expansion is h1 = 20 mm; after expansion, h2 = 40 mm,
the step height H = 20 mm and the expansion ratio ER = (h2/h1) = 2 (see Figure 1).
The mean-mass gas velocity at the inlet is Um1 = 10 m/s, and the Reynolds number
ReH= HUm1/ν ≈ 1.33 × 104. We add the droplets to the hydrodynamically fully developed
single-phase air flow in the inlet cross-section (the section of sudden expansion) and keep
the initial droplet velocity constant across the duct height: UL1 = 0.8Um1. The initial size
of droplets in our studies is d1 = 1–100 μm, and the mass concentration of droplets is
ML1 = 0–0.1. The vapor mass fraction at the inlet is MV1 = 0.005. The temperature of the air
and droplets at the inlet is T1 = TL1 = 293 K, and the wall temperature is TW = const = 373 K.
The mean Stokes number is Stk = τ/τf = 0.03–2.9, τf = 5H/U1 = 0.01 s, and the Stokes
number is StkK = τ/τK = 0.2–19.

Figure 1. The scheme of the droplet-laden flow in the backward-facing step.

4.1. Flow Structure, Wall Friction and Turbulence Quantities

The transverse profiles of the mean longitudinal velocities of gas and dispersed phases
at different distances from the flow separation point are shown in Figure 2a. The flow
reattachment point is located at xR/H ≈ 5.8 for a single-phase air flow and xR/H ≈ 5.83 at
ML1 = 0.05, where xR is the length of the recirculating region. The first three cross-sections
are located in the recirculation zone, the fourth cross-section corresponds to the flow
reattachment area and the last two correspond to the droplet-laden flow relaxation area. A
sharp change in the flow structure is observed downstream of the separation cross-section.
The profiles of the streamwise velocities of phases in a two-phase flow correspond to
those for a single-phase flow. The modification of the mean flow velocity with such a
small addition of the dispersed phase is not observed. This qualitatively agrees with other
conclusions for both gas-droplet [17,22] and gas-dispersed [6,7,9–12] turbulent separated
flows. At a large distance from the point of flow reattachment, the two-phase flow takes
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the form of a fully developed flow in the duct. In the first cross-sections, the gas velocity is
higher than the corresponding value for the dispersed phase; this is explained by the initial
conditions for the addition of the droplets to the gas phase and their acceleration in the
downward direction. Further, the droplet velocity is almost identical to the gas velocity.

(a) 

Figure 2. The transverse profiles of (a) the mean streamwise phase velocities and distributions
of wall friction coefficient along the longitudinal coordinate. d1 = 30 μm. (a): 1 and 2 are single-
phase (ML1 = 0) and gas-droplet (ML1 = 0.05) flows, respectively; 3 is droplets. (b): 1: ML1 = 0
(single-phase flow); 2: 0.02; 3: 0.05; 4: 0.1.

The wall friction coefficient (Cf = 2τW/U2
1) distributions along the streamwise coordi-

nate (x − xR)/xR = x/xR − 1 are presented in Figure 2b, where τW is the shear wall friction
and xR is the recirculation length. The line 1 represents the simulations for the single-phase
flow without droplets and with other identical conditions. The addition of a dispersed phase
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to the turbulent separated single-phase flow has no significant effect on the value of Cf in the
flow separation and relaxation (after the reattachment point) regions (see Figure 2b). We can
see a slight increase in the wall friction coefficient in a droplet-laden flow.

The distribution of the minimum value of the wall friction coefficient in the separation
region for single-phase (2) and gas-droplet flows at ML1 = 0.05 (3) vs. the Reynolds
number ReH is given in Figure 3. Line 1 is the semiempirical correlation [37] for calculating
the wall friction

Cf ,min = −0.38ReH
−0.57

Figure 3. The value of the wall friction coefficient in the recirculation region as a function of the
Reynolds number. 1: semi-empirical correlation of for the single-phase flow [37]; 2: ML1 = 0
(single-phase flow); 3: 0.05.

(a) 

(b) 

Figure 4. The transverse dictributions of (a) droplets and (b) steam mass fractions in the droplet-laden
separated flow. x/H = 2, ML1 = 0.05. 1: d1 = 10 μm, Stk = 0.03; 2: 30, 0.28; 3: 100, 2.9.
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Points (2 and 3) represent the author’s predictions. The effect of droplets on the wall
friction in the studied range of the mass fraction is small, up to 5%.

Figure 4a presents the transverse distributions of the droplet mass fraction at x/H = 2.
The predictions are performed for three different mean Stokes numbers, Stk = 0.03, 0.28 and
2.9. The first two values of mean Stokes numbers (1 and 2) correspond to the flow regime
with droplet entrainment into the mean turbulent motion, and they are observed in the
whole cross-section of the duct (flow core, shear layer and recirculation region). The third
Stokes number (3) represents the flow regime, when the droplets are not involved into
the mean motion, and they almost do not penetrate into the recirculation zone [6]. These
conclusions are confirmed by our numerical simulations. The thin layer close to the duct
wall for the small particles is free from droplets due to their evaporation. The height of this
zone depends on the droplet diameter, and this height is largest for the smallest particles
studied (1). The evaporation of droplets in the flow core is insignificant, and the predicted
profiles of mass concentrations for all droplet diameters have almost constant values. The
slight increase in the profiles of the droplet mass fraction toward the “upper” duct wall is
computed. This explains the process of droplet accumulation in the near-wall region and
their deposition on the vertical wall surface. The same tendency was numerically obtained
in [12] for the gas-dispersed flow behind a BFS.

The droplet mass concentration decreases drastically toward the duct wall. The trans-
verse profiles of vapor mass fractions show the opposite tendency for the initial droplet diam-
eter studied (see Figure 4b). Here, MV/MV1 =

(
MV1 + ΔMevap

V

)
/MV1 = 1 + ΔMevap

V /MV1,

where ΔMevap
V is the additional mass of steam from the droplet surface created by vaporiza-

tion. The values of the steam mass concentration are varied from unity (without evaporation)
up to 11 at ML1 = 0.05 (the maximal possible steam magnitude and ML1 ≡ ΔMevap

V ). The
maximum values of the steam mass fraction are found close to the wall of the duct, and the
smallest values occur in the duct flow core.

The distributions of the dimensionless diameter of the droplets with a change in their
initial size are shown in Figure 5 at a distance x/H = 2 downward from the cross-section of
the sudden expansion of the flow. A region free of both the smallest (1) and the largest (3)
particles can be seen close to the wall. In the first case, the reason for their absence close to
the wall of the duct is the process of their evaporation. For the second case, this is explained
by their absence in the entire flow recirculation region due to the large mean Stokes number;
such particles are observed only in the shear layer and in the central and “upper” parts of
the duct. Droplets of intermediate diameter (2) are observed throughout almost the whole
cross-section of the duct. Obviously, in this zone, the droplets’ diameters have the smallest
values due to the process of their evaporation, whereas in the flow core, their size almost
does not differ from the initial value. This confirms the conclusions in Figure 4a.

Figure 5. The transverse profiles of normalized droplets diameter in the mist backward-facing step
flow. x/H = 2, ML1 = 0.05. Legends to the figure are the same as in Figure 4.

27



Water 2021, 13, 2333

A modification of the gas-phase TKE vs. the mean Stokes numbers at distance x/H = 2
is presented in Figure 6. Here, k0,max is the maximum level of turbulence of the gas phase in
a single-phase air flow. The level of gas turbulence in a two-dimensional flow is estimated
using the following expression:

2k = u′2 + v′2 + w′2 ≈ 1.5
(

u′2 + v′2
)

Figure 6. The effect of Stokes numbers on the maximal turbulence kinetic energy modification ratio of
the gas-droplet kmax to the single-phase k0,max phases. x/H = 2, d1 = 0–100 μm. 1: ML1 = 0; 2: 0.05; 3: 0.1.

The maximum value of the turbulent kinetic energy is predicted in the shear mixing
layer in both single- and two-phase flows behind the backward-facing step. The level of
turbulence in a two-phase flow attenuates due to addition of tiny droplets in comparison
with the single-phase flow. An increase in the droplet mass concentration leads to a
significant decrease in the level of the carrier-phase turbulence. This correlates with the
previously mentioned experimental [7] and numerical [9,22,23] works for separated flows
with solid particles and liquid droplets.

The distributions of the turbulence modification ratio (TMR) k/k0 depending on the
average Stokes number are shown in Figure 7, where k0 is the turbulence level in the
single-phase flow. The carrier-phase turbulence is calculated using relation (11). It is shown
that the smallest suppression of gas turbulence is obtained near the wall at the distance
y/H = 0.1 (1), where the diameters of droplets are the smallest due to their evaporation
(see Figures 4a and 5). The largest value is predicted at the distance y/H = 1 (3). There
is almost no evaporation in this region, and the diameters of droplets are maximal. They
are roughly equal to their initial size. The different mechanisms of the influence of the
average Stokes number on turbulence modification for the cross-sections operate in the
recirculation zone (1 and 2) and after flow reattachment (3). There is a sharp bend in the
TMR distribution at Stk ≈ 1 for lines (1 and 2). This is caused by the fact that particles
at Stk > 1 scarcely penetrate into the separation region, and they are found only in the
shear layer and the duct core. Without a dispersed phase, an increase in turbulence was
obtained in these two cross-sections for the level k/k0 → 1 in a single-phase flow. In the
cross-section y/H = 1 (3), a decrease in the turbulence level of the gas phase is obtained
with growth in the mean Stokes number (initial droplet diameter). For the investigated
range of the initial droplet diameters, this cross-section is characterized only by turbulence
level suppression, while for more inertial particles, an additional generation of the TKE
level can also be obtained.
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Figure 7. The TKE modification ratio vs. Stokes numbers at a few stations from the wall surface.
x/H = 2, ML1 = 0.05. 1: y/H = 0.1; 2: 0.5; 3: 1.

The transverse distributions of the temperatures of the gas, Θ = (TW − T)/(TW − Tm)
(lines 1 and 2), and droplets, ΘL = (TL,max − TL)/(TL,max − TL,m) (line 3), are presented
in Figure 8. Here, T is the temperature and TL, max is the maximal temperature of the
droplets in the corresponding cross-section. The subscripts “W”, “m” and “L” correspond

to the wall, mean and droplets terms, respectively, and Tm and TL,m = 2
U1h2

h2∫
0

TLUdy are the

mean-mass gas and droplet temperatures in the corresponding cross-section, respectively.
The normalized temperature ΘL is based on the maximal value of the droplet temperature
TL,max. It is obvious that the minimal value of the droplet temperature is predicted in the
turbulent flow core, and the maximal value of the droplet temperature is determined close
to the wall. The gas temperature in the mist flow (2) is lower than that in the single-phase
flow (1) due to the vaporization of droplets. The droplet temperature in the flow core is
slightly lower than at the inlet due to droplet cooling.

Figure 8. The transverse profiles of gas and droplet ΘL temperatures in the droplet-laden mist flow
in a backward-facing step. d1 = 30 mm, Stk = 0.28, x/H = 2. 1: single-phase flow (ML1 = 0); 2: gas
phase (ML1 = 0.05): 3: water droplets.

4.2. Heat Transfer

The distributions of local Nusselt numbers along the streamwise coordinate are shown
in Figure 9. The Nusselt number at TW = const is obtained by the following formula:

Nu =
−(∂T/∂y)W H

TW − Tm
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where Tm = 2
U1h2

h2∫
0

TUdy is the mean-mass gas temperature. The considerable heat transfer

augmentation (more than twofold) in the two-phase mist flow as compared to the single-
phase separated flow is obtained. Heat transfer augmentation is predicted in the flow
recirculation and relaxation zones as well for Stk ≤ 1. The heat transfer coefficient is
maximal in the flow reattachment zone. The coordinate of the maximal value of heat
transfer in a gas-droplet flow corresponds approximately to the flow reattachment point. It
should be noted that a similar conclusion is also typical of a single-phase flow [3,4]. The
heat transfer reduction is similar to that occurring in a single-phase flow due to the growth
in thickness of the dynamic and thermal boundary layers at (x − xR)/xR > 1, where xR is
the length of flow recirculation. The value Nufd = h2Um2/ν ≈ 38 (5) is the magnitude of the
heat transfer in a fully developed single-phase air flow.

(a) 

(b) 

Figure 9. The longitudinal distributions of local Nisselt number for various droplets’ inlet mass
fraction (a) and their diameter. (a): d1 = 30 μm, Stk = 0.28. 1: ML1 = 0 (single-phase flow); 2: 0.02;
3: 0.05; 4: 0.1; 5: the correlation for a fully developed single-phase flow; (b): ML1 = 0.05. 1: d1 = 0
(single-phase flow); 2: d1 = 10 μm, Stk = 0.03; 3: 30, 0.28; 4: 100, 2.89; 5: the correlation for a fully
developed single-phase flow.

An increase in the inlet size of droplets has a complicated effect on the heat transfer.
The finest droplets (d1 = 10 μm, Stk = 0.03, 2) evaporate faster and closer to the flow
detachment section (see Figure 9b). The latter conclusion confirms the results in Figure 7
showing that droplets are entrained into the separated motion of the gas flow, and they
scatter across the recirculating region. The largest droplets at d1 = 100 μm and Stk = 2.9 (4)
are badly entrained into the mean motion of the gas phase. The heat transfer enhance-
ment is revealed mainly after the reattachment point due to droplet evaporation. In the
recirculation zone, the values of heat transfer are similar to those in the single-phase
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separated flow. It should be noted that the maximal value of the Nusselt number in the
two-phase flow (d1 = 100 μm, Stk = 2.9) is smaller than that determined for finer drops
(d1 = 30 μm, Stk = 0.28).

The influence of the average Stokes number on the maximum local value (Figure 10a)
and average (Figure 10b) heat transfer is shown in Figure 10. There are two distinctive
regions in the Numax distribution within the whole range of changes in the mass fraction
of droplets studied in this work. In the region of small droplet diameters at the inlet
(Stk ≈ 0.2, d1 ≈ 20 μm), a slight increase in heat transfer is observed, and for large droplets,
a sharp reduction is observed. An intensive evaporation of small droplets leads to a
decrease in the rate of their deposition. The large droplets almost are not present in
the recirculation region. The increase in the droplet mass fraction at the inlet leads to a
significant heat transfer enhancement in the two-phase mist flow as compared to a single-
phase flow. The largest augmentation of heat transfer in the gas-droplet flow is observed
for small droplets.

(a) 

(b) 

Figure 10. The effect of mean Stokes numbers (inlet droplets diameter) on (a) the maximal value of
heat transfer and (b) averaged heat transfer. 1: ML1 = 0.02; 2: 0.05; 3: 0.1; 4: single-phase flow.

The influence of the inlet droplet diameter on the average Nusselt number is presented

in Figure 10b. The average Nusselt number is calculated as Nu =

(
X∫
0

Nudx

)
/X, where

X = 25H is the length of the averaging zone, and Nu is the local Nusselt number. The
magnitude of the average heat transfer for the single-phase flow is Nu0 ≈ 47. The increase
in the droplet mass fraction causes the substantial augmentation of the average Nusselt
number (it more than twofold for ML1 = 0.1 as compared to the single-phase air flow).
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5. Comparison with the Results Obtained for Gas-Dispersed and Droplet-Laden
Flows in a Backward-Facing Step

The solid particle-laden turbulent flow behind the backward-facing step was experi-
mentally studied using the laser Doppler anemometer in [7]. The single-side backward-
facing step height is H = 26.7 mm, and the duct height before sudden expansion is
h1 = 40 mm. The expansion ratio is ER = 1.67. The Reynolds number based on the maximal
centerline velocity U1 is ReH = HU1/ν = 1.84 × 104. The flow is the single-side backward-
facing step oriented vertically downward. The transverse profiles of the gas-phase mean
streamwise velocities in particle-laden and single-phase air flows in a few stations were
presented in [22], and they are not shown here. Symbols are the experimental results of [7]
for glass particles; lines represent simulations of the authors.

Transverse distributions of the ratio of the two-phase to the single-phase longitudinal
pulsation velocities of the single-phase air flow are shown in Figure 11 at three cross-
sections (x/H = 2, 7 and 14). The predicted suppression of the gas-phase turbulence is
noticeable (up to 20% at the coordinate y/H > 0.5 for all stations). The gas-phase turbulence
modification ratio in the recirculation zone (x/H = 2), in the zone around the reattachment
point (x/H = 7) and in the flow relaxation region (x/H = 14) is unchanged for y/H < 1.
This can be explained by the fact that the mean Stokes number is considerably larger than
unity (Stk = 7.3). The magnitude of the particles’ mass fraction increases towards the
wall due to the effect of turbulent transport (the so-called turbophoresis force) [26,27,32].
The involvement of solid particles in the fluctuation motion and attenuation level of the
gas-phase TKE near the duct wall are much smaller as compared to the duct core region.

Figure 11. Turbulence modification ratio of the two-phase solid particle-laden flow to the single-
phase flow u′/u′

0 longitudinal fluctuating gas-phase velocities. Symbols are the results of experiments
of [7] for glass particles, lines are the author’s simulations. dP = 150 μm, ER = 1.67. 1: MP = 0.2; 2: 0.4.

The transverse distributions of the turbulent kinetic energy of the carrier gas and
dispersed phases, measured in [16], and the author simulations in several cross-sections
behind the BFS are presented in Figure 12. Solid and open symbols are the experimental
results of [16]; lines represent author simulations. The turbulent kinetic energy for the gas
(air) k and dispersed (water droplets) kL phases is calculated according to the following
approach [16]: k = 0.5

(
u′2 + v′2

)
/U2

m1 and kL = 0.5
(
uL

′2 + vL
′2)/U2

m1. The distributions
of turbulence energy for a single-phase flow (1) and the gas (2) and dispersed (3) phases are
qualitatively similar. The level of turbulence in a single-phase flow is close to the TKE level
in the gas phase of a two-phase gas-dispersed flow. The turbulent energy of droplets is less
than the corresponding value for gas (1 and 2). There is a maximum in the turbulence level
of the gas and dispersed phases, and it is located in the shear layer. This is characteristic of
both the experiments of [16] and our numerical results. The largest values of the turbulent
kinetic energy for both phases are observed at the distance x/H = 4–5. In the region of the
reattachment point (xR/H ≈ 6.2), the value of the gas turbulence decreases significantly.
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The results predicted by the authors and experiments of [16] are in quantitative agreement,
and the largest difference is up to 15%.

Figure 12. The profiles of turbulent kinetic energies of gas and dispersed phases. Symbols are the
results of experiments of [16], lines are the author’s simulations. ER = 1.3. 1: single-phase air flow
k0/U2

m1; 2: gas phase of droplet-laden mist flow k/U2
m1; 3: dispersed phase kL/U2

m1. d1 = 60 μm,
ML1 = 0.04, H = 20 mm.

The results of authors’ predictions and experiments of [16] concerning distribution
of the heat transfer enhancement ratio (HTER) St/St0,max ratios in the mist flow behind a
backward-facing step are shown in Figure 13. Here, St = α/(ρCPU1) is the heat transfer rate
in a two-phase flow, and St0,max = α0,max/(ρ0CP0U1) is the maximum Stanton number for
a single-phase flow behind the BFS, all other parameters being equal. The heat transfer
increases by more than 1.5 times in the gas-droplet flow as compared to a single-phase flow,
both at the reattachment point and in the flow relaxation zones. Heat transfer enhancement
is obtained after the reattachment point at mean Stokes number Stk = 2.2. The value of
HTER at Stk = 2.2 (H = 10 mm) in the region of flow relaxation is greater than in the case
of a step with Stk = 1.1 (H = 20 mm). The heat transfer enhancement in the recirculation
region at Stk = 1.1 is much higher than that at Stk = 2.2. The droplets are well entrained into
the recirculation region at a low Stokes number [16]. The local maximum of heat transfer at
Stk = 2.2 is significantly below the reattachment point (x − xR)/xR = x/xR − 1 > 2, while
at Stk = 1.1, the position of the heat transfer maximum almost coincides with the position
of the reattachment point of flow.

Figure 13. Heat transfer enhancement ratio St/St0,max in the gas-droplets flow behind the backward-
facing step for H = 10 and 20 mm. Symbols are the results of experiments of [16], lines are the
author’s simulations. Um1 = 10 m/s, ReH = Um1H/ν = (0.53 and 1.10) × 104, d1 = 60 μm, ML1 = 0.04.
1: TW = 308 K; 2: 338 K.
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6. Conclusions

The effect of water droplet vaporization on turbulence, flow and heat transfer in the
region of the backward-facing step is numerically investigated. The Eulerian two-fluid
model is used to simulate the turbulent droplet-laden mist flow. The second-moment
closure is modified to take into account the presence of droplets and is predicted to model
the turbulent kinetic energy of the carrier gas phase.

The profiles of the longitudinal mean velocities of phases correspond to those for the
single-phase flow. The small addition of dispersed phase has almost no effect on the mean
flow velocity of the carrier gas flow and the value of the wall friction coefficient. The fine
droplets (Stk < 1) are observed in the whole duct cross-section (flow core, shear layer and
recirculation region). There are no large droplets with Stk > 1 in the recirculation zone;
they are observed in the shear and flow core areas. The suppression of the carrier-phase
turbulence (up to 15%) by the addition of fine dispersed droplets is predicted.

Heat transfer in the mist separated flow is significantly increased. The largest increase
in heat transfer is predicted for the small droplets. In this case, the heat transfer enhance-
ment is obtained in both the recirculation region and flow relaxation region for the case
of fine dispersed particles (Stk < 1). For the large droplets (Stk > 1), heat transfer remains
roughly unchanged in the recirculating zone. Heat transfer enhancement is observed only
in the reattachment zone.

Author Contributions: Conceptualization, M.A.P. and V.I.T.; methodology, M.A.P. and V.I.T.; Investi-
gation, M.A.P.; data curation, M.A.P. and V.I.T.; formal analysis, M.A.P. and V.I.T.; writing—original
draft preparation, M.A.P. and V.I.T.; writing—review and editing, M.A.P. and V.I.T.; resources, M.A.P.
and V.I.T.; project administration, V.I.T.; All authors have read and agreed to the published version of
the manuscript.

Funding: This work was partially supported by the Ministry of Science and Higher Education of the
Russian Federation (mega-grant 075-15-2021-575). The RANS and turbulence model for the single-
phase turbulent flow were developed under the state contract with IT SB RAS (121031800217-8).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Cf = 2τW /U2
1 wall friction coefficient

CP heat capacity
d droplet diameter
ER = (H + h1)/h1 expansion ratio
h1 height of the duct before the sudden expansion
h2 height of the duct after the sudden expansion
H step height
2k = 〈uiui〉 turbulent kinetic energy
L duct length
ML mass fraction
Nu = −(∂T/∂y)W H/(TW − Tm) Nusslet number
ReH = Um1H/ν the Reynolds number, based on the step height
Stk = τ/τf the mean Stokes number
T temperature
UL the mean droplet velocity
Um1 mean-mass flow velocity
US the fluid (gas) velocity seen by the droplet
U* friction velocity
We = ρ(US − UL)

2/σ the Weber number
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x streamwise coordinate
xR position of the flow reattachment point
xNu_max position of the peak of heat transfer rate
y distance normal from the wall
Subscripts
0 single-phase fluid (air) flow
1 initial condition
W wall
L liquid
m mean-mass
Greek
Φ volume fraction
ε dissipation of the turbulent kinetic energy
λ thermal conductivity
ρ density
μ the dynamic viscosity
ν kinematic viscosity
τ the particle relaxation time
τW wall shear stress
Acronym
BFS backward-facing step
CV control volume
RANS Reynolds-averaged Navier-Stokes
SMC second moment closure
TKE turbulent kinetic energy
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Abstract: The experimental and numerical results on the flow structure and heat transfer in a bubbly
polydispersed upward duct flow in a backward-facing step are presented. Measurements of the
carrier fluid phase velocity and gas bubbles motion are carried out using the PIV/PLIF system.
The set of RANS equations is used for modeling the two-phase bubbly flow. Turbulence of the carrier
fluid phase is predicted using the Reynolds stress model. The effect of bubble addition on the mean
and turbulent flow structure is taken into account. The motion and heat transfer in a dispersed
phase is modeled using the Eulerian approach taking into account bubble break-up and coalescence.
The method of delta-functions is employed for simulation of distributions of polydispersed gas
bubbles. Small bubbles are presented over the entire duct cross-section and the larger bubbles mainly
observed in the shear mixing layer and flow core. The recirculation length in the two-phase bubbly
flow is up to two times shorter than in the single-phase flow. The position of the heat transfer
maximum is located after the reattachment point. The effect of the gas volumetric flow rate ratios on
the flow patterns and maximal value of heat transfer in the two-phase flow is studied numerically.
The addition of air bubbles results in a significant increase in heat transfer (up to 75%).

Keywords: turbulent bubbly flow; backward-facing step; PIV/PLIF measurements; RANS modeling;
flow structure; heat transfer

1. Introduction

Upward gas-liquid bubbly flows in ducts are frequently employed in chemical, nuclear,
power engineering and other practical applications. These flows are characterized by a
strong interfacial momentum, heat and mass transfer between the carrier fluid phase
(water) and dispersed phase (gas bubbles). Bubbly flows in a backward-facing step (BFS)
are complicated detachment, recirculation and reattachment of a flow, polydispersity, break-
up, coalescence and heat transfer [1,2]. The first papers concerned with the study of such
flows were experimental studies of two-phase bubbly flows in ducts and pipes behind a
backward-facing step [3,4]. Authors measured the pressure drops, bubble diameter and
local void fraction and mean and fluctuational phase velocities.

The complexity of the numerical modeling of such flows is associated with the need
to take into account the number of multiscale factors: turbulence of the carrier phase, gas
bubble-carrier fluid interaction, bubble break-up and coalescence processes. Only a few
papers devoted to the experimental investigations of turbulent bubbly flows in a duct or
pipe with sudden expansion without heat transfer were found in the literature [5–7].

A theoretical and experimental investigation of the upward bubbly flow with a sudden
pipe expansion was carried out in [5]. The distributions along the pipe length and across
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the pipe radius of mean and fluctuating axial velocities of the gas bubbles, local void
fraction, distribution of bubble diameter, pressure drop and wall friction coefficient were
studied in this work. The experimental study of a mixture of air and oil in a horizontal BFS
flow was performed in a bubbly flow mode, in a transitional regime from bubbly to annular
flows and in an annular regime [6]. It is shown that an increase in the gas volumetric flow
rate ratio after the two-phase flow detachment cross-section occurs due to the separation
of air from the two-phase flow in the recirculation region.

The flow structure of oil-water and kerosene-water flows in a horizontal conduit
behind a sudden contraction and expansion has been experimentally studied [7]. Thick core
flow can be revealed for high viscous oil in a sudden expansion. It increases the probability
of wall fouling by the oil. The experimental values of contraction and expansion coefficients
are found to be lower for oil-water as compared to only single-phase fluid water flow for
other conditions being identical. Experimental studies of the pressure drop for a two-phase
slug flow in a horizontal channel with a sudden expansion were carried out in work [8]. An
electrochemical method was used to measure the wall shear stress. It has been shown that
misalignment can affect the shear stress of the wall. It was shown that the gas superficial
velocity directly affects the flow behavior, as well as the maximum pressure drop and
it standard deviation upstream the sudden expansion of the channel. The experimental
investigation using the high-speed photography of gas-liquid flow in a horizontal pipe
with a sudden expansion was carried out in [9]. The bubble burst phenomenon is described,
and liquid film thickness is estimated.

The PIV and shadowgraph measurements of flow and bubble dynamics in an upward
bubbly flow in a square pipe with a sudden expansion were studied in [10]. The experi-
ments were carried out for both laminar and turbulent flow regimes. Authors observed
that in a two-phase bubbly flow, smaller bubbles migrate toward the pipe wall and larger
ones rise in a tube core region by the effect of steeper velocity gradient with the increasing
Reynolds number. The accurate modeling of flow structure, void fraction distribution over
a duct cross-section and heat transfer in turbulent bubbly flows with a sudden expansion is
very important for safety operations, and the predictions of different emergency situations
for the energy equipment of thermal and nuclear power stations.

There are only a few works concerned the numerical study of turbulent bubbly flows
behind a pipe or duct with sudden expansion without [11] and with heat transfer [12,13].
The mathematical model for describing a polydispersed bubbly flow in the vertical pipe
with sudden expansion and its validation by their own measurements was performed in [8].
The turbulence of the carrier phase was modeled using the k-ω SST model [14]. The bubble
break-up and coalescence dynamics are predicted using the inhomogeneous multiple size
group (h-MUSIG) model [15].

The mathematical model developed and numerical results of the structure and heat
transfer in a polydispersed bubbly turbulent flow downstream of a sudden pipe expansion
were presented [12]. The turbulence of the carrier liquid phase is predicted using the
model of Reynolds stress transport. Bubble dynamics was predicted taking into account
changes in the average volume of bubbles due to the expansion of the change in their
density, break-up and coalescence. The study was carried out at the change of initial
diameter of air bubbles in the range of d1 = 1–3 mm and their volumetric gas flow rate
ratios of β = 0%–10%. The effect of the gas volumetric flow rate ratios on the flow structure
and heat transfer in the two-phase flow is numerically studied in a bubbly polydispersed
flow in a horizontal duct with a single-side BFS [13]. The model based on the Eulerian
two-fluid approach.

The modeling of vertical turbulent bubbly flows in a pipe (duct) or in a bubble column
requires solving a wide range of time and length scales. The large Eddy simulation (LES)
is one of the modern methods for simulating turbulent flows without modeling the fluid
phase turbulence. This approach for modeling bubbly flows is much more reasonable
than DNS, but it is still too complicated for engineering simulations of turbulent bubbly
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flows. LES was successfully used for the simulation of two-phase bubbly shear flows [16]
or bubble motion in a bubble column [17,18] in the last two decades.

The effect of the bubble fraction and their diameter on the length of the flow recirculat-
ing zone, heat transfer and carrier fluid turbulence remain open. The authors did not find
works concerning experimental or numerical study of heat transfer in turbulent bubbly
flows in BFS. This work is a continuation of our previous papers [12,13] for modeling
of flow and heat transfer in the bubbly polydispersed turbulent flows in a pipe [12] or
duct [13] with sudden expansion. The main difference of this work from [12] is the method
of simulations of the evolution of the spectrum of the bubble diameter. In this paper, the
method of δ-functions is used [19,20]. Authors [12] used the model of [21] to describe the
evolution of bubble size.

Another method for controlling the mean flow patterns, pressure drop, friction and
heat transfer rate is the addition of nanoparticles to a backward-facing step flow [22]. The
single-phase laminar flow and heat transfer of nanofluid flow in a horizontal backward
facing step subjected to a bleeding condition (suction/blowing) is numerically investigated
in [22].

The aim of the present paper is the experimental and numerical study of the flow
and bubble dynamics, turbulence modification of the carrier fluid phase, mixing and
heat transfer enhancement in the upward bubbly flow in a single-side backward-facing
step. This paper may be interesting for scientists and research engineers dealing with the
problem of flow control and heat transfer enhancement in power equipment.

2. Measurement Setup

The scheme of the test facility is shown in Figure 1a. The test liquid was stored in
the tank (1). A centrifugal pump manufactured by Grundfos (Bjerringbro, Denmark) (2)
with a maximum flow rate of 4.2 l/s is used to supply the working fluid. The pump speed
and the flow rate of the fluid are set by the PumpMaster PM-P540 frequency converter.
To measure the flow rate of the test fluid, an ultrasonic flow meter (3) KARAT-520-32-0
(NPO KARAT, Yekaterinburg, Russia) is used, the measurement uncertainty of the flow
rate is 0.2% of the measured value. The test section (duct with sudden expansion) (4) was
made of an organic glass with the inner dimensions 1000 × 200 × 20 mm. To create a
separation zone, a plexiglass plate is fixed inside the channel. The length and height of
the duct before the sudden expansion were L1 = 600 mm and h1 = 8 mm, and after the
sudden expansion were L2 = 400 mm and h2 = 20 mm. The step height H = 12 mm, and the
expansion ratio was ER = (H + h1)/h1 = h2/h1 = 2.5. A honeycomb was mounted on the
duct inlet in front of the plate to establish a uniform fluid flow. The test section is fixed on
a frame made of machine-tool aluminum profiles, which provides convenient fastening of
the stand elements and the optical system and easy readjustment.

The liquid flow rate through the working section was 0.72 L/s, which corresponds
to the mean-mass flow velocity Um1 = 0.55 m/s and Reynolds number based on step
height ReH = Um1H/ν = 6600. Gas bubbles were introduced into the liquid flow through
9 capillaries with an inner diameter of 0.7 mm located in the lower part of the working section.

The measurements were carried out using the PIV/PLIF system (5), based on the
use of a green laser with a constant glow (wavelength 532 nm), full power 1 W and a
high-speed camera JET 19 (Kaya Instruments, Haifa, Israel). Since the duct has a large
width, measurements in a two-phase flow using the PIV/PLIF method in a situation where
the laser knife and the camera’s field of view are located perpendicularly is extremely
difficult. This is due to the significant overlap of the measurement area by bubbles that
move between the region of interest (ROI) and the camera. Therefore, for measurements,
the laser knife was wound perpendicular to the wall of the test section, and the camera
was directed at an angle of 45 (see Figure 1a). Because of this, we had different scales along
the horizontal and vertical axes. The calibration of the linear dimensions was performed
for both axes. Measurements were performed along the central axis of the channel with
a sudden expansion just behind the BFS (see Figure 1b). The shooting speed during the
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experiments was 1000 frames per second. Distilled water with the addition of fluorescent
(rhodamine filled) polyamide particles manufactured by Dantec Dynamics (Skovlunde,
Denmark) (their diameter was 1–20 μm) was used in measurements. To make bubbles
invisible, no Rhodamine was added to the test liquid accorded [23].

Figure 1. The scheme of the experimental setup (a): 1 is the water tank, 2 is the pump, 3 is the
flowmeter, 4 is the test section, 5 is the PIV/PLIF system. (b) The scheme of a two-phase bubbly
upward flow behind a backward-facing step.

The recognition of bubbles in a separated flow is a nontrivial task and requires the
development of new methods and approaches. Examples of images obtained by adding
Rhodamine to the flow are shown in Figure 2a–c, obtained at Re = 6600 and b = 0.03 and
different sizes of bubbles. The figures show that the bubbles in the separation region of the
flow can have a substantially non-spherical shape. The currently developed methods, as a
rule, deal with spherical or elliptical bubbles [24]. Development of a deep learning-based
image processing technique for bubble pattern recognition and shape reconstruction in
dense bubbly flows were performed in [25,26]. In addition, depending on the position
relative to the laser knife, the bubbles can be “light” or “dark”, as well as cast a shadow
and reflect a noticeable glare. In the case without adding a fluorescent dye to the flow, but
using fluorescent particles for PLIF, the flow pattern is shown in Figure 2d. An optical
threshold filter was used to view the position of particles in the flow. In this case, the
recognition of bubbles is not required, however, it is possible to obtain information only
on the hydrodynamic characteristics of the liquid phase. However, since the liquid flow
structure determines the heat transfer, it may be sufficient for some tasks, including the
validation of CFD codes.

A series of 10,000 frames for each regime was accrued. Data processing was carried
out by “ActualFlow” software developed in IT SB RAS. Firstly, the subtraction of the
mean intensity field averaged over the whole sample range were successively applied to
enhance the quality of the raw data. Velocity fields were calculated using the iterative
cross-correlation algorithm with a continuous window shift and deformation and 75%
overlap of the interrogation windows. The initial size of the interrogation window was
chosen to be 64 × 64 pixels but it was subsequently reduced to 32 × 32 pixels. The obtained
instantaneous velocity vector fields were then validated with the following procedures:
peak validation with the threshold of 2.0 and adaptive median 5 × 5 filter.
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Figure 2. Single frames of the flow at Re = 6600 and β = 0.03: (a) “small” bubbles; (b) “medium”
bubbles; (c) “large” bubbles; (d) “small” bubbles without Rhodamine in the test fluid.

In order to validate the proposed method, preliminary measurements of the hydro-
dynamic structure of the flow were carried out using Laser Doppler anemometry system
with a measurement uncertainty ±2%. The deviations of the data obtained using the PIV
and LDA in a single-phase flow did not exceed 3%.

3. Mathematical Model and Method of Numerical Realization

3.1. D RANS + SMC “In-House” Numerical Code

The flow and heat transfer in the bubbly flow is modeled using the Eulerian ap-
proach [26]. It treats the dispersed phase as a continuous medium with properties anal-
ogous to those of liquid and this method is widely used for the simulation of turbulent
bubbly flow with and without bubble break-up and coalescence processes in various types
of flow geometries. The Eulerian approach is based on kinetic equations for a one-point
probability density function [27]. The 2D steady-state, incompressible RANS model [12]
is used for modeling of turbulent bubbly flow in the BFS. The set of governing equations
consists of continuity, two-momentum and energy equations taking into account the effect
of bubble presence on the transport processes in the carrier fluid phase. The effect of
bubbles on the mean and fluctuational characteristics of turbulent carrier fluid flow is
determined by drag, gravity lift, virtual mass, wall lubrication forces, turbulent transport
and turbulent diffusion (so called two-way coupling) [12].

The system of 2D RANS equations for the two-phase bubbly flow is given as [23,28]

∇× (ΦlρU) = 0

∇× (ΦlρUU) = Φl(−∇P + ρg) +∇× (Φlρτ)−∇×
(

Φlρ〈u′u′〉+ K
∑

k=1
σBI

k

)
+

+(P − Pin)∇× Φl +
K
∑

k=1
Mlk

∇× (ΦlρCPUT) = ∇× Φl∇[(λT)]−∇× (ΦlρCP〈uθ〉) +
K
∑

k=1

6hk(T−Tbk)
dk

+

+
K
∑

k=1
ρbkCPb,kgut,k〈uθ〉∇ × Φl

Φl + Φb = Φ ≡ 1

(1)

Hereinafter, the index k is partially omitted; Φl and Φb are the volume fractions of the
liquid phase and bubbles, respectively; K is the number of groups of bubbles; P and Pin ≈ Pb
are the pressures in the liquid phase and on the surface of bubble [1,29], respectively; σBI is
the influence of the kth group of bubbles on the tensor of averaged Reynolds stresses in
the liquid phase [1,27]; τ, 〈u′u′〉 and 〈uθ〉 are the tensors of viscous stress and Reynolds
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stress and turbulent heat flow in the carrier phase, respectively; Ml = ∑K
k=1 Mlk = −Mb

interfacial term [23,27]; g is the gravity acceleration; gut,k is the coefficient of involvement of
gas bubbles of the kth fraction in the thermal fluctuation movement of the carrier fluid [27];
τΘk is the thermal relaxation time. The right-hand side of the momentum equation includes
the pressure gradient in carrier phase, gravity, the viscous stress, Reynolds stresses in
bubbly flow, interfacial pressure gradient and momentum exchange between carrier fluid
and gas phases that arise from the actions from interfacial forces.

The turbulence of the carrier fluid is predicted using the Reynolds stress model (second
moment closure—SMC) [30] taking the effect of gas bubbles on fluid phase turbulence [31].

∇(ΦlρU〈u′u′〉) = ∇× (Φl DK) + Φl(PK + φ − ε) + SK
∇× (ΦlρUε) = ∇× (Φl Dε) + Φl(Pε − ε) + Sε

χ − L2
T∇2χ = 1

εTT

(2)

Here φij = (1 − kχ)φW
ij + kχφH

ij is the velocity-pressure-gradient correlation, well known
as the pressure term [30], χ is the blending coefficient, which goes from zero at the wall to
8 unity far from the wall [27]; φH

ij is “homogeneous” part (valid away from the wall), and φW
ij

is “inhomogeneous” part (valid in the wall region) and LT = 0.45 max
[
k3/2/ε; 80(ν/ε)3/4

]
is the turbulent macro-scale length. Last terms SK and Sε in the right part of the turbulence
model take into account the effect of the dispersed phase on transport processes [31].

The dispersed phase is modeled by the Eulerian two-fluid approach. The system of
axisymmetric mean transport equations for the kth fraction of bubbles has the form [23,28]
(to simplify the equations the index k is partially omitted).

∂ρb
∂t +∇× (αbkρbkUbk) = 0

D(αbkρbkUbk)
Dt = αbk

(
Dbk
τk

∇× (αbkρbk)
)
−∇× (αbkρbkE〈u′u′〉) +

K
∑

k=1
Mbk

D(αbkρbkTbk)
Dt = − 1

τΘk
∇× (ρbkDΘ

bkαbk
)− αbk(T − Tbk)

ρbk
τΘk

ρbk = αbkPb/(RbTbk)

(3)

The method of δ-approximation of [19,20] is used for modeling the polydispersity of
the bubbly flow. The break-up and coalescence processes are predicted according to the
model of [23,28] and they are described in detail in [32].

The governing transport equations for both gas (1) and dispersed (2) phases, and
the turbulence model (3) are solved using a control second-order upwind finite control
volumes approach on a staggered grid. The convective terms are discretized using the
third order QUICK algorithm and the diffusion terms are numerically solved employing
the second-order central difference scheme. The SIMPLEC scheme is used for the coupling
of velocity and pressure. The basic grid with 256 × 124 control volumes (CVs) along the
longitudinal and transverse directions is used for all numerical simulations. The time
derivatives are discretized using the implicit Euler scheme of the first-order accuracy. The
components of Reynolds stresses are determined at the same points along the faces of the
control volume as the corresponding components of the mean fluid velocity [33]. Grid
convergence is verified for three grid sizes is used for the “in-house” code: coarse grid:
128 × 62, basic grid 256 × 124 and fine grid: 400 × 180 control volumes (see Figure 3a).
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Figure 3. Grid convergence test of 2D RANS + SMC “in-house” code for the bubbly flow at
TW = 313 K, T1 = Tb1 = 293 K, β = 5%, d1 = 3 mm (a), single-phase fluid flow 3D RANS+SST (b) and
LES+WALE (c) in a duct with sudden expansion. ReH = 6600, ER = 2.5.

3.2. D RANS + SST and LES (Ansys CFD Package)

Three-dimensional RANS and LES predictions for the single-phase fluid flow behind
the single-side BFS are performed in the paper using the commercial CFD package An-
sys Fluent 2020R2 [34]. Ansys CFD package was used for the additional validation of
the “in-house” RANS + SMC numerical code. 3D RANS simulations by Fluent are em-
ployed Menter’s k-ω SST model [14] and LES with wall-adapting local eddy-viscosity
(WALE) subgrid-scale (SGS) model [35]. The Menter’s k-ω SST model is one of the
most popular isotropic two-equation turbulence models for simulation of various tur-
bulent flows. The WALE SGS model is one of a major SGS model for flow simulations in
complicated geometries.
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The Fluent 3D RANS basic grid consist of 256 × 100 × 100 = 2.56 Mio CVs. Grid
convergence is verified for three grid sizes: coarse grid: 150 × 50 × 50 CVs, basic grid:
300 × 150 × 100 and fine grid: 450 × 184 × 150 (see Figure 3b). The control volume
method for discretization of the governing equations is used. The computational grid is
non-uniform, and more refined grid is performed to all wall surfaces. The grid resolution is
chosen optimal after preliminary simulations, and it provides the condition for the position
of the first cell from the wall y+ < 1. The profiles of the velocity, turbulent kinetic energy
and the rate of their dissipation are set at the entrance to the duct with a backward-facing
step. They are simulated in the upstream section with the length 5H before the section of
flow separation. The wall functions are not used, i.e., the predictions are carried out directly
to solid surfaces. Boundary conditions at the duct entrance profiles—velocity, turbulent
kinetic energy and their dissipation rate—are set after the preliminary simulations of the
flow in the upstream section. The temperature of the incoming water flow is constant
T1 = 298 K, and the change in the thermophysical properties is neglected in the predictions.

The LES simulations are conducted using the basic grid with 490 × 124 × 30 = 1.82
Mio CVs. Grid convergence is verified for three grid sizes: coarse grid: 250 × 62 × 20 CVs,
basic grid: 490 × 124 × 30 and fine grid: 650 × 190 × 45 (see Figure 3c). It should be noted
that the periodic boundary condition in z (duct width) direction for the LES method were
used. The governing equations are solved numerically using a pressure-based non-iterative
time-advancement (NITA-FS) solver with Courant-Friedrichs-Lewy condition CFL < 0.5.
The second-order central scheme is used to discretize the convective terms. To predict
the flow in the upstream section, the 3D RANS method was conducted. LES modeling is
carried out only for a duct with a single-side backward-facing step. The grid resolution is
chosen optimal after preliminary simulations, and it provides the condition for the position
of the first cell from the wall y+ < 1. The temperature of the incoming water flow was
constant T1 = 298 K, and the change in the thermophysical properties was neglected in the
calculations. The boundary conditions on the wall behind the step is TW = const = 313 K.
The end wall of the step is not heated.

Differences in the value of local Nusselt number Nu calculated for the bubbly flow is

less than 0.1%. The maximum error emax is defined as: e max
i=1, N

∣∣∣Nun
i − Nun−1

i

∣∣∣−6
max, where

N is the total number of CVs in corresponding direction, the subscript i is the specific CV
and the superscript n is the iteration level. The computational grid is nonuniform both in
the streamwise and transverse directions. A more refined grid is applied in the recirculation
region and in the zones of flow detachment and reattachment and in the inlet region of the
duct. The coordinate transformation is suitable for such a two-dimensional problem:

Δψj = K × Δψj-1,

where Δψj and Δψj-1 are the current and previous steps of the grid in the axial or radial
directions and K = 1.05 (longitudinal direction) and K = 1.03 (transverse direction). The
first cell is located at a distance y+ = yU*/ν = 0.3–0.5 from the wall surfaces, where U* is the
friction velocity obtained for the single-phase flow in the inlet of the duct (other parameters
being identical). At least 10 CVs were generated to ensure resolution of the mean velocity
field and turbulence quantities in the viscosity-affected near-wall region (y+ < 10). The time
step was Δt = 0.1 ms. The Courant number, which is a necessary condition for the stability
of numerical solution of differential equations in partial derivatives, does not exceed 1 for
all simulations.

At the inlet streamwise and transverse components, temperatures of the phases and
turbulence levels are uniform. No-slip conditions are set on the wall surface for the carrier
fluid phase. At the outlet edge, the computational domain condition ∂θ/∂x = 0 is set for
all variables.
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4. Comparison with Experimental and Numerical Results

4.1. Single-Phase Flow in the BFS

At the first stage, comparisons were carried out with the measurement data for a
single-phase gas duct flow behind a single-side backward-facing step. The well-known
experimental results [36] were used for comparisons on the heat transfer. Additionally,
comparisons were performed with the semi-empirical correlation data [37] for minimal
wall friction coefficient distribution.

The measured [36] and authors’ predicted distributions of Stanton number St along the
streamwise coordinate are shown in Figure 4a. The measurements were performed in duct
with single-side BFS with dimensions: height 188 mm after sudden expansion and width
was 500 mm. The step height was H = 38 mm and expansion ratio was ER = 1.25. The carrier
fluid was air with temperature T1 = 298 K. The mean upstream fluid velocity Um1 = 11 m/s
and Reynolds number was ReH = 2.8 × 104. The Stanton number is calculated using the
expression: St = h/(ρCpU m1). Here h is the heat transfer coefficient, ρ is the density of the
carrier fluid flow and Cp is the specific heat at constant pressure.

Figure 4. Heat transfer coefficient distributions along the streamwise coordinate (a) and minimal wall friction values in the
reverse zone vs. Reynolds number (b). (a): Symbols are the experiments of [36], line is our RANS + SMC “in-house” code
simulations. (b): 1 is the semi-empirical correlation [37], 2 is our RANS+SMC “in-house” code simulations.

The distributions of the minimum value of the wall friction coefficient Cf, min in the
separation region for single-phase fluid flow vs. the Reynolds number ReH based on
the step height are given in Figure 4b. The measurements of [37] were performed in the
duct with single-side backward-facing step with dimensions: length was 1600 mm, height
70 mm after sudden expansion and width was 220 mm. The step height was H = 20 mm
and expansion ratio was ER = 1.4. The carrier fluid was water with temperature T1 = 298 K.
The mean upstream fluid velocity Um1 = 0.024–0.24 m/s and Reynolds number varied
ReH = (0.12—1.22) × 104. The wall shear stress was measured using the electrodiffusion
method. Line 1 is the semi-empirical correlation [37] for calculating the wall friction
Cf ,min = −0.38ReH

−0.57, and points (2) represent the author’s predictions. The strong
dependency of minimal values of wall friction in the reverse zone on the Reynolds numbers
was obtained as well as in experiments [37] and our numerical predictions. Good agreement
was obtained between the results [36,37] and the data of authors’ numerical predictions.

4.2. Two-Phase Bubbly Flow in Round Vertical Pipe

Comparison of experimental [38] and authors’ predicted data on the distributions
of carrier fluid and gas bubbles velocities over the round pipe cross-section is shown in
Figure 5a. The mean axial velocities of both carrier fluid (line 2) and gas (line 3) phases in a
two-phase flow is always higher than in a single-phase flow (line 1). The velocity profile of
gas bubbles (line 3) over the cross section of the pipe has a flatter form in comparison with
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the velocity of the fluid (line 2). The mean axial velocity of the bubbles in the upward flow
is higher than that one for the liquid phase due to the action of the Archimedes force.

Figure 5. Radial profiles of the carrier fluid and gas bubbles (a) and mean Sauter gas bubbles diameters (b). β = 4.6%,
Re = Um12R/ν = 4.9 × 104, x/(2R) = 53.5, 2R = 50.8 mm, Um1 = 0.986 m/s, d1 = 2.4 mm. Symbols are the measurements
of [38], curves are the authors predictions. (a): 1, 2 are the carrier fluid axial velocities in the single-phase and two-phase
bubbly flows respectively; 3 is the gas bubbles axial velocity. (b): 1—Jb = 0.0473 m/s, β = 4.6%, d1 = 2.4 mm; 2—0.113 m/s,
10.3%, 2.5 mm; 3—0.242 m/s, 19.7%, 2.8 mm.

The radial profiles of the mean Sauter bubble diameter along the pipe radius are
shown in Figure 5b. An increase in the gas volumetric flow rate ratios causes an increase in
the size of bubbles over the pipe cross-section. The bubble size in the near-wall region is
slightly higher than the corresponding value for the core part of a two-phase pipe flow. This
conclusion is typical both for measurements [36] and for authors’ numerical simulations.
This due to the fact that small bubbles migrate to the wall due to the action of the lift and
turbulent migration forces and they accumulate near the wall. The probability of their
coalescence is increased in this case.

4.3. Two-Phase Bubbly Flow in the BFS

The numerical model was validated against comparison with experimental results
for the bubbly flow in a vertical upward pipe with sudden expansion. These results were
presented in our previous papers [12,23] and they are not presented here only for brevity.
We have carried out the comparison with measurements of [39] and LES of [40] for the
isothermal flow regime. The mean-mass velocity was Um1 = 1.78 m/s, which corresponds
to the Reynolds number ReH = 1.1 × 105. The pipe diameter, before the abrupt, was
2R1 = 50 mm, while after expansion, 2R2 = 100 mm, which corresponded to the step height
of H = 25 mm, and ER = (R2/R1)2 = 4 and the inlet bubble Sauter diameter was d1 = 2 mm.
The authors results agree well with experiments and LES data. We have conducted the
comparison with present measurements for the mean fluid axial velocity profiles and
heat transfer enhancement [23]. The maximal difference between our and other authors
measured results and our predictions is up to 20%.

4.4. Two-Phase Bubbly Flow behind a Backward-Facing Step. Our Measurements and Numerical
Simulation and Their Discussion

Based on a successful comparison of the results obtained using different methods,
studies of the local structure of the two-phase bubbly flow in a BFS are carried out. Symbols
and curves are the authors’ measurements and predictions, respectively. The transverse
profiles of measured and predicted mean streamwise fluid velocities at the ReH = 6600 in
the single-phase fluid flow (lines 1) and at gas volumetric flow rate ratio β = 3% (lines 2)
along the duct length are shown in Figure 6. The carrier fluid velocity was normalized to
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the maximum value of liquid velocity. The point of flow reattachment in the single-phase
fluid flow is located at a distance of (7–8)H, which is in good agreement with the literature
data [41,42]. The following characteristic features of the bubbly flow can be distinguished.
Immediately behind the step, the flow recirculation zone is observed. The gas bubbles
badly penetrate this region and the effect of gas bubbles on the flow is rather weak in this
area. The position of the flow reattachment point shifts towards the step for the two-phase
flow and, in general, the establishment of a profile in the channel after the expansion occurs
faster in a two-phase flow than in a single-phase flow, which was previously reported,
for example, in [23]. Our numerical results capture the main features of the bubbly flow
behind the BFS described above. The main difference between the experimental and
numerical results for the two-phase bubbly is obtained in the near-wall zone in the flow
relaxation region.

Figure 6. The transverse profiles of the carrier phase mean streamwise velocity along the duct length. Symbols and curves
are the authors’ measurements and predictions respectively. ReH = 6600, ER = 2.5, β = 3%. 1—single-phase flow (β = 0),
2—β = 3%. (a)—x/H = 2, (b)—4, (c)—6, (d)—8, (e)—10.
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5. Numerical Results and Its Discussion

5.1. Single-Phase Fluid Flow in a Backward-Facing Step Flow

The distribution of mean streamwise fluid velocity component at various distances
from the BFC is presented in Figure 7. The measurements are conducted using the PIV. The
3D RANS + SST predicted contours of the longitudinal velocity component and streamlines
at a few stations along the z axis are shown in Figure 8a. The computations are carried out
using the commercial CFD package Ansys Fluent 2020R2. This figure clearly shows the
three-dimensional flow pattern in the recirculation area. The length of the recirculation
zone is maximum in the central section (z/H = 8.3). The length of the recirculation zone
behind the backward-facing step increases with distance from the side walls of the duct.
When flowing around the backward-facing step, the flow detaches the sharp edge, and a
separation bubble is formed. A long recirculation zone and, characteristic of it, a secondary
vortex is formed behind the edge. It has the opposite direction of flow rotation to the
main one, and the rotation velocity in it is relatively low, which leads to the formation of a
stagnant zone in this region.

Figure 7. Velocity distribution on the channel centerline.

Figure 8. The 3D RANS + SST predicted contours of the longitudinal velocity component and streamlines (a) and turbulent
kinetic energy (b) at the z = 10, 50, 100, 190 mm (z/H = 0.8, 4.2, 8.3 and 15.8).

The change in the turbulent kinetic energy behind the step in various sections along
the z axis is presented in Figure 8b. A turbulization of the flow occurs when flowing in
the BFS due to additional vortex formation. The largest values of TKE are located in the
region of the mixing shear layer, and their minimum values are observed in the region of
the secondary vortex. The turbulent kinetic energy increases toward the center duct. The
largest values of turbulent kinetic energy in the region are observed in the central section.

The transverse profiles of single-phase flow mean streamwise velocity behind a single-
side backward-facing step are shown in Figure 9. Here symbols and curves are the authors’
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measurements and predictions, respectively. The first three sections are located in the
recirculation region, the fourth station is set close to the reattachment point and last two
sections are set in the flow relaxation zone. It was obtained a qualitatively agreement
between authors’ measurements and LES and RANS results.

Figure 9. The transverse profiles of single-phase mean longitudinal velocity behind a backward-
facing step. Symbols and curves are the authors’ measurements and predictions, respectively.
ReH = 6600, ER = 2.5.

5.2. Upward Bubbly Flow in a Backward-Facing Step Flow

Numerical simulations are carried out for a fluid flow of a water and polydispersed air
bubbles at atmospheric pressure and all these results given in this subsection are obtained
using the “in-house” 2D RANS + SMC model. The upward bubbly flow in the duct with
a single-side backward-facing step is considered (see Figure 1b). The Reynolds number
Re = Um1H/ν = 6600, and the mean-mass velocity at the inlet Um1 = 0.55 m/s. The height
of the duct before separation h1 = 8 mm, height of the duct after separation h2 = 20 mm,
and the step height H = 12 mm, the expansion ratio ER = (H + h1)/h1 = h2/h1 = 2.5, the
wall temperature TW = const = 313 K and the initial temperatures of carrier liquid and
gas bubbles T1 = Tb1 = 293 K. In the inlet section, the mean phase velocities have the
same value. The initial gas volumetric flow rate ratios are varied β = 0–10% and the
mean initial Sauter diameter of air bubbles d1 = 3 mm. All simulations are performed
for four monodispersed δ-functions (modes) of air bubbles at the inlet cross-section:
1—d/d1 = 0.33, 2—0.66, 3—1, and 4—1.33. The volume fraction of each fraction is
Φ1(1 mm) = 0.031Φ, Φ2(2 mm) = 0.12Φ, Φ3(3 mm) = 0.6Φ, and Φ4(4 mm) = 0.15Φ, where
Φ is the total volume fraction of gas bubbles. Authors did not carry out the measurements
of the distributions of the diameters of gas bubbles at the inlet cross-section. Therefore, the
choice of just such values of gas bubbles diameters and their volume fractions is based on
our preliminary numerical predictions. There is no steam generation on wall surface. The
same assumptions were used in our previous recent numerical simulations [12,13,29], but
they may be important in other thermal boundary conditions on the wall [43].

In Figure 10 the transverse profiles of the total local void fraction (a) and total bubble
diameter (b) of all monodispersed four modes are shown along the duct length in the
upward bubbly flow behind the backward-facing step. The so-called “top-hat” distri-
bution [44] of the local void fraction is obtained at the inlet (line 1) (the cross-section of
sudden expansion). This is one of the most typical distributions of void fraction in a vertical
upward bubbly flow for a low gas bubble concentration. The obvious maximum of void
fraction in the near-wall regions is typical for this type of void fraction distribution [44].
Further, there is a significant change in the predicted distributions of the local void fraction
over the duct cross-section. It can be explained by a significant increase in the two-phase
flow cross-section behind the BFS (see Figure 10a). The “right” local maximum of the
void fraction is also located near the “right” wall of the duct, but its value is noticeably
less than for the inlet section (lines 2–5). The “left” local maximum of the void fraction
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becomes much less noticeable along the duct length by bubbles scattering and diffusion
across the duct cross-section. In the area of the recirculation zone of the two-phase flow
(curves 2–4), an extremely small number of gas bubbles are obtained. It can be explained by
their relatively large initial diameter. It was recently shown in our previous work [12] that
large bubbles practically do not penetrate the recirculation region in a pipe with sudden
expansion and are observed mainly in the mixing layer and in the flow core. The bubbles
distribution after the reattachment point is characterized by the presence of bubbles over
the entire all cross section of the duct by the effect forces acting on a bubble in a transverse
direction and low maximum in the near-wall zone of the duct (line 5). The profile of local
void fraction at x/H = 10 has almost uniform distribution. The profiles of the local void
fraction are characterized by a zero-value close to the duct wall. This is explained by the
fact under the action of the wall force a bubble cannot approach a wall. The profiles of
dimensionless bubble diameter of all monodispersed four δ-functions are presented in
Figure 10b. The maximum bubbles size is obtained in the near-wall zone of the duct. The
bubbles diameter in the recirculation region is less than that one in the flow core.

Figure 10. The transverse profiles of total local void fraction (a) and bubble diameter (b) along the
duct length in the upward bubbly flow behind the backward-facing step. ReH = 6600, ER = 2.5,
β = 3%. (a): 1—x/H = 0, 2—2, 3—4, 4—6, 5—10; (b): 1—x/H = 2, 2—4, 3—6, 4—10.

The “in-house” 2D RANS + SMC numerical results for the sum (total) of all four
fractions of air bubbles were shown in Figure 11. To better understand the complicated and
coupled break-up and coalescence processes in bubbly turbulent flows, the results of local
void fractions and bubble diameter distributions obtained for four various bubble fractions
are important, and these results are presented in Figure 11. The cross-section x/H = 4 is
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located in the area of flow recirculation. The void fraction profiles of the smallest (line 1)
and middle (curve 2) bubbles have only one local maximum located close to the duct wall.
Only the bubbles of the smallest size (line 1) are observed in the recirculation zone of the
duct (see Figure 11a). The void fraction profiles of large bubbles (curves 3 and 4) have two
local maxima and are set close to the duct wall and in the shear mixing layer. Two obvious
local maxima are revealed in the distribution of void fraction of all modes (line 5) too.

Figure 11. The transverse profiles of local void fractions (a) and bubble diameter (b) for various
bubble size modes. ReH = 6600, ER = 2.5, β = 3%, x/H = 4. (a): 1—d/d1 = 0–0.33, 2—0.33–0.66,
3—0.66–1, 4—>1, 5—sum of all modes; (b): 1—d = 0–0.33, 2—0.33–0.66, 3—0.66–1, 4—>1.

The distribution of all fractions of bubble diameters across the duct cross-section
is practically uniform (see Figure 11b). Bubbles of the smallest investigated diameter
d/d1 ≤ 0.33 (line 1) are found over the entire section of the channel, both in the flow
recirculation zone and in the flow core. The smallest air bubbles can come closer to the
duct wall than the larger bubbles due to the effect of transverse forces (lift, turbulent
migration, turbulent diffusion and wall force). The largest bubbles d/d1 ≥ 1 (line 5)
are located mainly in the near-wall part of the channel, which confirms the data of our
numerical predictions presented in Figure 11a,b. Bubbles of the other two monodispersed
fractions (d/d1 = 0.33–0.66, 0.66–1, lines 2 and 3) also practically do not penetrate the flow
separation region.

The effect of the volumetric flow rate gas content on the profiles of the longitudinal
liquid velocity is shown in Figure 12. The carrier fluid (water) velocity in the two-phase
bubbly flow (curves 2 and 3) is slightly higher that one in the single-phase flow (line 1).
This effect increases with an increase in the concentration of air bubbles.
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Figure 12. Profiles of mean axial fluid velocity in bubbly flow in the backward-facing step. 1—β = 0
(single-phase fluid flow, other conditions being identical), 2—2%, 3—5%.

The effect of the gas volumetric flow rate ratios (a) and gas bubbles diameter at
the inlet (b) on the carrier fluid phase turbulent kinetic energy is shown in Figure 13.
Carrier fluid phase turbulence level for a 2D flow is estimated using the expression:
2k = 〈uiui〉 = u′2 + v′2 + w′2 ≈ 1.5

(
u′2 + v′2

)
. The maximum of TKE of the fluid in the

two-phase flow is located in the shear mixing layer. The significant enhancement of the
carrier fluid phase turbulence level in the two-phase flow (up to 40% at β = 10%) is shown
in comparison with the single-phase flow (bold solid curves). The increase of initial bubble
size causes a significant increase in the turbulent kinetic energy in the bubbly flow (up to
25% at d1 = 3 mm). The additional production of carrier fluid phase turbulence is explained
by vortex formation upon streamlining of the gas bubbles by the carrier fluid flow. The
profiles of TKE at a small value of β agree qualitatively with those for the case of one-phase
flow in a duct with single-side BFS. The same tendencies were obtained in our previous
works [12,23] for a pipe with sudden expansion.

Figure 13. The effect of the gas volumetric flow rate ratios (a) and gas bubbles diameter at the inlet
(b) on the carrier fluid phase turbulence.

In Figure 14 the effect of the addition of the gas bubbles on heat transfer from the
wall to the two-phase bubbly flow. The local convective Nusselt number at constant wall
temperature is estimated:

Nu = −(∂T/∂y)W H/(TW − Tm)

where (∂T/∂y) W is the gradient of the fluid temperature on the wall, TW is the wall
temperature and Tm is the mean temperature of the carrier fluid (water) in this section.
Lines 1 are Nusslet number in the fully developed single-phase duct flow and dashed
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curves 2 are the predictions of heat transfer in the single-phase duct flow with sudden
expansion for the fluid (water) flow with other conditions being identical.

Figure 14. Heat transfer in the bubbly flow behind the backward-facing step along the streamwise coordinate. (a): d1 = 3 mm,
1—Nusslet number value in the fully developed single-phase duct flow, 2—β = 0 (single-phase fluid flow, other conditions
being identical), 3—2%, 4—5%; (b): β = 5%, 1—Nusslet number value in the fully developed single-phase duct flow,
2—d1 = 0 (single-phase fluid flow, other conditions being identical), 3—0.5 mm, 4—2 mm, 5—3 mm.

A noticeable increase of heat transfer (up to 35% at d1 = 3 mm in comparison with the
single-phase fluid flow) with an increase in the volumetric flow rate ratio β is observed
(see Figure 14a). This is explained by an increase in the velocity and temperature gradients
and turbulization of the carrier fluid (water) phase in the near-wall region of the duct. The
position of the peak of heat transfer shifts upstream and at β = 5% is xNu_max/H = 4.5, and
the length of the recirculation zone approximately coincides with it, xR/H = 4.8 at β = 5%.
The same values for the single-phase fluid flow are xNu_max/H = 6.8 and xR/H = 7. The
position of the peak of heat transfer rate xNu_max is close to the position of the flow reattach-
ment point xR in two-phase bubbly flow. The same tendency was observed in [41,42] for
single-phase fluid flows in a BFS. The effect of bubble diameter in the inlet on the Nusselt
number distributions along the duct length is given in Figure 14b. The largest increase in
heat transfer (approximately 35% at fixed value β = 5%) is characteristic for the largest gas
bubbles with the initial diameter d1 = 3 mm.

The effect of gas volumetric flow rate ratios β on values of minimal wall friction
coefficient Cf,min/Cf,min,0, maximal heat transfer enhancement ratios Numax/Numax,0, re-
circulation length xR, maximal values of turbulence modification ratios kmax and position
of heat transfer maximum xmax are shown in Figure 15. All these variables are normalized
on the value in the single-phase fluid flow and subscript “0” is the in the single-phase flow
parameter with other conditions are identical to the two-phase bubbly flow.

It is obtained that the magnitude of minimal wall friction coefficient decreases with
the increase in the bubble concentration and for β = 10% the minimal value of wall friction
ratio is Cf,min/Cf,min,0 ≈ 0.75. The reduction of minimal value of wall friction ratio is
small (up to 10%) for the β ≤ 5%. Almost linear convective heat transfer enhancement
is observed for the range studied of gas volumetric flow rate ratios and for β = 10% the
heat transfer augmentation ratio is Numax/Numax,0 ≈ 1.75. The addition of gas bubbles
leads to the significant shortening of the recirculation length ratio of bubbly flow. The
shortening of the recirculating zone is almost twice in comparison with the case of the
single-phase fluid flow. The main reason is the flow turbulization by flowing around the
gas bubbles. The maximal value of turbulent kinetic energy modification is up to 50% at
β = 10%. It causes the intensification of mixing process. The same trends were obtained
for the single-phase separated flows [41,42]. It is well known [41,42] that the position of
maximal value of heat transfer is close to the flow reattachment point for the single-phase
for both gas (air) and fluid (liquid) flows behind a BFS and a sudden pipe expansion. The
addition of relatively large air bubbles shifted the position of maximal value of heat transfer
far from the reattachment point for the bubbly flow in the pipe with sudden expansion [12].
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In the case of bubbly flow in the backwards-facing step we observe the same trends. The
position of the heat transfer maximum is located after the reattachment point.

Figure 15. The magnitudes of minimal wall friction coefficient (1), maximal heat transfer enhancement
ratios (2), recirculation length (3), maximal values of turbulence modification ratios (4) and position
of heat transfer maximum (5) depending on gas volumetric flow rate ratios β. ReH = 6600, ER = 2.5.

6. Conclusions

The PIV/PLIF measurements of mean streamwise flow structure and RANS numerical
simulation of the bubbly polydispersed upward duct flow in a backward-facing step are
performed. Measurements of the carrier fluid phase velocity are performed using the
PIV/PLIF system. The numerical model is based on the Eulerian two-fluid approach.
Turbulence of the carrier fluid phase is predicted using the Reynolds stress model.

Experimental study of the characteristics of the motion of gas bubbles behind a single
side backward facing step with variations in the volumetric flow rates of carrier fluid and
gas have been carried out. The distribution of the mean streamwise gas bubbles and liquid
velocities are obtained. It is shown that the bubbles slow down at a distance from the flow
detachment cross-section, and it is associated with the slowing down of the liquid velocity
due to the increase in the duct cross-section. The bubbles have a more curvilinear trajectory
in the separation zone than in the duct before the sudden expansion cross-section. It is
shown that bubble clusters can form in the flow relaxation region.

Small bubbles are presented over the entire duct cross-section, and the larger bubbles
mainly observed in the shear mixing layer and flow core. The recirculation length in
two-phase bubbly flow is shorter (up to twice) than that one in the case single-phase flow.
The position of the heat transfer maximum is located after the reattachment point. The
effect of the gas volumetric flow rate ratios on the flow and heat transfer in the two-phase
flow is numerically studied. The addition of air bubbles results in a significant increase in
the heat transfer (up to 75%).
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Nomenclature
Cf = 2τW /U2

1 wall friction coefficient
CP heat capacity
d mean bubble Sauter diameter
h1 height of the duct before the sudden expansion
h2 height of the duct after the sudden expansion
H step height
J and Jb superficial velocity of carrier fluid (water) and gas

bubbles respectively
2k = 〈uiui〉 turbulent kinetic energy
L duct length
Nu = −(∂T/∂y)W H/(TW − Tm) Nusslet number
ReH = Um1H/ν the Reynolds number
St = h/(ρCpU m1) Stanton number
T temperature
Um1 mean-mass flow velocity
U* friction velocity
x streamwise coordinate
xR position of the flow reattachment point
xNu_max position of the peak of heat transfer rate
y distance normal from the wall
Subscripts
0 single-phase fluid (water) flow
1 initial condition
W wall
b bubble
l liquid
m mean-mass
Greek
Φ volume fraction
α void fraction
β gas volumetric flow rate ratio
ε dissipation of the turbulent kinetic energy
λ thermal conductivity
ρ density
ν kinematic viscosity
τW wall shear stress
Acronym
BFS backward-facing step
CV control volume
DNS direct numerical simulation
ER expansion ratio
LES large eddy simulation
PIV particle image velocimetry
PLIF planar laser induced fluorescence
RANS Reynolds-averaged Navier-Stokes
ROI region of interests
SMC second moment closure
SST shear stress tensor
TKE turbulent kinetic energy
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Abstract: Currently, there are no universal methods for calculating the heat transfer and pressure drop
for a wide range of two-phase flow parameters in mini-channels due to changes in the void fraction
and flow regime. Many experimental studies have been carried out, and narrow-range calculation
methods have been developed. With increasing pressure, it becomes possible to expand the range
of parameters for applying reliable calculation methods as a result of changes in the flow regime.
This paper provides an overview of methods for calculating the pressure drops and heat transfer
of two-phase flows in small-diameter channels and presents a comparison of calculation methods.
For conditions of high reduced pressures pr = p/pcr ≈ 0.4 ÷ 0.6, the results of own experimental
studies of pressure drops and flow boiling heat transfer of freons in the region of low and high mass
flow rates (G = 200–2000 kg/m2 s) are presented. A description of the experimental stand is given,
and a comparison of own experimental data with those obtained using the most reliable calculated
relations is carried out.

Keywords: heat transfer; hydrodynamics; high reduced pressure; flow boiling

1. Introduction

An important trend in the development of new energy conservation technologies is
creating more miniature technical objects, an effort that requires extensive background
knowledge of hydrodynamics and heat transfer in single-phase convection and flow boiling
in mini-channels.

The opportunity to accurately predict the pressure drops and heat transfer and the
selection of mini-channel geometry and working conditions are important factors for the
design of the optimal settings of heat exchangers. In various fields of technology, one
of the effective methods of heat transfer from heating surfaces is the boiling of liquid. It
is necessary to experimentally confirm methods for calculating pressure drops and heat
transfer.

1.1. Pressure Drops

The two-phase pressure drop in micro-channels is relatively high compared to conven-
tional channels due to their very small size and relatively high mass flow rates, the latter
being necessary to achieve acceptable heat transfer coefficients. Due to the high-pressure
gradient, saturation temperature, and, consequently, thermophysical properties, there is a
difference in pressure in mini-channels when the pressure in a certain axial position of the
channel drops below the saturation pressure of the liquid, and the liquid temporarily over-
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heats in this place. A pressure drop in a two-phase flow is a result of friction, acceleration,
gravitation, and channel form change.

ΔPTP =

[(
dP
dZ

)
Fr
+

(
dP
dZ

)
Ac

+

(
dP
dZ

)
Gr

]
Z + ΔPF (1)

Gravitational pressure drop is usually neglected. If the flow is adiabatic, pressure
drop due to flow acceleration is neglected too. Most techniques for calculating pressure
drop relate to either a homogeneous or separated flow model.

1.1.1. Homogeneous Equilibrium Model

For a homogeneous equilibrium model, it is assumed that liquid and gas mix with each
other, and the pressure drop of a two-phase flow can be calculated using the correlations
for a single-phase flow. For this, the values averaged over the entire cross-section are taken
as the calculated thermophysical properties, while there is heat transfer between the phases.(

dP
dZ

)
Fr

=

(
dP
dZ

)
TP

= ξTP
(G)2

2ρTP

1
Dh

(2)

where ξTP is obtained by the Filonenko formula [1]:

ξTP =
1(

1.82 log10(ReTP)− 1.64
)2 (3)

ReTP =
GDh
μTP

(4)

μTP is calculated according to the method of Cicchitti et al. [2], which is the most
popular method and researched for a wide range of the Reynolds numbers:

μTP = xμg + (1 − x)μl (5)

As it said in Zubov et al. [3], in the limit of high velocities of the mixture at high
reduced pressures, there is reason to draw an analogy between the homogeneous model
and the continuum model for gas flow. The traditional homogeneous flow model for shear
stress on the wall uses the formula:

τTP =
ξTP

8
ρβw2

TP (6)

where ρβ = ρ′′β+ (1 − β)ρ′:

wTP =
G
ρ′ ×

[
1 + x

ρ′ − ρ′′

ρ′′

]
(7)

And then, pressure drops are calculated as:(
dP
dZ

)
Fr

=
4τTP
Dh

(8)

In two-phase flow, according to research by Venkatesan et al. [4], Cioncolini et al. [5],
and Choi and Kim [6], the homogeneous flow model is applicable only to bubbly flow.
Homogeneous flow conditions are fulfilled at high flow rates and mass flow rate steam
content less than 0.1. At large values of the mass vapor quality x > 0.1, the homogeneous
model, as a rule, is not applied. Under the conditions of subcooled flow, a calculation based
on the homogeneous model demonstrates acceptable accuracy [7].

1.1.2. Separated Flow Model

Liquid and gas in the separated flow model move together, and it is taken as a fact
that there is a clear phase boundary through which evaporation occurs. In the last decade,
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a number of studies have been published on pressure drop in micro-channels, based
on the methodology of Lockhart and Martinelli [8], who proposed using the two-phase
multiplier (9) to relate the pressure drop of a two-phase flow to the pressure drop of the
liquid phase:

Φl
2 =

(
dP
dZ

)
TP

/(
dP
dZ

)
l

(9)

An example of such research is the work of Hwang et al. [9], where the working
fluid was R134a, and the hydraulic diameter varied from 0.244 to 0.792 mm. The study
concluded that the pressure drop increased with an increase in the Reynolds number and
was similar to the pressure drop for single-phase flow in a channel with a larger equivalent
diameter. In addition, the pressure drop in a two-phase flow increases with a decrease in
the inner diameter. The two-phase multiplier is calculated as:

Φl
2 = 1 +

C
χ
+

1
χ2 (10)

where:
C = 227Re0.452

l Co−0.82χ−0.32 (11)

To calculate the two-phase multiplier Φl in conventional channels, for example, the
Friedel method is often used [10], in which pipes larger than 4 mm are examined. The
two-phase multiplier is calculated as:

Φl = E +

(
3.24FH

Fr0.045We0.035

)
(12)

where:

E = (1 − x)2 + x2 ρl
ρg

fg

fl
(13)

F = x0.78(1 − x)0.224 (14)

H =

(
1 − μg

μl

)0.7( ρl
ρg

)0.91(μg

μl

)0.19
(15)

Most formulas and methods, including the ones above, are suitable for relatively
small amounts of fluid and a limited range of flow parameters and geometries. Thus, it is
necessary to check the accuracy of the prediction models and select the best formula for
predicting pressure drops in mini-channels.

1.2. Investigations of Heat Transfer in Mini-Channels

In the literature, there are many methods for determining the heat transfer coefficient
when boiling a liquid flow in channels.

One of the best-known methods was by J. Chen [11], which was derived in a paper
in which the boiling of a saturated water flow in a circular vertical micro-channel was
investigated.

Lazarek and Black [12], when calculating the heat transfer coefficient, came to the
conclusion that nucleate boiling was the main one that occurred during their tests, since
the heat transfer coefficient depended on mass flow rate and heat flux density.

The experimental data in a study by Tran et al. [13] showed that when the value of
vapor quality x > 0.2, the heat transfer coefficient does not depend on it. Here, heat transfer
depended mainly on the mass velocity and not on the heat flux density. It was found that
the border between the regions of the dominance of nucleate boiling and evaporation is
rather abrupt and occurs at significantly smaller changes in saturation temperature than
predicted.

Kenning-Cooper [14] noted that in the annular flow regime, the heat transfer coefficient
is well described by J. Chen [11], but for slug flow, Chen’s method gives deviations. In
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addition, nucleate boiling is sensitive to surface conditions as opposed to evaporative
conditions.

Gungor and Winterton [15] developed a correlation that is versatile in its application
and generally gives a more accurate fit to the data than the correlations proposed by the au-
thors of the studies reviewed. The average deviation between the calculated and measured
heat transfer coefficient was 21.4% for saturated boiling and 25.0% for supercooled boiling.

Shah [16] presented, in graphical form, a general correlation called CHAPT for esti-
mating the saturated boiling heat transfer coefficients for subcritical heating of the flow in
pipes.

Liu-Winterton [17] presented a comparative analysis of the previously obtained data
by J. Chen [11], Gungor and Winterton [15], and Shah [16]. In their correlation, the authors
introduced the Prandtl constraint as a parameter that affects the coefficient of influence of
the convective component on the heat transfer coefficient.

Kandlikar [18] conducted a comparative analysis of the earlier studies concentrat-
ing on the data obtained by the different researchers. For the correlations, data from
24 experimental studies were obtained. For comparison, the correlations of J. Chen [11],
Gungor and Winterton [15], and Shah [16] were considered.

Sun and Mishima [19] conducted a comparative analysis of 13 previously obtained
correlations, forming a new database. The results showed that J. Chen’s correlation [11]
and its modifications were not very well suited for mini-channels and that Lazarek and
Black’s correlation [12] was the most suitable.

Table 1 summarizes the most famous works. Obviously, the data in most of the
experimental works now available in the literature were obtained for low and moderate
reduced pressures [20]. In addition, the authors proposed the calculation methods, which
have an empirical nature and are more suitable for describing experiments close to those
described by the authors. In the field of high reduced pressures, the analysis of the literature
shows a lack of researches.

Table 1. List of works indicating calculation methods.

Author Liquids Formula

Tran et al. R12, R113 αTP = 840
(

Bo2Wel only

)0.3(
ρg/ρl

)0.4

Lazarek and Black R113 αTP = 30Re0.857
l Bo0.714 λl

Dh

Shah R11, R12, R22 αTP = ψαSP

Kenning-Cooper Water, freons αTP =
(
1 + 1.8χtt

−0.87)αSP

Kandlikar Water, R11, R12, R114, NO2
αTP
αSP

=

⎧⎨
⎩

1.136Co−0.9(25Frl)
c + 667.2Bo0.7Fl (1)

0.0683Co−0.2(25Frl)
c + 1058Bo0.7Fl (2)

(1) : Co< 0.65; (2) : Co >0.65

Sun and Mishima Water, freons αTP =
6Re1.05

lo Bo0.54

We0.191
lo

(
ρl
ρg

)0.142
λl
Dh

J. Chen Water αTP = SαNB + FαSP
Gungor and Winterton Water, R22, R113, R114, R11, R12 αTP = SαNB + FαSP

Liu-Winterton Water, R113, R114, R11, R12, R22 αTP =
√
(SαNB)

2 + (FαCB)
2

The size of the channel significantly affects the character of vaporization during flow
boiling. In the region of high reduced pressures, based on the analysis performed in [21], it
can be assumed that, in mini-channels, the flow regimes become identical to those seen in
conventional channels. In this case, the relationships for the normal channels may be used
to calculate the pressure drop and heat transfer. Based on this assumption, a method for
calculating heat transfer for subcooled flow boiling in mini-channels was tested in [7].

The heat flux density was calculated as follows:

q = qboil + qcon (16)
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It is assumed that convective heat transfer acts in the same way as in a single-phase
turbulent flow:

qcon = αcon(Twall − Tfluid) (17)

where αcon is calculated using the Petukhov formula with employees in the form [22],
adjusted for the difference between the wall and liquid temperatures:

Nu =
(ξ/8)(Re − 1000)Pr

1 + 12.7(ξ/8)1/2(Pr2/3 − 1
)
(

Prl
Prwall

)0.25
(18)

To calculate qboil in conditions of saturated flow boiling in relation (16), it is advisable
to use the equation proposed by V.V. Yagov [23]:

qboil = 3.43 × 10−4 λ2ΔTs
3

νσTs

(
1 +

rΔT
2RiT2

s

)(
1 +

√
1 + 800B + 400B

)
(19)

where B =
r
(
ρg

μl
ρl

)3/2

σ(λTs)
1/2 and ΔTs =Twall − Ts (all properties are determined at saturation

temperature Ts). Modified version of Equation (19) for qboil for subcooled flow boiling
presented in the paper [24].

2. Experimental Setup Description

The scheme of the experimental setup is shown in Figure 1. The hydraulic circuit
allows maintaining stable flow parameters at pressures up to 2.7 MPa and temperatures
up to 150 ◦C. A multistage centrifugal pump was used for the creation of working fluid
circulation (location 6 in Figure 1). The mass flow rate was measured with a high-precision
coriolis flowmeter (location 7).

 

Figure 1. Experimental setup: (1) thermocompressor, (2) tank, (3) and (5) filters, (4) balloon with
refrigerant, (6) multistage centrifugal pump, (7) coriolis flowmeter, (8) pre-heater, (9) roughing-down
pump, (10) test section, (11) current transducer, (12) recuperative heat exchanger, (13) bypass line.

The working fluids in this study was R125, which has a critical temperature of
66.023 ◦C and a critical pressure of 3.6177 MPa. Heat capacity, heat of vaporization and
critical pressure of R125 are much lower than that of water, which is very convenient for
achieving the desired parameters. The working fluid was cooled by water in a recuperative
heat exchanger (location 12). High reduced pressure in the circuit was created by using a
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thermocompressor (location 1). A pressure sensor with a measurement accuracy of 0.2%
was used for measuring pressure and pressure drops across the inlet and outlet of the test
section. Chromel-Copel cable thermocouples with a cable diameter of 0.7 mm measured
the inlet and outlet temperatures.

The test section was heated with alternating current. The electrical current strength
was measured using an LA 55-P current transducer. The measurement error of the electric
power was 1%.

The test section is shown in Figure 2. Vertical stainless-steel tubes with heated lengths
of 51 mm each and internal diameters of 1 mm and 1.1 mm were used as mini-channels.
The tube was electrically insulated and hydraulically sealed through PTFE (polytetrafluo-
roethylene) seals. Electrodes were soldered to the tube with tin.

 

Figure 2. Design of the test section.

The design of the test section had temperature-compensation. The platform with the
inlet collector was mounted on two vertical metal rods on which it could slide. In this way,
the inlet collector had a vertical degree of freedom. The platform of the inlet collector was
held by a spring along the rods towards the tube to avoid vibration and ensure the stability
of the test tube.

Five Chromel-Copel thermocouples were used to take the measure values of the wall
temperatures. On five cross-sections (T1–T5, see Table 2) of the working area of the tube on
opposite sides of the tube diameter, the wires (diameter 0.2 mm) were welded using lasers.
This mounting method for the thermocouples created low thermal inertia for the sensors
and allowed the measurement of the average temperature of the wall along its perimeter.
The inner wall temperatures were calculated using a correction for the wall conductivity.

Table 2. Coordinates of the cross-sections.

Diameter (mm) T1 T2 T3 T4 T5

1.0 - - 15 30 45
1.1 2.5 15.5 28.5 40 48

3. Pressure Drop

In this study, experimental data on pressure drop for a range of mass flow rates
G = 200–2000 kg/(m2 s) were obtained at two channels with diameters 1.0 and 1.1 mm. The
data were obtained for a wide range of heat flux density, which made it possible to obtain
bubble and film flow regimes.

Figures 3 and 4 show the primary pressure drop data. For most of the obtained
characteristics, the Δp(q) regions of various flow regimes were observed, such as: convective
heat transfer, when the pressure drop remained almost unchanged; nucleate boiling with
an intense increase in pressure drop; film boiling regime, when the growth of pressure
drops stopped.
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d
p

Figure 3. Pressure drop versus heat flux density at various values of the mass flow rates.

 

d
G 

Figure 4. Pressure drop versus heat flux density at two values of reduced pressure.

With an increase in the diameter, the pressure drops decreased for the same values
of mass flow rate (see Figure 3), which is quite natural. Analysis of the effect of reduced
pressure on the pressure drops at the same values of G = 600 kg/(m2 s) (see Figure 4)
allowed us to draw the following conclusion: the flow regime changed with an increase in
the reduced pressure: the region with non-increasing pressure drops due to the heat load
increases from 50 to 125 kW/m2.

To obtain pressure drops by calculation, the earlier described methods were used. In
most of the experiments, the calculation method by [10] had too significant deviation with
increasing heat flux, as can be seen in Figure 5, probably due to the quadratic dependence
of the two-phase multiplier Φl on the vapor quality x. In addition, this method has been
developed for channels with diameters greater than 4 mm. As a result, it was concluded
that it was not suitable for generalizing the obtained data on mini-channels, even under
conditions of high reduced pressures.

The analysis of the experimental data showed that the reduced pressure mostly
affected the correspondence of the calculated values to the experimental data. For the
investigated range of mass flow rates G = 200–2000 kg/(m2 s) and values of vapor quality
(up to x ≈ 0.4) for reduced pressure pr = 0.43, the best agreement with the experimental
data was observed for the method of [9], which was based on a split flow model. An
example of calculations for pressure pr = 0.43 is shown in Figure 6.
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d
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pr
Ts

Figure 5. Example of the experimental data with calculated data versus heat flux.

 

d
G 
pr

Figure 6. Pressure drop versus heat flux for experimental and calculated data at G = 1250 kg/m2 s
and pr = 0.43.

For the data obtained at reduced pressure pr = 0.57, the calculation using the ho-
mogeneous models of [2] and [3] was in better agreement with the experiment than the
calculation using the split flow model. Figure 7 shows an example of a calculation for
pr = 0.57 and average mass flow rate G = 750 kg/(m2 s).

 

d
G 
pr

Figure 7. Pressure drop versus heat flux for experimental and calculated data at G = 750 kg/m2 s
and pr = 0.56.
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The following Table 3 presents the generalization of all experimental pressure drop
data summarized by the three considered calculation methods. The data are divided into
two groups according to the values of the reduced pressure.

Table 3. Comparison of obtained pressure drop databases with predictions of selected correlation.

pr Deviation 0–10% 0–20% 0–30%

0.43
Cicchitti et al. [2] 14% 23% 37%
Zubov et al. [3] 13% 33% 58%

Hwang and Kim [9] 29% 58% 84%

0.57
Cicchitti et al. [2] 13% 42% 71%
Zubov et al. [3] 17% 46% 88%

Hwang and Kim [9] 0% 4% 13%

From the analysis of the generalization of the obtained experimental data on pressure
drop, it can be concluded that there was a significant effect of reduced pressure on the
agreement of the calculated values obtained using the methods of [2,3,9] with the exper-
imental data. As can be seen from Table 3, the homogeneous model was more suited to
high reduced pressures, and the split flow model showed a good result at lower reduced
pressure. This is probably due to a change in the structure of flow boiling with an increase
in pressure as a result of a decrease in the diameter of the vapor bubble.

4. Flow Boiling Heat Transfer

Primary data on heat flux based on wall overheating relative to the saturation tem-
perature for different mass flow rates are shown in Figure 8. At G ≤ 1750 kg/(m2 s), the
contribution of convective heat transfer to total heat transfer was insignificant, and the
boiling curves lay close to each other with a temperature deviation of about 1 ◦C. With
increasing G, the contribution of convective heat transfer to total heat transfer became
significant, which is quite natural, and the boiling curve for G = 2000 kg/(m2 s) was sig-
nificantly higher than for other points. Thus, nucleate boiling was obviously the main
mechanism of heat transfer at the given mass flow rates.

q

T

d
pr

G

Figure 8. Experimental data for heat flux versus wall overheating at various mass flow rates.

The dependence of the heat transfer coefficient on the heat flux density for one mode in
comparison with the calculation results given by the Petukhov Formula (18) for convective
heat transfer is shown in Figure 9. It was possible to obtain a small area of convective heat
transfer data points due to the impossibility of making the temperature at the entrance of
the test section and, consequently, at subcooling below the room temperature. However, it
can be seen from Figure 9 that the calculated values coincided with the experimental data
in the region of convective heat transfer, which makes it possible to verify the experimental
data.
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q

d
pr
G = 

Figure 9. Heat transfer coefficient versus heat flux.

Comparison of the data obtained from calculations using Formulas (16)–(19) with
the primary experimental data for a low mass flow rate and saturated liquid is shown in
Figure 10. A comparison example of the calculation with the experimental data from [7]
and [25], corresponding to moderate subcooling and high mass flow rate, is shown in
Figure 11.

q

T

d
G
pr

Figure 10. Comparison of the calculated data for heat transfer with the experimental data for
saturated liquid (x local ≈ 0 ÷ −0.4).

 

q

T

d
G
pr
x 

Figure 11. Comparison of the experimental data for subcooled liquid ([7,25], x local ≈ −0.15 to −0.05)
with the calculated heat transfer data.
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The graphs show that the calculated values were in good agreement with the exper-
imental data. One of the features of the subcooled flow boiling, as can be seen from the
primary data obtained, was a higher wall overheating (see Figure 11) compared with the
saturated boiling (see Figure 10).

Figure 12 shows the data obtained in the current study for the most requested range
of low and moderate mass flow rates G = 200–1000 kg/(m2 s). Generalization was per-
formed using Formulas (16–19). The calculation results were in good agreement with the
experimental data for x > 0, and the mean absolute error is 16%.

q q

x

G

pr

d

d

Figure 12. Comparison of the experimental data with the calculated data obtained using
Formulas (16)–(19).

5. Conclusions

This paper has presented an experimental setup along with the results of an investi-
gation of the heat transfer and pressure drop during flow boiling of R125 in two vertical
channels with diameters 1.0 and 1.1 mm and lengths 51 mm each under different com-
binations of high reduced pressure, mass flow rate, and heat flux. These parameters
were varied within the following ranges: reduced pressure pr ≈ 0.4–0.6, mass flow rate
G = 200–2000 kg/(m2 s), and heat flux q from boiling onset to crisis.

The most popular methods in the literature for calculating pressure drop and heat
transfer during flow boiling in mini-channels have been analyzed. The analysis shows a
practical lack of researches with experiments at high reduced pressures.

Generalization of own data on pressure drop and heat transfer has been performed.
Based on the literature review, calculation methods of [2,3,9] were chosen for the general-
ization of the pressure drop data. From the analysis of the generalization, it was concluded
that the homogeneous model was more suited for high reduced pressures, and the split
flow model showed a good result at lower reduced pressures. Thus, at a higher reduced
pressure, the flow regime was more similar to the homogeneous model, whereas at a lower
pressure, the flow structure was more similar to the split flow model. No such effect of the
mass flow rate on flow structure was observed.

The methods for calculating pressure drop during flow boiling require further elabo-
ration. It is necessary to establish the limits of applicability of various types of models for
calculating pressure drop, depending on the reduced pressure and the degree of saturation
of fluid flow.

To generalize the data on heat transfer, the previously approved method [7] was used
with the division of the calculation of heat flux into convection and nucleate boiling heat
flux. The presented calculation method, which are based on Formulas (16)–(19), satisfied
the obtained experimental results of heat transfer with 16% of mean absolute error. This
method can be applied in the most requested range of mass flow rates G = 200–1000 kg/m2

s and x > 0.
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Nomenclature

d diameter, m
G mass flow rate, kg/(m2 s)
p pressure, Pa
T temperature, K
x vapor quality
cp specific heat, J/(kg·K)
r latent heat of evaporation, J/kg
w velocity, m/c2

Greek symbols
α heat transfer coefficient, W/m2·K
σ surface tension, N/m
λ thermal conductivity, W/(m·K)
ξ hydraulic friction factor
ρ density, kg/m3

β volume vapor quality
μ viscosity, N·s/m2

χ Martinelli parameter
We Weber number We = G2Dh

ρσ

E; F; H Friedel parameters
Fr Froude number Fr = w2

gDh

Φ two-phase multiplier

Co confinement number Co =

(
σ

g(ρl−ρg)

)0.5
D−1

h

Subscripts
l liquid
g gas
boil boiling
con convective
calc calculated
exp experimental
sub subcooled
cr critical
in inlet
s saturated
r reduced
Fr friction
TP two-phased
SP single phase
CB convective boiling
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Abstract: A series of experiments were conducted to investigate the flow pattern transitions and
water holdup during oil–water–gas three-phase flow considering both a horizontal section and a
vertical section of a transportation pipe simultaneously. The flowing media were white mineral oil,
distilled water, and air. Dimensionless numbers controlling the multiphase flow were deduced to
understand the scaling law of the flow process. The oil–water–gas three-phase flow was simplified as
the two-phase flow of a gas and liquid mixture. Based on the experimental data, flow pattern maps
were constructed in terms of the Reynolds number and the ratio of the superficial velocity of the gas
to that of the liquid mixture for different Froude numbers. The original contributions of this work are
that the relationship between the transient water holdup and the changes of the flow patterns in a
transportation pipe with horizontal and vertical sections is established, providing a basis for judging
the flow patterns in pipes in engineering practice. A dimensionless power-law correlation for the
water holdup in the vertical section is presented based on the experimental data. The correlation can
provide theoretical support for the design of oil and gas transport pipelines in industrial applications.

Keywords: oil–water–gas flow; flow pattern; water holdup; dimensionless analysis

1. Introduction

The pipe transportation of oil–water–gas three-phase systems is a crucial process in oil
and natural gas production and provides vital information for interpreting the production
stages. A deep understanding of the flow characteristics, such as the flow patterns and
water holdup (the volume fraction of water in a pipe section), of the three-phase flow is
beneficial to the proper design and operation of pipelines [1]. The different flow patterns
directly determine the different flow characteristics of multiphase flows. This is a notable
feature of multiphase flows in pipes, and it is an essential topic in multiphase flow research.
The change of the flow pattern has a vital impact on the pressure drop (reflected in the
energy consumption of transportation), spatial phase distribution, and safety of pipeline
transportation [2]. For example, in the churn flow of gas–liquid flow, the bubbles have
different sizes and shapes, and the liquid film attached to the pipe wall becomes an up–
down vibrating flow, which affects the stability of the pipeline flow. To estimate the
frictional pressure gradient accurately in a transparent vertical pipe, Xu et al. [3] studied
the actual flow pattern under specific flow conditions. The flow patterns can be used to
deduce the concentration distribution of each phase. Jones and Zuber [4] demonstrated
that the probability density function (PDF) of the fluctuations in the volume fraction could
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be used as a statistical analysis tool for flow pattern identification. In short, it is crucial to
predict the flow patterns and flow pattern transitions in oil pipeline transportation.

The calculation of water holdup is useful for predicting the quantity of oil in a
petroleum pipeline, and water holdup is an important parameter for the classification
of flow patterns. For example, Hasan and Kabir [5] proposed a semi-mechanistic method
based on the flow pattern map to predict the in situ oil volume fraction and pressure drop.
This model can interpret production logs to predict oil/water production rates. Liu et al. [6]
developed a new annular flow model for calculating low water holdup in a horizontal
pipe. Du et al. [7] experimentally investigate vertical upward oil–water two-phase flow in
a 20 mm inner diameter pipe. The water holdup was measured using a vertical multiple
electrode array conductance sensor, and five observed oil–water two-phase flow patterns
were defined using mini-conductance probes.

Many researchers have studied the simultaneous oil–water–gas flow in a horizontal
or vertical pipe. Oddie et al. [8] conducted steady-state and transient experiments of
oil–water–gas multiphase flows in a large-diameter inclined pipe (11-m length, 15-cm
diameter). The pipe inclination was varied from 0◦ (vertical) to 92◦, and the flow rates of
each phase were varied over wide ranges. A nuclear densitometer was used to measure
the steady-state holdup values, and 10 electrical conductivities were used to provide
transient and steady-state holdup profiles. The relationship between the measured holdup
and flow rates, flow pattern, and pipe inclination was discussed. Spedding et al. [9]
reported flow regimes for horizontal co-current oil-water-air three-phase flow for two
different diameters. Combinations of dimensionless numbers for each phase were used as
the mapping parameters. Two horizontal experimental three-phase facilities were used,
and the flow patterns were identified using a combination of visual/video observations.
Descamps et al. [10] performed laboratory experiments on the oil–water–air flow through a
vertical pipe to study the gas-lifting technique for oil–water flows. The pressure gradient of
the three-phase flow was always smaller than that of oil–water flow due to the air injection,
except at the point of phase inversion. Air injection did not affect the concentration of oil
and water at the phase inversion point. Hanafizadeh et al. [11] conducted experiments of
air–water–oil three-phase flow patterns in an inclined pipe and investigated the effect of the
liquid volume fraction and inclination angle on the flow patterns. The results showed that
by increasing the oil cut for different inclination angles, the bubbly region was extended,
and the plug region became smaller.

Numerous studies have applied computational fluid dynamics (CFD) approaches to
simulate the hydrodynamics of multiphase pipe flow [12,13]. Ghorai et al. [14] developed a
mathematical model to predict the holdup and pressure gradient for the water–oil–gas strat-
ified flow in a horizontal pipe. The variations of the water holdup and pressure gradient for
different situations were studied. However, the analysis was based on horizontal stratified
flow only. Friedemann et al. [15] conducted a series of simulations on the gas–liquid slug
flow in a horizontal concentric annulus using OpenFOAM and the built-in volume of
fluid (VOF)-type solver interFoam. The simulation data were analyzed in terms of the
pressure gradient and holdup profile, and they were compared to experimental data. The
corresponding relationship between the flow pattern and water holdup was established.
Leporini et al. [16] presented a new sand transport model implemented in one-dimensional
dynamic multiphase code to deal with the liquid–solid flow as well as gas–liquid–solid
flow. The numerical results demonstrated a good agreement with experimental data.

However, few studies on the comparison of the horizontal and vertical flow in a
continuous transportation pipe have been reported [15,17]. In an on-site oil pipeline layout,
pipelines are horizontal, vertical, and even inclined. Under the same flow parameters,
pipelines in different directions may show different flow pattern characteristics, thereby
creating hidden dangers for pipeline transportation stability. It is necessary to study the
different flow behaviors in horizontal and vertical pipes under the same flow parameters.

The oil–water–gas flow is highly complex and related to the pipe geometry (e.g.,
inner pipe diameter and pipe angle), fluid properties (e.g., viscosity, density, and surface
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tension), and boundary conditions (e.g., superficial input velocities) [18]. Previous studies
mainly focused on the effect of a single parameter, but the coupled effect of the controlling
parameters on the flow is not well understood. Hence, to understand the fundamental
mechanisms of oil–water–gas flows, the controlling dimensionless parameters were derived
by dimensional analysis first. In a three-phase flow, it is difficult to distinguish the boundary
between oil and water, especially at high flow rates. Thus, the oil–water–gas three-phase
flow can be simplified as the two-phase flow of a gas and liquid mixture considering, as the
densities of oil and water are much higher than that of gas and the oil and water velocities
are sufficiently high to obtain a mixture [11].

Thus, the objective of this work was to investigate the flow patterns and water holdup
for a simplified gas–liquid flow in horizontal and vertical sections through a comparative
study of the flow behaviors in a pipe loop considering different superficial input velocities.
In particular, a series of experiments were conducted to investigate the flow pattern
transition and the water holdup, considering both the horizontal and vertical sections of
a transportation pipe. In addition, the relationship between the transient water holdup
and the change of the flow pattern in a transportation pipe with horizontal and vertical
sections was established, which provides a basis for judging the flow pattern in a pipe in
engineering practice. A dimensionless power-law correlation for the water holdup in the
vertical section is presented based on the experimental data.

The current paper is structured as follows. The experimental setup is described in
Section 2. In Section 3, the dimensionless numbers are derived based on the physical
analysis and the proper choice of the units for the problem. In Section 4, the relationship
between the transient water holdup and the change of the flow pattern in a transportation
pipe with horizontal and vertical sections is established, and a dimensionless power-law
correlation for the water holdup in the vertical section is presented. Finally, Section 5
presents the conclusions of this study.

2. Description of Experiments

Figure 1 shows the schematic diagram of the oil–water–gas three-phase flow loop,
which consisted of a power system, a metering system, and a mixing line. All the experi-
ments were conducted using white mineral oil, distilled water, and air. Yellow dye was
added to the oil to differentiate it from water visually. In the experiments, the temperature
of the environment and the experimental section were measured by temperature sensors
(Rosemount, 248 type). During the experiment, which lasted 10 h per day, the temperature
of the experimental section varied from 19 ◦C to 22 ◦C. There was a long flow pattern
development section between the pumps used for the fluid (water and oil) and the experi-
mental section; so, the pumps had little effect on the fluid temperature. The changes in the
physical properties of the fluid were not significant. For the sake of simplicity, the physical
properties of each phase in this study were determined at atmospheric pressure and room
temperature 20 ◦C. The physical properties of the fluids tested are presented in Table 1.
The values were selected based on the experimental results of Wang [19].

75



Water 2021, 13, 2077

Water 
Holdup 
Instrument

Double-Y Junction 
Fitting Mixer

10 m 1 m

1 m

1 m

Figure 1. Schematic drawing of the flow loop for the oil–water–gas three-phase flow used in this study.

Table 1. Properties of water, oil, and gas phases measured at atmospheric pressure and 20 ◦C [20].

Density,
ρ (kg/m3)

Viscosity, μ
(mPa s)

Surface Tension with the Gas
Phase, σ (mN m)

White mineral oil 841 28 30
Distilled water 998.2 1 72

Air 1.2 0.018 -

According to Wang’s experimental measurements [19], the relationship between the
density and temperature of white mineral oil is as follows in Equation (1):

ρo = 854.878 − 0.703t (1)

where ρ0 is the oil density, and t is the temperature (◦C).
The relationship between the viscosity and temperature of white mineral oil is as

follows in Equation (2):

μo = 6.075 + 67.192exp(−t/18.2) (2)

where μo is the oil viscosity.
The surface tension of white mineral oil is expressed as follows in Equation (3):

σo = 31.77 − 0.078t (3)

where σo is the surface tension of the oil.
The surface tension of distilled water is expressed as follows in Equation (4):

σw = 74.33 − 0.127t (4)

where σw is the surface tension of water.
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The power system pumped gas, oil, and water into the pipe. The system consisted of
oil and water pumps, an oil tank, a water tank, an air compressor, and a double-Y junction
fitting mixer. The metering system was composed of flowmeters and a water holdup
instrument. The mixing line comprised a stainless-steel pipe section and a plexiglass pipe
section with an inner diameter of 50 mm. The flow pattern development section was a
horizontal stainless-steel pipe with a length of 10 m, which was convenient for the full
development of the multiphase flow pattern in the pipe. The flow pattern observation
section was installed at the end of the flow pattern development section, which was a
plexiglass pipe, so that the flow pattern in the pipe could be easily observed. The flow
observation sections were a 1-m-long horizontal transparent pipe and a 2-m-long vertical
transparent pipe. Through this arrangement, the horizontal and vertical flow experiments
could be carried out simultaneously.

The oil, water, and gas were pumped into the pipe from separate storage tanks. The
gas was supplied by an air compressor (GA37VSDAP-13, with a capacity of 120.8 L/s) to
the gas buffer tank to stabilize its pressure. The volume flow rate was regulated using an
orifice flowmeter (EJA115, measurement range of 0.078–94.2 Nm3/h) or a vortex flowmeter
(DY015-DN15, measurement range of 30–275 Nm3/h), depending on the flow range. A
centrifugal pump (QABP160M2A, ABB) with a capacity of 12.5 m3/h was used for the
water phase, and a 6.99-KW gear pump (SNH440) with a capacity of 17 m3/h and an
accuracy of ±0.1% was used for the oil phase. The volumetric flow rates of the oil and
water phases were measured by a mass flowmeter (CMF100, Micro Motion), with an
accuracy of ±0.1%. The gas, oil, and water phases entered the double-Y junction fitting
mixer from the upper, middle, and lower layers of the mixer, respectively. A schematic
diagram of the double-Y junction fitting mixer is shown in Figure 2. The well-mixed
three-phase flow passed through the test section and then flowed back to the separating
tank, in which the gas escaped to the atmosphere and the oil and water flowed into the oil
and water tanks, respectively.

Figure 2. Schematic of the double-Y junction fitting mixer.

When the pressure drop in the pipe remained constant, it was deemed that a steady
state of the system had been reached. Data for a period of 300 s were recorded. The
pressure drop was measured by a differential pressure transducer placed in the return
section. A digital video was used for flow pattern identification. The cross-sectional
average water holdup αw (in situ volume fraction of water) was recorded by two water
holdup instruments placed in the horizontal and vertical sections of the test pipe. The
water holdup instrument was equipped with a conductance probe having a sampling
frequency of 1 Hz. A photograph of the instrument is shown in Figure 3. Two pairs of
conductance probes were regularly distributed in the middle of the stainless steel pipe.
Each probe was comprised of two parallel brass rods. When alternating current flowed
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between two probes, the conductance probe measured the voltage between the two ends of
the conductor, which reflects the mean conductivity of the mixture in the pipe [20]. Because
the conductivities of oil and gas are weak, the voltage values measured when the pipe
was filled with pure oil or gas were basically the same. Calibration of the water holdup
instrument was performed by measuring the transmitted conductivity for single-phase
gas, oil, and water. The calibration information was used to calculate the water holdup for
three-phase flows. The measured voltage values are denoted by Vo, Vw, and Vg when the
pipe is fully filled with the pure oil, water, and gas, respectively.

Figure 3. (a) Photograph of the water holdup instrument designed for the experiments. (b) The internal structure of the
water holdup instrument.

We inferred that the mean voltage Vexp measured across the flow stream would be a
function of the form (Equation (5)):

Vexp = f
(
αw, αo, Vw, Vo, Vg

)
(5)

The volume fraction of the three phases satisfies the following relation (Equation (6)):

αo + αw + αg = 1 (6)

Equation (5) can be made dimensionless by using Vw as the characteristic voltage,
yielding the following (Equation (7)):

Vexp

Vw
= f (αw, αo,

V0

Vw
,

Vg

Vw
) (7)

As a classic method, the conductivity measurement method has been widely studied
and applied due to its simple structure, convenient installation, and fast response. However,
the equivalent conductivity of multiphase fluid is not only related to phase holdup but
also affected by flow pattern or phase distribution [21]. This issue has not been solved for
more complex flow patterns since the first work by Bruggeman [22]. In general, the mean
voltage Vexp measured across the flow stream can be assumed to be a linear superposition
of the corresponding parameters of each phase for simplicity. Achwal and Stepanek [23,24]
used a conductance probe to measure the liquid holdup in a gas–liquid system. As they
pointed out, the electroconductivity of a liquid system is proportional to the cross-sectional
area of the conducting liquid. Thus, the conductivity should be proportional to the liquid
holdup. The same procedure was also adopted by Begovich and Watson [25]. Du et al. [7]
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measured the water holdup using a vertical multiple electrode array conductance sensor in
vertical upward oil–water flow. According to the experiments, the mean voltage for mixed
fluid and oil holdup showed a good linear relationship. Based on the above considerations,
the mean voltage Vexp can be expressed as follows in Equation (8):

Vexp

Vw
= α0

V0

Vw
+ (1 − αw − αo)

Vg

Vw
+ αw (8)

Since the voltage Vo is equal to Vg, the above formula can be further simplified as
follows in Equation (9):

Vexp

Vw
= (1 − αw)

Vo

Vw
+ αw (9)

Thus, the relationship between the water holdup αw and the mean voltage Vexp can be
expressed as follows:

αw =
V0 − Vexp

Vo − Vw
(10)

The measured voltage values when the pipe is fully filled with the pure water and
pure oil in each group of experiments were different. Therefore, Vo and Vw were measured
for each set of experimental conditions when the voltage signal was converted into a water
holdup using Equation (10). The dimensionless electrical signal of the water holdup instru-
ment ensured that the measured data of the horizontal and vertical devices in the same
group of experiments could be compared, which was also convenient for the comparison
of experimental data of different groups.

3. Analysis of Oil–Water–Gas Three-Phase Flow

An oil–water–gas three-phase flow is highly complex and related to pipe geometry,
fluid properties, and fluid flow rates. An oil–water–gas three-phase flow can be regarded
as a special kind of gas–liquid two-phase flow, especially at high flow rates, where the oil
and water are well mixed and form a homogeneous dispersion. The clear identification
of the oil and the water phases is difficult in these cases [8]. The methods and theories
developed for gas–liquid two-phase flows can be used as the basis for the investigation of
oil–water–gas three-phase flows [14]. The liquid mixture properties, such as the viscosity
and density, depend on the ratio of the superficial velocity of oil to that of water. The
mixture density is defined as follows in Equation (11):

ρm = εwρw + εoρo (11)

where ρw is the water density. εw and εo are the input water and oil cuts, respectively, defined
as the ratio of each phase flow rate to the mixture flow rate (Equations (12) and (13)):

εw =
Qw

Qw + Qo
=

usw

usm
(12)

εo =
Qo

Qw + Qo
=

uso

usm
(13)

where Q is the volume flow rate of each phase, and us is the superficial velocity, which is
defined as us = Q/A, A is the cross-sectional area of the pipe, A = πD2/4, and D is the inner
pipe diameter.

An oil–water mixture is a non-Newtonian fluid, and its viscosity is called the apparent
viscosity. In general, the viscosity of a liquid mixture varies significantly with the spatial
distribution of the two phases, the viscosity of each phase, the temperature, and the
pressure. It is difficult to include all these factors in any theoretical expression of the
apparent viscosity. Some scholars have suggested using a calculation method similar to
that for the densities of oil–water mixtures to calculate the apparent viscosity [11,26,27].
Over the range of superficial velocities considered here, the oil and water were well mixed,
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and the liquid phases appeared “milky.” In this study, it was assumed that the liquid
mixture viscosity depended on the water and oil fractions for convenience. The mixture
viscosity is given as follows in Equation (14):

μm = εwμw + εoμo (14)

where μm is the water viscosity.
Dimensional analysis is a useful tool to obtain the coupling effect of the controlling

factors on the two-phase flow behavior. The factors affecting the gas–liquid two-phase
flow are listed as follows:

• Gas phase: density ρg, viscosity μg.
• Liquid mixture: density ρm, viscosity μm, interfacial tension σ.
• Geometric parameter: inner pipe diameter D.
• Boundary condition: superficial velocity of gas usg, superficial velocity of the liquid

mixture usm.
• Gravitational acceleration: g.

The final steady-state of the gas–liquid flow system, characterized by the water holdup
αw and the flow pattern, is a function of the above control parameters (Equation (15)):

{
αw = f

(
ρg, μg, usg, σ, ρm, μm, usm; D, g

)
, εw �= 0

f low pattern = f
(
ρg, μg, usg, σ, ρm, μm, usm; D, g

) (15)

The above formula can be nondimensionalized as follows in Equation (16):⎧⎪⎪⎨
⎪⎪⎩

αw = f
(

usg
usm

, ρmusmD
μm

, u2
sm

gD , |ρm−ρg|gD2

σ , μg
μm

, ρg
ρm

)
, εw �= 0

f low pattern = f
(

usg
usm

, ρmusmD
μm

, u2
sm

gD , |ρm−ρg|gD2

σ , μg
μm

, ρg
ρm

) (16)

where usg/usm is the gas-to-liquid superficial velocity ratio, ρmusmD/μm is the Reynolds
number Rem, u2

sm/gD is the Froude number Frm, (
∣∣ρm − ρg

∣∣gD2)/σ is the Eötvös number
Eo, which represents the ratio of the buoyancy force to the surface tension force, μg/μm
is the viscosity ratio, and ρg/ρm is the density ratio. In this study, the input water cut εw
ranged from 0% to 100%, corresponding to μm values from 1 to 32 mPa/s and ρm values
from 843 to 998.2 kg/m3. Because the density and viscosity of the gas were much lower
than that of the liquid mixture, the effect of variations of Eo, ρg/ρm, and μg/μm were not
considered in this study. Thus, Equation (16) can be simplified as follows:⎧⎨

⎩
αw = f

(
usg
usm

, Rem, Frm

)
, εw �= 0

f low pattern = f
(

usg
usm

, Rem, Frm

) (17)

The input water cut εw is an important parameter for oil pipeline transportation.
The effect of εw on the final steady-state is reflected in the Reynolds number Rem Tests
were conducted for different values of the dimensionless parameters in Equation (17)
to associate the observed flow patterns with the measured water holdup values for the
horizontal and vertical sections of the pipe. All the experimental values of usg, usg, and εw
and the corresponding dimensionless numbers are given in Table 2.
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Table 2. Parameter values of flow conditions imposed during the oil–water–gas pipe flow experiments.

Test εw usg/usm Rem = ρmusmD/usm Frm = u2
sm/gD

1 1.0 0.25, 0.50, 1, 2, 3, 4, 5, 6 11,303 0.105
2 0.9 0.25, 0.50, 1, 2, 3, 4, 5, 6 2714 0.105
3 0.8 0.25, 0.50, 1, 2, 3, 4, 5, 6 1521 0.105
4 0.7 0.25, 0.50, 1, 2, 3, 4, 5, 6 1046 0.105
5 0.6 0.25, 0.50, 1, 2, 3, 4, 5, 6 791 0.105
6 0.5 0.25, 0.50, 1, 2, 3, 4, 5, 6 632 0.105
7 0.4 0.25, 0.50, 1, 2, 3, 4, 5, 6 523 0.105
8 0.3 0.25, 0.50, 1, 2, 3, 4, 5, 6 444 0.105
9 0.2 0.25, 0.50, 1, 2, 3, 4, 5, 6 384 0.105

10 0.1 0.25, 0.50, 1, 2, 3, 4, 5, 6 336 0.105
11 0.0 0.25, 0.50, 1, 2, 3, 4, 5, 6 298 0.105

12 1.0 0.25, 0.50, 1, 2, 3, 4, 5, 6 16,248 0.216
13 0.9 0.25, 0.50, 1, 2, 3, 4, 5, 6 3901 0.216
14 0.8 1, 2, 3, 4, 5, 6 2187 0.216
15 0.7 0.25, 0.50, 1, 2, 3, 4, 5, 6 1504 0.216
16 0.6 0.25, 0.50, 1, 2, 3, 4, 5, 6 1137 0.216
17 0.5 0.25, 0.50, 1, 2, 3, 4, 5, 6 908 0.216
18 0.4 0.25, 0.50, 1, 2, 3, 4, 5, 6 752 0.216
19 0.3 0.25, 0.50, 1, 2, 3, 4, 5, 6 638 0.216
20 0.2 0.25, 0.50, 1, 2, 3, 4, 5, 6 551 0.216
21 0.1 0.25, 0.50, 1, 2, 3, 4, 5, 6 484 0.216
22 0.0 0.25, 0.50, 1, 2, 3, 4, 5, 6 429 0.216

23 1.0 0.25, 0.50, 1, 2, 3, 4 21,193 0.368
24 0.9 0.25, 0.50, 1, 2, 3, 4 5089 0.368
25 0.8 0.25, 0.50, 1, 2, 3, 4 2852 0.368
26 0.7 0.25, 0.50, 1, 2, 3, 4 1962 0.368
27 0.6 0.25, 0.50, 1, 2, 3, 4 1483 0.368
28 0.5 0.25, 0.50, 1, 2, 3, 4 1185 0.368
29 0.4 0.25, 0.50, 1, 2, 3, 4 980 0.368
30 0.3 0.25, 0.50, 1, 2, 3, 4 832 0.368
31 0.2 0.25, 0.50, 1, 2, 3, 4 719 0.368
32 0.1 0.25, 0.50, 1, 2, 3, 4 631 0.368
33 0.0 0.25, 0.50, 1, 2, 3, 4 559 0.368

4. Results and Discussion

4.1. Flow Pattern Maps

The identification of the flow patterns was based on both visual observations from the
video camera and the PDF of the instantaneous cross-sectional water holdup measured by
the water holdup instrument. According to the classification by Weisman [28], the flow
patterns for a gas–liquid flow were classified into bubbly, slug, plug, annular, stratified, and
disperse flows in the horizontal pipe and bubbly, slug, churn, annular, and disperse flows
in the vertical pipe. Figure 4 shows the schematic representations of the horizontal and
vertical gas–liquid flow patterns defined by Weisman [28]. Over the range of superficial
velocities considered here, plug, slug, and annular flows were observed in the horizontal
section. In the vertical section, slug and churn flows were observed.
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Figure 4. Schematic representation of the (a) horizontal and (b) vertical gas–liquid flow patterns defined by Weisman [28].

Figure 5 shows examples of the four main flow patterns that were observed in this
study in both the horizontal and vertical sections in a continuous transportation pipe.
Figure 5a presents the plug flow pattern, where small bubbles gathered in the upper part
of the pipe and formed large bubbles, and there were almost no small bubbles between the
large bubbles. Figure 5b shows the annular flow pattern, where a liquid film with a certain
thickness formed between the gas column and the pipe wall. Figure 5c shows the slug flow
pattern, where gas pockets were separated by slugs of liquid with dispersed small bubbles.
Figure 5d shows the churn flow pattern; the flow was similar to the slug flow but without
clear phase separation or structure. Figure 5 shows that the oil and water phases were well
mixed with each other. Based on the experimental observations, the assumption that the
oil–water phase was simplified as a liquid mixture was reasonable.

Figure 5. Instantaneous flow patterns observed in the experiments in the horizontal and vertical sections: (a) plug flow,
Frm = 0.368, usg/usm = 0.25, εw = 0.5; (b) annular flow Frm = 0.105, usg/usm = 0.50, εw = 0.5; (c) slug flow, Frm = 0.216,
usg/usm = 6, εw = 0.1; (d) churn flow, Frm = 0.368, usg/usm = 4, εw = 0.1.
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Figures 6 and 7 show the typical time-series data of the cross-sectional average water
holdup αw and the corresponding PDF as a function of the water holdup for different
superficial velocities in both the horizontal and vertical sections [4]. Figure 6 shows the
data for Frm = 0.368, usg/usm = 0.50, and εw = 0.8. In the horizontal section, plug flow was
observed. With the increase in the gas flow rate, small bubbles coalesced in the upper part
of the pipe to form large bubbles. Few small bubbles existed between the large bubbles.
The plug flows were characterized by two peaks in the PDF at αw = 0.55 and 0.75 in this
case. The two peaks corresponded to the bubble region and the plug region, respectively.
In the vertical section, slug flow was observed under the same experimental conditions.
Taylor bubbles and liquid slugs between two adjacent Taylor bubbles formed slug flows.
Many small bubbles were distributed between the Taylor bubbles, which is referred to as
the wake region [29]. In this study, slug flows were characterized by three peaks in the
PDF at αw = 0.45, 0.60, and 0.80. The regions at αw = 0.45, 0.60, and 0.80 corresponded to
the Taylor bubble, wake, and liquid slug regions, respectively.

 
Figure 6. Typical evolution of the cross-sectional average water holdup αw and the probability density function (PDF) of the
fluctuations in the volume fraction for oil–water–gas pipe flow ( Frm = 0.368, usg/usm = 0.50, and εw = 0.8). Plug flow in the
(a) horizontal section and slug flow in the (b) vertical section.

Figure 7 shows the result for Frm = 0.105, usg/usm = 6, and εw = 0.5. Annular flow
was observed in the horizontal section in this case. The PDF showed a single narrow peak
at a low input water holdup (αw = 0.02). The point at which the maximum occurred in the
annular flow PDF represents the volume fraction of the liquid film surrounding the gas
column. In the vertical section, churn flow was observed, and the associated PDF diagram
showed a single peak that was similar to the PDF associated with the annular flow at a low
input water cut. However, the distribution range of the single peak was greater than that
in the annular flow, suggesting that significantly severely agitated mixing occurred.

Flow pattern maps were developed for the oil–water–gas pipe flow in the horizontal
and vertical sections, which are shown in Figures 8 and 9. In these figures, the x-, y-, and
z-axes corresponded to the dimensionless numbers Frm, usg/usm, and Rem, respectively. Frm
values of 0.105, 0.216, and 0.368 were investigated, and Rem and usg/usm were in the ranges
of 298–21,193 and 0.25–6, respectively. The flow pattern maps depended on the pipe size
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and the size of the gas inclusions. The flow pattern maps in this study were constructed for
D = 50 mm.

Figure 7. Typical evolution of the cross-sectional average water holdup αw and the probability density function (PDF) of the
fluctuations in the volume fraction for oil–water–gas pipe flow (Frm = 0.105, usg/usm = 6, and εw = 0.5). Annular flow in
the (a) horizontal section and churn flow in the (b) vertical section.

Figure 8. Flow pattern maps in the horizontal section, in which the dimensionless number Rem ranged
from 298 to 21,193, the dimensionless number usg/usm ranged from 0.25 to 6, and the dimensionless
number Frm was fixed at 0.105, 0.216, and 0.368.
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Figure 9. Flow pattern maps in the vertical section, in which the dimensionless number Rem ranged
from 298 to 21,193, the dimensionless number usg/usm ranged from 0.25 to 6, and the dimensionless
number Frm was fixed at 0.105, 0.216, and 0.368.

In the horizontal section (Figure 8), at low usg/usm values, plug flow was observed.
For a given Rem and increasing usg/usm, the gas content increased, converting plug flow to
slug or annular flow. At high Rem and usg/usm, annular flow was identified. By increasing
Frm from 0.105 to 0.216 and 0.368, the transition boundary between the slug and annular
flows moved to the right side of the map. In other words, by increasing Frm, the annular
flow regime zone was expanded. The experimental flow pattern map in the vertical section
is shown in Figure 9. Only slug and churn flows were observed in the experimental
conditions. A further increase in usg/usm converted the slug flow to churn flow. Compared
with the horizontal section, plug flow was replaced by slug flow at low usg/usm values,
and slug flow was replaced by churn flow at high usg/usm values. By increasing Frm, the
transition boundary between the slug and churn flows moved to the right side of the map,
i.e., lower usg/usm values.

The comparison of Figures 8 and 9 shows that the plug flow in the horizontal section
corresponded to the slug flow in the vertical section, and the slug flow in the horizontal
section corresponded to the churn flow in the vertical section. At low usg/usm values, the
vertical section exhibited slug flow, while in the horizontal section, bubbles could float to
the upper part of the pipe to form plug flow due to buoyancy. At high usg/usm values, the
horizontal section exhibited slug flow due to the inertial forces of the bubbles being very
large, while in the vertical section, the bubbles broke up and formed churn flow instead.

4.2. Water Holdup

In this study, the water holdup instrument was employed to measure the steady-state
water holdup in the horizontal and vertical sections of the pipe. However, the measured
holdup data for the horizontal section at high usg/usm values were considered to be less
reliable because the conductance probe was placed parallel to the flow direction. Therefore,
only the water holdup measured in the vertical section is considered in the following
discussion. In the following work, the structure of the water holdup instrument can be
improved to get more accurate experimental data in the horizontal section.

Figure 10 illustrates the relationship between the measured water holdup αw and
usg/usm for different Rem values. Frm values of 0.105, 0.216, and 0.368 were investigated.
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The increase in usg/usm led to a decrease in the water holdup. For a given usg/usm, the water
holdup decreased with the decrease in Rem. Moreover, for large usg/usm, the amount of
decrease of the water holdup became smaller and smaller until it remained unchanged.
For low Rem (corresponding to input water cuts of 0.1 and 0.2), the error of the measured
water holdup was large, causing the water holdup to show different trends. According
to Figure 10a–c, it is noted that the trend between αw and usg/usm remained essentially the
same, regardless of the value of Frm. The value of usg/usm had an important influence on
the water holdup αw.

 
(a) Water holdup αw versus usg/usm for Frm = 0.105 

 
(b) Water holdup αw versus usg/usm for Frm = 0.216 

Figure 10. Cont.
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(c) Water holdup αw verses usg/usm for Frm = 0.368 

Figure 10. Effect of usg/usm on water holdup αw in the vertical section for different Rem values. The
input water cut εw ranged from 10 to 90%. Frm was fixed at (a) 0.105, (b) 0.216, and (c) 0.368.

Figure 11 shows the water holdup αw as a function of Rem for different usg/usm. The
data for three different Frm values (0.105, 0.216, and 0.368) are presented. The increase in
Rem led to an increase in the water holdup. For a given Rem, the water holdup decreased
with the increase in usg/usm. The results were reasonably close to the results shown in
Figure 10 and exhibited similar trends. By analogy to Figure 11a–c, it is noted that the
trend between αw and Rem remained essentially the same, regardless of the values of
Frm. The Reynolds number Rem is also a key parameter affecting the flow behavior of the
oil–water–gas three-phase flow.

 
(a) Water holdup αw verses Rem for Frm = 0.105 

Figure 11. Cont.
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(b) Water holdup αw verses Rem for Frm = 0.216 

 
(c) Water holdup αw verses Rem for Frm = 0.368 

Figure 11. Effect of Rem on water holdup αw in the vertical section for different usg/usm values. The
input water cut εw ranged from 10 to 90%. Frm was fixed at (a) 0.105, (b) 0.216, and (c) 0.368.

According to Equation (17), the water holdup in the vertical section αw is a function of
Rem, Frm, and usg/usm. The relationship between αw and the corresponding dimensionless
numbers can be written as the following power-law correlation in Equation (18):

αw = a(Rem)
b(Frm)

c
(

usg

usm

)d
, εw �= 0 (18)

where a is a pre-factor, and b, c, and d are the fitted exponents. The experimental data were
fitted to obtain the best correlation through the least-squares method. The fitting result is
as follows:

αw = 0.06(Rem)
0.20(Frm)

−0.26
(

usg

usm

)−0.34
, εw �= 0 (19)
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i.e., a = 0.06, b = 0.20, c = −0.26, and d = −0.34. The data from which the above correla-
tion was derived were collected for the following parameter ranges: 0.25 ≤ usg/usm ≤ 6,
336 ≤ Rem ≤ 5089, and 0.105 ≤ Frm ≤ 0.368. The coefficient of determination R2 of Equation
(19) was 0.83. The standard deviation (SD) of the predicted value was 8.5%, which was
calculated by the following correlation in Equation (20) [30]:

SD =

√
1

n − 1

n

∑
k = 1

(
(αw)pred−(αw)exP

(αw)exP

)2

(20)

Figure 12 depicts a comparison of the predicted water holdup and the experimental
data. The square, circular, and triangle symbols represent the data for Frm = 0.105, 0.216,
and 0.368, respectively. The developed correlation (Equation (19)) demonstrates a good
agreement with the experimental data. It is noted that the result measured by the water
holdup instrument was smaller than the real water holdup αw in the pipe when the input
water cut εw was less than 0.3. This was the reason for the predicted water holdup being
away from the correlation reference line in the bottom-left part of the diagram. This
discrepancy can be solved by improving the accuracy of the water holdup instrument in
future research. Moreover, there was no evident structure to the degree of correlation with
respect to the values of the Froude number Frm of the oil–water mixture. This proved the
applicability of Equation (19) for different Froude numbers. The power-law water holdup
correlation is dimensionless, and it can be extended to other conditions. As can be seen
in Figure 13, the classical Beggs-Brill empirical model [31] and the developed correlation
(Equation (19)) in this study are used to predict the experimental water holdup data. The
performance of Equation (19) is better than that of the Beggs-Brill model.

 

Figure 12. Comparison between the predicted water holdup and the experimental data for the
oil–water–gas three-phase flow. The input water cut εw ranged from 10 to 90%. The brown squares
corresponded to Frm = 0.105, the blue circles corresponded to Frm = 0.216, and the green triangles
corresponded to Frm = 0.368.
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Figure 13. Comparison of different models predicting water holdup with the experimental data for
the gas–water two-phase flow. The input water cut εw is equal to 100%. The red circles corresponded
to Equation (19), the black squares corresponded to the Beggs-Brill empirical model [31].

5. Conclusions

Due to the presence of water in oil wells or the injection of water into a well to increase
the oil production, the pipe flow is in the form of oil–gas two-phase flows and oil–gas–
water three-phase flows during oil exploitation and transportation. The change in the flow
pattern and water holdup during oil pipeline transportation is important for the proper
design and operation of pipelines. The change of the flow pattern has a significant effect
on the pressure drop in the pipeline, and the calculation of the water holdup helps to
predict the quantity of oil in petroleum pipelines. For example, the scaling and corrosion
of a pipe can be prevented by controlling the proper flow pattern. In the long-distance
multiphase transportation of high-viscosity crude oil, the flow can be artificially controlled
as dispersed or annular flow with water as the continuous phase to reduce pressure drop
losses. The judgment of the flow pattern and water holdup can also provide a quantitative
basis for the separation of oil and water. Thus, a better understanding of the flow patterns
and water holdup of the oil–water–gas three-phase flow is beneficial for the proper design
and operation of pipelines. Meanwhile, it is also an essential topic in multiphase hydraulics
and water resource management.

Oil–water–gas three-phase flow experiments were conducted in a pipe consisting of a
horizontal section and a vertical section simultaneously. The newly designed water holdup
instrument equipped with a conductance probe was used to measure the cross-sectional
average water holdup. The flow behavior of the oil–water–gas three-phase flow was
studied using dimensional analysis. The oil–water–gas three-phase flow was simplified as
the two-phase flow of a gas and a liquid mixture. The effects of the dimensionless numbers
usg/usm, Rem, and Frm on the multiphase flow in the pipe were analyzed and discussed.

New flow pattern maps of the three-phase flow in terms of Rem and usg/usm were
proposed over the range of superficial velocities considered. Plug, slug, and annular flows
were observed in the horizontal section. Only slug and churn flows were observed in the
vertical section. The plug flow was characterized by two peaks in the PDF, and the two
peaks corresponded to the bubble region and the plug region, respectively. Slug flow was
characterized by three peaks in the PDF, and the three peaks corresponded to the Taylor
bubble, wake, and liquid slug regions, respectively. The annular and churn flows were
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characterized by a single peak in the PDF, and the distribution range of the single peak in
the churn flow was greater than that in the annular flow. Moreover, the flow pattern maps
described using dimensionless numbers may also be applied to other pipe sizes. Based
on the experimental data, a dimensionless power-law water holdup correlation for the
oil–water–gas three-phase flow in the vertical section was developed. The predicted water
holdup agreed reasonably well with the experimental results.
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Abstract: In this study, the onset amplitude of the initial capillary surface wave for ultrasonic atom-
ization of fluids has been implemented. The design and characterization of 485 kHz microfabricated
silicon-based ultrasonic nozzles are presented for the concept of economic energy development. Each
nozzle is composed of a silicon resonator and a piezoelectric drive section consisting of three Fourier
horns. The required minimum energy to atomize liquid droplets is verified by COMSOL Multi-
physics simulation software to clarify experimental data. The simulation study reports a minimum
vibrational amplitude (onset) of 0.365 μm at the device bottom under the designated frequency of 485
kHz. The experimental study agrees well with the suggested frequency and the amplitude concerning
the corresponding surface vibrational velocity in simulation. While operating, the deionized water
was initially atomized into microdroplets at the given electrode voltage of 5.96 V. Microdroplets are
steadily and continuously formed after the liquid feeding rate is optimized. This newly designed
ultrasonic atomizer facilitates the development of capillary surface wave resonance at a designated
frequency. A required vibrational amplitude and finite electric driving voltage promote not only
the modern development in the green energy industry, but also the exploration of noninvasive,
microencapsulated drug delivery and local spray needs.

Keywords: capillary waves; surface wave; subharmonic; resonance; COMSOL; ultrasonic atomizer

1. Introduction

In 1962, Dr. Robert Lang reported that atomization of fluids was caused by a capillary
wave formed in an unstable state and small droplets were formed by a collapsing of
unstable surface waves. Dr. Robert Lang’s work proves the correlation between his
atomized droplet sizes relative to Rayleigh’s liquid wavelength [1]. Ultrasonic atomized
nozzles use high-frequency vibration produced by piezoelectric crystal driving transducers
acting upon the nozzle tip that will create capillary waves in a liquid film. Once the
amplitude of the capillary surface waves reaches a critical point (due to the power supplied
by the generator), surface waves become too tall to support each other and tiny droplets
fall off the tip of each wave, resulting in atomization. The basic performances of such
devices have been studied experimentally by Lang (1962), Griesshammer and Lierke (1967),
Stamm and Pohlman (1965), Sindayihebura et al. (1997), and Topp (1973). The factors that
influence the initial droplet size produced are surface tension, frequency of vibration, and
viscosity of the liquid. Beyond the range of human hearing, the smallest drop size produces
the highest frequencies. Ultrasonic nozzles were first commercialized by Dr. Harvey L.
Berger in “Fuel burner with improved ultrasonic atomizer”, published 21 January 1975,
USA 3861852.

The ultrasonic atomizer is a useful technology and has many practical applications.
The ultrasonic atomizer has been successfully applied in areas of biomedical engineering,
such as in food industries, chemical coatings, and miniature carriers in pharmaceuticals,
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as well as for the fabrication of printed electronics and sensors [2,3]. Propagations of
ultrasonic surface waves were of great interest in the middle of the 20th century, as they
have enabled atomization of incompressible frictionless fluid and have often been known
in compact, atomized liquid droplets [4,5]. The control of the atomized droplet process
and the characterization of the vaporized droplet size are important issues in obtaining
good physical properties and repeatability [6,7]. Moreover, biomedical engineering has
successfully applied the technique in drug delivery, pharmacy, and gene therapy [8,9].
Several acoustic microscopy applications were extended to the nondestructive testing of a
small structure, intravascular imaging, and ultrasound contrast agent imaging [10,11].

This work develops a practical device for ultrasonic atomization; we explain an
onset vibrational amplitude under a designated frequency at the device’s bottom [12]. We
also aim to know more about the initial surface condition when the energy of ultrasonic
atomization of fluids meets the minimum requirement to make a potential green device [13].
The numerical analysis and atomization experimental progress confirmed the theoretical
concept to yield tiny atomized droplets under a certain vibrational stimulus [14]. However,
the theoretical background was conducted in a steady state. The formation of atomized
droplets should be a steadfast and continuous ultrasonic atomization progress. It is
necessary to understand more about the dynamic behavior in ultrasonic atomization for real
applications [15]. In this study, a dedicated software COMSOL Multiphysics 5.4 is utilized
to understand the formation of atomized droplets by the computational fluid dynamics
method. The velocity field distribution is solved by finite-element analysis. With regard to
the Faraday instability wave, if the effect of the lateral boundary is ignored, the fluctuations
generate a standing wave at the surface because of vibration at the bottom. This supports
the critical vibrational amplitude (i.e., the characteristic onset of vibrational amplitude)
and indicates the constitutive atomized droplets. Further, as the prediction results, we
represent the fabrication of the Fourier horn nozzle in three sets at a 485 kHz designated
frequency that produces small atomized droplets around the nozzle tip. The feeding liquid
flow rate and its vibrational amplitude were carefully measured and statically calculated
to understand the manufacturing reliability.

2. Governing Equation

Examinations of surface wave amplification began from the view of Faraday insta-
bility in 1831 [16]. Exactly when a vertical vibration is applied for some liquid water
on a planar substrate, surface waves are surrounded on a stationary water surface. The
destabilized even water surface is accumulated by gatherings of nonlinear standing waves.
It is noticed that the periodicity of the working vibration of the capillary surface wave is
doubled. In 1871, Kelvin proposed the outstanding condition of capillary surface wave
amplification [17]:

λ = [2πT/(ρ f s
2)] 1/3 (1)

where λ is the wavelength of the capillary waves, T is the surface tension, ρ is the liquid
density, and f s is the frequency of the capillary surface waves.

Rayleigh changed Equation (1) in 1883 as follows:

λ = [8πT/(ρ f 2)] 1/3 (2)

where f is the forcing sound frequency that is observationally two times f s from practi-
cal results.

Benjamin used Mathieu’s condition to build a stability diagram for an ideally incom-
pressible frictionless liquid [18]. If a characteristic number and an amplitude of vibration
(p, q) lie in any concealed area of the stability diagram as shown in Figure 1, Mathieu’s
equation would lead to the unstable region that gives rise to the conspicuous standing
wave on the fluid surface. If (p, q) situates in one of the unshaded areas, the solution is
in a stable district, which implies that the liquid fluid surface is thoroughly quiet without
consistent periodic waves.
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Figure 1. Stability chart for the solutions of Mathieu’s equation. Reprinted from Benjamin and
Ursell [18].

Eisenmenger then built up a technique for estimating a surface viscosity by meth-
ods for rheolinear oscillations [19]. Mathieu equation was conducted by the variable
transformation. The minimum capillary wave amplitude is

hcr = 2ν [ρ/(Tωs)]1/3 (3)

where ωs = (T k3/ρ + gk)
1
2 , ν is the kinematic viscosity of the fluid, k is the capillary wave

number, and g is the gravity.
Under low surface viscosity of watery arrangements and feeble vessel boundary

conditions, the deliberate capillary surface wave amplitude is half the excitation amplitude
with π/4 phase delay [20]. The experimental approach showed a few frequency vibrations
in the range from 2 kHz to 800 kHz. The size of the atomized droplet and the capillary
wavelength at a given frequency is proposed as

D = 0.34λ (4)

where D is the diameter of the atomized droplet.
To investigate the formation of atomized droplets, Prof. Perron observed fluid atom-

ization and found that uniform water droplets are formed under a sufficient oscillatory
vibration [21]. Prof. Sindayihebura utilized a high-velocity camera technique at high
magnification to identify the atomization behavior at the working frequencies of 32 and
50 kHz [22]. The ultrasonic atomized droplet size and velocity distribution of a methanol
and glycerol solution were theoretically studied. The ratio between the mean atomized
droplet diameter and the vibration wavelength is usually at 0.34–0.36. Prof. Kumar noted
that the preferred wave number in the Faraday instability is primarily determined through
a Rayleigh–Taylor instability in the deep-water limit (wavelength << liquid depth) by
performing linear stability calculations [23].

Ultrasonic atomization studies were for the most part centered on the use of low
frequency. For the ultrasonic atomization at a higher frequency, the base required working
amplitude remains a provoking topic for researchers investigating surfactant-covered
liquid and developing energy-saving devices [24,25].
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3. Finite-Element Analysis

COMSOL Multiphysics 5.4 is an advanced software of limited component investiga-
tion. It was utilized to demonstrate the basic vibrational amplitude of the silicon-based
three-horn Fourier nozzle and the velocity of the surface wave before tests in the follow-
ing area. A turning hardware model and a laminar stream highlight are referenced for
numerical reproductions of surface wave amplification. Navier–Stokes condition is the
default mathematic resolver, and the nonlinear impact of liquid fluid is considered to direct
arrangements. The vibrational frequency of the silicon-based three-horn ultrasonic nozzle
was characterized at f = 485 kHz in the base, at which the characteristic onset amplitude
of the capillary surface wave (i.e., the required minimum energy) is calculated for an
ultrasonic atomizer. The acquired data support the geometry structure of nozzle detail.
The geometry in this reproduction has been characterized in a past investigation [26]. Our
endeavor here is to recognize the base plentifulness of atomization under a longitudinal
sinusoidal vibration from a nozzle bottom. The investigation case in this report is fluid
deionized water, which is broadly useful in numerous applications.

To clarify the onset amplitude of surface waves under a longitudinal sinusoidal
oscillation in a liquid-filled nozzle, a moving wall is the setting for generating waves at the
nozzle bottom. The velocity in the longitudinal direction is he × ω × sin (ωt).

The momentum equation is [27]:

ρ
∂u
∂t

+ ρ(u·∇)u = ∇·
[
−PI + μ

(
∇u + (∇u)T

)
− 2

3
μ(∇·u)I

]
− ρ
(

g − heω2sinωt
)

(5)

where u is the velocity field, ρ = 1000 kg/m3 is the homogeneous density, ω = 2πf is the
angular frequency, μ = the dynamic viscosity, he = the given amplitude, P = the equilibrium
stress at the free fluid surface, and I = the 3 × 3 identity matrix.

There are at least six components inside a vibrating wavelength. Free surface limit is
the default with the goal that the velocity of the liquid fluid surface can be removed from a
limited distinction estimate technique at the middle region. The free surface at the fluid,
fluid surface, was determined as follows [28]:[

−PI + μ
(
∇u + (∇u)T

)
− 2

3
μ(∇·u)I

]
·n = −Pa + T(∇t·n)n −∇tT (6)

where Pa is the atmospheric pressure of 1 atm. The full theoretical conduction can be found
in the supplementary material.

Because ∂ρ
∂t +∇·(ρu) = 0 and ∇·u = 0 for the zero consumption of mass, Equation (5)

can be rewritten as

ρ
∂u
∂t

+ ρ(u·∇)u = −Pa + T(∇t·n)n −∇tT − ρ
(

g − heω2sinωt
)

(7)

The velocity is expanded with an increased number of periods. In the inset in Figure 2,
the schematic outline shows the vibrational amplitude of 0.365 μm at the nozzle tip as
demonstrated. In the interim, the velocity amplifies on the droplet surface as set apart by
red shading [29].

To estimate the onset vibrational amplitude, a scope of vibrational frequency f of the
silicon-based three-horn ultrasonic nozzle was filtered by COMSOL. Figure 2 represents
how the capillary surface wave is upgraded inside 400 periods under an onset vibrational
amplitude at 0.365 μm. The minor preformed droplets leave the temperamental surface [30]
at the most extreme velocity of 0.06 m/s. The vibrational amplitude is upgraded at the
center of the Fourier horns by the given vibrational amplitude value.

In this case, based on the water, we use water parameters of density ρ = 1000 (kg/m3),
kinematic viscosity coefficient ν = 1.02 × 10−6 (m2/s), and surface tension T = 7.2× 10−2 (N/m).
The frequency range was plotted for the perception of harmonic frequency and the sub-
harmonic frequency at 485 and 242.5 kHz individually (Figure 3). It shows that the
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beginning vibrational amplitude occurred at the assigned frequency of 485 kHz. Further,
the wavelength of the capillary surface wave is 19.4 μm, as determined from Figure 4 by
the peak-to-peak separation. It is fascinating that the simulated value of 19.4 μm and the
theoretical value of 19.8 μm (i.e., given Equation (2)) for the wavelength of the capillary
wave are comparable [31].

Figure 2. The modeling plot of the velocity in the Z-axis versus time at the nozzle tip of the silicon-based three-horn.

Figure 3. The calculated frequency spectrum at the tip of the silicon-based three-horn. The designated
harmonic frequency from COMSOL Multiphysics 5.4 is 485 kHz. As expected, 242.5 kHz is the
corresponding subharmonic frequency.
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Figure 4. The vibrational velocity is propagated throughout the water surface on the tip of the silicon-based
three-horn in the modeling. Inset: the 2D velocity profile at the corresponding position at 7.5505 × 10−4 s
simulation time. The red and blue colors present the displacement in the opposite directions.

The lateral velocity profile along Z-axis can be found in the inset of Figure 4 cover-
ing the positional velocity of the capillary surface wave. In the supporting material for
vibrational velocity (S1) and vibrational amplitude (S2), it can be seen that the vibrational
amplitude working at 0.40 μm has a critical upgrade of capillary surface wave propagation.
In the supporting material S3, the uprooting and discharge of supporting fluid deionized
water along the X-axis are clearly seen. The waves began from PZT plates in the base areas
and were collected. Until the beginning vibrational amplitude of 0.365 μm was met, the
necessary surface pressure was discharged to atomize modest fluid droplets. Interestingly,
beneath the beginning amplitude of 0.365 μm, the capillary surface wave cannot be ener-
gized at 0.36, μm as can be found in the supporting material for vibrational velocity (S4)
and vibrational amplitude (S5).

4. Experiments

The resonant frequency and its onset amplitude of the capillary surface wave were
validated here to help the modeling results. Exploiting the microelectromechanical system
(i.e., MEMS), the silicon-based three-horn ultrasonic nozzle was created as delineated in
Figure 5a with a focal channel for liquid flow [32]. Three separate Fourier amplifiers were
connected in series into one. The magnification obtained by this amplifier can be described
in three sections to obtain 8 times magnification. The displacement of the three sections
at 500 kHz is in longitudinal vibrational mode. The detailed system and preparation
method for the MEMS-based Fourier horn nozzle are described below, including the base
areas where PZT plates are to be bounded. The lengths of the silicon-based three-horn
and the PZT plates in the transducer drive area were changed by acquiring an ideal high
full frequency [33]. The transducer driving square and the resonator square were stuck
together to frame a nozzle with a focal channel for liquid trespassing. As deionized water
enters the focal channel of the nozzle in 200 μm × 200 μm, a curved thin film remained
at the nozzle tip that vibrated at the reverberation frequency of 485 kHz, bringing about
the development of standing capillary waves. At the point when the accumulation of
the standing capillary waves exceeds a threshold of fluidic surface strain, a shower of
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droplets/mist is normally created. The normal droplet size from the atomizer was assessed
as 7 μm by laser diffraction procedure [34].

 
Figure 5. (a) Schematic presentation of a silicon-based three-horn ultrasonic nozzle. Optical images obtained from an
atomization experiment after voltage was applied for (b) 6.49 s, (c) 6.50 s (d) 43.91 s, and (e) 63.59 s. The operating frequency
was 484.5 kHz and the applied voltage was 7.9 V under 10 μL/min liquid flow.

Every silicon-based resonator is associated with an arrangement with half-wavelength
of ultrasound. The cross-sectional region of the Fourier horn changes bit by bit from
the channel to the outlet zone. At the point when the PZT transducer drives a sinusoidal
swaying through the Fourier horns, a standing wave is created by the longitudinal vibration
of the nozzle tip. Because of energy protection, the vibrational amplitude of the longitudinal
direction is collected [35]. Longitudinal vibration was dictated by the Doppler frequency
shift in a test estimation of the vibrational frequency and sufficiency at the nozzle tip.
Considering working voltages that are changed to mechanical energies, the vibrational
amplitude of the three-horn nozzle increased by 23 times. As the greatest longitudinal
vibration breaks the surface pressure of the liquid, a temperamental fluid capillary surface
wave, in the long run, transforms into modest atomized droplets. The progress of the
atomized droplets can be seen in Figure 5b–e.

Deionized water was selected as the applied fluid for its adaptable dissolution of
different synthetic chemicals. After the underlying atomization of deionized water, the
ultrasonic atomized droplets were consistently shaped under a specific sustaining rate, as
can be found in the supporting material S6. Capillary surface waves were separated at the
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droplet of deionized water. The three-horn ultrasonic nozzle was operated at 484.5 kHz
with the applied voltage Vp between 6.5 and 7.9 V.

Three gatherings of silicon wafers were examined for the sufficiency check of the
longitudinal vibration frequency. Batches were named groups A, B, and C. Arabic numerals
address the conveyed Fourier horn nozzle on a comparable silicon wafer. The wafer
size was 4 inches in diameter and 530 μm in thickness. The speculative atomization (i.e.,
longitudinal vibration) was at 485 ± 1 kHz [26]. The cover design was made for the
theoretical atomization reason. The sensible results are listed in Table 1. A schematic chart of
the arrangement for estimating the longitudinal vibration at the spout tip appears in Figure 5.
The pair of PZTs of the silicon-based, ultrasonic spout is driven by the exchanging flow
(AC) electrical signal from an Agilent Function Generator Model 33120 A after enhancement
by Amplifier Research Model 75 A250 (Amplifier Exploration, Souderton, PA, USA). An
Agilent 2-channel Oscilloscope 54621A screens the AC drive signal and gives an outside
setting off of the Polytec Ultrasonics Vibrometer Controller Model OFV2700 (Polytech
GmbH, Waldbronn, Germany). The regulator is essential for the Polytec laser Doppler
vibrometer (LDV) that additionally contains a Polytec Fiber Interferometer Model OFV 511.

Table 1. Comparison of nozzle and atomization parameters. Vp shown is based on the best conditional atomization. Liquid
flow rates were carefully adjusted to determine the potential operating conditions.

Nozzle Number A1 A2 A3 B1 B2 B3 C1 C2 C3 C4 C5

Atomization Frequency (kHz) 484.5 486.5 485 486 484.5 485 488 489 489 489 489

Vp (V) 7.9 6.5 8.7 7.9 6.9 6.5 7.1 6.5 6.6 6.5 6.8

Liquid Flow Rate (μL/min) 10–20 10–30 10–230 10–30 10–20 10–20 10–30 10–100 10–100 10–100 10–50

The test bar in a solitary fiber optic link is engaged and coordinated to the vibrating
spout tip surface at a typical frequency. The photograph locator estimates the time subordi-
nate force of the blended light of the test and the reference emissions. The subsequent (beat)
recurrence of the blended light is only the Doppler recurrence shift that is relative to the tip
vibration speed along with the pivot of the test shaft. The atomization frequency as the
nozzle rotates is deliberately estimated by the Polytec LDV at driving voltage Vp before the
atomized droplets are consistently and tenaciously encircled at the nozzle head. Note that
each reverberating frequency of the instruments is recorded to the extent of 484.5–489 kHz.
The differentiation in frequency is an immediate consequence of the holding deviation
between any two silicon wafers set up together as resonators, as for a comparative wafer,
and slight misalignment in the collecting methodology [31]. The liquid stream rate is also
affected by collection error. A higher liquid stream rate (~100 μL/min) was tested and
suffered due to MEMS nozzle fabrication.

A schematic diagram for measuring the longitudinal vibration at the tip of the nozzle
is shown in Figure 6. The pair of PZTs of the silicon-based ultrasonic nozzle are driven by
the AC electrical signal from an Agilent Function Generator 33120 A after amplification
by Amplifier Research (AR) Model 75A250 (Amplifier Research, Souderton, PA, USA). A
2-channel 54621A oscilloscope monitors the AC drive signal and provides an external trig-
gering of the Polytec Vibrometer Controller Model OFV2700 (Polytech GmbH, Waldbronn,
Germany) [26]. The controller is part of the Polytec laser Doppler vibrometer (LDV) that
also contains a Polytec Fiber Interferometer Model OFV 511. A He-Ne laser at 632.8 nm
wavelength in the interferometer is divided into a reference beam and a probe beam. The
probe beam traveling in a single fiber optic cable is focused and directed to the vibrating
nozzle tip surface at normal incidence. The photodetector measures the time-dependent
intensity of the mixed light of the probe and the reference beams. The resulting (beat)
frequency of the mixed light is just the Doppler frequency shift that is proportional to the
tip vibration velocity along the axis of the probe beam [36]. Longitudinal vibration at the
nozzle base also was measured to provide a reference for experimental determination of
the vibration amplitude magnification (or gain) at the nozzle tip.
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Figure 6. Schematic diagram for measuring the longitudinal vibration at the nozzle tip [26].

In Figure 7, the results are depicted in blue color. The calibration line is a function of
the electrode voltage. The red coordinate (5.96, 9.125) on the calibration line is the suggested
onset vibrational amplitude of 0.365 μm as the critical longitudinal displacement of capillary
waves from modeling. The red coordinate (6.43, 10) confirms the linear regression of the
applied electrode voltage for the Polytec LDV output signal in experiments. Note that the
Polytec LDV output signal 1 V = 0.04 μm longitudinal displacement.

μ

μ

μ

Figure 7. Output signals of longitudinal vibration at the nozzle tip versus applied electrode voltage
at the base of the silicon-based three-horn Fourier nozzle.
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In Figure 7, the yield signal from the Polytec LDV estimations of the longitudinal
vibrations of the three-horn ultrasonic nozzle at various driving voltages is shown. The
straight backslide shows that the vibrational plenteousness of the response variable can
be constrained by the working voltage. The developed change line predicts the longitu-
dinal evacuating of the silicon-based three-horn Fourier nozzle as shown by the applied
electrode voltage, similarly to the vibrational sufficiency. The exploratory result gives
affirmations of the starting adequacy of capillary surface wave in high kHz for ultrasonic
atomization. It can be noticed that the base applied electrode voltage of 5.96 V is adequate
to produce strong capillary surface waves that can atomize deionized water at the nozzle
tip. The details were elucidated in the modeling. The required minimum energy to atomize
liquid drops is verified, and the modeling results correspond well to the experimental
observations.

5. Conclusions

This study of ultrasonic atomization of fluids for onset amplitude of initial capillary
surface wave phenomena reports simulation results along with experimental verification.
COMSOL Multiphysics 5.4 modeling predicts the threshold vibrational amplitude of
0.365 μm at 485 kHz. The constraint of the surface tension breaks when the amplitude of
the capillary surface wave is increased as time elapses. Based on the basic physics that
describes the water droplet formation process, the atomization of fluid through ultrasound
waves in a piezoelectrically actuated nozzle was performed to determine the critical surface
velocity of atomized droplets. Experimental studies prove that the surface plane with
standing capillary surface waves would produce microdroplets at a designated electrode
voltage of 5.96 V. The output voltage of longitudinal vibration at the nozzle bottom scales
the driving voltage, and the frequency of microdroplets scales with capillary time, showing
that silicon-based three Fourier-horn ultrasonic nozzles conform to the design concept
from simulations. The advanced design of high-frequency ultrasonic nozzles demonstrated
the minimum amplitude requirement of longitudinal vibration for the nozzle tip. The
silicon-based three-horn Fourier nozzle is not only compact but also an energy-saving
device. It promotes the further development of single-frequency ultrasonic nebulizers,
especially in the green energy industry.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/w13141972/s1, Video S1: Velocity-0.40um.avi, Video S2: Amplitude-0.40um.avi, Video S3:
500kHz-Displacement.avi, Video S4: Velocity-0.36um.avi, Video S5: Amplitude-0.36um.avi, Video S6:
B1200_3H3.avi.
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Abstract: Due to the importance of wall shear stress effect and dust fluid in daily life fluid problems.
This paper aims to discover the influence of wall shear stress on dust fluids of fluctuating flow. The
flow is considered between two parallel plates that are non-conducting. Due to the transformation of
heat, the fluid flow is generated. We consider every dust particle having spherical uniformly disperse
in the base fluid. The perturb solution is obtained by applying the Poincare-Lighthill perturbation
technique (PLPT). The fluid velocity and shear stress are discussed for the different parameters like
Grashof number, magnetic parameter, radiation parameter, and dusty fluid parameter. Graphical
results for fluid and dust particles are plotted through Mathcad-15. The behavior of base fluid and
dusty fluid is matching for different embedded parameters.

Keywords: wall shear stress; oscillating two-phase fluctuation flow; heat transfer; magnetohydrody-
namic (MHD); dust particles

1. Introduction

Fluid flow inserted with similar non-miscible inert solid particles is admitted as the
two-phase structure of fluid. The fields of technology and engineering accommodate
various uses of the flow of the gas-particles mixture. Nuclear reactors with gas-solid feeds,
cooling of nuclear reactors, solid rocket exhaust nozzles, electrostatic drizzle, ablation cool-
ing, polymer technology, the moving blast waves over the Earth’s surface, the distillation
of crude oil, environmental poison, the industry of petroleum, fluidized beds, transmit of
powdered materials, physiological flows and various other fields of technologies are the
practical examples where the dusty fluid are mostly applicable [1,2]. Different types of
multiphase flows can be seen in the literature. However, the most familiar type of such
flows, which are multiphase is two-phase flows. In these multiphase flows, liquid and
liquid flow, gas and liquid flow, liquid and solid flow, solid and gas flow are frequently
discussed by researchers [3,4]. In turbulent flows, the liquid droplets vaporization is a
crucial multiphase flow area due to an extensive measure of energy used for heating.
Electrical and impulse power generation is borrowed against liquid fuels that have been
transformed into atomized sprays. The cooperation of the discharged vapors of droplets
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with the turbulent flow formed immensely complicated problems in such situations. A
comprehensive explanation of the fundamental flow processes and droplets involved in
these situations can be initiated [5–7].

The researchers are very keen to study the dusty multiphase flows over the last
few decades because of their numerous applications. In this regard, various researchers
investigate preliminary and theoretical modeling of particle phase viscosity in a multiphase
dusty fluid [8–11], but keep in mind Soo [12] is the first who presented the fundamental
theory of multiphase flows. Other useful applications consist of dust particles in nuclear
processing, in boundary layers contains soil emancipation which is occurred by natural
winds, in aerodynamic refusal of plastic sheets, landing vehicle in a cloud designed during
a nuclear detonation, and lunar surface extinction by the dust entrainment are investigated
by many researchers in the literature [13–16]. Zhou et al. [17] discuss the fluid particles in
translational motion and study the converging and diverging behavior in a microchannel.
In another paper, Zhau et al. [18] established a model in which he examines the deformable
interaction of particles, and he studies the contact of dielectrophoresis (DEP) thoroughly
in the presence of an electric field generated by the alternating current. Recently, Ali
et al. [19] present an article on fluctuating flow of absorbing heat viscoelastic dusty fluid
with free convection and MHD effect past in a horizontal channel. In this reported study,
the researcher discussed the consequence of different parameters on fluid velocity and
particles. They investigate the solution for the fluid velocity and the dust particle’s velocity
by applying the Poincare-Light Hill technique. Similarly, in another paper, Ali et al. [20]
established the study about the dusty viscoelastic fluid of two-phase fluctuating flow with
heat transfer between rigid plates which are non-conducting and examine the connected
effect of the heat transfer and magnetic field on the dusty viscoelastic fluid which is
conducting electrically with the help of Light-Hill technique.

Furthermore, Attia et al. [21] work out the fallout of different substantial parameters
on the steady flow of MHD incompressible non-Newtonian Oldroyd dusty fluid in a
circular pipe and also study the consequence of Hall current. In this particular article, the
author investigates the characteristics of the particle phase viscosity and non-Newtonian
fluid, flow rates in terms of volume, and the coefficient of skin fraction for both the particle
phase and fluid. Keeping in mind Ali et al. [22] present an article about second-grade
fluid in which they present closed-form solutions of free convection unsteady flow. In this
article, the author investigates the influence of different parameters on the velocity profile
of second-grade fluid-like Grashof number, Prandtl number, and viscoelastic parameter.

Multiphase flow regimes have significant consideration because of their useful ap-
plications [23]. There is two specific access that has been used commonly. According to
this particular access, if we study the first way, we can observe that the continuous phase’s
motion is not significantly affected by the dispersed phase. This phase’s motion is so
minute. This approach is commonly admitted as the “alter phased approach,” which is
also familiar with the Lagrangian approach. This approach is applied broadly in situations
where the particles deal with dispersed phase like in sprays, atomization, and droplets [23].

On the other hand, the second approach is related to the two phases combined so
that each phase precisely manipulates the altitude and motion of the other stage [23]. The
second approach is called the method of dense phase. It is also known as the Eulerian
approach. This approach is beneficial in solid-gas flows [24], aerial transmitting [25], in
fluidization and is defined for a variety of uses and applications in suspensions [26,27].

The Light-Hill method was introduced by M. J. Light-Hill in 1949 [28]. He obtained
uniformly reasonable approximate solutions for various classes of partial and ordinary
differential equations. After that, this method was used by many researchers successfully
in the research field and solve ordinary and partial differential Equations [29]. As far as
wall-shear stress is concerned, many researchers present different problems in discussing
wall-shear stress and interpret other behaviors of the various parameters on the fluid
velocity. In this regard, Grobe et al. [30] study the boundary layer wall shear-stress of the
turbulent wind tunnel with a high Reynolds number. In a similar way, Amili et al. [31]
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represent wall shear-stress distribution in a turbulent flow in the channel and discuss the
different influence of parameters on the fluid’s velocity. Keeping in mind, Orlu et al. [32]
described the study on the fluctuating wall shear stress in zero pressure-gradient turbulent
boundary layers flow. Recently, Mob et al. [33] present a paper in which they describe the
study of the impact of wall-shear stress on the evolution and execution of electrochemically
alive biofilm. The author referred to some recent contributions in the field [34–37].

In the literature mentioned above, the authors have considered different types of dusty
fluids. Some of the dusty fluids are electrically conducting, and some are investigated with
heat transfer and energy equations. According to our utmost knowledge, no investigation
has been disclosed about the effect of wall shear stress on two phases of the fluctuating
flow of dusty fluid by solving the Light-Hill technique. Therefore, we have to examine and
study the different behavior of velocity of the problem theoretically and graphically in the
present work. Hence, the purpose of this study is to interrogate the flow of fluid ingrained
with dust particles along with transfer heat over the bounded plates.

2. Formulation of the Problem

The incompressible, unidirectional, and one-dimensional electrically conducting the
unsteady flow of dusty fluid along the x-axis has been considered between two parallel
plates. The magnetic field B0 is transversely applied to the fluid, and due to the small size
of the induced magnetic field, the emission is so small; therefore, the electric field inside is
ignored. Also, flow origination is induced by heat transfer, the upper plate temperature,
and the lower plate temperature Tω. The wall shear stress is applied to the lower plate,
where the upper plate fluctuates with free stream velocity U(t) = u0

(
1 + ε

2
(
eiωt + e−iωt)).

u(y, t) and v(y, t) denoted the velocities of fluid and dust particles, respectively. As shown
in Figure 1. The effect of the equation of energy radiation is also getting hold of into
description. By apply the assumptions of Bossiness resemblance and in sequence to escape
similarities, the equation of momentum and energy is.

∂u
∂t

= υ
∂2u
∂y2 +

K0N0

ρ
(v − u)− σB2

0u
ρ

+ gβT(T − T∞) (1)

ρcp
∂T
∂t

= k
∂2T
∂y2 − ∂qr

∂y
(2)

where − ∂qr
∂y = 4α0(T − T∞).

Figure 1. Geometry of the problem.

Equations (1) and (2), which are constantly spreader in the viscoelastic fluid, qr, υ, cp, k, g,
ρ, α0, σ, B0, N0, βT and K0 are show the radiation heat flux, kinematic viscosity, specific
heat capacity, thermal conductivity, gravitational acceleration, fluid density, mean radiation
absorption coefficient, electrical conductivity, magnetic field, number of density of the dust
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particle which is supposed to be constant, coefficient of thermal expansion, and stock’s
resistance coefficient respectively.

This can be represented by Newton’s law of motion as:

m
∂v
∂t

= K0(u − v) (3)

where m represents the average mass of dust particles.
The physical boundary conditions are:

∂u(0,t)
∂y = f (t)

μ t > 0, u(d, t) = U(t)
T(0, t) = Tω, T(d, t) = T∞

}
(4)

where U(t) = u0
(
1 + ε

2
(
eiωt + e−iωt)).

To find the velocity of the dust particle let assume the following solution, obtained
through Poincare-Light Hill Technique [28]:

v(y, t) = v0(y)eiωt (5)

By using Equation (5) in Equation (3) velocity of the dust particles will be.

v(y, t) = (
K0

miω + K0
)u(y, t) (6)

Put Equation (6) 1n Equation (1). So, Equation (1) becomes,

∂u
∂t

= υ
∂2u
∂y2 +

K0N0

ρ

{(
K0

miω + K0

)
u − u

}
− σB2

0u
ρ

+ gβT(T − T∞) (7)

By use of the following dimensionless variables.

u∗ = u
u0

, y∗ = y
d

, t∗ = u0t
d

, θ∗ = T − T∞

Tω − T∞
(8)

For simplicity (*) sign has been ignored. So Equation (2), and Equation (7) becomes:

∂u
∂t

=
∂2u
∂y2 − (M + K1 − K2)u + Grθ (9)

Pe
∂θ

∂t
=

∂2θ

∂y2 + N2θ (10)

with dimensionless physical conditions are:

∂u(0,t)
∂y = f (t) , u(1, t) = U(t) = 1 + ε

2
(
eiωt + eiωt)

θ(0, t) = 1 , θ(1, t) = 0

}
(11)

where,

M =
σB2

0d2

ρυ , Gr = gβTd2(Tω−T∞)
u0υ , K2 =

K2
0 N0d2

ρυ(miω+K0)
, K1 = K0 N0d2

ρυ , Pe = ρcpu0d
k , N2 =

4α2
0d2

k .

where hs is a heat transfer coefficient, M is a magnetic variable, Gr is Grashof number, K1
dusty fluid variable, K2 Dust particles parameter, Pe Peclet number,N radiation variable.

Consider the following assume periodic solutions for energy equation obtained
through Poincare-Light Hill Technique in [28];

θ(y, t) = θ0(y) + θ1(y)eiωt (12)
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By solving energy equation with the help of above assumed periodic solution we get:

θ(y, t) =
sin(N − Ny)

sin(N)
(13)

By putting Equation (13) in Equation (9), we get:

∂u
∂t

=
∂2u
∂y2 − (M + K1 − K2)u + Gr

{
sin(N − Ny)

sin(N)

}
(14)

3. The Solution to the Problem

Basic idea of Poincare-Light Hill Technique and model framework [28]:
The original model of lighthill is firstly introduced by Lighthill in 1949 [28]

(x + εy)
dy
dx

+ q(x)y = r(x), 0 ≤ x ≤ 1 (15)

y(1) = b > 1, (16)

With condition
q(0) �= 0. (17)

This last condition is one to which we shall return later. If one tries to find y as a series in ε,

y ∼ y0(x) + εy1(x) + ε2y2(x) + · · · (18)

x
dy0

dx
+ q(x)y0 = r(x) (19)

whose homogeneous part has a regular singular point at the origin. The original equation,
as a simple phase plane analysis shows, does not have a singularity at the origin, and thus
the perturbation series has a false singularity.

Lighthill’s idea was to move the singularity back out of the domain of interest by
introducing a new, slightly stretched, independent variable z by the implicit equation

x = z + εx1(z) + ε2x2(z) + · · · (20)

And then to look for a solution y in the form

y = y0(x) + εy1(z) + ε2y2(z) + · · · (21)

On the light of Equation (21) the following assume periodic solutions for Equation
(14) obtained through Poincare-Light Hill Technique in [28] is considered as follow.

u(y, t) = F0(y) +
ε

2

(
F1(y)eiωt + F2(y)e−iωt

)
(22)

To find out the results for F0(y), F1(y) , and F2(y), incorporate Equation (22) in (14)
we get:

F0(y) =
(

1 − ( f (t) + H)sinh(
√

m1)√
m1. cosh(

√
m1)

)
cosh(y

√
m1) +

(
f (t) + H√

m1

)
sinh(y

√
m1) + A

{
sin(N − Ny)

sin(N)

}
(23)

where H = A·N·cos(N)
sin(N)

, and m1 = M + K1 − K2, A = Gr
m1

.

F1(y) =
cosh(y

√
m2)

cosh(
√

m2)
(24)
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where m2 = m1 + iω

F2(y) =
cosh(y

√
m3)

cosh(
√

m3)
(25)

where m3 = m1 − iω.
In last, we put the results in Equation (22) from Equations (23)–(25), we obtained the

following output:

u(y, t) =

⎧⎪⎪⎨
⎪⎪⎩

(
1 − ( f (t)+H)sinh(

√
m1)√

m1. cosh(
√

m1)

)
cosh(y

√
m1) +

(
f (t)+H√

m1

)
sinh(y

√
m1)

+A
{

sin(N−Ny)
sin(N)

}
+ ε

2

(
cosh(y

√
m2)

cosh(
√

m2)

)
eiωt + ε

2

(
cosh(y

√
m3)

cosh(
√

m3)

)
e−iωt

⎫⎪⎪⎬
⎪⎪⎭ . (26)

4. Graphical Results and Discussion

In this work, the unsteady motion because of an infinite plate that addresses wall-
shear stress to a two-phase fluctuating flow of dusty fluids is considered utilizing the
light hill technique. The solutions that have been achieved satisfy all the introduced
initial and boundary conditions. To find out some specific and vital information about
the repercussions of different flow parameters on dusty magnetic particles and fluid
velocities. Certain numerical simultaneous results have been made with Mathcad-15
software. These influences of various physical parameters like magnetic parameter M,
dusty fluid parameter K2, Grashof number Gr and radiation variable N are graphically
shown in this section. According to these graphs, we get different results for the profile
of fluid velocities and the velocities of dusty particles, briefly discussed in the following
paragraph. The estimated values of parameters for all figures are taken from Table 1.

Table 1. Description of variables and parameters for graphical results [19].

Parameter Description Assumed Values

t Time 0.5

M Magnetic variable 2

K1 Dust particles parameter 5

K2 Dusty fluid variable 1

Gr Grashof number 2

Pe Peclet number 1

N Radiation variable 2

ε ———– 0.001

ω ————- π
2

The obtained results are shown in Figures 2 and 3, respectively, which reflect the
Grashof number’s behavior on the velocity profile of fluid and dusty particles. We observed
the direct variation between the base fluid’s velocities and dust particles’ velocity in these
graphs. By increasing the Grashof number, the rate of fluid and dust particles also increases.
According to Grashof number physics, we know that it is the ratio of buoyancy forces
and drag forces. Therefore, by increasing this number, the buoyancy forces increase, and
the viscosity decreases, which is why the velocities of fluid and dust particles increase.
Figures 4 and 5 displayed the fluid and dust particles velocities against the dusty parameter
K2 these graphs show that the fluid and dusty particles’ velocity also increases by increasing
the dusty parameter. To illustrate the effect of radiation on both the velocities of dusty
particles and base fluid, for this behavior, one can observe Figures 6 and 7, respectively.
These figures show that when the radiation increases, the velocity of fluid and dust particles
also increases. It is evident from the physics of radiation that by increasing the radiation,
the fluid temperature and dust particles’ kinetic energy are also increased because of this
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increase in temperature. The corresponding Figures 8 and 9 are plotted respectively for
the investigation of the influence of magnetic parameter M on the profile of fluid velocity
and also on the velocity of dusty particles. It is noted from these figures that the velocity of
the fluid shortens monotonically due to the rise in magnetic parameter M. This reduction
in fluid velocity is actually the implementation of magnetic force against the direction
of fluid flow. These figures also clear that velocity profiles for the velocity of fluid are
much larger than those for dusty particles’ velocity. The affiliation of the radiation and the
temperature also check out in this article. Figure 10 tells about the relation of radiation
variable parameter N and temperature. It is clear from this specific graph that an increase in
radiation variable parameter N occurs to a rise in the fluid temperature. Figures 11 and 12
highlight the velocity of the fluid and dust particle in 3D. It shows the better result for the t.
Figure 13 is plotted for the comparison of our problem with Narahari and Pendyala [38]
which shows a strong agreement. Both solutions are exactly overlapped which shows the
correctness and validity of our solutions.

Figure 2. Impact of Gr on the profile of fluid velocity.

Figure 3. Impact of Gr on the profile of dust particles velocity.
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Figure 4. Impact of K2 on the profile of fluid velocity.

Figure 5. Impact of K2 on the profile of dust particles velocity.
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Figure 6. The behavior of N on velocity profile (fluid).

Figure 7. Impact of N on the profile of dust particle velocity.
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Figure 8. Impact of M on the profile of fluid velocity.

Figure 9. The impact of M on the profile velocity of dust particles.
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Figure 10. Impact of N on temperature.

 
Figure 11. 3D plot of fluid velocity.
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Figure 12. 3D plot of dust particle velocity.

Figure 13. Comparison of the present solutions obtained in Equation (26) when M = 0, K1 = 0,
u(1, t) = 0 and K2 = 0 with Narahari and Pendyala Equation (11).

5. Conclusions

A novel and theoretical analysis of wall share stress on the consequence of the various
physical parameters on the MHD flow of two phases fluctuating flow of dusty fluid is
examined along x-direction between two parallel plates, by Poincare-Light Hill Technique.
It is pretended that the fluid flow is unidirectional, one dimensional, incompressible, con-
ducting electrically, and heat convection with heat transfer is also appropriated in this
problem. The ingrained dust particles are even pretended to be conducting and homoge-
neously dispersed in the fluid. The parametric consequence of the physical parameters on
the profile of fluid velocity, dusty particles and temperature are examined comprehensively.
It is observed that increase in Grashof number Gr, dusty parameter K2, radiation variable
parameter N occurs an increase in both the velocities of fluid and dusty particles. The
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increase in magnetic parameter M occurs a decrease in the velocities of fluid and dusty
particles. The relation of radiation and temperature are also discussed graphically in this
article and according to this relation the increase in radiation cause the increase in temper-
ature. All the parameters show the identical behaver on fluid and dust particle velocity.
While the wall share stress give the verity of velocity profile on the lower plate.
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Abstract: Water vapor absorbs well in the infrared (IR) region of the spectra. On the other hand, it
was recently demonstrated that IR radiation promotes formation of the so-called exclusion zones (EZ)
at the interfaces between hydrophilic surfaces and water. EZ-water properties differ significantly
from that of bulk water. It was studied for the first time whether treatment of water with humid air
irradiated with IR-C band could change its physical-chemical properties, making it EZ-water-like.
Humid air irradiated with IR was called coherent humidity (CoHu). Redox potential and surface
tension decreased in deionized water and mineral water samples that were treated with CoHu, while
dielectric constant increased in such water samples. After such treatment of carbonate or phosphate
buffers, their buffer capacity against acidification and leaching significantly increased. No such
changes were observed in water samples treated with non-irradiated humid air. Thus, after treatment
of tested aqueous systems with humid air exposed to IR radiation, their properties change, making
them more like EZ-water. The results suggest that IR irradiation of humid air converts it into a carrier
of a certain physical signal that affects water properties.

Keywords: water vapor; coherent phase; exclusion zone; redox potential; pH; infrared; microdroplets

1. Introduction

There is more and more evidence that water, the most common substance in nature
and in particular in all living organisms, performs not only the function of a solvent, but
also carries certain active functions due to its ability to cooperate and form supramolec-
ular structures with physicochemical properties that differ from those expected for the
ideal homogeneous water [1,2]. Indeed, atomic force microscopy allowed to image up to
millimeter large stable water clusters consisting of millions of water molecules present
in bulk water [3]. An idea of heterogeneous water was also supported by the dynamic
light scattering that allowed to detect stable supramolecular complexes in the range of
hundreds of nanometers in water that could be formed and reorganized, which at least
complements the flickering water clusters model that was suggested earlier [4]. Mae Wan
Ho et al. demonstrated that water inside living organisms, unlike bulk water, exhibits
properties of a liquid crystal [5]. X-ray emission spectroscopy and neutron diffraction study
provided evidence that there is high-density water and low-density water [6,7]. According
to these authors, high-density water is characterized by strong hydrogen bonds between
molecules surrounded by low-density water with weak hydrogen bonds.

Formation of heterogeneous water is often triggered by particles in water and by
surfaces that it wets. The phenomenon of the formation of negatively charged exclusion
zones (EZ) in water at hydrophilic surfaces that exclude most solute molecules and have
peculiar physicochemical properties has been described years ago [8]. The size of EZ-water
varies from tens of nanometers to hundreds of microns, depending on the properties of the
surface, quality of water and electromagnetic influences on water [9]. Thus, illumination
with infrared (IR) light leads to the increase of EZ as it weakens bonding between water
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molecules in bulk water adjacent to EZ-water, and “free” water dipoles are attracted to
the negatively charged EZ-water region and support its buildup [10]. In another study,
the formation of structured water with the use of infrared radiation emitting ceramic
powder without its contact with water was demonstrated [11]. As all liquids of a living
organism are constantly in contact with hydrophilic surfaces (biopolymeric molecules,
supramolecular complexes, cell surfaces), EZ research is important for understanding the
fundamental mechanisms of biological action.

Absorption characteristics of IR light by water are determined by rotation and vi-
bration of its molecules. According to Hamashima et al., the spectral signature of a fully
hydrated, four-coordinated water molecule is in the hydrogen-bonded O-H stretch region
of the IR spectra at 3000–3600 cm−1, depending on the cluster size [12]. In liquid water,
hydrogen bonding limits rotational and vibrational changes of water molecules that occur
after adsorption of visible and infrared light. In vapor, the gaseous state, rotation of the
water molecule is free, combined with stretching and bending of the O-H bonds of water
with absorption in the IR spectra region, and leads to a huge number of rotational and
vibrational combinations [13,14]. Interestingly, large, hydrogen-bonded water clusters of
water molecules make the major contribution to water vapor and humid air absorption
in IR regions where individual water molecules do not absorb [15]. The ratio of water
liquid-to-vapor IR absorption coefficients can be as high as 104. Researchers suggested a
hypothesis that water vapor anomalous adsorption can be explained by the presence of
areas in vapor rich with hydrogen bonding, which resembles liquid water, whose hydrogen
bonds adsorb intensely in the IR region. It is the presence of hydrogen bonds that is
responsible for the absorption of electromagnetic energy by clusters in the infrared range.
This peculiar adsorption was regarded as an indicator of the presence of water clusters.
However, these clusters were considered neutral and uncharged.

There is experimental proof that aqueous systems are capable of storage, modification
and transmission of external electro-magnetic signals from a source molecule to biological
targets, specifically affecting their endogenous activity and closely resembling the effect
of a source molecule via a resonance effect [16]. Here, we irradiate humid air with IR
energy with the wavelength of 4000 nm and inquire if such air can change the properties of
distilled and mineral bottled waters.

2. Materials and Methods

2.1. Water Preparation

Type I pure deionized water was prepared with Millipore Direct Q3, Merck, and stored
in a 500 mL sterile dark borosilicate glass bottle. Senezhskaya and BioVita mineral waters
were purchased in 1.5 L plastic bottles. The chemical characteristics of Senezhskaya water
were as follows: pH 7.52, [HCO3

−] 350 mg/L, [Na+] 5.5 mg/L, [K+] 11.8 mg/L, [Ca2+]
67 mg/L, [Na+] 6.9 mg/L, [Mg2+] 27 mg/L, [Cl−] 39 mg/L, total hardness 5.2 grains/gal,
total mineralization 496 mg/L. The chemical characteristics of BioVita water were as fol-
lows: pH 7.6, [HCO3

−] 487 mg/L, [Na+] 7.4 mg/L, [K+] 17.3 mg/L, [Ca2+] 94 mg/L, [Na+]
6.9 mg/L, [Mg2+] 20 mg/L, [Cl−] 49 mg/L, total hardness 5.5 grains/gal, total mineraliza-
tion 513 mg/L, and measurements were performed according to standard specifications
presented by the American public health association [17]. Water from bottles was trans-
ferred in 500 mL sterile dark borosilicate glass bottles. Then, the bottles were left in a dark
place at room temperature and were treated with humid air irradiated with IR afterwards.

2.2. Water Treatment

CoHu was produced with a NanoVi Exo (Eng 3 Corporation, Seattle, WA, USA) device
that generates humid air with particles 1–10 μm in size out of pure distilled water (Figure 1).
The device consists of a humidifier, excitation unit and a control unit. The method involves
humidification of the carrier air with water microdroplets, irradiating it with infrared
electromagnetic energy and treatment of bulk water or other objects with the irradiated
humid air. Unpurified ambient air with initial humidity of 25–30% is used as the carrier
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gas. The pump (in) takes in ambient air and presses it through the diffuser to water in the
humidifier glass container. The pump (out) takes the humidified air above water in the
humidifier glass container and presses it through the quartz glass tube of the excitation
unit. Each pump creates an air output of 3–4 L per minute. The pump membrane is made
of medical grade silicon rubber. The humidified airstream (70–85% humidity) goes to the
excitation unit equipped with 24 LEDs, a heat sink element and a thermo sensor. The
humid air goes through a 40 mm long quartz glass tube with an inner diameter of 3 mm.
Within the glass tube, the water vapor absorbs energy that is emitted by the LEDs placed
around the tube at a distance of 2.3 mm. The diameter of each LED is 4.7 mm, and they
emit IR energy at about 4000 nm with a beam cone of 30◦and the output power of 700 pW.
The control unit allows to switch the LEDs off and to obtain the non-irradiated humid
air for control measurements. After exiting the excitation unit, humid air exits the device
through the 70 cm long flexible plastic outlet with the inner diameter of 3.2 mm.

Figure 1. The scheme of the apparatus for CoHu preparation.

Pure and mineral waters were placed in sterile 20 mL glass flasks, and a humid air
supply tube was placed 5 cm above the water surface in ambient light. Three parallel 20 mL
samples were treated with CoHu and non-CoHu for 1 to 3 min depending on experiment
design. Two ways of application of CoHu and non-CoHu were suggested — “blowing” the
airstream above the water surface and “bubbling” the airstream via immersion of sterile
shortened medical PVC cannula (Philips, Amsterdam, Netherlands) into water samples.
Untreated samples were left as controls. Then, the samples were covered with Parafilm,
and water parameters were measured within 5 min.

2.3. Redox Potential Measurement

Redox potentials were measured using the potentiometer Ekspert-001 (Ekoniks-
Ekspert, Moscow, Russia) equipped with combined Pt/AgCl electrodes in control samples,
samples treated with non-CoHu and CoHu for 2 min. In all three groups of samples, redox
potential was measured for 10 min continuously and once in an hour during 2 h after
treatment, with humid airstream at 21 ◦C. Measurements were repeated with intervals of
5–10 min.

2.4. Surface Tension Measurement

Surface tension of water samples was measured by using the KSV Instruments Sigma
702 ET tensiometer using the ring method. Surface tension was calculated based on the
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maximum tension at the moment when a platinum-iridium ring, being slowly pulled out of
the liquid sample, broke the surface. Surface tension measurements were repeated 3 times
for each group of samples. CoHu or non-CoHu were applied to 20 mL water samples
during 5 min.

2.5. Dielectric Constant Measurement

Dielectric constant in pure water and mineral waters, along with samples treated with
CoHu and non-CoHu, was measured using the Brookhaven Instruments BI 870 dielectric
constant meter at 25 ◦C with 2% accuracy at 10 kHz. The measurements were repeated
3 times for each group of samples and controls. Treatment with CoHu or non-CoHu was in
10 mL liquid samples during 2 min.

2.6. pH Measurements

Ultra-pure water was obtained as described above. Sodium bicarbonate, HCl, NaOH,
Na2HPO4 and NaH2PO4 were purchased from Sigma-Aldrich (St. Louis, MO, USA).

This experiment had a goal to access the ability of CoHu, the humid air irradiated
with IR electromagnetic frequency, to affect buffer capacity of water and buffer solutions.
We used pure water, 0.01 M bicarbonate buffer with pH 8.2 and 0.05 M phosphate buffer
with pH 7.0. Ultra-pure water was obtained as described above. Sodium bicarbonate, HCl,
NaOH, Na2HPO4 and NaH2PO4 were purchased from Sigma-Aldrich (USA).

Ten mL of a buffer was put into a glass beaker with a magnet, and the beaker was
placed on a magnetic mixer. Experimental and control samples were treated with CoHu or
with non-CoHu for either 1 or 3 min. Samples were treated with air-humidity using the
blowing method without immersing a cannula into the liquid.

Bicarbonate buffer was prepared by dissolving 0.84 g of NaHCO3 in 1000 mL of
distilled water. Tests were carried out with each group of samples separately. A 150 μL
portion of 0.1 M HCl was added to 0.01 M bicarbonate buffer solution and 30–40 s later, pH
value was registered with a pH-meter Ekspert-001-3pH (Ekoniks-Ekspert, Moscow, Russia)
(equipped with combined platinum/AgCl electrodes). Then, the next portion of HCl was
added. This procedure was continued until 10–11 portions of HCl were added. In another
set of tests, 0.1 M NaOH was used for titration. This type of experiment was repeated with
0.05 M phosphate buffer with pH 7.0, and portions of HCl and NaOH were per 750 μL. A
part of the samples that was treated with CoHu and non-CoHu was not used in titration
immediately, but in 24, 48 and 72 h after treatment.

2.7. Data Processing

Data were collected and analyzed with a PC equipped with Windows 7 Professional
software, Microsoft Office Excel 2010 (Microsoft Corp., Redmond, WA, USA), Statistica 10
(Statsoft, Tulsa, OK, USA) and Minitab 17 (Minitab Ltd., Coventry, UK).

3. Results

3.1. Redox Potentials Measurements in Pure and Mineral Waters

Figure 2 illustrates the effect of “blowing” of humid airstream upon water surface of
pure water, Senezhskaya and BioVita on their redox potentials. Bubbling of humid air led to
either irreproducible or no significant effect, presumably because of excessive perturbation
of the aqueous medium. For the same reason, the treatment time was reduced to 2 min in
the course of preliminary tests. Redox potential was measured for 10 min continuously,
and then the electrode was removed and immersed again into the sample 1 and 2 h after
treatment with humid airstream. Control samples were not treated. Comparison of initial
redox potential data in different waters shows that pure water has lower redox potential
compared to Senezhskaya and BioVita. Samples that were treated with CoHu for 2 min
had lower redox potential in all types of water, and this trend remained the same during
the whole period of measurements. Treatment with non-CoHu increased redox potential in
Senezhskaya and BioVita waters in comparison to respective controls, while in pure water,
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it resulted in a slight decrease. In Senezhskaya water, redox potential did not differ in pure
water and in samples treated with non-CoHu 1 and 2 h after treatment, while according to
the Mann–Whitney test, there was significant difference between potentials in these waters
and water treated with CoHu.

Table 1. Mean surface tension and standard deviation of the mean in pure water, Senezhskaya and
BioVita mineral waters in samples that were treated by CoHu, non-CoHu and untreated control.

Control CoHu Non-CoHu

Pure Water Mean, σ 70.29 70.16 70.28

Pure Water σ, SD 0.047 0.044 0.038

Senezhskaya Mean, σ 73.72 73.66 73.81

Senezhskaya σ, SD 0.048 0.042 0.036

BioVita Mean, σ 73.18 73.09 73.18

BioVita σ, SD 0.04 0.047 0.045

 

Figure 2. (A) A typical continuous measurement of redox potential in pure water in control samples
(blue lines), samples Table 1. min after treatment. (B) Mean redox potential data recorded 1 and 2 h
after treatment are presented. * p < 0.05 between the three groups of samples by paired comparison
by Mann–Whitney U-test. (C) A typical continuous measurement of redox potential in BioVita.
(D) Mean redox potential data in BioVita recorded 1 and 2 h after treatment. ** p < 0.05 samples
treated with CoHu differ from the two other groups. (E) A typical continuous measurement of
redox potential in Senezhskaya mineral bottled water. (F) Mean redox potential data in Senezhskaya
recorded 1 and 2 h after treatment. *** p < 0.05 samples of all groups significantly different from each
other, **** p < 0.05 samples treated with CoHu differ from the two other groups.

3.2. Surface Tension Measurement

Surface tension was measured in 5 parallel samples for each of the 3 groups in pure
water, Senezhskaya and BioVita waters. The results are shown in Table 1. In all water sam-
ples, surface tension was unchanged after treatment with non-CoHu for 3 min. Treatment
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with CoHu led to a slight decrease in surface tension values in all three types of water,
especially in BioVita.

According to Fisher pairwise comparisons, mean surface tension in pure water and
BioVita controls was significantly different from that of samples treated with CoHu. In
Senezhskaya water, the difference was not significant enough. In all water types, there was
a reliable difference between samples treated with CoHu and non-CoHu. In neither type
of water were differences considered significant between control untreated samples and
non-CoHu-treated samples. The data analysis is shown in Figure 3.

 
 

 
 

 

Figure 3. Fisher pairwise comparisons for surface tension measurements in pure water (A), Senezhskaya (B) and BioVita (C) min-
eral waters, where CIs are confidence intervals. If an interval does not contain zero, the corresponding means are signifi-
cantly different.

3.3. Dielectric Constant Measurement

The static dielectric constant of pure water is around 81 due to the fact that water is a
strongly polar liquid; however, its molecules have a degree of freedom and rotation. Each
water molecule has a significant dipole moment. In the absence of an electric field, the
dipoles are oriented randomly, and the total electric field created by them is equal to zero.
If water is placed in an electric field, then the dipoles will begin to reorient themselves so
as to weaken the applied field. Such a picture is observed in other polar liquids, but water,
due to the large value of the dipole moment of H2O molecules, is capable of a very strong
(around 80 times) weakening of the external field. Thus, dielectric constant reflects the
capability of water to react to external electromagnetic fields. In the presence of solvents, it
slightly varies.

Figure 4A presents dielectric constant measurement data and Fisher pairwise com-
parisons for pure water control samples, samples treated with CoHu and non-CoHu
(Figure 4B). Dielectric constant increased in samples that were treated with CoHu and did
not significantly differ in samples that were treated with non-CoHu according to the Mann–
Whitney U-test. A very similar pattern was observed in Senezhskaya water (Figure 5B)
and BioVita (Figure 6B). In both these cases, treatment with CoHu significantly increased
the dielectric constant. However, according to Fisher pairwise comparisons, means are
different in all pairs in pure water and Senezhskaya (Figures 5B and 6B). In BioVita, mean
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dielectric constant values did not differ significantly between control and samples treated
with non-CoHu (Figure 6B).

  

Figure 4. (A) Pure water dielectric constant scattered data in samples treated with CoHu and non-CoHu. (B) Fisher pairwise
comparisons for dielectric constant measurements in pure water. CIs are confidence intervals. If an interval does not contain
zero, the corresponding means are significantly different.

  

Figure 5. (A) Senezhskaya water dielectric constant scattered data in samples treated with CoHu and non-CoHu. (B) Fisher
pairwise comparisons for dielectric constant measurements in Senezhskaya natural water. CIs are confidence intervals. If an
interval does not contain zero, the corresponding means are significantly different.

  

Figure 6. (A) BioVita water dielectric constant scattered data in samples treated with CoHu and non-CoHu. (B) Fisher
pairwise comparisons for dielectric constant measurements in BioVita natural water. CIs are confidence intervals. If an
interval does not contain zero, the corresponding means are significantly different.

3.4. pH Measurement

Figure 7 represents typical results of pH measurement in bicarbonate buffer that was
titrated with 0.1 mol/L HCl or 0.1 mol/L NaOH. Graphs also show pH values for titration
of buffer samples that were treated with CoHu for 3 min 24 h before titration. In case of
titration with HCl, pH started to drop after the 7th portion of HCl in control samples and
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samples that were treated with non-CoHu, while in samples that were treated with CoHu
for 1 or 3 min, pH started to drop after the 8th or the 9th portion. In the case of titration
with NaOH, pH began to rise in samples that were treated with CoHu after addition of one
or two portions, more than it did in control samples and samples treated with non-CoHu.
Titrations with HCl and NaOH were repeated 4 times for all groups of samples. In the case
of titration with HCl, pH values in samples treated with CoHu after the addition of the
8th and 9th portion significantly differed from control samples and samples treated with
non-CoHu according to the Mann–Whitney test, with p = 0.0128 and 0.0117, respectively.
Similarly, in the case of titration with NaOH, pH values in samples treated with CoHu
significantly differed on the addition of the 7th and 8th portion of alkali from control
samples and samples treated with non-CoHu, with p = 0.0376 and 0.0202, respectively.
After addition of the 9th portion of NaOH, pH data was reliably different between samples
that were treated with CoHu for 3 min before titration and 24 h before titration (p < 0.05).
pH values in control samples and samples treated with non-CoHu did not differ.

  

Figure 7. (A) A typical curve of titration of 0.01 M bicarbonate buffer treated with CoHu or non-CoHu with 0.1 M HCl and
(B) with 0.1 M NaOH. Some samples were treated with the airstream for 3 min.

In a parallel experiment, pH was measured in the course of titration either with
HCl or NaOH of buffer samples that were treated with CoHu or non-CoHu immediately
before titration and 1–3 days prior to it. The results with statistical errors are presented in
Figures 8 and 9 along with Mann–Whitney U-test probability analysis.

Figure 8. Averaged 0.01 M bicarbonate buffer titration curves with 0.1 M HCl. Samples were treated
with CoHu for 3 min immediately before titration, 24, 48 and 72 h before titration. * p < 0.01 between
control and samples that were treated with CoHu 0, 24 and 48 h before treatment; **, *** p < 0.01
between united control and samples that were treated with CoHu 48 h before treatment and samples
that were treated with CoHu 0 and 24 h before treatment.
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Figure 9. Averaged 0.01 M bicarbonate buffer titration curves with 0.1 M NaOH. Samples were treated with CoHu for 3 min
immediately before titration, 24, 48 and 72 h before titration. *, ** p < 0.01 between samples that were treated with CoHu
immediately and 24 h before treatment and united control samples and samples that were treated with CoHu 48 and 72 h
before treatment; *** p < 0.05 between control and samples that were treated with CoHu immediately before treatment.

Very similar results were obtained with phosphate buffer (Figure 10). In case of
titration with portions of 0.1 M HCl in samples treated with CoHu, pH began to drop
2 or 3 portions later than it did in control samples. Values of pH remained more stable in
samples that were treated for 3 min. This effect cannot be attributed to any impact of the
airflow as pH change pattern in samples that were treated with non-coherent humid air
(non-CoHu) is undistinguishable from controls. Four titrations both with HCl and NaOH
were performed.

  

Figure 10. Typical curve of titration of 0.05 M phosphate buffer treated with CoHu or non-CoHu with 0.1 M HCl (A) and
with 0.1 M NaOH (B). Some samples were treated with the airstream for 1 or 3 min.

4. Discussion

According to our knowledge, we examined the effect of coherent humid air on such
parameters of the aqueous medium as oxidation-reduction potential, changes in pH with
the addition of acid or alkali, surface tension and dielectric constant for the first time.
Deionized pure water, two types of mineral waters and buffers were the examples of
aqueous systems that were considered as test systems to determine possible effects of
CoHu for its potential future application to biological objects, for agricultural and medical
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purposes. A feature of our experiments is that the water systems were not directly irradiated
with infrared light, but aqueous aerosol was used as an intermediary.

Aqueous aerosol, or humid air, produced by a compressor-type evaporator, was
treated with IR radiation (CoHu) or was not treated (non-CoHu) for control. This allowed
to perform tests with an appropriate control treatment on the impacts of the airstream,
shaking and heating, while sample treatments were equal both in test and control samples,
which is important for such study that requires accuracy to detect subtle effects.

The volumes of water samples treated with CoHu or non-CoHu were 10 and 20 mL,
depending on the method of measurement. In both cases, the surface area to volume ratio
was approximately the same, however the study of the effects of volume and surface area
is worthy of a separate study.

Redox potential was measured in pure water and the two types of mineral waters—
Senezhskaya and BioVita (Figure 2). Untreated control pure water had lower redox po-
tential compared to untreated control mineral waters. Treatment of all types of water
with CoHu for 2 min led to a redox potential decrease in all types of water, and this trend
remained the same during the whole measurement. In samples that were treated with
non-CoHu, redox potential increased in Senezhskaya and BioVita waters, while in pure
water, a slight decrease was observed. The redox potential decrease indicates that water
treated with CoHu may possess antioxidant properties. The redox potential of the aqueous
medium in living organisms is usually lower than in environmental water. Interestingly,
redox potential of EZ water formed at the surface of hydrophilic powder also showed a
decrease [11]. The development of a negative electric potential of −120 to −160 mV across
the boundary between the exclusion zone formed at the Nafion® surface and bulk water
(EZ-water is negatively charged) was reported in the context of EZ-water studies [9]. The
charge separation occurred immediately as the EZ was formed and protons were excluded
from it.

After treatment of pure water (Figure 4), Senezhskaya (Figure 5) and BioVita (Figure 6)
waters with CoHu, a tendency for the increase of the dielectric constant in all these waters
was observed. Fisher pairwise comparison showed also that in pure water and Senezh-
skaya water, both CoHu-treated samples and non-CoHu-treated samples had higher mean
dielectric constant values. In BioVita water, both CoHu-treated samples and non-CoHu-
treated samples differed from untreated water however they did not differ from each other.
Dielectric constant indicates the ability of the liquid to weaken the external field. Pure and
mineral waters interact with the field and weaken it almost 80 times. The increase of the
dielectric constant was slight, though may be indicative of the increased charge storage
capacity and the dipole moment of the whole sample or some zones in them.

It should be noted that tap water in which surface tension reaches ~75 dyn/cm hardly
supports metabolism in living organisms and in cells. A cell is capable to use water having
surface tension of ~43–45 dyn/cm (45 dyn/cm is a biologically optimal surface tension
of the tissue fluid and blood) [18]. Surface tension decreased in all types of waters after
treatment with CoHu (Table 1), which is in line with [11] as the density of coherent water is
approximately 0.97 g/cm3, as coherent water molecules take up more space. In samples
that were treated with non-CoHu, no change in surface tension was observed, so the impact
of “blowing” of the airstream upon the sample surface should be considered (Figure 3).
More research is needed to determine whether the density is heterogenous or not in the
samples treated with CoHu.

The character of pH change in CoHu-treated bicarbonate and phosphate buffer in
response to the addition of portions of alkali or acid allows to suggest the ability of CoHu
to alter buffer capacity of aqueous systems. Interestingly, this effect did not depend on
whether CoHu was applied for 1 or 3 min. Moreover, this effect persisted for 48 h after
treatment with CoHu. If it is suggested that CoHu acts as a source of EZ or as a factor
providing for its formation in treated water, it can be assumed that the effect on the
buffer properties of solutions is associated with the separation of negative and positive
charges. We have already demonstrated that in highly diluted hydrated fullerene C60
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solutions prepared using vigorous agitation at each step, pH response to the addition
of HCl demonstrates an increase in buffering capacity in comparison with control [19].
In the same study, we observed structural heterogeneity in samples with highly diluted
hydrated fullerene. This corresponds with data obtained in the laboratory of Elia, who have
demonstrated that homeopathic remedies such as Arnica Montana, Arsenicum Album
and Magnesium Muriaticum have higher capability to buffer pH decrease when they
are titrated with HCl than water used for the preparation of these solutions [20]. The
authors suggested that excessive buffering capacity was provided by supramolecular
organization occurring in the extremely diluted solutions, namely by the appearance
in them of dissipative coherent water structures in the course of serial dilutions with
intensive shaking.

Thus, water, either liquid or gaseous, has a potential to form unstable aggregates. Del
Giudice and Preparata [21,22] suggested a quantum-physics-based model that involved
the presence of 100 nanometers large coherent domains (CDs) in liquid water. Del Giudice
and colleagues [23–25] saw similarities between EZ-water and coherent domains, although
Pollack [26] has proposed a different structure and origin for EZ-water. The surface charge
of the EZ was suggested to depend on the surface charge of the hydrophilic surface on
which it is formed, thus positively charged hydrophilic gels promote a positive charge at
the surface of the EZ with a high pH zone [27].

Conventional quantum electrodynamic (QED) field theory applies only to gases, how-
ever Del Giudice and Preparata expanded it to the condensed phase of liquids. According
to QED theory, two substances are formed in water in order to minimize potential energy—
CDs and common bulk water. In a CD, all water molecules are in a coherent state with
in-phase wave functions. As a result, the overall wave function of the entire domain is
a million times magnified wave function of any of the individual water molecules in the
domain [28].

The CD contains a large number of quasi free electrons. The reason for this lies in the
fact that the energy of the excited state of the CD is 12.06 eV, which is very close to the
ionization energy of water molecules of 12.6 eV [29]. Therefore, water in CD can serve
as a donor of electrons, which participate in redox processes, and this is in line with the
findings of this paper. Emerging and reforming CDs surrounded by bulk incoherent water
may play a particular role in the biological functions of water [30–33].

In a study on aerosols formed at waterfalls, Madl et al. have shown [34] the presence
of negatively charged nanometer-sized and up to 100 nm large water clusters that contain
millions of water molecules. Unlike unstable small clusters, large water aggregates can
be found hundreds of meters away from the waterfall. Both negative surface charge and
the size are in accordance with the QED theory of water developed by Del Giudice and
colleagues [25]. The authors suggest that the river flow offers conditions for formation
of CDs made up by both positively and negatively charged entities. Then, it becomes
fragmented by the waterfall, acquires a portion of energy and the CDs become separated in
the form of an aerosol. Thus, these aerosol water clusters can act as a surface, and exposure
to IR is expected to cause the growth of these clusters in humid conditions.

Water clusters can make crucial contributions to the IR absorption spectrum of water
vapor [35]. Moreover, infrared absorption of water vapor is related to ion-production in
vapor and electrical properties of air, which also fits into the concept of charged surfaces
and charge separation during the formation of CDs and EZ-water. Carlson’s suggestion
that the hydronium ion could be implicated in the absorption at 3–5 μm observed in water
vapor measurements also implies charge separation in vapor [36].

Using the methods of dynamic light scattering, nanoparticle tracking analysis (NTA)
and transmission electron microscopy (TEM), it was possible to experimentally show the
existence of nanoscale self-regulating molecular ensembles in aqueous systems, nano-
associates, with sizes of 100–400 nm and a ζ-potential from −2 to −20 mV [37,38]. A
necessary condition for their formation is the presence of traces of impurities in the water
and the presence of external electromagnetic fields. According to the research data of other
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authors, from the standpoint of QED, it is possible to assume the formation of nanoscale
CDs in the presence of external fields in an aqueous medium [39].

A noteworthy NMR study [40], where proton relaxation times T1 (the spin-lattice
relaxation time) and T2 (the spin-spin relaxation time) were measured in distilled water,
homeopathic remedy, spring water and water treated with electromagnetic fields, demon-
strated evidence of the presence of supramolecular structures similar to liquid crystals,
whose molecules are arranged in some order and whose state of matter is between that of a
liquid and a crystalline solid. The authors suggest that their findings could be explained
from the point of the hypothesis of CDs and EZ-water formation.

Messori et al. provided a holistic overview of the role and physical mechanisms of
action of EZ and CDs in living organisms, where EZ is regarded as long-range ensembles
of CDs [40]. They focused on phase transition of water from the ordinary coherence of its
liquid state (bulk water, as water cannot be completely incoherent) to the semi-crystalline
state of interfacial water and its role in living organisms, where electron/proton dynamics
and response to electromagnetic fields are used to receive electromagnetically encoded
signals endowed with coherence at a low frequency. The resultant excitations are summed,
and the coherence is distributed at frequencies that may affect biological systems.

It has recently been shown that laser radiation induced ROS (hydrogen peroxide,
hydroxyl and superoxide radicals) generation in solutions of blood serum proteins, bovine
serum albumin and gamma-globulin, resulting in the formation of long-lived reactive pro-
tein species [41]. These visible light- and heat-induced long-lived reactive protein products
can generate hydrogen peroxide in aqueous medium and it contributes to the adaptation
of living organisms to stress factors [42]. Authors suggest that ROS generation can be
related to the release of extra free energy via surface tension in air nanobubbles present in
water (bubstons—bubbles stabilized by ions) as a result of their collapse under the action
of visible light, laser irradiations or heat. A resonance excitation of molecular oxygen by
wavelengths corresponding to its transition to singlet state leads to electromagnetic distur-
bance, resulting in collapse of nanobubbles. Interestingly, the size of mesoscopic droplets
formed in low-concentration aqueous solutions of polar organic compounds increases with
temperature [43], which also contributes to the mass of evidence of the peculiar role of heat
in water solutions. We have already mentioned the work of [11], where EZ-like water was
obtained by its non-contact treatment with IR–emitting QELBY ceramic powder (Quantum
Energy Co Ltd., Hanam-si, South Korea) that was at temperature equilibrium with water.
Thus, the authors suggest that it was not heating that changed water structure but the
IR emission of the powder, which is suggested to be more coherent compared to a more
chaotic IR component in environmental IR radiation associated with the ambient heat. The
physicochemical characteristics of IR-altered water in this paper are supported by strong
evidence of the authors of [44], who have shown that water prepared either by mixture
with the ceramic powder, or which is especially noteworthy, by non-contact treatment,
exhibited antioxidant properties, stimulated plant growth, increased normal cell culture
viability and decreased cancer cells’ viability, and also increased the cytokine expression in
the splenocytes.

Hydrogen bonding, whose behavior and fluctuations depend on energetic characteris-
tics of O–H bond in water molecules, plays an important role in EZ-water maintenance.
Thus, energy absorption by O–H bonds can affect hydrogen bonding and EZ formation.

The question may arise as to why the humid air was treated with IR radiation, and
not the liquids themselves. According to Pollack’s theory [26], water microdroplets have
an exclusion zone water layer on their surface, and water is spherically confined there due
to surface tension at the air–water interface. Smaller droplets have a relatively larger EZ
area. As it was mentioned above, EZ expands upon absorption of a sufficient amount of
IR energy to modify the hydrogen bonding network in a water microdroplet. As water
vapor absorbs more intensely in IR, it is used as an inducer of EZ in bulk liquid water.
Moreover, irradiation of water with IR leads to its heating, and microdroplets lose obtained
heat quicker. Irradiation with LED is mostly coherent and transferring of this coherent
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signal to humid air with suspended microdroplets and molecular water, when they begin
to oscillate in a coherent manner, is more effective than transferring it to liquid water. If
we suggest that water microdroplets uptake extra energy in the form of IR and store it in
the form of EZ, when they fuse with condensed phase, they are likely to give this energy
off. Another aspect comes from studies of plasma–water interactions, where the highest
production of hydrogen peroxide in water was obtained by treating water microdroplets
with plasma, which is known to cause reactive oxygen species generation in water [45].
This is explained by the large surface area of the vapor droplets. So, it can be assumed that
microdroplets in the humid air have an increased surface-to-volume ratio and absorb well
in the IR region of the spectrum, which leads to an increase in the EZ and promotes the
transition of water molecules to a coherent phase. These microdroplets come into contact
with the treated liquid, which leads to a change in its physicochemical parameters. To sum
up, water microdroplets are more effective in exchange of IR energy than condensed water.

5. Conclusions

According to the results of our study, in which we investigated the changes in the
physicochemical properties of aqueous systems after non-chemical treatment with humid
air exposed to IR waves, we obtained a number of similarities with exclusion zone water,
which were absent after treatment with untreated humid air and untreated water control.
These were changes in the redox potential and dielectric constant. A change in buffer
properties indicates an alteration in the distribution of positive and negative charges
characteristic of EZ, and a change in surface tension indicates the presence of heterogeneity
in the treated aqueous medium, which is typical of both EZ and CDs.
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Abstract: Self-aerated flows in flat chutes are encountered downstream of the bottom outlet, in
spillways with a small slope and in storm waterways. In the present study, the development of
self-aeration in flat chute flow is described and new experiments are performed in a long flat chute
with a pressure outlet for different flow discharge rates. The distribution of air concentration, time
mean velocity and velocity fluctuation in flow direction in the self-aerated developing region—where
air bubbles do not diffuse next to the channel bottom—were measured and analyzed. The region of
self-aeration from free surface was about 27.16% to 51.85% of the water depth in the present study.
The analysis results revealed that the maximum distance of air bubble diffusion to the channel bottom
increased with the development of self-aeration along the flow direction. This indicates that for flat
chute flow, the process of air bubble diffusion from free surface to channel bottom was relatively long.
Cross-section velocities increased along the flow direction in the self-aerated developing region, and
this trend was much more remarkable in the area near water free surface. The velocity fluctuations
in flow direction in cross-sections flattened and increased with the development of self-aerated
flow. Higher velocity fluctuations in flow direction corresponded to the presence of much stronger
turbulence, which enhanced air bubble diffusion from the water free surface to channel bottom along
the flow direction.

Keywords: self-aeration; chute flow; air concentration; velocity; experimental study

1. Introduction

Free surface self-aeration is frequently observed in steep rivers, spillways and flat
chutes, such as tunnel spillways, partially filled pipes and high-speed flow in open channels
connecting to a pressure outlet in bottom outlet tunnels. The air entrainment induces
a drastic change in the fluid characteristics. First, the amount of bulking caused by the
entrained air makes the water depth higher than that of nonaerated water flow [1]. Aeration
can eliminate or minimize cavitation damage caused by high-velocity flow in spillways,
chutes and channels [2]. Studies have shown that the presence of air within the boundary
layer can reduce the shear stress between the flow layers [3,4]. More recently, highly aerated
flow has been recognized for its gas transfer characteristics with the transfer of atmospheric
gases into the water and the volatilization of pollutants [5].

For an open channel flow in a flat chute with a pressure outlet, at the upstream end
of the channel, a turbulent boundary layer which is generated by the channel bottom
develops along the channel. The boundary layer thickness δ has been studied by many
researchers [6–8]. The data of Schwarz and Cosart [9] suggested that δ/d ~ 0.18 next to the
intake, where d is the approaching flow depth. Chanson [10] showed that boundary layer
thickness is δ ~ x0.8 on a smooth plate, where x is the streamwise distance from the outlet.
Previous studies have shown that the position of the intersection (point A in Figure 1)
between the water free surface and the outer edge of the turbulent boundary layer happens
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at a short distance from the intake. When the turbulence acting next to the free surface is
great enough to overcome the surface tension effect and buoyancy, air bubble entrainment
occurs. Chanson [11] stated that the normal turbulent velocities at the surface should be
larger than 0.1 to 0.3 m/s for air bubble entrainment. For a high-velocity flow discharging
into a flat chute, as in the experiments of Arreguin and Echavez [12], Anwar [13] indicated
that the inception point of self-aeration (point B in Figure 1), where the location of the
“white water” apparition appears, is closer to the upstream end than to the intersection of
the boundary layer edge with the free surface.

Figure 1. The region of self-aerated developing flow.

This means that the classical “boundary layer growth” theory for the steep slope
trend, i.e., that the convergence of the inception point with the boundary layer and free
surface intersection, does not apply to the inception of self-aeration in flat chutes. The flow
separation and developing upper boundary layer need to be taken into consideration. The
first part of the two-phase air–water flow is the self-aerated developing region, which forms
before the flow gets to uniform equilibrium, and the second is the fully developed uniform
region, where the turbulence diffusion is normal to the bottom and counterbalances exactly
the buoyancy effect, and thus the air concentration is independent of the flow direction
along the channel. In the self-aerated developing region, air bubble entrainment develops
and diffuses to the maximum depth; this area along the channel is seen as developing
region I. In this region, there are mainly three areas, that is, individual water drops in air,
individual air bubbles in the water and clear water. For the area of individual water drops
in the air, the most significant effects are on the water depth of aerated flow [14–16]. The
transition section between individual water drops in the air and individual air bubbles is
usually seen as the water depth of aerated flow increases. This section is also where the
maximum gradient of air concentration from normal to the channel bottom appears [17].
Downstream of the developing region I, the air concentration distribution gradually varies
along the channel, with more air bubbles entrained into the water flow and diffusing to the
bottom. This distance in air–water flow can be recognized as developing region II.

A large amount of data about the self-aerated developing region II and the fully devel-
oped uniform region are available to predict the air–water flow properties of supercritical
flows [18–20]. There is, however, little information on the self-aerated developing region
I in flat chute flows, especially about the diffusing process of air bubbles to the bottom
in developing region I (i.e., the area of individual air bubbles in water). In this paper,
experimental data about the air concentration, time mean velocity and velocity fluctuation
are obtained using a flat chute with a pressure outlet, and these characteristics of air–water
flow are analyzed to further understand the process of self-aeration in high-velocity open
channel flow.

2. Experimental Apparatus

The experiments were conducted in the state key lab of hydraulics and mountain
river engineering, Sichuan University. The flume was 12 m long and 0.4 m wide with a

136



Water 2021, 13, 840

10 degree slope. The flume was made of planed synthetic glass boards (the roughness is
0.01 mm). Flow to the flume was fed through a smooth convergent nozzle (1.5 m long), as
shown in Figure 2. The nozzle exit was 80 mm high. The flow discharge was delivered by
a pump connected to a closed-circuit water supply system, and a thin-plate weir was set
downstream to enable an accurate discharge adjustment. Air concentration and velocity
measurements were performed on the channel centerline at regular intervals along the
channel, and the first cross-section measurement was 2.7 m to the pressure outlet. For high-
velocity air–water flow, an intrusive phase detection probe was the most reliable instrument
for air–water property measurement [21]. The principle of electrical probes is the difference
in electrical resistivity between air and water, and this can give accurate information on the
local air–water fluctuations. In the present study, air bubble property and air–water velocity
were recorded using the CQY—Z8a measurement instrument (made by Huaihe River Water
Institution, Bengbu, China), a double-tip conductivity probe. The probe consisted of two
identical tips with an internal concentric electrode made of platinum with a 0.04 mm
diameter and an external stainless-steel electrode with a 0.7 mm diameter. Air–water
velocity measurement was based on two successive detections of air–water interfaces by
the two tips, and the computation was according to a cross-correlation technique between
the two tip signals [22].

(a) 

 
(b) 

Figure 2. Sketch of experimental setup: (a) Schematic depiction of experimental configuration;
(b) Sketch of the double-tip conductive probe.

The two tips were aligned in the flow direction, and the distance between the two
tips was Δx = 10 mm. The cross-correlation function between the two tip signals was the
maximum value of the cross-correlation coefficient R for the average time Tm taken for an
“air bubble” interface to travel from the first tip to the second tip. The velocity was deduced
from the time delay between the two tip signals and the two tip separation distance, Δx.

V = Δx/Tm, (1)
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This electronic system was designed with a response time of less than 10 μs. At each
position, the two tip signals from the conductivity probe were recorded with a scan rate of
100 kHz per channel for a 5 s scan period.

Clear water velocities were measured with a Pitot tube (4 mm external diameter),
and water velocity fluctuation in flow direction was recorded by a pressure sensor (CY200
made by Chengdu Test Electronic Information, Chengdu, China; comprehensive accuracy
of 0.1%) connected to the Pitot tube. The vertical translation of the probe was controlled
by an adjustment travelling mechanism and the error on the vertical position of the probe
was less than 0.1 mm. The experiment was repeated until sufficient and reliable data
were obtained at each measurement profile. The flow discharge rates, Q, were 0.18 m3/s,
0.19 m3/s, 0.20 m3/s and 0.21 m3/s, respectively, and Reynolds number was approximately
within 3 × 105~4 × 105.

3. Experimental Results and Discussions

3.1. Air Concentration Distribution and Development

Distributions of air concentration and velocity were measured on the centerline (from
x = 2.7~7.7 m). Typical results are plotted in Figure 3. Air concentration C is a function of
y/d, where y is the normal distance to the channel bottom and d is the intake high. It is clear
that in water flow, the air concentration increased continuously from the bottom to the free
surface. At a certain cross-section, the air concentration increased much more rapidly near
the water free surface, and in the self-aerated developing region, the distributions at the
cross-sections are almost the same. The Froude number Fr0 = V/(gd)0.5 can be used as a
flow condition for the present analysis, where V is the average flow velocity at the nozzle
and g is the acceleration of gravity.

Figure 3. Comparison of air concentration distributions for different flow discharge rates: (a) x/d = 40;
(b) x/d = 90.

In the present work, the air concentration distributions varied gradually, and the
development of air bubble diffusion was not next to the bottom wall. Figure 4 shows
the comparison between the present data and the two-dimensional diffusion model [10],
defined as:

C = 1 − tanh2(K′ − y′

2 × D′ ), (2)

where D′ and K′ are two constant parameters deduced from the mean air concentration
of the cross-section. Although the distribution tendency of air concentration from the
diffusion model basically fit the experimental air concentration profile, the difference in the
bottom of the self-aeration region between the experimental data and the diffusion model
is obvious.
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Figure 4. Air concentration distributions in cross-sections: (a) Fr0 = 6.353; (b) Fr0 = 6.706; (c) Fr0 = 7.059; (d) Fr0 = 7.412.

Figure 5 shows the development of the self-aeration region along the flow direction,
compared with the results calculated by Equation (2) and Chanson’s measured data [10].
The maximum normal distance y min of the air bubble diffusing to the channel bottom in
the present study was defined as the position where no air bubble signal was obtained
by the probe. In Chanson’s study, the development of air bubble diffusion at the channel
bottom was relatively slower than that found in the present study. This is mainly because
the channel slope of Chanson’s study was much flatter than that of the present study. The
theoretical diffusion model overestimates the rate of self-aeration development in flow
cross-sections. For Fr0 = 6.353, when the characteristic distance x/d increased from 33.75
to 96.25, the value of y min/d varied from 0.725 to 0.563, while in the diffusion model it
varied from 0.813 to 0.313. For Fr0 = 7.412, when the characteristic distance x/d increased
from 33.75 to 96.25, the value of y min/d varied from 0.688 to 0.475, while in the diffusion
model, it varied from 0.850 to 0.188. In the present study, when x/d increased from 33.75
to 96.25, the region of air bubble diffusion in the flow was about 27.16% to 51.85% of
the water depth (the position at y direction, where the air concentration was larger than
0.9, was approximately the water depth in the developing region of self-aeration). In
Chanson’s results, the maximum difference of maximum normal distance of air bubble
diffusion between experimental data and the diffusion model was at x/d = 66.67, whereas
results from this study’s experimental data and the diffusion model are y min/d = 0.942
and y min/d = 0.455, respectively. The development of air bubble entrainment in self-
aerated flow is complicated, especially in the self-aerated developing region. The process is
affected by incoming flow conditions, the solid wall, the channel slope, and the fact that the
interaction between air bubbles and water is a three-dimensional process. A more accurate
description of the air bubble entrainment is needed, while paying greater attention to the
development process.
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Figure 5. Comparison between experimental data and calculated results for the development of air
bubble diffusion to the channel bottom.

3.2. Time Mean Velocity Distribution and Development

Time mean velocities in cross-sections were measured at various centerline posi-
tions from x = 2.7~7.7 m (i.e., x/d = 33.75~96.25) for different flow discharge rates. The
velocity distributions at cross-sections for different flow discharge rates are plotted in
Figure 6, where V0 is the mean velocity, obtained from the ratio of Q to the square of intake
(0.08 × 0.4 m).

 

Figure 6. Velocity distributions in cross-sections along the flow direction: (a) Q = 0.18 m3/s; (b) Q = 0.19 m3/s;
(c) Q = 0.21 m3/s.

In the self-aerated developing region I, the cross-section velocities increased along
the flow direction. This showed that the flow was non-uniform in self-aerated developing
region I. The dimensionless velocity distributions are shown in Figure 7 and are compared
with the logarithmic law for fully developed uniform flow. Vmean is the mean velocity of a
certain cross-section. Considering a rough chute [23], the logarithmic law equations are:

V
V∗

= 5.75lg
y
Δ
+ 8.5 (3)

where V* is the friction velocity, obtained with the equations:

V∗ =
√

λ

8
× Vmean, (4)

λ =
1[

2lg(3.7 d
Δ )
]2 , (5)

where λ is the coefficient of friction resistance and Δ is the roughness (0.01 mm). For the
cross-section near the intake (x/d = 33.75), the velocity distribution from experimental
data is in good agreement with the logarithmic law. This is because the flow in intake is
in the state of pressure flow, and it can be seen approximately as a uniform flow. For the
cross-section near the intake in open channel flow, the air concentration was relatively low
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and the flow was still affected by the state of pressure uniform flow in the intake. This
resulted in good agreement between the experimental data and the logarithmic law for
uniform flow. With the development of flow downstream, self-aeration developed and the
flow was in a state of acceleration under gravity, and this made the flow non-uniform.

Figure 7. Mean time velocity profiles in the self-aerated developing region in chute flow for discharge rate Q = 0.21 m3/s:
♦, experimental data; solid line, the log law, Equations (3)–(5); dot-dashed line, the maximum distance of air bubble diffusion
to the channel bottom at each cross-section.

For the cross-section far from intake (x/d = 96.25), the velocities near the free surface
increased as the flow developed downstream, compared with the log-law results. Consid-
ering the aeration in flow, the viscosity and shearing stress in the flow were less than those
in the non-aerated flow [15]. Thus, the air–water velocity will be comparatively greater
than the clear-water velocity. In the self-aerated developing region, the effect of decreased
resistance on velocity was developed with air bubble diffusion into the flow. With the
development of aeration in flow, resistance decreased and velocity increases in the aeration
region, while it lagged in the self-aerated developing region. For a certain cross-section, the
position of velocity increase in the self-aerated region was closer to the free surface of flow
in the self-aerated developing region than to the maximum distance of air bubble diffusion
to the channel bottom (Figure 7). Figure 8 shows the near free surface distributions of
time mean velocity, and the process of resistance decrease and velocity increase in the
self-aerated developing region can be seen. On the other hand, according to the property
of flow movement, the water acceleration process near the channel bottom was lagged
compared with the water acceleration near the free surface because of the solid surface
boundary. Thus, in the self-aerated developing region, velocities of the non-uniform flow
near the channel bottom still developed and were relatively smaller compared with the
velocity distribution obtained from the logarithmic law for uniform flow. The difference in
velocity distribution at cross-sections indicated that for the self-aerated developing region
in the flat chute flow, the velocity distribution deviated from the logarithmic law for the
fully developed uniform flow.

3.3. Velocity Fluctuation and Development

For self-aerated flow in the open channel, flow turbulence had a significant effect on air
bubble diffusion and self-aeration development in the flow. On the channel centerline, flow
fluctuations in flow direction (x direction) were measured to analyze the flow turbulence.
Considering the effect of the solid surface on the measurement setup, the flow fluctuations
at the transverse direction (y direction) could not be measured accurately under present
conditions. Based on Kolmogorov’s hypothesis of local isotropy [24], at a sufficiently
high Reynolds number, small-scale turbulent motions are statistically isotropic. In the
present study, Reynolds number was within 3 × 105~4 × 105, and this indicated that the
flow fluctuations in flow direction (x direction) could basically reflect the flow turbulence
qualitatively. At a certain cross-section, the measurement range was from y/d = 0.025 to
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y/d = 0.725 as measured by the effects of air bubbles on the Pitot tube in the flow. The root
mean square of pressure measured by transducer is given by:

σ =

√
∑n

k=1 (p0 − pk)
2

n
, (6)

where pk is the pressure recorded by the pressure transducer per signal, p0 is the mean
pressure during the scanning period at each measurement point and n is the total number
of pressure signals (n ≥ 1).

Figure 8. Near-free surface distribution of time mean velocity: (a) Q = 0.18 m3/s; (b) Q = 0.19 m3/s;
(c) Q = 0.20 m3/s; (d) Q = 0.21 m3/s.

Figure 9 shows the dimensionless distributions of flow fluctuation σ/p0 at different
cross-sections in the self-aerated developing region. The first one or two values of σ/p0
were relatively small, and this indicates that this area was affected the viscous sublayer
where the flow type is mainly laminar. The viscous sublayer was caused by the solid
wall of the channel bottom where the fluctuation was relatively low. With the increased
distance from the channel bottom, the flow fluctuation at x direction increased rapidly,
reached peak and then gradually fell. The value of σ/p0 was relatively stable near the
water free surface. The distributions of flow fluctuation in flow direction similarly followed
the classical “boundary layer theory”. The fluctuation in water flow developed from
the channel bottom and subsequent transport to the water free surface. For a certain
flow discharge rate, with increased distance to the nozzle intake (x/d = 33.75~96.25), the
distribution of flow fluctuations in flow direction flattened, and the values of σ/p0 near
the water free surface increased. These changes reflected flow fluctuation at x direction
properties in the self-aerated developing region in the flat chute flow.
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Figure 9. Dimensionless distributions of flow fluctuation at x direction in cross-sections: (a) Q = 0.18 m3/s; (b) Q = 0.19 m3/s;
(c) Q = 0.21 m3/s.

Considering the ratio of the mean flow fluctuation at x direction of each cross-section
σ0 to the mean flow fluctuation at x direction of the high-velocity aerated chute flow
σmean at the centerline, the ratio σ0/σmean increased along the flow direction, as shown in
Figure 10. The ratio σ0/σmean showed the development process of flow fluctuation in the
self-aerated developing region in the flat chute flow. With the self-aerated flat chute flow
developing downstream, the fluctuation level increased. Similar trends were observed
for the development of flow fluctuation at x direction in the self-aerated developing
region in the present study. Considering that the flow fluctuations corresponded to the
turbulence of flow, with the development of water flow downstream, the turbulence
intensity increased. This increased the fluctuation enough to overcome the effects of
buoyancy of air bubbles and to strengthen the air bubble diffusion inside the flow in the
self-aerated developing region. Higher flow fluctuation corresponded to the presence of
much stronger turbulence, which enhanced both the increased mean air concentration at
the cross-section along the flow direction and the air bubble diffusion from the water free
surface to the channel bottom.

Figure 10. Dimensionless distributions of flow fluctuation at x direction along the flow direction.

4. Conclusions

New experiments were carried out to study the characteristics of the self-aerated
developing region where the air bubbles do not diffuse next to the channel bottom in
flat chute flows. With the flow developing downstream, air bubbles from self-aeration
diffused to the channel bottom and the mean air concentration in cross-sections increased
along the flow direction. The region of self-aeration from the free surface was about
27.16% to 51.85% of the water depth in the present study, and this indicated that for flat
chute flow, the process of air bubble diffusion from free surface to channel bottom was
relatively long. Time mean velocity and mean velocity fluctuation in flow direction in
cross-section increased along the flow direction in the self-aerated developing region. In
this area, the velocity fluctuation in flow direction in cross-sections flattened with the flow
development downstream. In terms of turbulence, higher velocity fluctuation in flow
direction corresponded to the presence of much stronger turbulence, which enhanced air
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bubble diffusion from the water free surface to the channel bottom and increased the mean
air concentration in cross-section along the flow direction.
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